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Section I
Advanced Methods for Integration

Chapter I
Logical Inference Based on Incomplete and/or Fuzzy Ontologies ......................................................... 1 
 Juliusz L. Kulikowski, Polish Academy of Sciences, Poland

In this chapter, a concept of using incomplete or fuzzy ontologies in decision making is presented. A 
definition of ontology and of ontological models is given, as well as their formal representation by 
taxonomic trees, bi-partite graphs, multigraphs, relations, super-relations and hyper-relations. The 
definitions of the corresponding mathematical notions are also given. Then, the concept of ontologies 
representing incomplete or uncertain domain knowledge is presented. This concept is illustrated by an 
example of decision making in medicine. The aim of this chapter is to give an outlook on the possibility of 
ontological models extension in order to use them as an effective and universal form of domain knowledge 
representation in computer systems supporting decision making in various application areas.

Chapter II
Using Logic Programming and XML Technologies for Data Extraction from Web Pages .................. 17
 Amelia Bădică, University of Craiova, Romania
 Costin Bădică, University of Craiova, Romania
 Elvira Popescu, University of Craiova, Romania

The Web is designed as a major information provider for the human consumer. However, information 
published on the Web is difficult to understand and reuse by a machine. In this chapter, we show how 
well established intelligent techniques based on logic programming and inductive learning combined 
with more recent XML technologies might help to improve the efficiency of the task of data extraction 
from Web pages. Our work can be seen as a necessary step of the more general problem of Web data 
management and integration.
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Chapter III
A Formal Analysis of Virtual Enterprise Creation and Operation ........................................................ 48
 Andreas Jacobsson, Blekinge Institute of Technology, Sweden
 Paul Davidsson, Blekinge Institute of Technology, Sweden

This chapter introduces a formal model of virtual enterprises, as well as an analysis of their creation and 
operation. It is argued that virtual enterprises offer a promising approach to promote both innovations and 
collaboration between companies. A framework of integrated ICT-tools, called Plug and Play Business, 
which support innovators in turning their ideas into businesses by dynamically forming virtual enterprises, 
is also formally specified. Furthermore, issues regarding the implementation of this framework are 
discussed and some useful technologies are identified. 

Chapter IV
Application of Uncertain Variables to Knowledge-Based Resource Distribution ................................ 63
 Donat Orski, Wroclaw University of Technology, Poland

The chapter concerns a class of systems composed of operations performed with the use of resources 
allocated to them. In such operation systems, each operation is characterized by its execution time 
depending on the amount of a resource allocated to the operation. The decision problem consists in 
distributing a limited amount of a resource among operations in an optimal way, that is, in finding 
an optimal resource allocation. Classical mathematical models of operation systems are widely used 
in computer supported projects or production management, allowing optimal decision making in 
deterministic, well-investigated environments. In the knowledge-based approach considered in this 
chapter, the execution time of each operation is described in a nondeterministic way, by an inequality 
containing an unknown parameter, and all the unknown parameters are assumed to be values of uncertain 
variables characterized by experts. Mathematical models comprising such two-level uncertainty are 
useful in designing knowledge-based decision support systems for uncertain environments. The purpose 
of this chapter is to present a review of problems and algorithms developed in recent years, and to show 
new results, possible extensions and challenges, thus providing a description of a state-of-the-art in the 
field of resource distribution based on the uncertain variables.

Chapter V
A Methodology of Design for Virtual Environments............................................................................ 85
 Clive Fencott, University of Teesside, UK

This chapter undertakes a methodological study of virtual environments (VEs), a specific subset of 
interactive systems. It takes as a central theme the tension between the engineering and aesthetic 
notions of VE design. First of all method is defined in terms of underlying model, language, process 
model, and heuristics. The underlying model is characterized as an integration of Interaction Machines 
and Semiotics with the intention to make the design tension work to the designer’s benefit rather than 
trying to eliminate it. The language is then developed as a juxtaposition of UML and the integration of 
a range of semiotics-based theories. This leads to a discussion of a process model and the activities that 
comprise it. The intention throughout is not to build a particular VE design method, but to investigate 
the methodological concerns and constraints such a method should address.



Chapter VI
An Ontological Representation of Competencies as Codified Knowledge ........................................ 104
 Salvador Sanchez-Alonso, University of Alcalá, Spain
 Dirk Frosch-Wilke, University of Applied Sciences, Germany

In current organizations, the models of knowledge creation include specific processes and elements that 
drive the production of knowledge aimed at satisfying organizational objectives. The knowledge life cycle 
(KLC) model of the Knowledge Management Consortium International (KMCI) provides a comprehensive 
framework for situating competencies as part of the organizational context. Recent work on the use of 
ontologies for the explicit description of competency-related terms and relations can be used as the basis 
for a study on the ontological representation of competencies as codified knowledge, situating those 
definitions in the KMCI lifecycle model. In this chapter, we discuss the similarities between the life cycle 
of knowledge management (KM) and the processes in which competencies are identified and assessed. 
The concept of competency, as well as the standard definitions for this term that coexist nowadays, will 
then be connected to existing KLC models in order to provide a more comprehensive framework for 
competency management in a wider KM framework. This paper also depicts the framework’s integration 
into the KLC of the KMCI in the form of ontological definitions.

Section II
Integration Aspects for Agent Systems

Chapter VII
Aspects of Openness in Multi-Agent Systems: Coordinating the Autonomy 
in Agent Societies ............................................................................................................................... 119
 Marcos De Oliveira, University of Otago, New Zealand
 Martin Purvis, University of Otago, New Zealand

In the distributed multi-agent systems discussed in this chapter, heterogeneous autonomous agents 
interoperate in order to achieve their goals. In such environments, agents can be embedded in diverse 
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these multi-agent interactions, and so far they have included tools for the support of conversation protocols 
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chapter, we explore the necessity of dealing with openness in multi-agent systems and its relation with 
the agent’s autonomy. We stress the importance to build coordination mechanisms capable of managing 
complex agent societies composed by autonomous agents and introduce our institutional environment 
approach, which includes the use of commitments and normative spaces. It is based on a metaphor in 
which agents may join an open system at any time, but they must obey regulations in order to maintain 
a suitable reputation, that reflects its degree of cooperation with other agents in the group, and make 
them a more desired partner for others. Coloured Petri Nets are used to formalize a workflow in the 
institutional environment defining a normative space that guides the agents during interactions in the 
conversation space.



Chapter VIII
How Can We Trust Agents in Multi-Agent Environments? Techniques and Challenges ................... 132
 Kostas Kolomvatsos, National and Kapodistrian University of Athens, Greece
 Stathes Hadjiefthymiades, National and Kapodistrian University of Athens, Greece

The field of Multi-agent systems (MAS) has been an active area for many years due to the importance 
that agents have to many disciplines of research in computer science. MAS are open and dynamic systems 
where a number of autonomous software components, called agents, communicate and cooperate in 
order to achieve their goals. In such systems, trust plays an important role. There must be a way for 
an agent to make sure that it can trust another entity, which is a potential partner. Without trust, agents 
cannot cooperate effectively and without cooperation they cannot fulfill their goals. Many times, trust 
is based on reputation. It is an indication that we may trust someone. This important research area is 
investigated in this book chapter. We discuss main issues concerning reputation and trust in MAS. We 
present research efforts and give formalizations useful for understanding the two concepts. 

Chapter IX
The Concept of Autonomy in Distributed Computation and Multi-Agent Systems ........................... 154
 Mariusz Nowostawski, University of Otago, New Zealand

The concept of autonomy is one of the central concepts in distributed computational systems, and in 
multi-agent systems in particular. With diverse implications in philosophy, social sciences and the theory 
of computation, autonomy is a rather complicated and somewhat vague notion. Most researchers do 
not discuss the details of this concept, but rather assume a general, common-sense understanding of 
autonomy in the context of computational multi-agent systems. In this chapter, we will review the existing 
definitions and formalisms related to the notion of autonomy. We re-introduce two concepts: relative 
autonomy and absolute autonomy. We argue that even though the concept of absolute autonomy does 
not make sense in computational settings, it is useful if treated as an assumed property of computational 
units. For example, the concept of autonomous agents facilitates more flexible and robust architectures. 
We adopt and discuss a new formalism based on results from the study of massively parallel multi-agent 
systems in the context of Evolvable Virtual Machines. We also present the architecture for building such 
architectures based on our multi-agent system KEA, where we use an extended notion of dynamic and 
flexibly linking. We augment our work with theoretical results from chemical abstract machine algebra 
for concurrent and asynchronous information processing systems. We argue that for open distributed 
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Preface

Rapid advances and wide availability have caused knowledge management to permeate the lives of 
people from all walks of life. The development of the distributed knowledge technologies has extended 
the reach of computer intelligence to almost everyone. 

In our book, intelligence integration can be understood in two aspects. The first is referred to as 
methods for integration of human intelligence useful for management and social sciences. The second 
aspect is related to integration methods for intelligent computer systems such as agent systems, Web-
based systems, ad hoc systems and so forth. The subject of this edited book is focused on the second 
aspect. It covers a broad range of intelligence integration approaches in distributed knowledge systems, 
from Web-based systems through multi-agent and grid systems, and ontology management to fuzzy 
approaches. It presents cutting edge research in knowledge management in the first decade of the 21st 
century. The new directions include integration of computational intelligence, distributed computing 
and data mining. 

In order to achieve the goals of better knowledge integration in the field of distributed environment 
that collect modern approaches from artificial intelligence, computer communication, and information 
systems, several issues need to be addressed. These issues can be summarized by new computing ideas 
for, among other things:

• Advanced data analysis, including Web mining and knowledge discovery;
• Coordination, collaboration, cooperation and other related dynamic mechanisms;
• Data, code, signal and behavior propagation strategy;
• Data migration and metadata evolution;
• Decision analysis, optimization and control;
• E-learning algorithms and architectures;
• Error detection and communication methods;
• Robust grid computing and multi-agent systems;
• Information processing using intelligent and hybrid systems;
• Integrity maintenance in open systems; and
• Representation, elicitation and processing of uncertain, imprecise and incomplete knowledge.

The research reported in this book is focused first and foremost on the above topics. The approach 
followed to explain these topics is intentionally broad and exploratory.

This volume is focused on topics worthy of interest due to their significant advances. From the sub-
missions, the editors have selected 19 of the most interesting chapters for publication. These chapters 
have been divided into three parts: Advanced Methods for Integration, Integration Aspects for Agent 
Systems, and Fuzzy-based and other Methods for Integration. 



  xv

The first section, Advanced Methods for Integration, consists of six chapters.
It starts with the chapter of J.L. Kulikowski, which gives an outlook on the possibility of ontologi-

cal models extension serving to effective and universal domain knowledge representation in computer 
systems supporting decision making in various application areas. It is given a definition of ontology and 
of ontological models as well as their formal representation by taxonomic trees, bi-partite graphs, multi-
graphs, relations, super-relations and hyper-relations. The definitions of the corresponding mathematical 
notions are also given. Then, the concept of ontologies representing incomplete or uncertain domain 
knowledge is presented. This concept is illustrated by an example of decision making in medicine.

The second chapter is by A. Bădică et al., and discusses data extraction from Web pages. The Web 
is designed as a major information provider for the human consumer. However, information published 
on the Web is difficult to understand and reuse by a machine. In this chapter, the authors show how 
well established intelligent techniques based on logic programming and inductive learning combined 
with more recent XML technologies might help to improve the efficiency of the task of data extraction 
from Web pages. Their work can be seen as a necessary step of the more general problem of Web data 
management and integration.

In the third chapter, A. Jacobsson and P. Davidsson introduce a formal model of virtual enterprises as 
well as an analysis of their creation and operation. It is argued that virtual enterprises offer a promising 
approach to promote both innovations and collaboration between companies. A framework of integrated 
ICT-tools, called Plug and Play Business, which support innovators in turning their ideas into businesses 
by dynamically forming virtual enterprises, is also formally specified. Furthermore, issues regarding the 
implementation of this framework are discussed and some useful technologies are identified.

The fourth chapter, by D. Orski, concerns a class of systems composed of operations performed with 
the use of resources allocated to them. In such operation systems, each operation is characterized by its 
execution time depending on the amount of a resource allocated to the operation. The decision problem 
consists in distributing a limited amount of a resource among operations in an optimal way, that is, in 
finding an optimal resource allocation. In the knowledge-based approach considered in this chapter, the 
execution time of each operation is described in a nondeterministic way, by an inequality containing an 
unknown parameter, and all the unknown parameters are assumed to be values of uncertain variables 
characterized by experts.

In the fifth chapter, C. Fencott undertakes a methodological study of virtual environments, a specific 
subset of interactive systems. The underlying model is characterized as an integration of interaction ma-
chines and semiotics with the intention to make the design tension work to the designer’s benefit rather 
than trying to eliminate it. The language is then developed as a juxtaposition of UML and the integration 
of a range of semiotics-based theories. This leads to a discussion of a process model and the activities 
that comprise it. The intention throughout is not to build a particular design method, but to investigate 
the methodological concerns and constraints such a method should address.

In the last chapter of the first section, S. Sanchez-Alonso and D. Frosch-Wilke discuss the similarities 
between the life cycle of knowledge management and the processes in which competencies are identified 
and assessed. This chapter also presents the framework’s integration into the knowledge life cycle of 
the knowledge management consortium international in the form of ontological definitions. It includes 
a brief discussion on some current definitions of the term competency and details the most interesting 
efforts in the standardization of competency definitions. At the end, it provides a preliminary mapping 
of competency-related concepts to terms in upper ontologies.

The second section of this book refers to Integration Aspects for Agent Systems and consists of seven 
chapters.



xvi  

The first chapter, by M. Oliveira and M. Purvis is about some interesting aspects of coordinating and 
integrating the autonomy in agent societies. In such environments, agents can be embedded in diverse 
contexts and interact with agents of various types and behaviors. In this chapter, Oliveira and Purvis 
explore the necessity of dealing with openness in multi-agent systems and its relation with the agent’s 
autonomy. They stress the importance of building coordination mechanisms capable of managing 
complex agent societies composed by autonomous agents and introduce their institutional environment 
approach, which includes the use of commitments and normative spaces. It is based on a metaphor in 
which agents may join an open system at any time, but they must obey regulations in order to maintain 
a suitable reputation, that reflects its degree of cooperation with other agents in the group, and make 
them a more desired partner for others. Colored Petri Nets are used to formalize a workflow in the 
institutional environment defining a normative space that guides the agents during interactions in the 
conversation space.

Next, in the following chapter, K. Kolomvatsos and S. Hadjiefthymiades present techniques and 
challenges for trusting agents in multi-agent environments. In such systems, there must be a way for 
an agent to make sure that it can trust another entity, which is a potential partner. Without trust, agents 
cannot cooperate effectively and without cooperation they cannot fulfill their goals. Many times, trust 
is based on reputation. They discuss main issues concerning reputation and trust in MAS. They present 
research efforts and give formalizations useful for understanding the two concepts.

The third chapter, by M. Nowostawski, presents some novel concepts of autonomy management in 
distributed computation and multi-agent systems. He re-introduces two concepts: relative autonomy 
and absolute autonomy. He argues that even though the concept of absolute autonomy does not make 
sense in computational settings, it is useful if treated as an assumed property of computational units. 
For example, the concept of autonomous agents facilitates more flexible and robust architectures. He 
adopts and discusses a new formalism based on results from the study of massively parallel multi-agent 
systems in the context of evolvable virtual machines. He also presents the architecture for building such 
architectures based on his multi-agent system KEA, where he uses extended notion of dynamic and 
flexibly linking. This provides a useful notion and the necessary means to establish autonomy in open 
distributed systems.

In the fourth chapter, M. Purvis et al., give an analysis of agent-based library management system 
using RFID technology. One of the major issues in large libraries is to track misplaced items. By mov-
ing from conventional technologies such as barcode-based systems to RFID-based systems and using 
software agents that continuously monitor and track the items in the library, they believe an effective 
library system can be designed. Due to constant monitoring, the up-to-date location information of the 
library items can be easily obtained.

The authors of the fifth chapter, S. Savarimuthu et al., present several original mechanisms to restrict 
exploitation and improve societal performance in multi-agent environments. Societies are made of dif-
ferent kinds of agents, some cooperative and some uncooperative. Uncooperative agents tend to reduce 
the overall performance of the society, due to exploitation practices. In the real world, it is not possible 
to decimate all the uncooperative agents; thus, the objective of this research is to design and implement 
mechanisms that will improve the overall benefit of the society without excluding uncooperative agents. 
The mechanisms that they have designed include referrals and resource restrictions. A referral scheme 
is used to identify and distinguish noncooperators and cooperators. Resource restriction mechanisms 
are used to restrict noncooperators from selfish resource utilization. Experimental results are presented 
describing how these mechanisms operate.

The sixth chapter is by B. Tony et al., and gives proof that norms can be shared expectations of 
behaviours that exist in human societies and can help societies by increasing the predictability of indi-
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vidual behaviours and by improving cooperation and collaboration among members. Norms have been 
of interest to multi-agent system researchers as software agents intend to follow certain norms. But, 
owing to their autonomy, agents sometimes violate norms, which needs monitoring. In order to build 
robust MAS that are norm compliant and systems that evolve and adapt norms dynamically, the study 
of norms is crucial. Their objective is to propose a mechanism for norm emergence in artificial agent 
societies and provide experimental results. They also study the role of autonomy and visibility threshold 
of an agent in the context of norm emergence.

In the last chapter in this section, S. DeLoach and M. Kumar present an overview of the multi-agent 
systems engineering methodology for analyzing and designing multi-agent systems. This methodology 
has been used to design systems ranging from a heterogeneous database integration system to a biologi-
cally based, computer virus-immune system to cooperative robotics systems. The authors also provide 
a case study of an actual system developed using their methodology in an effort to help demonstrate the 
practical aspects of developing such systems.

The last section consists of six chapters which are related to Fuzzy-based and other Methods for 
Integration. 

The first chapter, by F. Čapkovič, presents an approach based on Petri nets for modeling and analysing 
agent behaviour. The agents and agent systems are understood here as Discrete-Event Systems (DES). 
The approach is based on the place/transition Petri Nets (PN) that yield both the suitable graphical or 
mathematical description of DES and the applicable means for testing the DES properties, as well as 
for the synthesis of the agent’s behaviour. The reachability graph of the PN-based model of the agent 
system and the space of feasible states are found. Control interferences are obtained on the base of the 
most suitable trajectory chosen from the set of feasible ones.

The second chapter, by M. Tabakow, includes a novel method of using fuzzy segmentation for color 
image enhancement to computed tomography perfusion images. The proposed image processing is used 
to improve the radiological analysis of the brain perfusion. Color image segmentation is a process of 
dividing the pixels of an image in several homogenously colored and topologically connected groups, 
called regions. As the concept of homogeneity in a color space is imprecise, a measure of dependency 
between the elements of such a space is introduced. The proposed measure is based on a pixel metric 
defined in the HSV color space. By this measure a fuzzy similarity relation is defined, which next is 
used to introduce a clustering method that generates a partition and so a segmentation. The achieved 
segmentation results are used to enhance the considered computed tomography perfusion images in 
purpose to improve the corresponding radiological recognition.

G. Vincenti’s and G. Trajkovski’s chapter presents a fuzzy mediation method for shared control and 
online learning. Fuzzy mediation differentiates itself from other algorithms, as this approach is dynamic 
in nature. The experiments reported in this work analyze the interaction of two distinct controllers as 
they try to maneuver an artificial agent through a path. Fuzzy mediation functions as a fusion engine to 
integrate the two inputs to produce a single output. Results show that fuzzy mediation is a valid method 
to mediate between two distinct controllers. The work lays the foundation for the creation of an effective 
tool that uses positive feedback systems instead of negative ones to train human and nonhuman agents 
in the performance of control tasks.

In the fourth chapter, A. Jatowt et al. present a method for analysing data stored in Web archives 
which preserve content of the Web, and investigating the methodology required for successful knowl-
edge discovery from this data. The Web is a useful data source for knowledge extraction, as it provides 
diverse content virtually on any possible topic. They call the collection of such Web archives past Web, 
a temporal structure composed of the past copies of Web pages. First, they discuss the character of the 
data and explain some concepts related to utilizing the past Web, such as data collection, analysis and 
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processing. Next, they introduce examples of two applications, temporal summarization and a browser 
for the past Web.

The next chapter is by D. Król and proposes a generic framework in C# to distribute and compute 
tasks defined by users. Unlike the more popular models, such as middleware technologies, his multi-
node framework is task-oriented desktop grid. In contrast with earlier proposals, this work provides 
simple architecture to define, distribute and compute applications. The results confirm and quantify the 
usefulness of such ad-hoc grids. Although significant additional experiments are needed to fully char-
acterize the framework, the simplicity of how they work in tandem with the user is the most important 
advantage of his current proposal.

And, last but not least, the chapter by X. Xie et al. includes an interesting survey on the application of 
economic and market theory for grid computing. In recent years, it has been observed that commercial 
companies are slowly shifting from owning their own IT assets in the form of computers, software and 
so forth, to purchasing services from utility providers. Technological advances, especially in the area 
of grid computing, have been the main catalyst for this trend. The utility model may not be the most ef-
fective model and the price still needs to be determined at the point of usage. In general, market-based 
approaches are more efficient in resource allocations, as it depends on price adjustment to accommodate 
fluctuations in the supply and demand. Therefore, determining the price is vital to the overall success 
of the market.

The material of each chapter of this volume is self-contained. The editors hope that the book with 
many papers provided by leading experts from all over the world can be useful for graduate and PhD 
students in computer science; participants of courses in Knowledge Management, Collective Intelli-
gence, and Multi-agent Systems; and researchers and all readers working on knowledge management 
and intelligent systems.

The editors would like to thank the authors who present very interesting research results in their 
chapters. We are indebted to them for their reliability and hard work done in due time. We are looking 
forward to the same fruitful collaboration during the next edition, which is planned for the near future. 
We cordially thank the reviewers for their detail and useful reviews. Special thanks are also given to the 
IGI Global Team members for their friendly help and excellent editorial support in preparing the final 
version of this volume.

Dariusz Król and Ngoc Thanh Nguyen
Wrocław, February 2008
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AbstrAct

In this chapter, a concept of using incomplete or fuzzy ontologies in decision making is presented. A defini-
tion of ontology and of ontological models is given, as well as their formal representation by taxonomic 
trees, bi-partite graphs, multigraphs, relations, super-relations and hyper-relations. The definitions of 
the corresponding mathematical notions are also given. Then, the concept of ontologies representing 
incomplete or uncertain domain knowledge is presented. This concept is illustrated by an example of 
decision making in medicine. The aim of this chapter is to give an outlook on the possibility of onto-
logical models extension in order to use them as an effective and universal form of domain knowledge 
representation in computer systems supporting decision making in various application areas.

INtrODUctION

The concept of ontology co-opted by computer 
specialists from ancient philosophy means orga-
nization of concepts in domains which might en-
compass selected application areas: management, 
law, engineering, medicine, and so forth (Chute, 
2005; Pisanelli, 2004). As such, ontology of a 
domain is a form of computer-acceptable repre-

sentation of knowledge about a part of an abstract 
or real world being an object of consideration or 
decision making. In general, an ontology Ω can 
be presented in the form of a set C of concepts 
and a finite family of ontological models Mk, k 
= 1,2,…,K, defined as relationships described on 
selected subsets of C. The relationships may be of 
various kinds; however, taxonomies Ti, i=1,2,…,I, 
of the concepts are mandatory elements of the 
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ontology. The aim of this chapter is contributing 
to this concept in the particular cases when ontolo-
gies are being used in computer-based decision 
supporting systems have not been enough finely 
described. The chapter is organized as follows. 
In the beginning a concept of ontological mod-
els and their application to decision making are 
presented. Here, the models based on taxonomic 
trees, graphs, multigraphs, relations and hyper-
relations are shortly described. Nondeterministic 
ontological models, including fuzzy models and 
models based on a concept of semi-ordering of 
syndromes of relations, are described next. Short 
conclusions are collected in the last section of the 
chapter. Our aim in this chapter is the presentation 
of intuitive aspects of the proposed approach to 
decision making, rather than revealing its strong 
theoretical backgrounds. 

ONtOLOGIEs AND ONtOLOGIcAL 
MODELs

taxonomies

In the simplest cases, the idea of ontology can 
be reduced to a taxonomy of concepts assigned 
to objects, phenomena or processes appearing 
in an examined part of abstract or of real world 
and being analyzed from some fixed points of 
view. For instance, in sociological investigations 
a concept of People living in the town can be 
specified by a structure called a rooted tree, as 
shown in Figure 1.

However, the same concept may be presented 
in several other ways (Figures 2 and 3) and so 
forth. The roots of the trees have been assigned 
above to the basic concept People living in the 
town, while the subjected nodes correspond to 
some subordered concepts. It is also assumed 
that on each level of any tree the subordered 
concepts totally cover the corresponding higher-
level concept. So-interpreted rooted trees are 
called taxonomic trees. The fact that even in this 
simple case the part of real world under exami-
nation is represented by an ontology consisting 
not of a single but of several semantically linked 
taxonomic trees is worthy of being remarked. In 
general, formal structures constituting ontolo-
gies (in the above-defined, narrow sense) will be 
called ontological models. This given ontology 

People living in the town (I) 
 

 Inhabitants                 Temporarily staying 

                                                                          Commuters                Visitors 

Figure 1. Example of a taxonomic tree based on 
the attribute “Status”

Figure 2. A taxonomic tree based on the attribute 
“Gender”

People living in the town (II) 

                                                          Men              Women 

Figure 3. A taxonomic tree based on the attribute “Age”

People living in the town (III) 
 

                                 Young                            Middle-aged                     Old 
 

              Infant     Childish  Adolescent    Maturate Post-maturate    Lively    Senile 
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thus consists of three ontological models having 
the form of taxonomic trees, linked semantically 
because their roots have been assigned to the same 
top-level concept. 

And still, the class of problems whose solu-
tion might be supported by this ontology is rather 
poor. It might contain, for example, designing a 
database of inhabitants of the town, planning some 
social activities or investments in the town, or it 
might be used in any deliberations concerning the 
population of the town. However, more advanced 
applications of this ontology are limited by its 
evident deficiencies:

1. The taxonomic trees contain no information 
about the statistical structure of the world 
as a composition of designates (real entities) 
represented by a given tree;

2. No relationships between the concepts be-
longing to different taxonomic trees have 
been described by the ontology; and

3. Taxonomic tree do not define concepts, but 
only characterize hierarchical relationships 
between higher level and lower level con-
cepts. 

Graphs

Ontologies reduced to taxonomic trees only are 
thus rather ineffective in real world description 
and as tools supporting decision making. Let us 
also remark that trees in their graphical form are 
suitable to be analyzed by a man in the case of 
low numbers of nodes, and for computer-aided 
analysis they should be represented in the form 
of digital data structures.

However, trees are a sort of graph, the last being 
formally described by a triple (Tutte, 1984):

G = [C, Λ, ϕ]                                (1)

where C denotes a set of nodes, Λ stands for a set 
of edges and ϕ is a function (incidence function) 
assigning edges to some ordered pairs of nodes 

so that any edge can be assigned to at most one 
pair of nodes. An edge lij assigned to the pair 
[ci, cj] of nodes is called outgoing from ci and 
incoming to cj. 

There are several possibilities of defining a 
tree as a sort of graph. The simplest one is based 
on a statement that a graph becomes a tree if the 
number of its nodes is 1 larger than the number 
linking those edges. A tree is called a rooted tree 
if: 1) it contains exactly one node, called a root, 
to which no incoming edge is assigned and 2) 
to each other node exactly one in-coming edge 
is assigned. The nodes of a rooted tree to which 
no outgoing edges have been assigned are called 
leafs of the tree.

The taxonomies of an ontology are repre-
sented by rooted trees whose roots have been 
assigned to the top-level concepts, while other 
nodes correspond to the subordered concepts. 
Any concept in a taxonomic tree is characterized 
by its level-number, that is, the number of edges 
connecting the corresponding node with the root. 
For example, in the given taxonomy of People 
living in the town (I) the concept Inhabitants is 
a first-level, while Visitors is a second-level one. 
The top-level concepts are 0-level ones. 

On the basis of graph algebra operations 
(Kulikowski, 1986) simple ontological models 
represented by graphs can be used to create more 
sophisticated ontological models. For instance, 
several taxonomic trees corresponding to the 
same top-level concept can be represented in 
the form of a unified taxonomic tree. This can 
be illustrated in the case of two taxonomic trees. 
For this purpose, a Cartesian product of the trees 
(in general, of the graphs) can be used. Let G(1) = 
[C(1), Λ(1), ϕ(1)], G(2) = [C(2), Λ(2), ϕ(2)] be two graphs. 
Their Cartesian product G = G(1)× G(2) is defined 
as a graph such that:

1. The set of its nodes C = C(1) × C(2), which 
means that each node of G is an ordered pair 
of some nodes of G(1) and G(2);
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2. The set of its edges Λ = Λ(1) × Λ(2); and 
3. Its incidence function ϕ assigns an edge lprqs 

= [l(1)
pr, l

(2)
qs] to the pair of nodes cpr = [c(1)

p, 
c(2)

r], cqs = [c(1)
q, c

(2)
s], if and only if l(1)

pr is 
assigned by ϕ(1) to the pair of nodes [c(1)

p, 
c(1)

r] and l(2)
qs is assigned by ϕ(2) to the pair 

of nodes [c(2)
q, c

(2)
s] .

For example, a Cartesian product of the first two 
taxonomic trees based on the attributes “Status” 
and “Gender” takes the form in Figure 4.

For the sake of formal accuracy, it has been 
assumed that the graphs G(1 )and G(2) admit exis-
tence of edges of the form l(1)

ii , l
(2)

jj (loops) linking 
each node with itself. 

Using graphs (instead of trees only) in on-
tologies provides some additional possibilities 
to describe relationships between concepts. For 
example, let us take once more into consideration 
the first two taxonomic trees canceled to their up-
per two levels. Let A = {a1, a2, …, aK} be a set of 
persons living in the given town. They can be clas-
sified according to the above-given ontology, that 
is, assigned to the leaves of the taxonomic trees. 
However, we would like to represent the persons 
and the assigned to them attributes: Gender = {M 
– Man, W – Woman}, Status = {I – Inhabitant, 
TS – Temporarily staying} in the form of a more 
concise structure. For this purpose, a graph G’ 
will be constructed whose set of nodes C’ consists 
of three disjoint subsets: C’ = A ∪ {M,W} ∪ {I, 
ST} and the incidence function ϕ admits edges 

connecting only persons with their attributes so 
that each person is connected with exactly two 
attributes: first, belonging to the subset {M, W} 
and second belonging to {I, ST}, as illustrated 
in Figure 5. 

This bipartite graph represents a distribution 
of the attributes Gender and Status in a subset 
A of persons living in the town. However, it is 
not a tree, as it can be proved by counting and 
comparing the numbers of its nodes and edges. 
Using graphs as ontological models makes it 
possible using typical algebraic operations on 
graphs to construct more sophisticated models 
as compositions of some simpler ones. This can 
be illustrated by the following example.

Let G’ be the bipartite graph illustrated in 
Figure 5 and G” be a bipartite graph representing 
the distribution of the attribute Age = {Y – Young, 
MA – Middle aged, O – Old} in the defined set A 
of elements (persons), as shown in Figure 6.

 The sum of graphs G’ ∪ G” can be defined 
as a graph G* = [C*, Λ*, ϕ*] such that C* = C’∪ 
C”, Λ* =Λ’ ∪ Λ”, and ϕ* is an incidence function 
such that to a pair of nodes an edge is assigned 
if it is assigned by at least one of the incidence 
functions, ϕ’ or ϕ” (if two different edges to the 
given pair of nodes have been assigned by both 
incidence functions, then the problem, whose 
edges should be finally assigned to it, can be 
arbitrarily solved). 

Using the definition of a sum of graphs to 
the graphs shown in Figure 5 and Figure 6, one 

People living in the town (I, II) 
 

                   Inhabitants           Inhabitants              Temporarily staying               Temporarily staying 
                          Men                    Women                             Men                                      Women  

 
                                                                          Commuters           Visitors         Commuters           Visitors 

                                                       Men                    Men               Women              Women  

Figure 4. Cartesian product of two taxonomic trees
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obtains a graph G* illustrating the distribution of 
three attributes, shown in Figure 7.

In similar way, ontological models describing 
distribution of higher numbers of attributes over 
fixed sets of elements using the algebra of graphs 
operations can be constructed. Such models may 
have the form of bipartite graphs, the subset of 
nodes representing the attributes being subdivided 
into mutually disjoint lower-level subsets of values 
of the given attributes. For effective calculations, 
the graphs should be stored in computer memory 

in the form of the corresponding connection ma-
trices or incidence matrices (Kulikowski, 1986). 
However, the graphs presented in Figures 5, 6 
and 7 as ontological models are rather untypical, 
because the idea of ontological models consists 
in knowledge presentation in aggregated form 
rather than by individual listing of instances. The 
algebra of graphs provides us with more universal 
and flexible tools for ontological models construc-
tion than taxonomic trees. Alas, in certain cases 
this tool is not quite suitable to a presentation 

                                            M                 W                  I                  ST 

a1            a2            a3            a4            a5            a6            a7                   aK 

Figure 5. A bipartite graph representing distribution of two attributes

Figure 6. A bipartite graph representing distribution of the attribute Age

Y            MA            O 

1            a2            a3            a4            a5            a6            a7                   aK 

Figure 7. Sum of graphs: A bipartite graph representing a distribution of three attributes

                    M           W                    I             ST                  Y            MA            O 

a1            a2            a3            a4            a5            a6            a7                   aK 
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of knowledge about the real world, as it can be 
shown by the following example.

Let us assume that a problem consists in de-
scription of the impact of papers published in a sci-
entific journal on distribution of scientific results 
in the world. For this purpose, a corresponding 
ontological model should be constructed. Let us try 
to construct it in the form of a bipartite graph:

 G = [V ∪ T, Λ’ ∪ Λ”,ϕ],                         (2)

where V is a subset of nodes assigned to affiliations 
of authors, T is a subset of nodes assigned to the 
topics covering the profile of the journal, Λ’ is a 
subset of oriented edges (arcs) connecting nodes 
belonging to V with these belonging to T, Λ” is a 
complementary subset of oriented edges connect-
ing nodes belonging to T with these belonging to 
V and ϕ is an incidence function such that:

1. An edge (arc) l’ ip is connecting a node vi, vi 
∈ V, with a node tp, tp ∈ T, if and only if at 
least one paper has been published in the 
journal such that affiliation of (at least one) 
its authors was vi and the topic of the paper 
can be classified as belonging to tp; and

2. An edge (arc) l”qj is connecting a node tq, 
tq ∈ T, with a node vj, vj ∈ V, if and only if 
at least one paper published in the journal, 
whose topic can be classified as belonging 
to tq, tq ∈ T, has been cited somewhere by 
an author whose affiliation was vj, vj ∈ V.

A hypothetical part of such a graph is shown 
in Figure 8. 

Let us take into consideration a partial graph 
consisting of the nodes v2, v5, v8 and t2 shown in 
Figure 9.

Several interpretations of these partial graphs 
are possible:

1. An author from v2 has published in the journal 
a paper on t2;

2. An author from v5 has published in the journal 
a paper on t2;

3. An author from v8 has published in the journal 
a paper on t2;

4. authors from v2 and v5 have commonly pub-
lished in the journal a paper on t2;

5. authors from v2 and v8 have commonly 
published in the journal a paper on t2;

6. authors from v5 and v8 have commonly 
published in the journal a paper on t2;

7. authors from v2, v5 and v8 have commonly 
published in the journal a paper on t2; or

8. an author from v5 has cited at least one of 
the above-mentioned papers.

However, in the last case, it is not clear: was it 
a self-citation (four possibilities) or a citation of 
papers written by other authors (three possibili-
ties)? Therefore, the ontological model presented 
in Figure 8 does not reflect all types of scientific 
information distribution caused by papers pub-
lished in the given journal.

Figure 8. A bipartite graph representing affiliation of authorship and citations of papers

v1      v2       v3       v4       v5        v6       v7       v8        v9        v10              vN 
 
 

t1        t2        t3        t4        t5            tM 
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Multigraphs

In general, many relationships existing in the real 
world cannot be adequately presented by ontologi-
cal models given in the form of graphs. Some larger 
possibilities are offered using multigraphs, that 
is, graphs whose incidence function admits more 
than one edge to any given pair of nodes. This can 
be illustrated by the following example.

Let us take into consideration a problem of 
young population flow and migration between 
the schools in a certain region. For analysis of 
the problem, an ontology consisting of several 
ontological models should be created, such as:

a. Taxonomic models of a regional population 
of pupils and students (sexuality, social 
background, etc.);

b. Taxonomic model of regional schools of any 
types and levels; or

c. Ontological model describing the flow of 
young population between the schools.

Our attention here will be focused on the last 
ontological model. For this purpose, it will be 
defined as a weighted multigraph:

 M = [Σ , F, R+,ϕ ]                           (3)

where: 

•	  Σ is a set of nodes assigned to the regional 
schools (extended by adding the category 
“Other” for the schools outside the re-
gion);

•	  F is a set of oriented edges (arcs) assigned to 
the flows of pupils and students between the 
schools within the region, as well as coming 
from outside or going away from the region; 
the edges should also indicate a subclas-
sification of flows based on the taxonomies 
following from the type a) models;

•	  R+ is a non-negative real half-axis used as 
a scale of flow intensity; and

•	  ϕ is a multigraph (vector) incidence function 
assigning to any pair of nodes [Si, Sj] an arc 
f(r)

ij ∈ F and a value u(r)
ij ∈ R+ if and only if 

between the corresponding pair of schools 
a flow of intensity u(r)

ij of the r-th category 
pupils (students) takes place.

A part of a multigraph of this type is illustrated 
in Figure 10. For the sake of simplicity multiple 
arcs have been replaced by the single ones and 
the denotations of arcs have been reduced to the 
weights of arcs (flow intensities in persons/year) 
presented in a concise symbolic form (in fact, they 
are numerical vectors whose components cor-
respond to different sorts of pupils, for example, 
to Boys and Girls). 

This model makes it possible to show, for ex-
ample, which universities in the region are directly 
supplied with former pupils by given secondary 
schools or what is a social background of pupils 
or students entering the given schools. However, 
on the basis of this model it is not possible give 
a reply to a question such as, which elementary 
schools educate the highest percentage of pu-
pils who graduate from the universities? The 
inadequacy of the above-described ontological 
model to answer these kinds of questions consists 
in the fact that graphs as well as multigraphs 
describe relationships between pairs of objects 
only, while our question concerns relationships 
among (in the simplest case) triples of elements: 

Figure 9. A partial graph of the graph shown in 
Figure 8

v2          v5         v8 
 
 

t2 
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[elementary school, secondary school, univer-
sity]. The information about a detailed structure 
of flows entering a given node is lost as a result 
of aggregation of flow components, and it is not 
possible to reconstruct it by any outgoing flows’ 
components analysis. 

relations

If Q1, Q2,…, Qn are some nonempty sets taken in 
the given linear order and C = Q1 × Q2 ×…× Qn is 
their Cartesian product, then any subset:

r ⊆ C                                  (4)

is called a relation described on the (linearly or-
dered) family of sets [Q1, Q2,…, Qn]. According to 
the definition, r is a set of n-tuples of the form [a, 
b,…,h] such that a∈Q1, b∈ Q2,…, and h∈Qn, called 
sometimes syndromes of the relation. 

For a fixed linearly ordered family of sets 
and the corresponding Cartesian product C it is 
possible to take into consideration a family Φ of 
all possible subsets of C including C itself and an 
empty subset ∅ . Φ is thus a family of all possible 
relations that can be defined on the given family 
of sets. On the other hand, it is possible to apply 

to it the general set-algebraic rules (Rasiowa & 
Sikorski, 1968) which in this case becomes an 
algebra of relations described on the family of 
sets [Q1, Q2,…, Qn]. Moreover, this algebra can 
also be extended on all relations described on any 
subsets of this family assuming that the original 
linear order has been preserved (Kulikowski, 
1972). The extended algebra of relations, be-
ing in fact a sort of Boolean algebra, becomes a 
flexible tool not only for description of relations 
between any final number of arguments, but also 
for the creation of more sophisticated relations as 
algebraic compositions of some simpler ones, as 
well as for the creation of higher-order relations 
(superrelations) defined as relations between 
relations (Kulikowski, 1992).

Multi-argument relations cannot be easily 
presented in graphical form. However, there are 
several methods of description of a new rela-
tion:

• By listing the syndromes of the relation;
• Be presenting it as an algebraic composition 

of some other, known relations; or
• By presenting a testing function making it 

possible to decide whether the relation is 
satisfied by any given syndrome.

. . .    S*i                    S*j    . . . 
                                                                    upi                                                       uqj  
                                                                               upj            uqi  
                                                                                      upq  

                                              . . .     S’p                     S’q    . . .                                                                                   
upq 

                     uqp           ub p                  ubq             ucq 

                                                                             uab                      ucb 

                                              Sa            Sb            Sc   . . . 
ubc 

Figure 10. A simplified partial multigraph representing the flow (migration) of pupils (students) between 
regional schools
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The first method can be illustrated by the fol-
lowing example. The problem of young popula-
tion flow and migration between the schools will 
be considered again. We would like to create an 
ontological model making possible the investiga-
tion of contribution of elementary schools in the 
region to the educational productivity of universi-
ties, taking into account the sex of the graduate 
students. For this purpose five sets will be taken 
into consideration:

• Q1 = {B, G} describing sex (Boys, Girls};
• Q2 = {Sa, Sb,…,Sh} describing elementary 

schools in the given region;
• Q3 = {S’p, S’q,…, S’t} describing secondary 

schools;
• Q4 = {S*i, S*j,...,S*k} describing universities; 

and
• Q5 ≡ R+ a non-negative real half-axis repre-

senting flow intensities.

On the basis of the Cartesian product C = Q1 
× Q2 × Q3 × Q4 × Q5 it can be defined a relation 
r given in the form of a list of syndromes of the 
form

v = [x, Sα, S’β, S*γ, w],                         (5)

where x∈ Q1, Sα ∈ Q2, S’β ∈ Q3, S*γ ∈ Q4, w∈ Q5. 
Each syndrome represents a component of the 
flow with the additional characterizing it param-
eters. The relation can easily be represented in 
computer, however, it cannot be so easily plotted 
on a plane. Answering the former question: what 
is the contribution of a given elementary school, 
let it be Sα, to supplying a given university, let it 
be S*γ, with, say, girl students (G) is then reduced 
to selection from r, a subrelation r’ ⊆ r consisting 
of all syndromes of the form

v’ = [G, Sα, F, S*γ, w],                          (6) 

where F denotes an undefined data value (here 
denoting any secondary school). The final answer 

can be reached by summing over F all values w 
of the syndromes of r’.

As mentioned before, the algebra of relations 
makes possible the combining of ontological 
models in order to get more suitable forms of 
reality description. For example, if r(κ), r(λ) are 
two relations of similar structure described on 
the same family of sets [Q1, Q2,…, Qn], then a 
sum of relations

r = r(κ) ∪ r(λ)    (7)

is a relation consisting of all syndromes satisfying 
r(κ) or r(λ). In the above-described example, if r(κ) 
and r(λ) describe the flow of pupils (students) in 
two consecutive school years, then r describes it 
in the two school years taken together. 

Another situation arises if the relations r(κ) and 
r(λ) are described on different families of sets, say, 
respectively, on [Q(κ)

1, Q
(κ)

2,…, Q(κ)
n] and [Q(λ)

1, 
Q(λ)

2,…, Q(λ)
m]. In this case, assuming that both 

families are conformably ordered, the algebraic 
operations can be defined according to the ex-
tended relations algebra rules (Kulikowski, 1992). 
In particular, a sum of relations can be defined 
as a relation described on the sum of families of 
sets [Q(κ)

1, Q
(κ)

2,…, Q(κ)
n] ∪ [Q(λ)

1, Q
(λ)

2,…, Q(λ)
m] 

consisting of syndromes such that each syndrome 
even 1) in its part belonging to [Q(κ)

1, Q
(κ)

2,…, Q(κ)
n] 

satisfies r(κ), or 2) in its part belonging to [Q(λ)
1, 

Q(λ)
2,…, Q(λ)

m] it satisfies r(λ).  
As an example, let a problem of air-passengers 

flow intensity in selected airports be considered. 
For this purpose, a set A = {a1, a2, …, aK} of in-
ternational airports will be considered. It will be 
multiplied in three versions: as departure airports 
A’, as transit airports A* and destination airports 
A”. In addition, a set V of flow intensity values, 
V ≡ R+, where R+ is a non-negative half-axis, will 
be taken into account. Then two Cartesian prod-
ucts will be constructed: C= A’ × A” × R+, C* = 
A’ × A* × A” × R+. Let us also select a subset D 
⊂ A of particular interest, say, of international 
airports in a certain country. On the basis of C 
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two relations can be described: 1) r’ describing 
direct flights starting from any airport of D, D 
⊂ A’, and terminating in any airport of A’, and 
2) r” describing direct flights starting from any 
airport of A’ and terminating in any airport of D, 
D ⊂ A.” In addition, on the basis of C* a relation 
r* describing transit flights from any airport of 
A’ through any airport of D to any airport of A” 
will be described. The syndromes of the above-
mentioned relations thus indicate the names of 
starting, transit or terminating airports between 
which the flights took place within a certain time-
period, as well as intensity of the corresponding 
flow of passengers. Let us assume that a total 
flow of passengers through the airports of D are 
of interest. Then, an extended algebraic sum of 
relations: r = r’ ∪ r * ∪ r” should be taken into 
account and the corresponding arithmetic sum of 
intensities should be calculated. The syndromes 
of r are quadruples of a general form: starting 
airport, transit airport, terminate airport, inten-
sity of the flow of passengers, such that exactly 
one starting, transit or terminate airport belongs 
to D, and the other airports within the set A are 
unlimited.

In a similar way, extended intersection of 
relations can be used in ontological models cre-
ation. For example, let us take into consideration 
a family F = [Q1, Q2, Q3, Q4, Q5, Q6] of sets where 
Q1 denotes a set of names of teachers, Q2 a set 
of subjects, Q3  a set of scholar classes, Q4 a set 
of classrooms, Q5 a set of weekdays and Q6 a set 
of scholar hours. On the Cartesian product C’ 
= Q1 × Q2 × Q3 it may be defined as a relation r’ 
between teachers, subjects and scholar classes. 
On the Cartesian product C” = Q2 × Q3 × Q5 a 
relation r” between subjects, scholar classes and 
weekdays in a similar way can be defined. At last, 
a relation r’’’ between classrooms, weekdays and 
scholar hours on the Cartesian product Q4 × Q5 
× Q6 can be established. The relations r’, r” and 
r’’’ can be established independently of each on 
each other by taking into account some constraints 
imposed on the corresponding syndromes. Then, 

a problem arises of the construction of a relation r 
containing all syndromes consisting of teachers, 
subjects, scholar classes, classrooms, weekdays 
and scholar hours satisfying the constraints. This 
relation can be defined as an extended algebraic 
intersection of relations:

r = r’ ∩ r” ∩ r’’’                           (8)

whose syndromes, by definition, projected on C’ 
satisfy the relation r’, projected on C” satisfy r”, 
and projected on C’’’ satisfy r’’’. Then, finally, on 
the basis of the relation r, an optimized timetable 
can be constructed.

It might seem that the extended algebra of 
relations is a tool sufficient enough to construct 
a large class of ontological models. The following 
examples show that it is not quite so. 

Hyper-Graphs

Let C be a set of scholar handbooks offered at 
a book market. A problem of recommending 
collections of handbooks for teaching given 
subjects during a multiyear education process 
will be considered. For this purpose, an ontology 
describing the regional educational subsystem 
should be constructed. However, our attention 
will be focused on ontological models describing 
the admissible collections of handbooks satisfy-
ing some educational requirements. Otherwise 
speaking, it is necessary to select according to 
some educational criteria a family of subsets of 
C assuming that the subsets are not obviously 
mutually disjoint. The first possibility is to con-
struct a hyper-graph (Berge, 1973) whose nodes 
are assigned to the elements of C and any subset 
of nodes assigned to the handbooks satisfying 
the educational criteria constitutes a hyper-edge 
of the hyper-graph. Such hyper-graphs can be 
represented by a diagram, shown in Figure 11.

In this diagram vertical lines represent nodes, 
while dots lying on horizontal lines represent 
hyper-edges. A serious shortcoming of hyper-
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graphs used as ontological models exists in their 
inability to describe an order (if any exists) of 
the nodes belonging to the same hyper-edge, and 
of belonging to several hyper-edges where the 
orders are different. This will be illustrated by 
the next example.

It will be taken into consideration a medical 
clinic specialized in a certain sort of diagnostic 
and therapeutic services. It is desired to create 
an ontology describing admissible processes 
of individual medical treatment of patients. For 
example, each process of this type should start 
by registration of the patient, then a series of 
diagnostic procedures should be followed by the 
proper medical treatment, and at last the pro-
cess is finished by discharging the patient from 
the clinic. It is possible to construct a directed 
graph representing admissible logical sequences 
of operations of which any instance of medical 

treatment process consists. An example of such a 
graph is given in Figure 12. The nodes represent 
here operations, while directed edges (arcs) link 
pairs of operations which can be performed just 
after the former one.

Any instance of the process can be embedded 
in the graph. Each process starts at the extreme-left 
node and is finished in the extreme-right node. 
The loops existing at two nodes show that the 
given operations can be repeated. However, it is 
not possible to separate from the graph the admis-
sible instances of the process only. For example, 
it is not evident whether some operations can be 
repeated one, two or more times and whether or 
not they can be repeated independently on the 
preceding subsequences of operations. A more 
complete ontological model of medical treatment 
processes should thus represent all medically or 
organizationally admissible sequences of opera-
tions of various lengths, which can be embedded 
in the above-presented graph. 

Hyper-relations

Let F = [Q1, Q2,…, Qn] be a finite family of sets. 
A family KF of all subfamilies of F including F 
itself and an empty family ∅  will be considered. 
Then, each subfamily Hg ⊆ F, Hg ∈ KF, g denoting 
the subfamilies, creates a family Ug of all linearly 
ordered subfamilies of sets obtained as a result of 
all possible permutations of Hg. Each element of 
Ug is thus a linearly ordered subfamily of F and, 
as such, a Cartesian product of its elements can 
be constructed. Next, on the basis of this Carte-
sian product some relations can be created. The 
syndromes of each such relation are thus some 
finite strings of elements belonging to and taken in 
the order of sets constituting the given Cartesian 
product. A first-type hyper-relation (a h-relation) is 
then defined as any sum (in the set algebra sense) 
of relations defined on any subfamilies Hg created 
in the above-defined way (Kulikowski, 2006). The 
following example should make it clearer. There 
will be taken into consideration:

Figure 11. Diagram of a hyper-graph

 Handbooks  

Collections 
of handbooks 

Figure 12. A directed graph representing admis-
sible logical sequences of operations
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•	 A family of sets F = {A, B, D};
•	 A family of its subfamilies KF = {∅, {A},{

B},{D},{A,B},{A,D},{B, D},{A, B, D}};
•	 Selected subfamilies of sets H6 = {A, D}, H7 

= {B, D};
•	 Families of permutations of the subfamilies 

H6 and H7:
 U6 = {[A, D], [D, A]}, U7 = {[B, D], [D, 

B]};
•	 Cartesian products based on U6 and U7:
 C6,1 = A×D, C6,2 = D×A, C7,1 = B×D, C7,2 = 

D×B;
•	 Selected relations described on the above-

given Cartesian products:
 r’ ⊆ C6,1 , r” ⊆ C6,2 , r’’’ ⊆ C7,2;
• h-relations: 
 H1 =A ∪ D ∪ r’ ∪ r”,  H2 = r’ ∪ r” ∪ r’’’, 

and so forth.

The syndromes of H1 are linearly ordered 
strings consisting of one or two element while 
all syndromes of H2 are strings consisting of two 
elements.

On the basis of any given family F of sets, a 
universe UF of all possible h-relations created on 
the basis of F can be considered. The elements 
of UF (i.e., h-relations) being defined as some 
sets are subjected to the set algebra rules, which 
in this case can be interpreted as an algebra of 
h-relations. This makes it possible to create more 
sophisticated h-relations as algebraic composi-
tions of some simpler ones. Hyper-relations, as 
well as the algebra of hyper-relations, are thus a 
flexible tool for the creation of ontological models, 
more powerful than graphs or relations.

NONDEtErMINIstIc ONtOLOGIEs

Until now, ontologies consisting of deterministic 
models were considered. We tried to show that 
decision making based on ontologies may be im-
proved by using ontological models suitable to the 
description of the area of interest with a required 

accuracy. “Suitable” means here the covering of 
the area of interest without making it too large, 
based not on aggregated concepts, nor going too 
deeply into the details. However, ontologies being 
a form of presentation of our knowledge about 
the world, they may be also based on ambiguous 
concepts and nondeterministic relations. Decision 
making based on uncertain information is one of 
basic problems in artificial intelligence investiga-
tions (Bubnicki, 2002; Grzegorzewski, Hrynie-
wicz, & Gil, 2002; Rutkowski, Tadeusiewicz, 
Zadeh, & Zurada, 2006). Only certain aspects 
of this problem, strongly connected with using 
nondeterministic ontological models in decision 
making, will be considered here.

Fuzzy Ontological Models

Let us go back to the taxonomic trees shown 
in Figure 2 and Figure 3. In the first case, the 
concepts Men and Women are strongly defined 
and the respective ontological model is no doubt 
deterministic. On the other hand, the concepts 
Young, Middle-aged and Old used in the second 
ontological model can be interpreted:

a. Deterministically, as:
 Young ≡ [aged not more than 18 years],
 Middle-aged ≡ [aged more than 18 and not 

more than 60 years],
        Old ≡ [aged more than 60 years]; or
b. Nondeterministically, say, using a fuzzy sets 

approach (Zadeh, 1975a, 1975b, 1975c) and 
the membership functions shown in Figure 
13.

In the second case, a particular case of 
nondeterministic ontologies, a fuzzy ontology, 
is presented. It might seem that no essential 
difference between the deterministic and the 
above-mentioned nondeterministic specification 
of concepts exists, because the strongly-defined 
membership functions make strong fixing be-
tween the “Young” and “Middle-aged” as well as 



  ��

Logical Inference Based on Incomplete and/or Fuzzy Ontologies

between the “Middle-aged” and “Old” concepts 
possibly due to a defuzzyfication, that is, to an op-
eration consisting in fixing strong limits between 
the concepts. However, a difference between the 
deterministic and fuzzy ontology becomes evident 
if a practical decision based on fuzzy ontology is 
to be made. For example, if building of a network 
of sport fields for young people in the town is 
considered, then the fuzzy concept of “young” 
better suits to a characterization of the expected 
users of the fields than the deterministic one. The 
problem is that even if a border between Young 
and Middle-aged at the age of 18 years was fixed, 
not all people younger than 18 years would like 
to attend the sport fields and, on the other hand, 
some people older than 18 years would like to 
attend them. This example shows that the fuzzy 
or nondeterministic ontological model does not 
mean worse than a deterministic one in the case 
if it better describes the state of our knowledge 
about the area of interest and more exact knowl-
edge is not available.

One should distinguish between decision 
making based on incomplete and on fuzzy ontol-
ogy. Let us consider a taxonomic subtree of liver 
diseases (Coté, 1975).

Let it be known that a) a certain drug D is 
effective and recommended in icterus hepato-
genes and rather ineffective in the case of icterus 
hepatocellularis therapy, and b) in a given popu-
lation p% of patients diagnosed as affected with 
liver jaundice are in fact suffering from icterus 
hepatogenes and (100-p)% are suffering from 
icterus hepatogenes. Then, if a patient has been 
roughly diagnosed as affected with liver jaundice 
without indication of the type of jaundice and he 
is recommended to take the drug D, the decision 
is based on an incomplete model, canceled to its 
higher level ontological model. The expected ef-
fectiveness of the therapy in this case is at most 
p%. On the other hand, if diagnostic methods 
used to discriminate between the hepatogenes and 
hepatocellularis icterus work with q% specifity 
(i.e., the percentage of patients diagnosed as af-
fected by a given disease really suffering from it), 
the given patient has been diagnosed as affected 
by icterus hepatogenes and, consequently, he has 
been recommended to take D, then the expected 
effectiveness of this therapy will be at most q%. 
The ontological model on which this decision is 
based is complete; however, if it is interpreted 

Figure 13. Fuzzy specification of the subconcepts of Age
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 0                     20                     40                      60                     80 
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Figure 14. A selected taxonomic subtree of liver diseases

Jaundice (D 63440) 
 
 

  Icterus hepatogenes                Icterus hepatocellularis  
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as a taxonomy of possible diseases in patients 
diagnosed as affected by one or another type of 
liver jaundice, it is fuzzy. Therefore, incomplete-
ness and fuzziness of ontological models lead to 
deterioration of decisions based on them. However, 
numerical values of this deterioration should be 
differently evaluated. 

It is easy to take into account fuzziness in 
ontological models based on relations or hyper-
relations. For this purpose, a set M defining an 
linearly ordered numerical scale of weights of 
syndromes will be defined. If C = Q1 × Q2 × …× 
Qn is a Cartesian product of n given sets on which 
a relation r has been defined, then an extended 
Cartesian product C* = C × M and a relation r* ⊆ 
C* can be taken in consideration. The syndromes 
of r* have the form:

σ* = [σ, µ ],                            (9)

where σ ∈ C, µ ∈ M. The component µ in the 
simplest case may describe a membership level 
of σ as a syndrome of the fuzzy relation r*. The 
membership level, in general, is not subjected 
to any additional constraints: it is used only to 
a relative assessment of the syndromes of r*. If, 
for example σ*1 = [σ1, µ1] and σ*2 = [σ2, µ2] such 
that µ1 < µ2 are given, then this means that σ1 in 
a certain sense is “less credible” than σ2 as a 
syndrome of the relation. According to the con-
text, “less credible” may mean: “less frequently,” 
“with lower probability,” “guaranteed by less 
known experts,” and so forth. In many cases, such 
fuzzification of ontological models is sufficient 
as a basis of decision making. Let us remark that 
in the above-described example exact numerical 
membership levels are unimportant for decision 
making, because µ1 < µ2 holds for 0.1 < 0.15, 2 
< 3, 46% < 58%, and so forth. This leads to a 
conclusion that the membership scale M can be 
defined up to any increasing continuous functional 
transformation preserving the sign of values.

semi-Ordered Ontological Models

In certain cases using fuzzy ontological models 
of the above-presented type does not satisfy the 
requirements of effective decision making. Let 
us consider a case of choosing effective drugs 
for therapy of a certain class of diseases. For this 
purpose, two relation-based ontological models 
will be taken into account. First, there will be 
considered the following sets:

• Q1 a set of available drugs;
• Q2 a set of medical indications (diseases) for 

applying the drugs;
• Q3 medical contraindications for applying 

the drugs; and
• Q4 cost of the drug.

On the basis of these sets, a relation r’ can be 
defined assuming that if there are more than one 
medical indication of contraindication for apply-
ing a given drug, then they should be presented 
by several relation syndromes. In addition, the 
following sets will be considered:

• Q1 a set of drugs (as before);
• Q’2 a set of diseases;
• Q’3 a set of additional patients’ health state 

characteristics; and
• M a scale of credibility values.

On the basis of these sets a fuzzy relation 
r” can be defined, the component µ, µ ∈ M, 
expresses the credibility (a positive real value 
between 0 and 1) that the drug is effective if 
the patient has been properly diagnosed and his 
additional health state characteristics have been 
correctly described. In order to combine infor-
mation contained in r’ and r” an intersection of 
the relations r = r’ ∩ r” defined, according to the 
extended relation algebra rule (Kulikowski, 1972, 
1992), as a relation described on the Cartesian 
product: C = Q1 × Q2 × Q3 × Q4 × Q’2 × Q’3 × M, 
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such that its syndromes projected on Q1 × Q2 × 
Q3 × Q4 satisfy r’ and projected on Q1 × Q’2 × Q’3 
× M satisfy r” will be constructed. The relation 
r is fuzzy due to the credibility component µ 
∈ M of its syndromes. However, it is not quite 
suitable to the requirements of making decisions 
about recommendation of a drug for the given 
patient. This is because it is not quite sure that: 
1) the real patient’s disease is identical to the 
result of diagnosis (the element of Q’2) and, as a 
consequence, whether there is a full consistency 
in the syndromes between the elements of Q2 and 
Q’2, and 2) for similar reasons, whether there is a 
full consistency between the elements of Q3 and 
Q’3. Therefore, the relation r should be extended 
by adjoining to it two components: a) a measure 
ν of logical consistency between the syndrome’s 
components of Q2 and Q’2, and b) a measure ρ 
of logical consistency between the syndrome’s 
components of Q3 and Q’3. The way of defining 
the logical consistency is not substantial here. 
We would like only to show that the extended 
relation r* contains three parameters, µ, ν and ρ, 
causing its fuzziness. At last, it becomes neces-
sary to establish a method of relative assessment 
of the syndromes according to the values of the 
weight vectors w = [µ, ν, ρ]. For this purpose, an 
additional ontological model can be created: a 
linear 3-dimensional semi-ordered real vector 
space K(3). One possibility of doing this exists in 

defining K(3) as a Kantorovich space (Kantorovich, 
Vulich, & Pinsker, 1950). As a component of on-
tology, K(3) represents the preferences established 
by the decision-makers (medical doctors, in the 
above-described example) for choosing the best 
decision(-s) from those, indicated by the fuzzy 
relational ontological model r*. From a formal 
point of view, the principle of semi-ordering of 
vectors in a K-space consists in defining in a 
given linear vector space a non-negative cone 
K+, its mirror-reflection being denoted by K−, as 
illustrated in Figure 15.

If v(1) and v(2) are two vectors belonging to 
the K-space and their difference satisfies the 
condition: 

v(1) − v(2) ∈ K+                                (10)

then it is said that v(1) is preceded by v(2) (v(1) is 
preferred with respect to v(2), what can be shortly 
denoted as v(1 )

 v(2). If neither v(1 )
 v(2) nor v(1 

)
 v(2), then it is said that v(1 )and v(2) are mutually 

incomparable. In the last case, some additional 
criteria should be used in order to select the best 
decision from a subset of mutually incomparable 
ones.

cONcLUsION

It was shown in the chapter that ontologies used 
as a support in computer-aided decision making 
usually consist of several ontological models be-
ing a form of presentation of knowledge about a 
given area of interest. Ontological models can be 
constructed on the basis of various formal models: 
taxonomic trees, graphs, multigraphs, relations, 
hyper-relations, and so forth. However, deter-
ministic models not always describe adequately 
the state of our knowledge about the area of 
interest. That is why in certain cases canceled 
or otherwise incomplete ontological models as 
well as nondeterministic models should be used. 
The nondeterministic ontological models, in the 

Figure 15. Illustration of a 3-dimensional Kan-
torovich space

x3 

x1 

x2 

K

K  
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simplest case, may be presented as fuzzy models, 
that is, models based on fuzzy concepts in the 
Zadeh sense. In a more general case, nondeter-
ministic models can be presented in the form of 
nondeterministic relations, that is, relations whose 
syndromes have been semi-ordered. In particular, 
the concept of a semi-ordered linear vector space 
to construction of nondeterministic ontological 
models can be used.
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AbstrAct

The Web is designed as a major information provider for the human consumer. However, information 
published on the Web is difficult to understand and reuse by a machine. In this chapter, we show how 
well established intelligent techniques based on logic programming and inductive learning combined 
with more recent XML technologies might help to improve the efficiency of the task of data extraction 
from Web pages. Our work can be seen as a necessary step of the more general problem of Web data 
management and integration.

INtrODUctION

The Web is extensively used for information dis-
semination to humans and businesses. For this 
purpose, Web technologies are used to convert data 
from internal formats, usually specific to data base 

management systems, to suitable presentations 
for attracting human users. However, the inter-
est has rapidly shifted to make that information 
available for machine consumption by realizing 
that Web data can be reused for various problem 
solving purposes, including common tasks like 
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searching and filtering, and also more complex 
tasks like analysis, decision making, reasoning 
and integration.

For example, in the e-tourism domain one 
can note an increasing number of travel agen-
cies offering online services through online 
transaction brokers (Laudon & Traver, 2004). 
They provide useful information to human us-
ers about hotels, flights, trains or restaurants, in 
order to help them plan their business or holiday 
trips. Travel information, like most of the infor-
mation published on the Web, is heterogeneous 
and distributed, and there is a need to gather, 
search, integrate and filter it efficiently (Staab et 
al., 2002) and ultimately to enable its reuse for 
multiple purposes. In particular, for example, 
personal assistant agents can integrate travel and 
weather information to assist and advise humans 
in planning their weekends and holidays. Another 
interesting use of data harvested from the Web 
that has been recently proposed (Gottlob, 2005) 
is to feed business intelligence tasks, in areas like 
competitive analysis and intelligence.

Two emergent technologies that have been 
put forward to enable automated processing of 
information published on the Web are semantic 
markup (W3C Semantic Web Activity, 2007). 
and Web services (Web Services Activity, 2007). 
However, most of the current practices in Web 
publishing are still being based on the combina-
tion of traditional HTML-lingua franca for Web 
publishing (W3C HTML, 2007) with server-side 
dynamic content generation from databases. 
Moreover, many Web pages are using HTML 
elements that were originally intended for use 
in structure content (e.g., those elements related 
to tables), or for layout and presentation effects, 
even if this practice is not encouraged in theory. 
Therefore, techniques developed in areas like 
information extraction, machine learning and 
wrapper induction are still expected to play a 
significant role in tackling the problem of Web 
data extraction.

Data extraction is related to the more general 
problem of information extraction that is tradi-
tionally associated with artificial intelligence 
and natural language processing. Information 
extraction was originally concerned with locating 
specific pieces of information in text documents 
written in natural language (Lenhert & Sundheim, 
1991) and then using them to populate a database 
or structured document. The field then expanded 
to cover extraction tasks from Web documents 
represented in HTML and attracted other commu-
nities including databases, electronic documents, 
digital libraries and Web technologies. Usually, 
the content of these data sources can be character-
ized as neither natural language, nor structured, 
and therefore usually the term semi-structured 
data is used. For these cases, we consider that 
the term data extraction is more appropriate than 
information extraction and consequently, we shall 
use it in the rest of this chapter.

A wrapper is a program that is used for per-
forming the data extraction task. On one hand, 
manual creation of Web wrappers is a tedious, 
error-prone and difficult task because of Web 
heterogeneity in both structure and content. On 
the other hand, construction of Web wrappers 
is a necessary step to allow more complex tasks 
like decision making and integration. Therefore, 
a lot of techniques for (semi-)automatic wrapper 
construction have been proposed. One applica-
tion area that can be described as a success story 
for machine learning technologies is wrapper 
induction for Web data extraction. For a recent 
overview of state-of-the-art approaches in the field 
see Chang, Kayed, Girgis, and Shaalan (2006).

In this chapter, we propose a novel class of 
wrappers, L-wrappers (i.e., logic wrappers), that 
fruitfully combine logic programming paradigm 
with efficient XML processing technologies (W3C 
Extensible Markup Language (XML), 2007). Our 
wrappers have certain advantages over existing 
proposals: i) they have a declarative semantics, 
and therefore their specification is decoupled from 
their implementation; ii) they can be generated 
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using techniques and algorithms inspired by in-
ductive logic programming (ILP hereafter); iii) 
they are implemented using XSLT – the “native” 
language for processing XML documents (W3C 
Extensible Stylesheet Language Family (XSL), 
2007); and iv) they have also a visual notation 
making them easier to read and understand than 
their equivalent XSLT coding.

The chapter is structured as follows. We start 
with a brief review of logic programming, XML 
technologies and related approaches to Web data 
extraction. Then, we discuss flat relational and 
hierarchical approaches to Web pages concep-
tualization for data extraction. We follow with a 
concise definition of L-wrappers covering both 
their textual and visual representations. Both flat 
and hierarchical cases are considered. Next, we 
discuss efficient algorithms for semi-automatic 
construction of L-wrappers. Then, we present 
an approach for implementing L-wrappers us-
ing XSLT transformation language. The last two 
sections of this chapter contain some pointers 
to future works, as well as a list of concluding 
remarks.

bAckGrOUND

The goal of this section is to briefly review the 
main ingredients of our approach to Web data 
extraction, that is, XML technologies and logic 
programming. Finally, as the application of logic 
programming and XML to information extraction 
is not entirely new, we briefly provide an literature 
overview of related proposals.

XML technologies for Data 
Extraction

The Web is now a huge information repository 
that is characterized by i) high diversity, that is, 
the Web information covers almost any application 
area, ii) disparity, that is, the Web information 
comes in many formats ranging from plain and 

structured text to multimedia documents and iii) 
rapid growth, that is, old information is continu-
ously being updated in form and content and new 
information is constantly being produced.

The HTML markup language is the lingua 
franca for publishing information on the Web, 
so our core data sources are in fact HTML docu-
ments. HTML was initially devised for modeling 
the structure and content of Web documents, 
rather than their presentation layout. However, 
with the advent of graphic Web browsers, software 
providers like Microsoft or Netscape added many 
features to HTML that were mainly addressing 
the visual representation and interactivity of Web 
documents, rather than their structure and con-
tent. The effects of this process were that initially 
HTML was developed (and consequently used) in 
a rather unsystematic way. However, starting with 
HTML 4.01, W3C consortium enforced a rigorous 
standardization process of HTML that ultimately 
resulted in a complete redefinition of HTML as 
an XML application, known as XHTML.

In our work we make the assumption that 
Web documents already are or can be converted 
through a preprocessing stage to well-formed 
XML before being actually processed for ex-
traction of interesting data. While clearly, data 
extraction from HTML can benefit from existing 
approaches for information extraction from un-
structured texts, we state that preprocessing and 
conversion of HTML to a structured (i.e., tree-like 
or well-formed XML) form has certain obvious 
advantages: i) an extracted item can depend on 
its structural context in a document, while this 
information is lost in the event the tree document 
is flattened as a string; ii) data extraction from 
XML documents can benefit from the plethora 
of XML query and transformation languages 
and tools.

A Web document is composed of a structural 
part and a content part. The structural part con-
sists of the set of document nodes or elements. 
The document elements are nested into a tree-
like structure. The content part of a document 
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consists of the actual text in the text elements 
and the attribute-value pairs attached to the other 
document elements.

We model semistructured Web documents as 
labeled ordered trees. The node labels of a labeled 
ordered tree correspond to HTML tags. In par-
ticular, a text element will be considered to have a 
special tag text. Let Σ be the set of all node labels 
of a labeled ordered tree. For our purposes, it is 
convenient to abstract labeled ordered trees as sets 
of nodes on which certain relations and functions 
are defined. Note that in this chapter we are using 
some basic graph terminology as introduced in 
Cormen, Leiserson, and Rivest (1990).

Figure 1 shows a labeled ordered tree with 25 
nodes and tags in the set Σ = {a, b, c}.

Intuitively, a wrapper takes a labeled ordered 
tree and returns a subset of extracted nodes. An 
extracted node can be viewed as representing the 
whole subtree rooted at that node. The structural 
context of an extracted node is a complex condition 
that specifies i) the tree delimiters of the extracted 
information, according to the parent-child and 
next-sibling relationships (e.g., is there a parent 
node ?, is there a left sibling ?) and ii) certain 
conditions on node labels and their position (e.g., 
is the tag label td ?, is it the first child ?). This 
conditions are nicely captured as conjunctive 
queries represented using logic programming 
(see next section).

Logic Programming for 
representation and Querying 
of Web Documents

The rapid growth of the Web gave a boost to 
research on techniques to cope with the informa-
tion flood. At the core of the various applications 
that include tasks like data retrieval, data extrac-
tion, and text categorization there are suitable 
representations of Web documents to allow their 
efficient structured querying and processing. In 
this subsection we show how logic programming 
can be used to achieve this desiderate.

Logic programming (Sterling & Shapiro, 
1994) was originally developed within the ar-
tificial intelligence community to help with the 
implementation of natural language processing 
tools. However, its attractive features including 
declarative semantics, compact syntax, built-in 
reasoning capabilities, and so forth, together 
with efficient compilation techniques, made logic 
programming a suitable paradigm for the develop-
ment of high-level general-purpose programming 
languages; see, for example, the Prolog language. 
Moreover, during the last decade applications of 
logic programming spread also to the areas of the 
Web and the Semantic Web (Alferes, Damasio, 
& Pereira, 2003).

A logic program is a set of logic statements 
that are classified as facts, rules and queries. 
Facts and rules are used to describe the problem 

Definition 1 (Labeled ordered tree) A labeled ordered tree is a tuple t = 〈T, E, r, l, c, n〉 such 
that:

i. (T, E, r) is a rooted tree with root r ∈ T. Here, T is the set of tree nodes and E is the set 
of tree edges.

ii. l : T → Σ is a node labeling function.
iii. c ⊆ T × T is the parent-child relation between tree nodes, that is, c = {(v, u) | node u is 

the parent of node v}.
iv. n ⊆ T × T is the next-sibling linear ordering relation defined on the set of children of a 

node. For each node v ∈ T, its k children are ordered from left to right, that is, (vi, vi+1) 
∈ n for all 1 ≤ i < k.
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domain, while queries are used to pose specific 
problem instances and to retrieve the correspond-
ing solutions as query answers. Intuitively, the 
computation associated to a logic program can 
be described as the reasoning process for deter-
mining suitable bindings for the query variables 
such that the resulting instance of the query is 
entailed by the facts and rules that comprise the 
logic program.

Consider, for example, the logic program-
ming representation of a Web document tree. 
We assign a unique identifier (an integer value) 
to each node of the tree. Let N be the set of all 
node identifiers.

The structural component of a Web document 
can be represented as a set of facts that use the 
following relations Box 1.

In order to represent the content component of 
a Web document, we introduce two sets: the set S 
of content elements that denote strings attached 
to text nodes and values assigned to HTML at-
tributes, and the set A of HTML attributes. With 
these notations, the content part of a Web docu-
ment tree can be represented using two relations 
(Box 2).

Consider the Hewlett Packard’s Web site of 
electronic products and the task of data extraction 
from a product information sheet for Hewlett Pack-
ard printers. The printer information is displayed 

Figure 1. Document as labeled ordered tree
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Box 1.

i. child ⊆ N × N defined as child(P,C) ↔ P is the parent of C. 
ii. next ⊆ N × N defined as next(L,R) ↔ L is the left sibling of R. 
iii. tagσ ⊆ N, σ ∈ Σ defined as tagσ(N) ↔ the tag of node N is σ. 
iv. first ⊆ N defined as first(X) ↔ X is the first child of its parent node. 
v. last ⊆ N defined as last(X) ↔ X is the last child of its parent node. 
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in a two-column table as a set of feature-value 
pairs (see Figure 2a). Our task is to extract the 
names or the values of the printer features. This 
information is stored in the leaf elements of the 
page. Figure 2b displays the tree representation 
of a fragment of this document and Figure 3c 
displays the logic programming representation 
of this fragment as a set of facts.

Considering the example from Figure 2 and 
assuming that we want to extract all the text nodes 
of this Web document that have a grand-grand-
parent of type table that has a parent that has a 
right sibling, we can use the following query. Note 
that for expressing logic programs we are using 
the standard Prolog notation (Sterling, 1994):

? tag(A,text),child(B,A),child(C,B),

 child(D,C),tag(D,table),child(E,D).next(E,F).

The query can be more conveniently packed as 
a rule as follows:

extract(A) :-

  tag(A,text),child(B,A),child(C,B),

  child(D,C),tag(D,table),child(E,D),next(E,F).

The rule representation has at least three ob-
vious advantages: i) modularity: the knowledge 
embodied in the query is encapsulated inside the 
body of the predicate extract; ii) reusability: the 
query can be more easily reused rather than having 
to fully copy the conjunction of conditions and 
iii) information hiding: the variables occurring 
in the right-hand side of the rule are hidden to 
the user, that is, running the initial version of the 
query would produce a tuple of variable bindings 

as solution (A, B, C, D, E, and F), while running 
the rule version would produce the single variable 
binding A as solution.

related Works

With the rapid expansion of the Internet and the 
Web, the field of information extraction from 
HTML attracted a lot of researchers during the 
last decade. Clearly, it is impossible to mention 
all of their work here. However, at least we can 
try to classify these works along several axes and 
select some representatives for discussion.

First, we have focused our research on infor-
mation extraction from HTML using logic rep-
resentations of tree (rather than string) wrappers 
that are generated automatically using techniques 
inspired by ILP. Second, both theoretical and 
experimental works are considered.

Freitag (1998) is one of the first papers describ-
ing a “relational learning program” called SRV. 
It uses an ILP algorithm for learning first order 
information extraction rules from a text document 
represented as a sequence of lexical tokens. Rule 
bodies check various token features like length, 
position in the text fragment, if they are numeric 
or capitalized, and so forth. SRV has been adapted 
to learn information extraction rules from HTML. 
For this purpose, new token features have been 
added to check the HTML context in which a token 
occurs. The most important similarity between 
SRV and our approach is the use of relational 
learning and an ILP algorithm. The difference 
is that our approach has been explicitly devised 
to cope with tree structured documents, rather 
than string documents.

Box 2.

i. content ⊆ N × S defined as content(N,S) ↔ S is the string contained by text node N. 
ii. attribute_value ⊆ N × A × S defined as attribute_value(N,A,S) ↔ S i s the text value of

attribute A of node N. 
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Chidlovskii (2003) describes a generalization 
of the notion of string delimiters developed for 
information extraction from string documents 
(Kushmerick, 2000) to subtree delimiters for 
information extraction from tree documents. 
The paper describes a special purpose learner 
that constructs a structure called candidate index 
based on tree data structures, which is very dif-
ferent from our approach. Note however, that the 
tree leaf delimiters described in that paper are 
very similar to our information extraction rules. 
Moreover, the representation of reverse paths using 
the symbols ↑, ← and → can be easily simulated 
by our rules using the relations child and next in 
our approach.

Xiao, Wissmann, Brown, and Jablonski (2001) 
proposes a technique for generating XSLT-pat-
terns from positive examples via a GUI tool and 
using an ILP-like algorithm. The result is a NE-
agent (i.e., name extraction agent) that is capable 
of extracting individual items. A TE-agent (i.e., 
term extraction agent) then uses the items ex-
tracted by NE-agents and global constraints to 
fill-in template slots (tuple elements according 
to our terminology). The differences in our work 
are that XSLT wrappers are learned indirectly 
via L-wrappers, and our wrappers are capable of 
extracting tuples in a straightforward way, and 
therefore TE-agents are not needed. Additionally, 
our approach covers the hierarchical case, which 
is not addressed in Xiao et al. (2001).

Lixto (Baumgartner, Flesca, & Gottlob, 2001) 
is a visual wrapper generator that uses an internal 
logic programming-based extraction language 
called Elog. In Elog, a document is abstracted as 
a tree (similar to our work), rather than a string. 
Elog is very versatile by allowing the refinement 
of the extracted information with the help of 
regular expressions and the integration between 
wrapping and crawling via links in Web pages. 
The differences between Elog and L-wrappers are 
at least two fold: i) L-wrappers are only devised 
for the extraction task and they use a classic logic 
programming approach, for example, an L-wrap-

per can be executed without any modification by 
a standard Prolog engine. Elog was devised for 
both crawling and extraction and has a customized 
logic programming-like semantics, that is more 
difficult to understand; and ii) L-wrappers are 
efficiently implemented by translation to XSLT, 
a standard language for transforming XML 
documents, while for Elog the implementation 
approach is different (a custom interpreter has 
been devised from scratch).

Thomas (2000) introduces a special wrapper 
language for Web pages called token-templates. 
Token-templates are constructed from tokens and 
token-patterns. A Web document is represented 
as a list of tokens. A token is a feature structure 
with exactly one type feature. Feature values may 
be either constants or variables. Token-patterns 
use operators from the language of regular ex-
pressions. The operators are applied to tokens to 
extract relevant information. The only similarity 
between our approach and this approach is the use 
of logic programming to represent wrappers.

Laender, Ribeiro-Neto, and Silva (2002) 
describes the DEByE (i.e., Data Extraction By 
Example) environment for Web data management. 
DEByE contains a tool that is capable of extract-
ing information from Web pages based on a set 
of examples provided by the user via a GUI. The 
novelty of DEByE is the possibility to structure 
the extracted data based on the user perception 
of the structure present in the Web pages. This 
structure is described at the example collec-
tion stage by means of a GUI metaphor called 
nested tables. DEByE also addresses other issues 
needed in Web data management, like automatic 
examples generation and wrapper management. 
Our L-wrappers are also capable of handling hi-
erarchical information. However, in our approach, 
the hierarchical structure of information is lost 
by flattening during extraction (see the printer 
example where tuples representing features of the 
same class share the feature class attribute).

Sakamaoto (2002) introduces tree wrappers for 
tuples extraction. A tree wrapper is a sequence 
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of tree extraction paths. There is an extraction 
path for each extracted attribute. A tree extrac-
tion path is a sequence of triples that contain a 
tag, a position and a set of tag attributes. A triple 
matches a node based on the node tag, its posi-
tion among its siblings with a similar tag and its 
attributes. Extracted items are assembled into 
tuples by analyzing their relative document order. 
The algorithm for learning a tree extraction path 
is based on the composition operation of two tree 
extraction paths. Note also that L-wrappers use a 
different and richer representation of node proxim-
ity and therefore, we have reason to believe that 
they could be more accurate (this claim needs, 
of course, further support with experimental 
evidence). Finally, note that L-wrappers are fully 
declarative, while tree wrappers combine declara-
tive extraction paths with a procedural algorithm 
for grouping extracted nodes into tuples.

A new wrapper induction algorithm inspired 
by ILP is introduced in Anton (2005). The al-
gorithm exploits traversal graphs of documents 
trees that are mapped to XPath expressions for 
data extraction. However, that paper does not 
define a declarative semantics of the resulting 
wrappers. Moreover, the wrappers discussed in 
Anton (2005) aim to extract only single items, 
and there is no discussion of how to extend the 
work to tuples extraction.

Stalker (Muslea, Minton, & Knoblock, 2001) 
uses a hierarchical schema of the extracted data 
called embedded catalog formalism that is similar 
to our approach. However, the main difference 
is that Stalker abstracts the document as a string 
rather than a tree and therefore their approach is 
not able to benefit from existing XML process-
ing technologies. Extraction rules of Stalker are 
based on a special type of finite automata called 
landmark automata, rather than logic program-
ming, as our L-wrappers.

Concerning theoretical work, Gottlob and 
Koch (2004) is one of the first papers that ana-
lyzes seriously the expressivity required by tree 
languages for Web information extraction and its 

practical implications. Combined complexity and 
expressivity results of conjunctive queries over 
trees, that also apply to information extraction, are 
reported in Gottlob, Koch, and Schultz (2004).

cONcEPtUALIzING WEb PAGEs 
FOr DAtA EXtrActION

Many Web pages are dynamically generated by 
filling in HTML templates with data obtained 
from relational data bases. We have noticed that 
most often such Web documents can be success-
fully abstracted as providing relational data as 
sets of tuples or records. Examples include search 
engines’ answer pages, product catalogues, news 
sites, product information sheets, travel resources, 
multimedia repositories, Web directories, and 
so forth. 

Sometimes, however, Web pages contain hi-
erarchically structured presentations of data for 
usability and readability reasons. Moreover, it is 
generally appreciated that hierarchies are very 
helpful for focusing human attention and man-
agement of complexity. Therefore, as most Web 
pages are developed by knowledgeable specialists 
in human-computer interaction design, we expect 
to find this approach in many designs of Web 
interfaces to data-intensive applications.

Flat relational conceptualization

We adopt a standard relational model by associat-
ing to a Web data source a set of distinct attributes. 
Let A be the set of all attribute names and let D ⊂ 
A be the set of relational attributes associated to 
a given Web data source. An extracted tuple can 
be defined as a function tuple : D → N, such that 
for each attribute a ∈ D, tuple(a) represents the 
document node extracted from the Web source as 
an instance of attribute a. Note that in practice, 
instead of an extracted node, a user is rather in-
terested to get the HTML content of the node.
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Let us consider, for example, the problem 
of extracting printer information from Hewlett 
Packard’s Web site. The printer information is 
represented in multisection, two column HTML 
tables (as shown in Figure 2a). Each row contains 
a pair consisting of a feature name and a feature 
value. Consecutive rows represent related features 
that are grouped into feature classes. For example, 
there is a row with the feature name ‘Processor 
speed’ and the feature value ‘300 Mhz.’ This row 
has the feature class ‘Speed/monthly volume.’ 
So, actually, this table contains triples consisting 
of a feature class, a feature name, and a feature 
value. The set of relational attributes is D = 
{feature-class, feature-name, feature-value}. The 
document fragment shown in Figure 2a contains 
three tuples:

( feature-class: ‘Speed/monthly volume,’ feature-
name: ‘Print speed, black (pages per minute),’ 
feature-value: ‘Up to 50 ppm’)

( feature-class: ‘Speed/monthly volume,’ feature-
name: ‘First page out, black,’ feature-value: ‘8 
secs’)

( feature-class: ‘Speed/monthly volume,’ fea-
ture-name: ‘Processor speed,’ feature-value: 
‘300 Mhz’)

Note that in this example some tuples may 
have identical feature classes. More generally, 
for some documents, distinct tuples might have 
identical attribute instances. Clearly, this happens 
when the document has a hierarchical structure. 
For such cases, a hierarchical conceptualization 
of the Web data source is more appropriate (see 
the next section).

Let us now show how logic programming can 
be employed to conveniently define wrappers for 
data extraction from Web pages that have been 
conceptualized as flat relational data sources. 
Anticipating (see next section on logic wrappers), 
we shall call such programs logic wrappers or 
L-wrappers.

A L-wrapper for extracting relational data op-
erates on a target Web document represented as a 
labeled ordered tree and returns a set of relational 
tuples of nodes of this document. 
A L-wrapper for the printers example shown in 
Figure 2b is (FN = feature name, FV = feature 
value) (Box 3).

extract(FN,FV) :-

 tag(FN,text),text(FV),child(C,FN),child(D,FV),child(E,C),child(H,G),child(I,F), 

	 child(J,I),next(J,K),child(F,E),child(G,D),first(J),child(K,L),child(L,H).

Box 3.

Definition 2 (L-wrapper as set of logic rules) A L-wrapper can be defined formally as 
a set of patterns represented as logic rules. Assuming that N is the set of document tree 
nodes and Σ is the set of HTML tags, a L-wrapper is a logic program defining a relation 
extract(N1, …, Nk) ⊆ N × … × N. For each clause, the head is extract(N1, …, Nk) and the 
body is a conjunction of literals in the set {child, next, first, last, (tagσ)σ∈Σ}. Number k of 
extracted attributes is called wrapper arity and is equal to the number of elements of 
set D.
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hierarchically structured data 
b. Hierarchical schema 

fruits 

fruit 

fruit-name features 

feature 

feature-name feature-value 

* 

* 
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This rule extracts all the pairs of text nodes 
such that the grand-grand-grand-grandparent of 
the first node (J) is the first child of its parent node 
and also the left sibling of the grand-grand-grand-
grandparent of the second node (K).

Hierarchical conceptualization

In this subsection, we propose an approach for 
utilizing L-wrappers to extract hierarchical data. 
The advantage would be that extracted data will 
be suitably annotated to preserve its hierarchi-
cal structure, as found in the Web page. Further 
processing of this data would benefit from this 
additional metadata to allow for more complex 
tasks, rather than simple searching and filtering 
by populating a relational database. For example, 
one can imagine the application of this technique 
to the task of ontology extraction, as ontologies 
are assumed to be natively equipped with the 
facility of capturing taxonomically structured 
knowledge.

Let us consider a very simple HTML document 
that contains hierarchical data about fruits (see 
Figure 3a). A fruit has a name and a sequence of 
features. Additionally, a feature has a name and 
a value. This is captured by the schema shown 
in Figure 3b. Note that this representation allows 
features to be fruit-dependent; for example, while 
an apple has an average diameter, a lemon has 
both an average width and an average height.

Abstracting the hierarchical structure of data, 
we can assume that the document shown in Figure 
3a contains triples consisting of a fruit name, 

a feature-name and a feature-value. However, 
this approach has at least two drawbacks: i) re-
dundancy, because distinct tuples might contain 
identical attribute instances, and ii) the intrinsic 
hierarchical structure of the data is lost, while it 
might convey useful information.

Following the hierarchical structure of this 
data, the design of a L-wrapper of arity 3 for this 
example can be done in two stages: i) derive a 
wrapper W1 for binary tuples ( fruit-name, list-of-
features); and ii) derive a wrapper W2 for binary 
tuples ( feature-name, feature-value). Note that 
wrapper W1 is assumed to work on documents 
containing a list of tuples of the first type (i.e., 
the original target document), while wrapper W2 
is assumed to work on document fragments con-
taining the list of features of a given fruit (i.e., a 
single table from the original target document). 
For example, wrappers W1 and W2 can be defined 
as logic programs as shown in Box 4.

Note that for the combination of W1 and W2 
into a single L-wrapper of arity 3, we need to 
extend the definition of a L-wrapper by adding a 
new argument to relation extract for represent-
ing the root node of the document fragment to 
which the wrapper is applied, that is, instead of 
extract(N1, …, Nk) we shall now have extract(R, 
N1, …, Nk), R is the new argument. Moreover, it 
is required that for all 1 ≤ i ≤ k, Ni is a descendant 
of R in the document tree. The resulted solution 
is shown in Box 5.

The final wrapper (assuming the index of 
document root node is 0) is shown in Box 6.

extr _ fruits(FrN,FrFs)	:-

tag(FrN,text),child(A,FrN),child(B,A),next(B,FrFs),child(C,FrFs),tag(C,p).

extr _ features(FN,FV)	:-

tag(FN,text),tag(FV,text),child(A,FN),child(B,FV),next(A,B),

child(C,B),tag(C,tr).

Box 4.
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Figure 4. Wrapping hierarchically structured data

extract_all(Res)	:- 
		extr_fruits_all(0,Res).	
extr_fruits_all(Doc,fruits(Res))	:- 
  findall( 
				fruits(name(FrN),FrFs),	
				(extr_fruits(Doc,NFrN,NFrFs), 
					content(NFrN,FrN),	
					extr_features_all(NFrFs,FrFs)), 
				Res).	
extr_features_all(Doc,features(Res))	:- 
  findall( 
				feature(name(FN),value(FV)), 
				(extr_features(Doc,NFN,NFV), 
					content(NFN,FN),text(NFV,FV)), 
				Res).	

?-extract_all(Res).	
Res	=	fruits(	
		[fruit(name(`Red	apple`), 
				features(	
						[feature(name(`weight`),value(`120`)), 
							feature(name(`color`),value(`red`)), 
							feature(name(`diameter`),value(`8`)) 
      ])), 
			fruit(name(`Lemon`),	
				features(	
						[feature(name(`weight`),value(`70`)), 
							feature(name(`color`),value(`yellow`)), 
							feature(name(`height`),value(`7`)),	
							feature(name(`width`),value(`4`)) 
      ]))]) 

 
a. Hierarchical wrapper b. Hierarchical extracted data 

%	ancestor(Ancestor,Node).

ancestor(N,N).

ancestor(A,N)	:-	

child(A,B),ancestor(B,N).

extr _ fruits(R,FrN,FrFs)	:-	

ancestor(R,FrN),ancestor(R,FrFs),extr _ fruits(FrN,FrFs).

extr _ features(R,FN,FV)	:-	

ancestor(R,FN),ancestor(R,FV),extr _ features(FN,FV).

Box. 5

extract(FrN,FN,FV) :- 

extr _ fruits(0,FrN,FrFs),extr _ features(FrFs,FN,FV).

Box 6.

While simple, this solution has the drawback 
that, even if it was devised with the idea of hi-
erarchy in mind, it is easy to observe that the 
hierarchical nature of the extracted data is lost.

Assuming a Prolog execution engine of L-
wrappers, we can solve the drawback using the 
findall predicate. findall(X, G, Xs) returns the list 

Xs of all terms X such that goal G is true (it is as-
sumed that X occurs in G). The solution and the 
result are shown in Figure 4. Note that we assume 
that i) the root node of the document has index 
0, and ii) predicate content(TextNode, Content) is 
used to determine the content of a text node.
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LOGIc WrAPPErs As DIrEctED 
GrAPHs

In this section, we take a graph-based perspec-
tive in defining L-wrappers as sets of patterns. 
Within this framework, a pattern is a directed 
graph with labeled arcs and vertices that cor-
responds to a rule in the logic representation. 
Arc labels denote conditions that specify the tree 
delimiters of the extracted data, according to the 
parent-child and next-sibling relationships (e.g., is 
there a parent node?, is there a left sibling?, etc.). 
Vertex labels specify conditions on nodes (e.g., 
is the tag label td?, is it the first child?, etc.). A 
subset of graph vertices is used for selecting the 
items for extraction

Intuitively, an arc labeled ‘n’ denotes the „next-
sibling” relation, while an arc labeled ‘c’ denotes 
the “parent-child” relation. As concerning vertex 
labels, label ‘f’ denotes “first child” condition, 
label ‘l’ denotes “last child” condition and label 
σ ∈ Σ denotes “equality with tag σ” condition.

Patterns are matched against parts of a target 
document modeled as a labeled ordered tree. A 
successful matching asks for the labels of pattern 

vertices and arcs to be consistent with the corre-
sponding relations and functions over tree nodes. 
The result of applying a pattern to a labeled ordered 
tree is a set of tuples of extracted nodes.

Patterns can be concisely defined in two steps: 
i) define the pattern graph together with arc labels 
that model parent-child and next-sibling relations, 
and ii) extend this definition with vertex labels 
that model conditions on vertices, extraction 
vertices and assignment of extraction vertices 
to attributes.

Intuitively, if 〈A, V, L, λa〉 is a pattern graph, 
then V denotes its set of vertices, A denotes its 
set of arcs, L ⊆ V are its leaves (vertices with in-
degree 0) and λa distinguishes between parent-
child (labeled with ‘c’) and next-sibling (labeled 
with ‘n’) arcs. Note also that a pattern graph is 
tree shaped with arcs pointing up.

Note that according to definition 4, we assume 
that extraction vertices are among the leaves of the 
pattern graph, that is, an extraction pattern does 
not state any condition about the descendants of 
an extracted node. This is not restrictive in the 
context of patterns for information extraction 
from Web documents.

Definition 3 (Pattern graph) Let W be a set denoting all vertices. A pattern graph G is a quadruple  
〈A, V, L, λa〉 such that V ⊆ W, A ⊆ V × V, L ⊆ V and λa : A → {‘c’, ‘n’}. The set G of pattern 
graphs is defined inductively as follows:

i. If v ∈ W then 〈∅, {v}, {v}, ∅〉 ∈ G
ii. If G = 〈A, V, L, λa〉 ∈ Γ, v ∈ L, and w, ui ∈W \ V, 1 ≤ i ≤ n then a) G1 = 〈A ∪ {(w, v)}, V 

∪ {w}, (L \ {v}) ∪ {w}, λa ∪ {((w, v),’ n’)}〉 ∈ G; b) G2 = 〈A ∪ {(u1, v), … , (un, v))}, V 
∪ {u1, … , un}, (L \ {v}) ∪ {u1, … , un}, λa ∪ {((u1, v),’c’), … , ((un, v),’c’)}〉 ∈ G; c) G3 
= 〈A ∪ {(w, v), (u1, v), …, (un, v))}, V ∪ {w, u1, …, un}, (L \ {v}) ∪ {w, u1, … , un}, λa 
∪ {((w, v),’n’), ((u1, v),’c’), … , ((un, v),’c’)}〉 ∈ G.

Definition 4 (L-wrapper pattern) Let A be the set of attribute names. An L-wrapper pattern 
is a tuple p = 〈V, A,U, D, µ, λa, λc〉 such that 〈A, V, L, λa〉 is a pattern graph, U = {u1, u2, …, uk} 
⊆ L is the set of pattern extraction vertices, D ⊆ A is the set of attribute names, µ : D → U 
is a one-to-one function that assigns a pattern extraction vertex to each attribute name, and 
λc : V → C is the labeling function for vertices. C = {∅, {‘f’}, {‘l’}, {σ}, {‘f’,’l’}, {‘f’,σ}, 
{‘l’,σ}, {‘f’,’l’, σ}} is the set of conditions, where σ is a label in the set Σ of tag symbols.
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Figure 5 shows a single-pattern L-wrapper 
of arity 2 represented both as a directed graph 
and a logic program. The extraction vertices are 
marked with small arrows (vertices F and D on 
that figure). Note also that the figure shows the 
attributes extracted by the extraction vertices 
(attribute x extracted by vertex F and attribute y 
extracted by vertex D).

If p is a pattern and t is a Web document 
represented as a labeled ordered tree, we denote 
with Ans(p,t) the set of tuples extracted by p 
from t. For a formal definition of function Ans 
see Bădică (2006).

A L-wrapper can comprise more patterns so 
it can be defined formally as a set of extraction 

 Definition 5 (L-wrapper) An L-wrapper of arity k is a set of n ≥ 1 patterns W = {pi|pi = 〈Vi, Ai, 
Ui, D, µi a

i
c
i〉, such that each pi has arity k, for all 1 ≤ i ≤ n. The set of tuples extracted by W 

from a labeled ordered tree t is the union of the sets of tuples extracted by each pattern pi, 1 ≤ i ≤ 
n, i.e. Ans(W, t) = ∪1≤i≤n Ans(pi, t). 

Figure 5. L-wrapper both as directed graph and as logic program

extract(F,D) :- 
  next(F,G),child(G,D),tag(G,c), 
  child(H,G),tag(H,b) 

a.L-wrapper as directed graph b. Same L-wrapper as logic program 

F G 

D 

H 

{c} 

{b} 

∅ 

∅ 

’c’ 

’n’ 

’c’ x 

y 

Definition 6 (Schema tree) Let W be a set denoting all vertices. A schema tree S is a directed 
graph defined as a quadruple 〈A, V, L, λa〉 s.t. V ⊆ W, A ⊆ V × V, L ⊆ V and λa : A → {‘*’, ‘1’}. 
The set of schema trees is defined inductively as follows:

i. For all n ≥ 1, if u, v, wi ∈ W for all 1 ≤ i ≤ n then S = 〈A, V, L, λa〉 such that V = {u, v, w1, 
…, wn}, A = {(u.v), (v,w1), …, (v,wn)}, L = {w1, …, wn}, λa((u,v)) =’*’, and λa((v,w1)) = … 
= λa((v,wn)) =’1’ is a schema tree.

ii. If S = 〈A, V, L, λa〉 is a schema tree, n ≥ 1, u ∈ L and v, wi ∈ W \ V for all 1 ≤ i ≤ n then S′ 
= 〈A′, V′, L′, λa′〉 defined as V′ = V ∪ {v, w1, …, wn}, A′ = A ∪ {(u, v), (v,w1), …, (v,wn)}, 
L′ = (L \ {u}) ∪ {w1, …, wn}, λa′((u, v)) = ‘*’, λa′((v,w1)) = … = λa′((v,wn)) = ‘1’ and λa′(a) 
= λa(a) for all a ∈ A \ A′ then S′ is also a schema tree.
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patterns that share the set of attribute names. This 
idea is captured by definition 5.

Let us now formally introduce the concept 
of hierarchical logic wrapper or HL-wrapper. 
We generalize the data source schema from flat 
relational to hierarchical and we attach to this 
schema a set of L-wrappers.

If Σ is a set of tag symbols denoting schema 
concepts and S is a schema tree then a pair con-
sisting of a schema tree and a mapping of schema 
tree vertices to Σ is called a schema. For example, 
for the schema shown in Figure 3b, Σ = { fruits, 
fruit, features, feature, feature-name, feature-
value} (note that on that figure labels ‘1’ are not 
explicitly shown). For a L-wrapper corresponding 
to the relational case if D is the set of attribute 
names, then Σ = D ∪ {result, tuple}. Here, result 
denotes the tag of the root element of the output 
XML document containing the extracted tuples 
and tuple is a tag used to demarcate each extracted 
tuple; see example in Bădică (2006). Also, it 

is not difficult to see that in an XML setting a 
schema nicely corresponds to the document type 
definition of the output document that contains 
the extracted data.

An HL-wrapper for the example document 
considered in this paper consists of: i) schema 
shown in Figure 3b, ii) L-wrapper W1 assigned 
to the vertex labeled with symbol fruit, and iii) 
L-wrapper W2 assigned to vertex labeled with 
symbol feature.

EFFIcIENt ALGOrItHMs FOr 
AUtOMAtED cONstrUctION 
OF LOGIc WrAPPErs

Inductive logic programming is one of the suc-
cess stories in the application area of wrapper 
induction for information extraction. However, 
this approach suffers from two problems: high 
computational complexity with respect to the 

 Definition 8 (Extraction path) An extraction path is a labeled directed graph that is described as a 
list [t0, t1, …, tk], k ≥ 0 with the following properties: 

i. Each element ti, 0 ≤ i ≤ k is a list [v−l, …, v-1, v0, v1, …, vr], l ≥ 0, r ≥ 0 such that: i) vi, −l ≤ 
i ≤ r are vertices; ii) (vi, vi+1), −l ≤ i < r are arcs labeled with ‘n’, and iii) for each pair of 
adjacent lists ti and t i+1, 1 ≤ i < k in the extraction path, (v0

 i+1, vi
0) is an arc labeled with 

‘c’. 
ii. Vertex labels are defined as: i) if l > 0 then v−l is labeled with a subset of {‘f’, σ}, σ ∈ Σ; 

ii) vi, −l < i < 0 is labeled with a subset of {σ}, σ ∈ Σ; iii) if r > 0 then vr is labeled with a 
subset of {‘l’, σ}, σ ∈ Σ; iv) vi, 1 < i < r is labeled with a subset of {σ}, σ ∈ Σ; v) if l, r > 
0 then v0 is labeled with a subset of {σ}, σ ∈ Σ; if l = 0; r > 0 then v0 is labeled with a 
subset of {‘f’,σ}, σ ∈ Σ; if l > 0; r = 0 then v0 is labeled with a subset of {‘l’,σ}, σ ∈ Σ; if 
l = r = 0 then v0 is labeled with a subset of {‘f’, ‘l’,σ}, σ ∈ Σ. 

Vertex v0
k ( i.e. v0 i n list tk) is m atched a gainst t he e xtraction node and consequently i s called 

extraction vertex. 

Definition 7 (HL-wrapper) A HL-wrapper consists of a schema and an assignment of L-
wrappers to split vertices of the schema tree. A vertex v of the schema tree is called split 
vertex if it has exactly one incoming arc labeled ‘*’ and n ≥ 1 outgoing arcs labeled ‘1.’ 
An L-wrapper assigned to v must have arity n to be able to extract tuples with n attributes 
corresponding to outgoing neighbors of vertex v.
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number of nodes of the target document and to 
the arity of the extracted tuples. In this chapter, 
we address the first problem by proposing a path 
generalization algorithm for learning rules to 
extract single information items. The algorithm 
produces a pattern (called extraction path) from 
positive examples and is proven to have good 
computational properties. The idea of this algo-
rithm can also be used to devise an algorithm for 
learning tuples extraction paths from positive 
examples. Finally, note this algorithm can also be 
adapted to generate multiple pattern L-wrappers 
from both positive and negative examples.

Extraction Paths

Basically, an extraction path is a L-wrapper pat-
tern for extracting single items, that is, a pattern 
of arity equal to 1. See examples in Figure 6.

Consider an extraction path p = [t0, t1, …, tk]. 
For a list ti = [v−l, …, v-1, v0, v1, …, vr] in p let le f 
t(ti) = l and right(ti) = r. The following definition 
introduces height, together with left and right 
widths of an extraction path.

In practice it is useful to limit the height and the 
widths of an extraction path, yielding a bounded 
extraction path.

Note that the extraction path shown in Figure 
6a is a (3, 2, 1)-bounded extraction path. Moreover, 
if we restrict H = 2 and L = 1, then nodes J1 and 

Figure 6. Extraction paths for example nodes in Figure 1

 

a. Extraction path for example node n12 b. Extraction path for example node n22 

J1 

E1 F1 G1 
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H1 I1 
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 Definition 9 (Height and widths of an extraction path) Let p = [t0, t1, …, tk] be an extraction path. 
i. The value height(p) = k is called the height of p. 
ii. The value left(p) = max0 ≤ i ≤ k left(ti) is called the left width of p. The value right(p) = max0 

≤ i ≤ k right(ti) is called the right width of p. 

 Definition 10 (Bounded e xtraction path) Let H, L, R b e three positive i ntegers. A n extraction 
path p is called (H, L, R)-bounded if height(p) ≤ H, left(p) ≤ L and right(p) ≤ R. 
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A1 will be pruned, resulting a (2, 1, 1)-bounded 
extraction path, that obviously is less constrained 
than the initial path.

Learning Extraction Paths

The practice of Web publishing assumes dynami-
cally filling in HTML templates with structured 
data taken from relational databases. Thus, we can 
safely assume that a lot of Web data is contained 
in sets of documents that share similar struc-
tures. Examples of such documents are: search 
engines’ result pages, product catalogues, news 
sites, product information sheets, travel resources, 
and so forth.

We consider a Web data extraction scenario 
which assumes the manual execution of a few 
extraction tasks by the human user. An induc-
tive learning engine could then use the extracted 
examples to learn a general extraction rule that 
can be further applied to the current or other 
similar Web pages.

Usually the extraction task is focused on 
extracting similar items (like book titles in a 
library catalogue or product features in a product 
information sheet). One approach to generate 
an extraction rule from a set of examples is to 

discover a common pattern of their neighboring 
nodes in the tree of the target document.

In what follows, we discuss an algorithm that 
takes: i) an XML document (possibly assembled 
from many Web pages, previously preprocessed 
and converted to well-formed XML) that is mod-
eled as a labeled ordered tree t; ii) a set of example 
nodes {e1, e2, …, en}; and iii) three positive integers 
H, L, R, and that produces an (H, L, R)-bounded 
extraction path p that generalizes the set of input 
examples. Intuitively, this technique is guaranteed 
to work if we assume that semantically similar 
items will exhibit structural similarities in the 
target Web document. This is a feasible assumption 
for the case of Web documents that are generated 
on-the-fly by filling in HTML templates with 
data taken from databases. Moreover, based on 
experimental results recorded in our work (Bădică, 
2006), we have noticed that in practice an extrac-
tion rule only needs to check the proximity of 
nodes. This explains why we focused on the task 
of learning bounded extraction paths.

The basic operation of the learning algorithm 
is the generalization operator of two extraction 
paths. This operator takes two extraction paths 
p1 and p2 and produces an appropriate extraction 
path p that generalizes p1 and p2.

Figure 7. Extraction path generalization algorithm
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The idea of the learning algorithm is as follows. 
For each example node we generate a bounded 
extraction path (of given input parameters H, L, 
R) by following sibling and parent links in the 
document tree. We initialize the output path with 
the first extraction path and then we proceed by 
iterative application of the generalization operator 
to the current output path and the next example 
extraction path, yielding a new output path. The 
result is a bounded extraction path that repre-
sents an appropriate generalization of the input 
examples.

The generalization of two paths assumes the 
generalization of their elements, starting with the 
elements containing the extraction vertices and 
moving upper level by level. The generalization 
of two levels assumes the generalization of each 
pair of corresponding vertices, starting with 
vertices with index 0 and moving to the left and 
respectively to the right in the lists of vertices. 
Generalization of two vertices is as simple as tak-
ing the intersection of their labels. The algorithm 
is shown in Figure 7.

Function LEARN generalizes the extraction 
paths of the example nodes. We assume that paths 
p1, …, pn are generated as bounded extraction 

paths before function LEARN is called. Function 
GEN-PATH takes two extraction paths p1 and p2 
and computes their generalization p. Function 
GEN-LEVEL takes two lists of vertices t1 and 
t2 that are members of the extractions paths and 
computes a generalized list t that is member of 
the generalization path. Function GEN-VERTEX 
takes two vertices v1, v2 and computes a general-
ized vertex v.

It is not difficult to see that the execution of 
algorithm LEARN takes time O(n × H × (L + R)) 
because GEN-VERTEX takes time O(1), GEN-
LEVEL takes time O(L + R) and GEN-PATH takes 
time O(H × (L + R)). Note also that if we set H = 
L = R = 1, then the complexity of the algorithm 
is O(n × H* × W*) where H* and W* are the height 
and the width of the target document tree.

Consider again the labeled ordered tree shown 
in Figure 1 and the example nodes marked with 
dashed rectangles (n12 and n22). The extraction 
paths corresponding to these nodes are shown in 
Figure 6. The result of applying the generalization 
algorithm on those paths is shown in Figure 8a.

Figure 8. Generalized extraction path for example from Figure 1

//*[local-name()	=	'a'] 
[not	(preceding-sibling::*)] 
[not	(following-sibling::*)]/*/* 
[not	(following-sibling::*)]/ 
preceding-sibling::*[1] 
[local-name()	=	'a'] 
[preceding-sibling::*[1] 
[not	(preceding-sibling::*)]]/* 
[not	(following-sibling::*)]/ 
preceding-sibling::*[1] 
[preceding-sibling::*[1]/ 
preceding-sibling::*[1]] 

a. Generalized extraction path
 

b. XPath code 
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XML tEcHNOLOGIEs FOr DAtA 
EXtrActION

In this section we describe an approach for the ef-
ficient implementation of L-wrappers using XSLT 
transformation language—a standard language 
for transforming XML documents. We start with 
introducing XSLT0 – an expressive subset of XSLT 
that has a formal operational semantics. Then we  
describe the algorithm for translating L-wrappers 
into XSLT0 programs.

translating Extraction Paths 
to XPath

An extraction path can be translated to an XPath 
query. The XPath query can be embedded into an 
XSLT stylesheet to finally extract the information 
and store it into a database or another structured 
document (W3C Extensible Stylesheet Language 
Family (XSL), 2007).

Figure 9 shows an algorithm for translating 
an extraction path into an XPath query. The 
translation algorithm takes an extraction path p 
= [t0, …, tk] and explores it starting with t0 and 
moving downwards to tk. For each element ti, 0 ≤ i 
≤ k, the algorithm maps ti to a piece of the output 

XPath query. Actually the algorithm takes the 
following route of vertices: vr0

0 → … → v0
0 → 

vr1
1 → … → v0

1 → … vrk
k  → … → v0

k. Note that 
when moving from element i to element i+1, 0 ≤ 
i < k, the algorithm takes the route v0

i → vri+1
i+1 

(opposite direction of dotted arrows in figure 8a) 
rather than the route v0

i → v0
i+1. For each vertex v0

i, 
0 ≤ i ≤ k, the algorithm also generates a condition 
that accounts for their left siblings by taking the 
route v0

i → v−1
i → … → v−li

i. It is easy to see that 
if p is an (H, L, R)-bounded extraction path then 
the time complexity of the translation algorithm 
PATH-TO-XPATH is O(H × (L + R)).

Figure 8b shows the result of applying this 
algorithm to the extraction path from figure 8a. 
The algorithm will explore the following route 
of vertices: I → H → G → F → D → C. For 
each vertex the algorithm generates a location 
step comprising an axis specifier, a node test 
and a sequence of predicates written between 
’[’ and ’]’. The node test is always *. The axis 
specifier is determined by the relation of the 
current vertex with its preceding vertex on the 
route explored by the translation algorithm. For 
example, the axis specifier that is generated for 
vertex F is preceding-sibling::. In this later 
case, an additional predicate [1] that constraints 

Figure 9. Algorithm for translating an extraction path into XPath
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the selection of exactly the preceding node, is 
added. The algorithm generates also a predicate 
for each element of the label of a vertex. For 
example, predicate [local-name()	 =	 ‘a’] is 
generated for vertex F, that checks the node tag, 
and predicate [not	(following-sibling::*)] is 
generated for vertex G, that checks if the matched 
node is the last child of its parent node. Moreover, 
for vertices F and C the algorithm generates an 
additional predicate that accounts for their left 
siblings E (of F) and respectively B → A (of C). 
For example, additional predicate [preceding-
sibling::*[1][not	(preceding-sibling::*)]] 
is generated for vertex F. This predicate checks 
if the document node matched by vertex F has 
a predecessor and if the predecessor is the first 
child of its parent node.

Note that running the XPath query from figure 
4b on the document represented by the labeled 
ordered tree from figure 1 produces the following 
two answers /a[1]/a[1]/a[1]/b[3] and /a[1]/c[1]/
a[1]/c[4] that correspond to nodes n12 and n22.

XsLt0 transformation Language

XSLT0 is a subset of XSLT that retains most of its 
features and additionally has a formal operational 
semantics, and a cleaner and more readable syntax. 
In what follows, we just briefly review XSLT0 
and its pseudocode notation. For more details 
on its abstract model and formal semantics, the 
reader is invited to consult Bex, Maneth, and 
Neven (2002).

An XSLT0 program is a set of transformation 
rules. A rule can be either selecting or construct-
ing. In what follows, we focus only on constructing 
rules, as we are only using constructing rules in 
translating L-wrappers into XSLT0.

A (q,σ) constructing rule has the following 
general form:

template q x1, . . . , xn) 
vardef 

y1 := r1; … ; ym := rm 
return 

if c1 then z1; … ; if ck then zk 
end 

Here:

i. q is an XSLT mode (actually a constructing 
mode) and σ is a symbol in Σ ∪ {‘*’};

ii. x1, …, xn, y1, …, ym are variables;
iii. Each ri is an expression (possibly involving 

variables x1, …, xn, y1, …, yi−1) that evaluates 
to a data value (i.e., the value of an attribute 
or the content of an element);

iv. Each ci is a test (possibly involving variables 
x1, …, xn, y1, …, ym) and thus it evaluates 
either to true or false; and

v. Each zi is a forest (i.e., a (possibly empty) 
sequence of tree fragments) that is created 
by the constructing rule. The leaves of this 
forest are expressions of the form q′(p, z) 
such that q′ is a constructing mode, p is an 
XPath pattern (possibly with variables), and 
z is a sequence (possibly empty) of variables 
from the set {x1, …, xn, y1, …, ym}.

Additionally, we require the existence of a 
constructing mode start such that each zi of a 
(start, σ) constructing rule is a tree (rather than 
a forest). This constraint ensures that the output 
of an XSLT0 program is always a tree. Also, for 
each rule, if none of tests ci succeeds, the empty 
forest will be output. Finally, to ensure that the 
model is deterministic, we require that for any 
two (q1, σ1) and (q2, σ2) rules either q1 ≠ q2 or q1 = 
q2 and σ1 ≠ σ2 and σ1 ≠ ‘*’ and σ2 ≠ ‘*’.

An XSLT0 program defines a computation as a 
sequence of steps, that transforms an input labeled 
ordered tree t with root r into an output tree. At 
each step, the computation state is recorded as a 
tree such that some of its leaves are configura-
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tions (the rest of its nodes are tag symbols). A 
configuration is a triple (u, q, d) such that u is 
a node of t, q is a mode and d is a sequence of 
data values. The initial state is a tree consisting 
of a single node (r, start, ε), where ε denotes the 
empty sequence.

Let us assume that current state contains a 
configuration (u, q, d) as one of its leaf nodes. A 
step consists in transforming the current tree into 
a new tree by applying a (q, σ) rule such that either 
σ equals the label of u or σ = ‘*’. The intuition 
behind the application of a constructing rule is 
as follows. First, variables yi and conditions cj are 
evaluated. Let us assume that, as result of evalu-
ating tests cj-s, forest z′ with leaves of the form 
q′(p, z), is returned. Second, pattern p is applied 
to node u of t yielding a sequence of nodes u1, … 
, ul in document order. Third, a new forest f is 
computed by substituting the variables in z with 
their values and leaves q′(p, z) of z with sequences 
of configurations (u1, q′, d′), …, (ul, q′, d′). Here, 
d′ are the new values assigned to variables xi and 
yj. Fourth, next state is computed by substituting 
configuration (u, q, d) of the current state with f. 

The computation stops when the current state is 
a labeled ordered tree (i.e. it does not contain any 
configurations as leaves). The result of a computa-
tion is the tree representing its final state.

Mapping L-Wrappers to XsLt0

Let W = 〈V, A, U, D, µ, λa, λc〉 be a single-pattern 
L-wrapper and let L ⊆ V be the set of leaves of 
its pattern graph. Recall that we assumed that all 
extraction vertices are in L, that is U ⊆ L. Note 
that if u and v are vertices of the pattern graph 
then u v denotes the path from vertex u to 
vertex v in this graph. For example, referring to 
Figure 5a, F  H = F, G, H.

Let L = {w1, … , wn} be the leaves and let w 
be the root of the pattern graph. The idea of the 
translation algorithm is as follows. We start from 
root w and move down in the graph to w1, that is, 
w1  w. Then, we move from w1 to w2 via their 
closest common ancestor w1′ that is, w1  w1′ 
and w2  w1′, …, and we move from wn−1 to wn 
via their closest common ancestor wn−1′ that is, 
wn−1  wn−1′ and wn  wn−1′.

Figure 10. Algorithm for translating an L-wrapper into XSLT0
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For example, referring to Figure 5a, we start 
from the root H and move downward to leaf F, 
that is, F  H. Then, we move from F to D via 
their closest common ancestor G, that is, F  
G and D  G.

Template rules are generated according to 
this traversal of the pattern graph. The first rule 
is generated according to path w1  w. The next 
n−1 rules are generated according to paths wi  
wi′ and wi+1  wi′, 1 ≤ i ≤ n−1. Finally, the last 
rule is generated for vertex wn. Thus, a total of 
n 1 rules are generated.

The resulting GEN-WRAPPER translation 
algorithm is shown in Figure 10. Note that func-
tion VAR-GEN generates a new variable name 
based on the attribute associated to an extraction 
vertex.

GEN-FIRST-TEMPLATE algorithm gener-
ates the first template rule. Let p1 be an XPath 
pattern that accounts for the conditions on the path 
w1  w. Then, the template rule that is firstly 
generated has the following form:

template start(/) 
return 

result(selw1(p1)) 
end 

GEN-TEMPLATE-WITH-VAR and GEN-
TEMPLATE-NO-VAR algorithms generate a 
template rule for paths wi  wi′ and wi+1  wi′, 
1 ≤ i ≤ n−1, depending on whether vertex wi is an 
extraction vertex or not. Note that a new variable 
is generated only if wi is an extraction vertex, to 
store extracted data. Let pi+1 be the XPath pattern 
that accounts for the conditions on the paths wi 

 wi′ and wi+1  wi′.
The structure of a template rule for the case 

when a new variable var is generated is shown 
below:

template selwi(‘*’, V) 
vardef 

var := content(.) 
return 

selwi+1(pi+1, V ∪ {var}) 
end 

The structure of a template rule for the case 
when no new variable is generated is shown 
below:

template selwi(‘*’, V) 
return 

selwi+1(pi+1, V) 
end 

GEN-LAST-TEMPLATE algorithm generates 
the last template rule. The constructing part of this 
rule fully instantiates the returned tree fragment, 
thus stopping the transformation process of the 
input document tree. Depending on whether vertex 
wn is an extraction vertex or not, this template rule 
generates or does not generate a new variable. We 
assume that the set D of attribute names is {d1, 
…, dn}. Note that because a new ariable is gener-
ated for each extraction vertex, it follows that the 
number of generated variables is n.

If a new variable var is generated, then the last 
generated rule has the following form:

template selwn(‘*’, V) 
vardef 

var := content(.) 
return 

tuple((d1(var1), . . . dn(varn)) 
end 

Here V ∪ {var} = {var1, …, varn}.
If no new variable is generated, then the last 

generated rule has the following form:



  ��

Using Logic Programming and XML Technologies for Data Extraction from Web Pages

template selwn(‘*’, V) 
return 

tuple((d1(var1), . . . dn(varn)) 
end 

Here V = {var1, …, varn}.

Example L-Wrappers in XsLt

Let us first consider an example for the flat rela-
tional case. Applying algorithm GEN-WRAPPER 
to the L-wrapper shown in Figure 5a, we obtain 
an XSLT0 program comprising three rules:

template start(/) 
return 

result((selx(p1)) 
end 
template selx(‘*’) 
vardef 

vx := content(.) 
return 

sely(p2, vx) 
end 
template sely(‘*’, vx) 
vardef 

vy := content(.) 
return 

tuple(x(vx),y(vy)) 
end 

XPath pattern p1 = //b/c/preceding-
sibling::*[1]	 is determined by tracing the 
path H  G  F in the pattern graph (see 
Figure 5a). XPath pattern p2 = following-
sibling::*[1]/* is determined by tracing 
the path F  G  D in the pattern graph (see 
Figure 5a).

The XSLT code for this wrapper is shown in 
Box 7.

Applying this XSLT transformation to the 
document shown Box 8.

Let us now consider the hierarchical example 
shown in Figure 3. The HTML code corresponding 

to the view shown Figure 3a is shown in Box 9.
An XSLT implementation for an HL-wrap-

per can be obtained by combining the idea of 
the hierarchical Prolog implementation with the 
translation of L-wrappers to XSLT outlined in 
the previous section. 

A single-pattern L-wrapper for which the 
pattern graph has n leaves, can be mapped to an 
XSLT0 stylesheet consisting on n 1 constructing 
rules. In our example, applying this technique to 
each of the wrappers W1 and W2 (devised for the 
hierarchical source from Figure 3) we get three 
rules for W1 (start rule, rule for selecting fruit 
name and rule for selecting features) and three 
rules for W2 (start rule, rule for selecting feature 
name and rule for selecting feature value). Note 
that in addition to this separate translation of W1 
and W2, we need to assure that W2 selects feature 
names and feature values from the document 
fragment corresponding to a given fruit, that 
is, the document fragment corresponding to the 
features attribute of wrapper W1. This effect can 
be achieved by plugging in the body of the start 
rule corresponding to wrapper W2 into the body 
of the rule for selecting features, in-between tags 
<features> and </features> (see example below). 
Actually, this operation corresponds to realizing 
a join of the wrappers W1 and W2 on the attribute 
features (assuming L-wrappers are extended with 
an argument representing the root of the document 
fragment to which they are applied.

The resulting HL-wrapper expressed in XSLT 
is shown in Box 10.

Note that this output faithfully corresponds to 
the hierarchical schema shown in Figure 3b.

For wrapper execution, we can use any of the 
available XSLT transformation engines. In our 
experiments we have used Oxygen XML editor 
(Oxygen XML Editor, 2007), a tool that incorpo-
rates some of these engines (see Figure 11).
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<?xml	version=”1.0”	encoding=”UTF-8”?>

<xsl:stylesheet	xmlns:xsl=”http://www.w3.org/1999/XSL/Transform”	version=”1.0”>

		<xsl:template	match=”/”>

				<result>

						<xsl:apply-templates	mode=”selx”	

						select=”//b/c/preceding-sibling::*[1][local-name()=’t’]”/>

				</result>

		</xsl:template>

		<xsl:template	match=”*”	mode=”selx”>

				<xsl:variable	name=”var _ x”>

						<xsl:value-of	select=”normalize-space(.)”/>

				</xsl:variable>

				<xsl:apply-templates	mode=”display”	select=”following-sibling::*[1]/*”>

						<xsl:with-param	name=”var _ x”	select=”$var _ x”/>

				</xsl:apply-templates>

		</xsl:template>

		<xsl:template	match=”*”	mode=”display”>

				<xsl:param	name=”var _ x”/>

				<xsl:variable	name=”var _ y”>

						<xsl:value-of	select=”normalize-space(.)”/>

				</xsl:variable>

				<tuple>

						<x>

								<xsl:value-of	select=”$var _ x”/>

						</x>

						<y>

								<xsl:value-of	select=”$var _ y”/>

						</y>

				</tuple>

		</xsl:template>

</xsl:stylesheet>

Box 7.

FUtUrE trENDs AND 
cONcLUsION

In this chapter, we discussed a new class of wrap-
pers for data extraction from semistructured 
sources inspired by logic programming, or L-
wrappers. We described an inductive learning 

algorithm to generate extraction paths and also 
showed how to map the resulting extraction rules 
to XSLT stylesheets for efficient data extraction 
from Web sources. Our discussion covered two 
cases: i) extraction of relational tuples from flat 
relational Web data sources, and ii) extraction 
of hierarchical data from hierarchical Web data 
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<?xml	version=”1.0”	encoding=”UTF-8”?>

<a>

		<b>

				<t>x1</t>

				<c>

						<t>y1</t>

				</c>

		</b>

		<b>

				<t>x2</t>

				<d>

						<t>y2</t>

				</d>

		</b>

		<b>

				<t>x3</t>

				<c>

						<t>y3</t>

				</c>

		</b>

		<b>

				<t>x4</t>

				<c>

						<t>y4</t>

				</c>

		</b>

</a>

Box 8.

sources. These ideas are currently being imple-
mented in a tool for information extraction. As 
future work, we plan to finalize and evaluate the 
implementation and also to give a formal proof 
of the correctness of the mapping of L-wrappers 
to XSLT. 

Currently, our approach is semi-automated 
rather than fully automated. There are two tasks 
that must be performed manually by the user: i) 
definition of the schema of the Web data source, 
either flat relational or hierarchical; and ii) extrac-
tion of a few examples. We plan to address these 
issues in our future research work.
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produces the following extracted data as out-
put.

<?xml	version=”1.0”	encoding=”utf-8”?>

<result>

	<tuple>

			<x>x1</x>

			<y>y1</y>

	</tuple>

	<tuple>

			<x>x3</x>

			<y>y3</y>

	</tuple>

	<tuple>

			<x>x4</x>

			<y>y4</y>

	</tuple>

</result>
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<?xml	version=”1.0”	encoding=”UTF-8”?>

<html>

	<head>

			<title>Fruits.</title>

	</head>

	<body>

			<p>

				<h2>

						<th>Red	apple</th>

				</h2>

				<table	border=”2”>

						<tbody>

							<tr>

									<td>weight</td>

									<td>120</td>

							</tr>

							<tr>

									<td>color</td>

									<td>red</td>

							</tr>

							<tr>

									<td>diameter</td>

									<td>8</td>

							</tr>

						</tbody>

						<tbody>

							<tr>

									<td	colspan=”2”>Limited	stock,	order	today	!</td>

							</tr>

						</tbody>

				</table>

			</p>

			<p>

				<h2>

						<th>Lemon</th>

				</h2>

				<table	border=”2”>

						<tbody>

							<tr>

									<td>weight</td>

									<td>70</td>

Box 9.

continued on following page
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Figure 11. Wrapper execution inside Oxygen XML editor

							</tr>

							<tr>

									<td>color</td>

									<td>yellow</td>

							</tr>

							<tr>

									<td>height</td>

									<td>7</td>

							</tr>

							<tr>

									<td>width</td>

									<td>4</td>

							</tr>

						</tbody>

						<tbody>

							<tr>

									<td	colspan=”2”>Limited	stock,	order	today	!</td>

							</tr>

						</tbody>

				</table>

			</p>

	</body>

</html>.

Box 9. continued
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<?xml	version=”1.0”	encoding=”UTF-8”?>

<xsl:stylesheet	xmlns:xsl=”http://www.w3.org/1999/XSL/Transform”	version=”1.0”>

		<xsl:template	match=”html”>

				<fruits>

						<xsl:apply-templates	select=”//p/*/preceding-sibling::*[1]/*/text()”

								mode=”select-fruit-name”/>

				</fruits>

		</xsl:template>

		<xsl:template	match=”node()”	mode=”select-fruit-name”>

				<xsl:variable	name=”var-fruit-name”	select=”.”/>

				<xsl:apply-templates	mode=”select-features”

						select=”parent::*/parent::*/following-sibling::*[position()=1]”>

						<xsl:with-param	name=”var-fruit-name”	select=”$var-fruit-name”/>

				</xsl:apply-templates>

		</xsl:template>

		<xsl:template	match=”node()”	mode=”select-features”>

				<xsl:param	name=”var-fruit-name”/>

				<xsl:variable	name=”var-features”	select=”.”/>

				<fruit>

						<name>

								<xsl:value-of	select=”normalize-space($var-fruit-name)”/>

						</name>

						<features>

								<xsl:apply-templates	

										select=”$var-features//tr/*/preceding-sibling::*[1]/text()”

										mode=”select-feature-name”>

								</xsl:apply-templates>

						</features>

				</fruit>

		</xsl:template>

		<xsl:template	match=”node()”	mode=”select-feature-name”>

				<xsl:variable	name=”var-feature-name”	select=”.”/>

				<xsl:apply-templates	mode=”select-feature-value”

						select=”parent::*/following-sibling::*[position()=1]/text()”>

						<xsl:with-param	name=”var-feature-name”	select=”$var-feature-name”/>

				</xsl:apply-templates>

		</xsl:template>

		<xsl:template	match=”node()”	mode=”select-feature-value”>

				<xsl:param	name=”var-feature-name”/>

				<xsl:variable	name=”var-feature-value”	select=”.”/>

				<feature>

continued on following page

Box 10.
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						<name>

								<xsl:value-of	select=”normalize-space($var-feature-name)”/>

						</name>

						<value>

								<xsl:value-of	select=”normalize-space($var-feature-value)”/>

						</value>

				</feature>

		</xsl:template>

</xsl:stylesheet>

and it produces the following output when applied to the fruits example.

<?xml	version=”1.0”	encoding=”utf-8”?>

<fruits>

	<fruit>

			<name>Red	apple</name>

			<features>

				<feature>

						<name>weight</name>

						<value>120</value>

				</feature>

				<feature>

						<name>color</name>

						<value>red</value>

				</feature>

				<feature>

						<name>diameter</name>

						<value>8</value>

				</feature>

			</features>

	</fruit>

	<fruit>

			<name>Lemon</name>

			<features>

				<feature>

						<name>weight</name>

						<value>70</value>

				</feature>

				<feature>

						<name>color</name>

						<value>yellow</value>

				</feature>

Box 10. continued

continued on following page
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				<feature>

						<name>height</name>

						<value>7</value>

				</feature>

				<feature>

						<name>width</name>

						<value>4</value>

				</feature>

			</features>

	</fruit>

</fruits>

Box 10. continued

548-560). LNAI 2250. Springer-Verlag.

Bădică, C., Bădică, A., Popescu, E., & Abraham, 
A. (2007). L-wrappers: Concepts, properties and 
construction. A declarative approach to data ex-
traction from web sources. Soft Computing—A 
Fusion of Foundations, Methodologies and Ap-
plications, 11(8), 753-772.

Bex, G.J., Maneth, S., & Neven, F. (2002). A for-
mal model for an expressive fragment of XSLT. 
Information Systems, 27(1), 21-39.

Chang, C.-H., Kayed, M., Girgis, M.R., & Shaalan, 
K. (2006). A survey of Web information extraction 
systems. IEEE Transactions on Knowledge and 
Data Engineering, 18(10), 1411-1428.

Chidlovskii, B. (2003). Information extraction 
from tree documents by learning subtree delim-
iters. In Proceedings of IJCAI-03: Workshop on 
Information Integration on the Web (IIWeb-03), 
(pp. 3-8).

Cormen, T.H., Leiserson, C.E., & Rivest, R.R. 
(1990). Introduction to algorithms. MIT Press.

Freitag, D. (1998). Information extraction from 
HTML: Application of a general machine learn-
ing approach. In Proceedings of AAAI’98, (pp. 

517-523).

Gottlob, G. (2005). Web data extraction for 
business intelligence: The Lixto approach. In 
G. Vossen, F. Leymann, P.C. Lockemann, & W. 
Stucky (Eds.), Datenbanksysteme in business, 
technologie und Web, 11. Fachtagung des GI-
Fachbereichs “Datenbanken und Informations-
systeme” (DBIS) (pp. 30-47). Lecture Notes in 
Informatics 65, GI.

Gottlob, G., & Koch, C. (2004). Monadic datalog 
and the expressive power of languages for Web 
information extraction. Journal of the ACM, 
51(1), 74-113.

Gottlob, G., Koch, C., & Schulz, K.U. (2004). 
Conjunctive queries over trees. In Proceedings 
of PODS’ 2004, (pp. 189-200). ACM Press.

Kushmerick, N. (2000). Wrapper induction: Ef-
ficiency and expressiveness. Artificial Intelligence, 
118(1-2), 15-68.

Laender, A.H.F., Ribeiro-Neto, B., & Silva, A.S. 
(2002). DEByE—data extraction by example. 
Data & Knowledge Engineering, 40(2), 121-
154.

Laudon, K.C., & Traver, C.G. (2004). E-commerce, 
business, technology, society (2nd ed.). Pearson 
Addison-Wesley.



  ��

Using Logic Programming and XML Technologies for Data Extraction from Web Pages

Lenhert, W., & Sundheim, B. (1991). A perfor-
mance evaluation of text-analysis technologies. 
AI Magazine, 12(3), 81-94.

Muslea, I., Minton, S., & Knoblock, C. (2001). 
Hierarchical wrapper induction for semistructured 
information sources. Journal of Autonomous 
Agents and Multi-Agent Systems, 4(1-2), 93-114.

Oxygen XML Editor. (2007). Retrieved April 2, 
2008, from http://www.oxygenxml.com/

Staab, S., Werthner, H., Ricci, F., Zipf, A., Gretzel, 
U., Fesenmaier, D.R., et al. (2002). Intelligent 
systems for tourism. IEEE Intelligent Systems, 
6(17), 53-64.

Sterling, L., & Shapiro, E. (1994). The art of 
Prolog (2nd ed.). The MIT Press.

Thomas, B. (2000). Token-templates and logic 
programs for intelligent Web search. Intelligent 
Information Systems, Special Issue: Methodolo-
gies for Intelligent Information Systems, 14(2/3), 
241-261.

Web Services Activity. (2007). Retrieved April 2, 
2008, from http://www.w3.org/2002/ws/

W3C Extensible Markup Language (XML). 
(2007). Retrieved April 2, 2008, from http://www.
w3.org/XML/

W3C Extensible Stylesheet Language Family 
(XSL). (2007). Retrieved April 2, 2008, from 
http://www.w3.org/Style/XSL/

W3C Semantic Web Activity. (2007). Retrieved 
April 2, 2008, from http://www.w3.org/2001/
sw/

W3C HTML. (2007). Retrieved April 2, 2008, 
from http://www.w3.org/html/

Xiao, L., Wissmann, D., Brown, M., & Jablonski, 
S. (2001). Information extraction from HTML: 
Combining XML and standard techniques for 
IE from the Web. In L. Monostori, J. Vancza, & 
M. Ali (Eds.), Engineering of intelligent systems: 
Proceedings of the 14th International Conference 
on Industrial and Engineering Applications of Ar-
tificial Intelligence and Expert Systems, IEA/AIE 
2001, (pp. 165-174). Lecture Notes in Artificial 
Intelligence 2070, Springer-Verlag.



��  

Chapter III
A Formal Analysis of Virtual 

Enterprise Creation and 
Operation

Andreas Jacobsson
Blekinge Institute of Technology, Sweden

Paul Davidsson
Blekinge Institute of Technology, Sweden

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.

AbstrAct

This chapter introduces a formal model of virtual enterprises, as well as an analysis of their creation 
and operation. It is argued that virtual enterprises offer a promising approach to promote both inno-
vations and collaboration between companies. A framework of integrated ICT-tools, called Plug and 
Play Business, which support innovators in turning their ideas into businesses by dynamically forming 
virtual enterprises, is also formally specified. Furthermore, issues regarding the implementation of this 
framework are discussed and some useful technologies are identified. 

INtrODUctION

Innovations are important to create both private 
and social values, including economic growth and 
employment opportunities. From an innovator’s 
perspective, there are some common obstacles 
for realizing the potential of innovations such as 
shortage of time to spend on commercialization 
activities, lack of business knowledge, underde-

veloped business network and limited financial 
resources (Tidd, Bessant, & Pavitt, 2005). Thus, 
the innovator requires support to develop the 
innovation into business, something often seen 
as the specific role of the entrepreneur, which is 
to search, discover, evaluate opportunities and 
marshal the financial resources necessary, among 
other things (Leibenstein, 1968). Playing the role 
of an innovator or entrepreneur in the networked 
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economy requires a global outlook. New trade and 
production patterns, as well as the emergence of 
new markets point toward a more efficient use of 
global resources. Information and communica-
tions technology (ICT) already plays an important 
role as a facilitator in this development. We believe 
that better economic growth can be achieved when 
the innovator and the entrepreneur can compete 
and collaborate in order to solve problems on a 
global market place. 

In realizing innovations, small and medium 
sized enterprises (SME) are particularly impor-
tant. In response to fast changing market condi-
tions, most enterprises and especially the SMEs 
need ICT-infrastructures that consider their size 
as well as high specialization and flexibility. 
While allowing them to maintain their business 
independence, ICT-based innovation support 
should help SMEs reach new markets and expand 
their businesses (Cardoso & Oliveira, 2005). On 
this topic, one promising approach for SMEs is to 
participate in computer-supported collaborative 
networks that will act as breeding environments 
for the formation of dynamic virtual enterprises 

(cf. Ecolead, 2008).
The vision of Virtual Enterprises, or more 

generally Collaborative Networks, is constituted 
by a variety of entities (e.g., organizations and 
people) that are largely autonomous, geographi-
cally distributed and heterogeneous in terms of 
their operating environment, culture, social capital 
and goals (Camarinha-Matos & Afsarmanesh, 
2006). The idea of participating in highly dynamic 
coalitions of enterprises that are formed accord-
ing to the needs and opportunities of the market, 
as well as remaining operational as long as these 
opportunities persist, put forward a number of 
potential benefits, some of which are related to 
agility, innovation management, resource optimi-
zation and the adoption of complementary roles 
based on core competencies (Camarinha-Matos 
& Afsarmanesh, 2003).

The lack of appropriate theoretic definitions 
and formal models has been argued to be one of 

the main weaknesses in the area of collaborative 
networks and virtual enterprises (Camarinha-
Matos & Afsarmanesh, 2003, 2005, 2006). In 
fact, D’Atri and Motro (2007, p. 21) point out that 
“while the essential principles of virtual enter-
prises are mostly agreed upon, a formal model of 
virtual enterprises has been curiously missing.” 
In this article, we provide a formal model of vir-
tual enterprises and their most crucial tasks. We 
also propose a formal framework of integrated 
ICT-support intended to enable secure and agile 
virtual enterprise creation and operation. We call 
this framework Plug and Play Business (Davids-
son et al., 2006). 

In the next section, we provide a formal descrip-
tion of the concept of virtual enterprise followed 
by a formal analysis of Plug and Play Business. 
Next, we discuss the usefulness of emerging 
technology trends relevant for the implementa-
tion of Plug and Play Business software. In the 
end, we present some conclusions and ideas for 
future work.

PrObLEM DEscrIPtION 

The concept of virtual enterprise (see Figure 1) 
has been applied to many forms of collaborative 
business relations, like outsourcing, supply chains 
or temporary consortiums. As is emphasized 
by Camarinha-Matos and Afsarmanesh (2005), 
it is important for the companies in a virtual 
enterprise to share data and information, and 
to communicate with each other efficiently and 
securely. A virtual enterprise is typically defined 
as “a temporary alliance of enterprises that come 
together to share skills or core competencies and 
resources in order to better respond to business 
opportunities and whose cooperation is supported 
by computer networks” (Camarinha-Matos & 
Afsarmanesh, 2005, p. 440). We can describe a 
virtual enterprise a as a tuple:
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, , , , ,ve A R AR CI S G= 〈 〉

where

• 1{ ,..., }nA a a=  is the set of actors (typically 
enterprises) in ve. An actor can be described 
as a tuple:

 〉〈= iiiii GCTIa ,,,
 
 Where iI  are the relevant information 

systems needed in vei, iT  is the set of re-
sources of the actor, iC  is the set of core 
competencies of the actor and iG  is the set 
of individual goals of the actor.

• },...,{ 1 mi rrR =  is the set of roles that the 
actors can play in the vei. Each actor in the 
virtual enterprise can play one or more roles, 
for example, innovator or supplier/provider 
of for example, goods, services, expertise, 
and so forth. The choice of role depends 
on the virtual enterprise goal(s), the actor’s 
core competencies, resources and individual 
business goals.

• AR is a set of triples 〉〈 k
jjk Ora ,,  where 

Aak∈  and Rrj ∈  that is, the actors and 
their roles in the virtual enterprise and the 
set of obligations, k

jO , that is associated with 
the actor’s role in the virtual enterprise.

• CI is a set of communication infrastructures 
needed for operating the virtual enter-
prise. 

• S is a set of states of affairs that hold at each 
time in ve.

• G is a set of goals of the virtual enterprise 
that is derived from the business opportuni-
ties that motivate the initiation of the virtual 
enterprise.

According to literature (cf. Camarinha-Matos 
& Afsarmanesh, 2006), there are two critical 
stages in the lifecycle of collaborative networks 
and virtual enterprises when transforming the 
enterprise from a business opportunity to a suc-
cessful business collaboration. These stages are 
the creation and the operation phases. For reasons 
of completeness, we add the phase of virtual 
enterprise definition, in which the preconditions 
for the creation phase are specified.

Producer 

Transporter 

Retailer 

i 

i 

i 

Figure 1. An example of a virtual enterprise including a communication infrastructure connecting three 
actors (where each actor is a company that consists of the information resource (i) and the spe-cial 
skill or competence required in the cooperation) collaborating in the roles of transporter, retailer, and 
producer
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Virtual Enterprise Definition

In the definition process, the business opportunity 
is described in terms of roles and goals of the vir-
tual enterprise. This process emanates from the 
detection of a business opportunity and results in 
a set of goals, G and roles, R, which are necessary 
for the fulfillment of the virtual enterprise. 

Virtual Enterprise creation

During the creation process, the virtual enterprise 
is formed. Given the set of goals and roles speci-
fied in the definition phase, the virtual enterprise 
initiator determines the set of actors, A, maps the 
actors to the roles, AR, and selects the communica-
tion infrastructures, CI, to be used in the virtual 
enterprise. The creation process is thus initiated 
when a set of goals and roles for the virtual en-
terprise has been specified and it is terminated 
when an agreement concerning the actors, their 
roles and the communication infrastructures in 
the virtual enterprise has been reached. 

Virtual Enterprise Operation

When an agreement concerning the roles and 
obligations in the virtual enterprise has been 
reached, the operation phase can be initiated. 
We regard operation as a process that, given a 
set of actors, their roles and a set of communica-
tion infrastructures, fulfills the goals, G, of the 
virtual enterprise. Operation is initiated when 
the communication infrastructures are in place to 
support the actors in their roles to reach the agreed 
goals and it is terminated when the goals of the 
virtual enterprise are fulfilled. Note that virtual 
enterprise operation may include both multilateral 
and resource-sharing collaboration. 

On requirements of Ict-tools that 
support Virtual Enterprises

It is clear that the vision of virtual enterprises can 
be realized with the help of ICT. We will therefore 
specify a set of quality attributes (i.e., nonfunc-
tional requirements) for such a framework of 
ICT-tools. Based on interviews with SMEs and on 
previous work by, for example, Camarinha-Matos 
and Afsarmanesh (2003, 2005), we believe that 
the following quality attributes are important:

• Scalability. Some virtual enterprises may 
be large in that the number of involved com-
panies can be large, whereas some virtual 
enterprises may be small in that the number 
of involved companies can be small. Hence, 
ICT-solutions must be scalable to the shift-
ing number of enterprises within the virtual 
enterprises.

• Flexibility. Being adaptable or variable is 
important due to the heterogeneity of com-
panies (especially given that SMEs belong 
to the target group of virtual enterprises), 
relationships and actors in a virtual enter-
prise. Hence, software must be flexible to 
the varying needs of the intended virtual 
enterprise organizations.

• Performance. Although there may not be 
many hard real-time requirements for such 
a software to meet, response times and other 
delays must be kept on reasonable levels.

• Cost. High costs associated with joining 
and participating in a collaboration alliance 
is considered an obstacle for any growing 
network (Shapiro & Varian, 1999). Some of 
the envisioned benefits of virtual enterprises 
are low preparation and transactions costs 
as well as decreased time to market.

• Usability. A user-friendly interface is crucial 
in order to get interaction from the humans 
involved in the chain of collaboration.

• Security. The prevention and detection of 
unauthorized actions is a key feature if trust 
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is to be established among the parties in a 
virtual enterprise.

PLUG AND PLAY bUsINEss

The concept of Plug and Play Business (Davidsson 
et al., 2006; Jacobsson & Davidsson, 2006) relies 
on an integrated set of ICT-tools that support in-
novators in turning their ideas into businesses by 
forming virtual enterprises for interorganizational 
and interoperable collaboration. We envision Plug 
and Play Business as a software framework that 
helps companies, SMEs in particular, in realizing 
innovations and thus developing their business 
potential. 

After having deployed the Plug and Play 
Business software, companies are connected to a 
networked community where all participants share 
one common goal; namely to increase business. In 
that way, the purpose of Plug and Play Business is 
to stimulate the realization of innovations without 
interfering with the individual goals of the Plug 
and Play Business companies. Together with the 
autonomy, heterogeneity and possibly conflicting 
goals of the involved parties of a Plug and Play 
Business community, this requires ICT-solutions 
that are able to handle dynamically evolving and 
distributed business partnerships and processes 
that cross the borders of various enterprises. 
Thus, the interoperability between the informa-
tion systems of the involved enterprises belongs 
to the technological core of the concept of Plug 
and Play Business.

In addition to the concept of virtual enterprises, 
another important concept for implementing Plug 
and Play Business is Internet communities. Enter-
prises dynamically join a Plug and Play Business 
community by installing and running the Plug 
and Play Business software and by describing 
and validating the resources of the enterprise, 
for example, production capacity, distribution 
network, intellectual capital, and so forth. The 
community is dynamic in the sense that enterprises 

may (in principle) join and leave the community 
at any time. To enhance security, a gate-keeper 
facility that regulates the entering and leaving 
of the community is included in the community. 
Formally, a Plug and Play Business community, 
p, can be described as a tuple: 

, , , , , ,p A R VE S l CI gk= 〈 〉

where

• 1{ ,..., }nA a a=  is the set of actors (typically 
enterprises) in the community. An actor in 
the Plug and Play Business community can 
be described as a tuple:

 〉〈= iiiiiii bhGCTIa ,, ,,,

 Compared to the definition of actors in 
virtual enterprises, we add ih , which is the 
person representing the actor/enterprise and 

ib , which is the Plug and Play Business client 
software (an intelligent agent supporting the 
(agent) communication language, li) acting 
on behalf of the actor/enterprise. 

• 1{ ,..., }mR r r=  is the set of roles that the actors 
can play,

• VE ={ve,...,ve1} is the set of virtual enter-
prises currently active in the community, 

• S is a set of states of affairs that hold at any 
time in p, 

• l is the agent communication language used 
by the agents B. We will assume that l in-
cludes a set of relevant interaction protocols, 
a set of relevant ontologies and possibly 
other things necessary to perform useful 
communication, 

• CI is a set of communication infrastructures 
needed for operating the community, and

• gk is the gate-keeper facility that regulates 
the entering (and leaving) of actors to (and 
from) the community. In order to become a 
member of p there is a set of criteria that must 
be fulfilled, for example, corporate identi-
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fication number must be declared, the roles 
the actor is willing to play should be stated 
and information systems must be specified. 
Thus, some of the aims of the gate-keeper 
are to ensure that this type of information 
is available to the Plug and Play Business 
community and to verify the identity of the 
actors. Possibly, the gate-keeper may also 
be equipped with capabilities of handling 
different levels of memberships with differ-
ent sets of norms in order to cope with the 
varying needs of potential participants and 
members. The gate-keeper could also inform 
the potential member about general rules 
that hold in the community and require the 
potential member to comply with them.

Note that all these entities change dynamically, 
but with different frequency. New virtual enter-
prises may be formed (and dissolved) relatively 

frequently, actors enter and leave the community 
every now and then, and new roles may be added 
although this is not expected to happen often. In 
Figure 2, we illustrate an example of a Plug and 
Play Business community.

In Plug and Play Business, the interactions 
between participants in the community as well 
as in the virtual enterprises are role-based. Each 
actor plays one or more roles, for example, inno-
vator, raw material producer, transporter, product 
designer, logistics provider, marketer, financier, 
retailer, and so forth. The choice of role depends 
on the company’s core competencies and busi-
ness intentions. An important role in the life 
cycle of businesses is the entrepreneur and we 
make a distinction between this role and that of 
the innovator. One of the main purposes of Plug 
and Play Business is to automate as much of the 
entrepreneurial role as possible, thus increasing 
the probability of turning an innovative idea into 
a business.
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Figure 2. An example of a Plug and Play Business community (p) where i is the relevant information 
systems needed in the virtual enterprise (ve1), T is the resources of the actor/enterprise, C is the core 
competencies of the actor/enterprise, G is the goals of the actor/enterprise, gk is the gate-keeper, h is 
the person representing the actor/enterprise, and b is the Plug and Play Business client. The figure also 
contains three examples of roles played by the actors (a)
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Virtual Enterprise Definition

In the virtual enterprise definition phase, a mem-
ber of the Plug and Play Business community, 
typically an innovator, may at any time initiate 
an attempt to form a collaborative coalition be-
tween the members. This process may be viewed 
analogous to crystallization, where a catalyst (in-
novator) initiates a process resulting in a precise 
form of collaboration, that is, the formation of 
a virtual enterprise. The main role of the entre-
preneur, which to a large extent is automated by 
the Plug and Play Business software, is to drive 
this process. It may be a more or less elaborate 
process starting with just a seed of an innovative 
idea without any predefined business structure, or 
it may be a full-fledged business idea with well-
defined needs to be met by potential collaborators. 
In this phase, the catalyst, Ω , where A∈Ω , 
describes the business opportunity in terms of 
goals, G  and roles, R , of the virtual enterprise. 
Because this is a highly complex task, Ωh  will 
be the main contributor, whereas Ωb  primarily 
will provide structural support.

Virtual Enterprise creation

The virtual enterprise creation phase (where crys-
tallization takes place) consists of three subtasks 
and is initiated by a catalyst. We have identified 
the following functions as helpful in forming a 
successful collaborative coalition.

• Finding. To find candidates suitable for a 
potential virtual enterprise is an important 
function. This function primarily concerns 
the catalyst of the business idea to provide 
the requirements of the preferred abilities 
of the roles for the potential collaborating 
partners. The finding functionality may 
include the possibility both for search, based 
on specific needs specified by criteria, for 
example, type of products and business 
model, as well as for posting general needs 

or ideas that other members may suggest 
solutions or resources for. Further, Plug 
and Play Business software should provide 
the feature of suggesting actors for col-
laboration based on, for example, content-
based recommendation and collaborative 
recommendations. The function of finding 
requires that Ω  has a list of the roles that 
must be filled in order to get an operating 
virtual enterprise. This list is provided by 

Ωh , that is, the person representing Ω  in 
the definition phase. Then, for each of the 
roles, the task for Ωb  is to find the set of 
candidate actors K  where AK ⊂ that are 
able to play the role.

• Selection/Evaluation. When a set of poten-
tial collaborators has been found they need 
to be evaluated. This requires support for 
using track records and potentially support 
for certification schemes of, for instance, 
the trustworthiness of the actors. Further, 
decision support for evaluating trade-offs 
between a number of characteristics are 
needed, for example, trade-offs between 
cost of product/service, cost of transporta-
tion and time to delivery of product/service. 
Which actors to choose for the creation of 
a virtual enterprise should be based on the 
evaluation and the estimated future value of 
collaboration potential with the other actors 
in the alliance. So, based on some evaluation 
criteria, the initiator of the virtual enterprise 
selects which candidate actors to start negoti-
ating with. In the evaluation task, Ω  should 
rank the actors in K  according to a set of 
requirements rQ  where },...,{ 21 kr qqqQ =  
(provided by Ωh ). Based on this, Ω  selects 
the actors with the highest rank k  where 

Kk∈  for negotiating on terms for virtual 
enterprise operation.

• Negotiation. When the catalyst has selected 
actors for the necessary roles of the virtual 
enterprise, agreements between the actors 
with respect to their roles, their obligations, 
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the communication infrastructure and the 
goals of the virtual enterprise need to be 
settled. The Plug and Play Business software 
should provide support for different types of 
contracts of agreements including support 
for intellectual property rights. The goal 
of negotiation is to establish an agreement 
between Ω  and k  concerning k ’s set of 
obligations, kO . These obligations should of 
course be consistent with the set of goals, 
G of the ve and the set of goals of kG .

Virtual Enterprise Operation

When the creation phase is finished and a virtual 
enterprise is formed, the Plug and Play Business 
software should provide support also for the opera-
tion phase, that is, the collaboration between the 
parties of the virtual enterprise. This support may 
be on a quite shallow level, for example, transac-
tions of information between actors. On a deeper 
level, the Plug and Play Business software should 
support and facilitate complex coordination and 
synchronization of activities. A wide range of 
information types needs to be transferred in an ef-
ficient way in order to reduce the administrational 
costs of the actors as well as reducing the risk of 
inaccuracy in information. The management of the 
virtual enterprise requires support for controlling 
the flow of activities between the involved actors. 
It concerns activities with potential long-term 
consequences (e.g., initiating product develop-
ment) as well as regular business activities (e.g., 
decisions of production and distribution). With 
respect to the operation phase, Plug and Play 
Business software must support:

• Information resource-sharing. This is 
related to the content and purpose of the 
exchanged information with tasks ranging 
from administrative information exchange 
to complex operations planning. An example 
of a simple administrative task is ordering 
and invoicing, whereas a more complex task 

may concern making critical information 
available to the collaborating partners in 
order to improve operations by better and 
more efficient planning and scheduling, that 
is, resource optimization.

• Multilateral collaboration. The more par-
ties involved in the collaboration, the more 
complex the solutions may be. The simplest 
case concerns cooperation between only 
two enterprises, whereas the general case 
involves a large number of enterprises col-
laborating with each other in different ways 
(many-to-many collaboration). 

 We separate between two levels of col-
laboration: administrational and operational. 
They are defined by the type of interaction 
protocols they support. Administrational 
collaboration includes only protocols using 
the “weaker” performatives, such as, ask, 
tell, reply, and so forth. Let us call this set 
of interaction protocols IPW. Operational 
collaboration supports protocols also using 
the performatives that actually manipulate 
the receiver’s knowledge, such as, insert, 
where the sender requests the receiver to add 
the content of the message to its knowledge 
base, and delete, where the sender requests 
the receiver to delete the content of the mes-
sage from its knowledge base. Let us call this 
set of interaction protocols IPS. Moreover, 
we make a distinction between bilateral 
and multilateral collaboration. Thus, we 
have four types of collaboration within the 
operation phase:

• Bilateral administrational collaboration be-
tween two actors ia  and ja  (where Aai∈  
and Aaj ∈ ) in a virtual enterprise ve should 
support the use of a set of interaction proto-
cols, IPWij where IPWij ⊂ IPW, between the 
two actors’ information systems ( ii  and ji ) 
and mediated by the actors’ Plug and Play 
Business client software ( ib  and jb ).

• Multilateral administrational collaboration 
between a set of actors uA  (where AAu ⊂  
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in a virtual enterprise ve should support the 
use of a set of interaction protocols, uIPW  
where IPWIPWu ⊂ , between all the ac-
tors’ information systems and mediated by 
the actors’ Plug and Play Business client 
software.

• Bilateral operational collaboration between 
two actors ia  and ja  (where Aai∈  and 

Aaj ∈ ) in a virtual enterprise ve should 
support the use of a set of interaction pro-
tocols, IPSij where IPSij ⊂ IPS, between the 
two actors’ information systems ( ii  and ji ) 
and mediated by the actors’ Plug and Play 
Business client software ( ib  and jb ).

• Multilateral operational collaboration be-
tween a set of actors uA  (where AAu ⊂
in a virtual enterprise ve should support 
the use of a set of interaction protocols, 

uIPS  where IPSIPSu ⊂  between all the 
actors’ information systems and mediated 
by the actors’ Plug and Play Business client 
software.

Implementation Issues

Enhancing security and trust has been identified 
as a key issue in making virtual enterprises reach 
their potential (Camarinha-Matos & Afsarmanesh, 
2005, 2006). One example of improving security is 
the gate-keeper facility that uses identification and 
authentication mechanisms regulates the entering 
(and leaving) of enterprises and registers them as 
members of the community. The gate-keeper can 
also inform the potential members about general 
rules that hold in the community and require the 
potential member to comply with them before 
being allowed to enter the Plug and Play Business 
community. Moreover, there may be a need for a 
surveillance mechanism that monitors the behav-
ior of members in the community. The purpose of 
such a mechanism is to block unauthorized users 
and to detect and cope with malicious behavior, 
thereby incorporating security management into 
the Plug and Play Business software. A more 

detailed study on security analysis is provided 
by Jacobsson and Davidsson (2007).

One of the intended key advantages with Plug 
and Play Business software is to lower the costs 
of collaboration (including, e.g., preparation, 
transaction and search costs), which is particularly 
important in order to be accepted by SMEs. An-
other intended key advantage is the “plug’n’play” 
aspect, that is, the user-friendly interface of the 
software, which must be carefully considered in 
the software design. Response times and other 
delays must be kept on a reasonable level, thereby 
addressing performance requirements. The choice 
of system architecture is closely related to the 
system’s performance in terms of a number of the 
previously mentioned attributes. Compared to a 
centralized architecture, a distributed architec-
ture supports many of the quality attributes, for 
example, flexibility, scalability and dynamicity. 
Also, the risk of single point of failure and traf-
fic bottlenecks may be avoided increasing the 
robustness of the system. 

A decentralized paradigm such as peer-to-peer 
(P2P) may be preferable for the Plug and Play 
Business software because no central authority 
determines how the participants interact or coor-
dinates them in order to accomplish some task. 
A P2P infrastructure self-configures and nodes 
can coordinate autonomously in order to search 
for resources, find actors and interact together. 
The heterogeneity of enterprises and relationships 
between the enterprises thereby have the potential 
to be maintained. P2P is a paradigm that allows 
the building of dynamic overlay networks and it 
can be used in order to realize an environment 
that manages a dynamic network of business rela-
tions. Dealing with business sensitive assets (e.g., 
innovators’ knowledge), searching and retrieval 
of contents, as well as discovery, composition 
and invocation of new services, should be made 
secure and trustable. The P2P infrastructure real-
izes an environment in which every organization 
can make its knowledge and services available to 
other organizations keeping control over them. 
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In a P2P infrastructure, each organization can 
autonomously manage this task without having 
to delegate it to an external central authority 
that could be perceived as less trusted than the 
organization itself and should be the object of an 
external (to the collaborating network) agreement 
between all the involved organizations. 

related Work

Camarinha-Matos and Afsarmanesh (2003, p. 
2) state that “there is a need for flexible and 
generic infrastructures to support the full life 
cycle of virtual enterprises, namely the phases 
of creation, operation and dissolution.” We 
believe that the Plug and Play Business has the 
potential of constituting such an infrastructure. 
Moreover, they provide further motivation to 
our work by emphasizing the need for research 
on generic, interoperable, pervasive, free (low 
cost) and invisible (user-friendly) infrastructures 
that include methods for the creation of business 
(e.g., negotiation, methodologies for transforming 
existing organizations into a virtual enterprise-
ready format) and business collaboration (e.g., 
coordinated and dynamic resource sharing, 
administration and management of distributed 
activities and risk management). 

In recent years, a rich literature on the topic 
of collaborative networks and virtual enterprises 
has emerged. The concept of Plug and Play Busi-
ness is similar to the concept of Virtual Breeding 
Environments as described by Camarinha-Matos 
and Afsarmanesh (2003, 2005). A virtual breed-
ing environment represents an association or a 
cluster of organizations and their related sup-
porting institutions that have both the potential 
and the will to cooperate with each other through 
the establishment of a “base” long-term coopera-
tion agreement and interoperable infrastructure. 
When a business opportunity is identified by one 
member (acting as a broker similar to the catalyst 
within Plug and Play Business communities), a 
subset of these organizations can be selected, 

thus forming a virtual enterprise. Plug and Play 
Business is different from virtual breeding envi-
ronments in that dynamic and temporary alliances 
can be formed within the community whenever 
a business opportunity is detected. Thus, Plug 
and Play Business also supports short-term col-
laboration. Another distinction is that Plug and 
Play Business emphasizes the importance of 
promoting innovations by automating as much as 
possible of the entrepreneurial role in the virtual 
enterprise, thereby promoting economic growth 
and employment. 

Plug and Play Business has some resemblance 
to the work described by Chituc and Azevedo 
(2005) in that dynamic collaboration processes 
for agile virtual enterprises are emphasized. How-
ever, their work excludes crucial aspects such as 
the dynamic creation of virtual enterprises and 
security management.

UsEFUL tEcHNOLOGIEs

Technological support for the creation and op-
eration phases of virtual enterprises is arising in 
many forms. Cardoso and Oliveira (2005, p. 1) 
state that “the most ambitious technologies intend 
to automate (part of) the process of creation and 
operation of virtual enterprises, mainly through 
multi-agent technology approaches, where each 
agent can represent each of the different enter-
prises.” This is also the overall intention with 
Plug and Play Business software. Because agents 
are autonomous, can interact with other agents, 
and enable approaching distributed problems by 
means of negotiation and coordination capabili-
ties, they are fit for the tasks within Plug and Play 
Business. 

Based on the requirements and attributes 
mentioned previously, we hereby make a brief 
review of some relevant technologies (including 
multi-agent technologies) that are useful when 
developing Plug and Play Business software. 
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Finding, Evaluating and selecting 
Potential Partners

The tasks of finding and evaluating (e.g., business 
partners) have been the object of a lot of research 
within the area of recommendation systems (cf. 
Adomavicius & Tuzhilin (2005)). Here, the main 
idea is to automate the process of “word-of-mouth” 
by which people recommend products or services 
to one another. Recommendation systems are usu-
ally classified based on how they are constructed 
into three categories: 

• Content-based recommendation, which is 
based on previous interests of actors;

• Collaborative recommendation, which is 
based on preference of similar actors; and

• Hybrid recommendations, which is a com-
bination of the two previous ones. 

So far, recommendation systems have suc-
cessfully been deployed primarily in consumer 
markets (see, for instance the collaborative filter-
ing system at book dealer Amazon.com). As most 
existing recommendation systems are not devel-
oped for business-to-business applications, they 
generally exclude the negotiation process. Because 
recommendation systems are already deployed in 
large-scale consumer systems it can be assumed 
that they enable scalability, flexibility, usability 
and cost-efficiency. Thus, they may be a beneficial 
alternative to use when meeting the requirements 
of virtual enterprise creation; more specifically 
the finding and evaluation stages. Also, because 
they can take the history of a potential collabora-
tor into account, they may also contribute to the 
enhancement of security and trust. 

In the area of intelligent agents, middle agents 
or brokering agents have been used to locate other 
agents in an open environment like the Internet 
(Wiederhold, 1992; Wong & Sycara, 2000). Here, 
each agent in the community typically advertises 
its capabilities to some broker. These brokering 
agents may simply be match-makers or yellow 

page agents who match advertisements to requests 
for advertised capabilities. Brokering agent sys-
tems are able to cope quickly and robustly with a 
rapidly fluctuating agent population (Wooldridge, 
2004), which indicates both a high level of flex-
ibility, scalability, robustness and performance. 
This makes them appropriate to use in Plug and 
Play Business software.

Establishing an Agreement 

There is a long tradition in the area of agent-based 
systems of studying how to reach agreements, for 
instance, using the Contract Net protocol (Smith, 
1980) and computational auctions (Rosenschein & 
Zlotkin, 1994). Auctions are generally considered 
to be a useful technique for allocating resources 
to agents (Wooldridge, 2004), however, they are 
too simple for many settings as they are mainly 
concerned with the allocation of goods or re-
sources. For more general settings, where agents 
must reach agreements on matters of mutual in-
terest and including complex constraints, richer 
techniques for reaching agreements are required. 
Here, negotiation may be a promising alternative. 
Four different components are relevant for the 
Plug and Play Business setting:

• A negotiation set, which represents the 
space of possible obligations that agents can 
make;

• A protocol, which defines the legal obliga-
tions that the agents can make;

• A collection of strategies, one for each 
agent, which determines what obligations 
the enterprises will make; and

• A rule that determines when the negotiation 
is over and the deal has been closed.

Here, the concept of obligations is an impor-
tant component in that it specifies the commit-
ments that the members (or the agents acting on 
behalf of their owners) have against each other. 
Substantial work on obligations in normative 
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multiagent systems has been done (cf. the work 
by Boella and van der Torre (2004) and López y 
López, Luck and d’Inverno (2006)). In the area 
of electronic contracts, which are to be regarded 
as virtual representations of traditional contracts, 
that is, “formalizations of the behavior of a group 
of agents that jointly agree on a specific business 
activity” (Cardoso & Oliveira, 2005, p. 6). Elec-
tronic contracts usually have a set of identified 
roles to be fulfilled by the parties involved in 
the relation. Three types of norms are specified 
within a contract structure, namely obligation, 
permission or prohibition. Plug and Play Busi-
ness software primarily adopts the concept of 
obligations, that is, that an agent (the Plug and 
Play Business software) has an obligation toward 
another agent to bring about a certain state of af-
fairs (the goal(s) of the virtual enterprise) before 
a certain deadline. However, what more types of 
norms (e.g., permissions and prohibitions) and 
norm-enhancing mechanisms (e.g., promoter and 
defender functionality) that should be included in 
the definition of Plug and Play Business remains 
to be determined. 

Agent-based auctions, negotiation protocols 
and electronic contracts may be sound technolo-
gies to enable the establishment of agreements 
within Plug and Play Business since intelligent 
agents can be designed to cope with individual 
goals and conflicting behavior (which certainly 
may occur in the Plug and Play Business com-
munity). 

Operation

Several examinations on current state of the art 
technologies useful for building ICT-infrastruc-
tures with the purpose of business collaboration 
within virtual enterprises have been undertaken 
(cf. Camarinha-Matos & Afsarmanesh (1999, 
2003, 2005)). Some common conclusions are 
that multi-agent technology constitutes a prom-
ising contributor to the development of support 
infrastructures and services. Also, Internet and 

Web technologies, such as Web services, repre-
sent a fast growing sector with large potential in 
interenterprise collaboration support. However, 
further support for multilateral collaboration is 
necessary. A number of other emerging technolo-
gies, for example, service-oriented architectures, 
the semantic Web and countless collections of 
software standards (cf. the ebXML framework) 
are likely to provide important contributions. 

It seems that Microsoft’s BizTalk Server is the 
most sophisticated solution for interenterprise 
collaboration widely available. BizTalk is based 
upon a central server through which all exchanged 
information passes, it uses XML and supports 
the main protocols for e-mail and http. However, 
BizTalk supports multilateral collaboration only 
to some extent and it is not fit for interoperable 
information resource sharing. Being a centralized 
proprietary client-server solution, it has several 
disadvantages, such as making the actors depen-
dent of third party, being expensive and having 
possible risks for communication bottlenecks, 
thereby failing to meet requirements such as scal-
ability, flexibility, robustness, cost and security. 

Another possibility is to use computational 
auctions (Rosenschein & Zlotkin, 1994; Yama-
moto, 2004). They can be used within the collabo-
ration task as a method for dynamically solving 
resource allocation within the virtual enterprise. 
Possibly, auctions can also be deployed within 
multilateral administrational collaboration when 
allocating work tasks between partners of a virtual 
enterprise. However, as stated by Camarinha-
Matos and Afsarmanesh (2005, p. 447) “publicly 
funded research should avoid approaches that are 
too biased by existing technologies.” 

We believe that there are some technologies 
that may be useful for the collaboration task within 
Plug and Play Business software. One promising 
alternative for multilateral collaboration is the use 
of decentralized intelligent agents. In previous 
work (Davidsson, Ramstedt, & Tornquist, 2005), 
we have described a general wrapper agent solu-
tion based on open source freeware that makes it 
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possible (in principle) for any business system to 
exchange (administrational) information with any 
other business system. In Carlsson, Davidsson, 
Jacobson, Johansson, and Persson (2005), we sug-
gest further improvements to the wrapper agent 
technology by addressing security issues as well 
as an extended, possibly dynamic, set of involved 
companies and higher levels of cooperation (i.e., 
operational resource sharing). 

cONcLUsION AND FUtUrE WOrk

One of the weaknesses in the area of virtual en-
terprises and collaborative networks is the lack of 
appropriate theoretic definitions, formal models 
and consistent modeling paradigms. The main 
contribution of this article is a formal model of 
virtual enterprise definition, creation and collabo-
ration as well as their associated tasks. We have 
also formally described Plug and Play Business, 
which is a set of integrated ICT-tools that support 
innovators in turning their ideas into businesses by 
forming virtual enterprises for interorganizational 
and interoperable collaboration. 

In approaching a technology platform for 
Plug and Play Business software, we have made 
an assessment of useful technologies and related 
work. Based on this review, we can conclude 
that some of the evaluated technologies may 
be used for the tasks of Plug and Play Business 
software. With respect to finding and evaluating 
partners for a virtual enterprise, recommendation 
systems show numerous fruitful examples that 
can be applied. For the process of establishing 
an agreement between the catalyst and the high-
est ranked actor in the evaluation process, the 
Contract Net protocol and broker agents may be 
promising alternatives. Relevant approaches for 
supporting virtual enterprise operation include 
Microsoft’s BizTalk solution, wrapper agents and 
computational auctions. 

The next step will mainly focus on further 
analyzing the components of the Plug and Play 
Business software and on refining the require-
ments that were only briefly discussed in this 
article. We will also continue to perfect the formal 
framework presented above. In particular, we will 
further develop the roles and different types of 
obligations in the Plug and Play Business com-
munity as well as in the virtual enterprises. We 
also intend to implement a proof of concept of the 
Plug and Play Business concept and to evaluate 
its viability. 

AckNOWLEDGMENt

This work has been partially funded by the project 
“Integration of business information systems,” 
financially supported by “Sparbanksstiftelsen 
Kronan.” The authors would also like to thank 
all the members in the project.

rEFErENcEs

Adomavicius, G., & Tuzhilin, A. (2005). Toward 
the next generation of recommender systems: A 
survey of the state-of-the-art and possible exten-
sions. IEEE Transactions on Knowledge and Data 
Engineering, 17(6), 734-749.

Boella, G., & van der Torre, L. (2004). Virtual 
permission and authorization in policies for virtual 
communities of agents. In G. Moro, S. Bergamas-
chi, & K. Aberer (Eds.), Proceedings of the Agents 
and P2P Computing Workshop at the 3rd Interna-
tional Joint Conference on Autonomous Agents 
and Agent Systems, (pp. 86-97). New York.

Camarinha-Matos, L.M., & Afsarmanesh, H. 
(1999). The virtual enterprise concept. In Pro-
ceedings of the IFIP Working Conference on In-
frastructures for Virtual Enterprises: Networking 
Industrial Enterprises, (pp. 3-14). Deventer, The 
Netherlands: Kluwer Academic.



  ��

A Formal Analysis of Virtual Enterprise Creation and Operation

Camarinha-Matos, L.M., & Afsarmanesh, H. 
(2003). Elements of a base VE infrastructure. Jour-
nal of Computers in Industry, 51(2), 139-163.

Camarinha-Matos, L.M., & Afsarmanesh, H. 
(2005). Collaborative networks: A new scientific 
discipline. Journal of Intelligent Manufacturing, 
16, 439-452.

Camarinha-Matos, L.M., & Afsarmanesh, H. 
(2006). A modeling framework for collaborative 
networked organizations. In L.M. Camarinha-
Matos, H. Afsarmanesh, & M. Ollus (Eds.), 
Network-centric collaboration and supporting 
frameworks (pp. 3-14). Boston: Springer Science 
Business Media.

Cardoso, L.C., & Oliveira, E. (2005). Virtual en-
terprise normative framework within electronic 
institutions. In M.-P. Gleizes, A. Omicini, & F. 
Zambronelli (Eds.), Engineering societies in the 
agent world, Lecture notes in artificial intelligence 
(Vol. 3451, pp. 14-32). Berlin: Springer-Verlag.

Carlsson, B., Davidsson, P., Jacobsson, A., Jo-
hansson, S.J., & Persson, J.A. (2005). Security 
aspects on inter-organizational cooperation us-
ing wrapper agents. In K. Fischer, A. Berre, K. 
Elms, & J.P. Müller (Eds.), Proceedings of the 
Workshop on Agent-based Technologies and Ap-
plications for Enterprise Interoperability at the 4th 
International Joint Conference on Autonomous 
Agents and Agent Systems, (pp. 13-25). Utrecht, 
The Netherlands: University of Utrecht.

Chituc, C.-M., & Azevedo, A.L. (2005). Enablers 
and technologies supporting self-forming net-
worked organizations. In H. Panetto (Ed.), Interop-
erability of enterprise software and applications 
(pp. 77-89). London: Hermes Science.

D’Atri, A., & Motro, A. (2007). VirtuE: A for-
mal model of virtual enterprises for informa-
tion markets. Journal of Intelligent Information 
Systems. 

Davidsson, P., Hederstierna, A., Jacobsson, A., 
Persson, J.A., et al. (2006). The concept and 
technology of plug and play business. In Y. 
Manolopoulos, J. Filipe, P. Constantopoulos, & 
J. Cordeiro (Eds.), Proceedings of the 8th Inter-
national Conference on Enterprise Information 
Systems Databases and Information Systems 
Integration, (pp. 213-217).

Davidsson, P., Ramstedt, L., & Törnquist, J. 
(2005). Inter-organization interoperability in 
transport chains using adapters based on open 
source freeware. In D. Konstantas, J.-P. Bourri-
ères, M. Léonard, & N. Boudjlida (Eds.), Interop-
erability of enterprise software and applications 
(pp. 35-43). Berlin: Springer-Verlag. 

Electronic Business using eXtensible Markup 
Language (ebXML). Retrieved April 2, 2008, 
from http://www.ebxml.org/

European collaborative networked organizations 
leadership initiative (ECOLEAD). Retrieved April 
2, 2008, from http://www.ecolead.org

Jacobsson, A., & Davidsson, P. (2006). An analysis 
of plug and play business software. In R. Suomi, R. 
Cabral, J.F. Hampe, A. Heikkilä, J. Järveläinen, & 
E. Koskivaara (Eds.), Project e-society: Building 
bricks (pp. 31-44). New York: Springer Science 
Business Media.

Jacobsson, A., & Davidsson, P. (2007). Security 
issues in the formation and operation of virtual 
enterprises. In L. Kutvonen, P. Linnington, J.-H. 
Morin, & S. Ruohomaa (Eds.), Proceedings of 
the Second International Workshop on Interoper-
ability Solutions to Trust, Security, Policies and 
QoS for Enhanced Enterprise Systems at the 
Third International Conference on Interoper-
ability for Enterprise Applications and Software, 
(pp. 55-66).

Leibenstein, H. (1968). Entrepreneurship and 
development. The American Economic Review, 
58, 72-83.



��  

A Formal Analysis of Virtual Enterprise Creation and Operation

López y López, F., Luck, M., & d’Inverno, M. 
(2006). A normative framework for agent-based 
systems. Computational and Mathematical Or-
ganization Theory, 12, 227-250.

Microsoft BizTalk Server (BizTalk). Retrieved 
April 2, 2008, from http://www.microsoft.com/
biztalk/

Rosenschein, J.S., & Zlotkin, G. (1994). Rules of 
encounter: Designing conventions for automated 
negotiation among computers. Cambridge, MA: 
MIT Press.

Shapiro, C., & Varian, H.R. (1999). Information 
rules: A strategic guide to the network economy. 
Boston: HBS Press.

Smith, R.G. (1980). The contract net protocol: 
High-level communication and control in a dis-
tributed problem solver. IEEE Transactions on 
Computers, C-29(12), 1104-1113.

Tidd, J., Bessant, J., & Pavitt, K. (2005). Managing 
innovation–integrating technological, market and 
organizational change. Chichester, West Sussex: 
John Wiley & Sons.

Wiederhold, G. (1992). Mediators in the archi-
tecture of future information systems. IEEE 
Transactions on Computers, 25(3), 38-49.

Wong, H.-C., & Sycara, K.P. (2000). A taxonomy 
of middle-agents for the Internet. In Proceedings 
of the 4th International Conference on Multi-Agent 
Systems, (pp. 465-466).

Wooldridge, M. (2004). An introduction to mul-
tiagent systems. Chichester, West Sussex: John 
Wiley & Sons.

Yamamoto, L. (2004). Automated negotiation 
for on-demand inter-domain performance moni-
toring. In Proceedings of the 2nd International 
Workshop on Inter-domain Performance and 
Simulation, (pp. 159-169).



  ��

Chapter IV
Application of Uncertain 

Variables to Knowledge-Based 
Resource Distribution

Donat Orski
Wroclaw University of Technology, Poland

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.

AbstrAct

The chapter concerns a class of systems composed of operations performed with the use of resources 
allocated to them. In such operation systems, each operation is characterized by its execution time 
depending on the amount of a resource allocated to the operation. The decision problem consists in 
distributing a limited amount of a resource among operations in an optimal way, that is, in finding an 
optimal resource allocation. Classical mathematical models of operation systems are widely used in 
computer supported projects or production management, allowing optimal decision making in determin-
istic, well-investigated environments. In the knowledge-based approach considered in this chapter, the 
execution time of each operation is described in a nondeterministic way, by an inequality containing an 
unknown parameter, and all the unknown parameters are assumed to be values of uncertain variables 
characterized by experts. Mathematical models comprising such two-level uncertainty are useful in 
designing knowledge-based decision support systems for uncertain environments. The purpose of this 
chapter is to present a review of problems and algorithms developed in recent years, and to show new 
results, possible extensions and challenges, thus providing a description of a state-of-the-art in the field 
of resource distribution based on the uncertain variables.
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INtrODUctION

Among many theories of uncertainty (Klir, 2006) 
developed for different applications the uncertain 
variables introduced by Bubnicki (2001a, 2001b) 
may be considered as a useful tool for modeling 
expert’s knowledge in knowledge-based decision 
systems. In the definition of the uncertain variable 
x  we consider two soft properties: “ xx =~ ” which 
means “ x  is approximately equal to x ” or “ x  
is the approximate value of x ,” and “ xDx ∈~ ” 
which means “ x  approximately belongs to the 
set xD ” or “the approximate value of x  belongs 
to xD .” The uncertain variable x  is defined by 
a set of values X  (real number vector space), 
the function )~()( xxvxh ==  (i.e., the certainty 
index that xx =~ , given by an expert) and the fol-
lowing definitions for XDDDx ⊆21,, :

)(max)~( xhDxv
xDx

x
∈

=∈

)~(1)~( xx DxvDxv ∈−=∉ ,

)},~(),~(max{)~~( 2121 DxvDxvDxDxv ∈∈=∈∨∈

)~~( 21 DxDxv ∈∧∈  

1 2 1 2

1 2

min{ ( ), ( )} for

0 for .

v x D v x D D D

D D

∈ ∈ ∩ ≠∅
=

∩ =∅

 

The function )(xh  is called a certainty 
distribution. Let us consider a plant with the 
input vector Uu∈  and the output vector y ∈ 
Y, described by a relation YUxyuR ×⊂);,(  
(relational knowledge representation) where the 
vector of unknown parameters Xx∈  is assumed 
to be a value of an uncertain variable described 
by the certainty distribution )(xh  given by an 
expert. If the relation R  is not a function, then 
the value u  determines a set of possible outputs 

( ; ) { : ( , ) ( , ; )}yD u x y Y u y R u y x= ∈ ∈ . For the re-
quirement YDy y ⊂∈  given by a user, we can 
formulate the following decision problem: For 
the given );,( xyuR , )(xh  and yD  one should 

find the decision *u  maximizing the certainty 
index that the set of possible outputs approxi-
mately belongs to yD  (i.e., belongs to yD  for 
an approximate value of x ). Then 

)(maxmaxarg]~);([maxarg
)(

* xhDxuDvu
uDxUu

yy
Uu x∈∈∈

=⊆=

where });(:{)( yyx DxuDXxuD ⊆∈= . It is 
easy to see that *u  maximizes [ ( )]uv u D x∈  where 

)(xDu  is a set of all u  such that the implication 
yu DyxDu ∈→∈ )(  is satisfied. The uncertain 

variables are dedicated to analysis and decision 
problems (Bubnicki, 2002, 2004a) in a class of 
systems containing a decision plant described by 
a relational knowledge representation with un-
known parameter characterized by an expert.

An important example for such a class of 
decision plants may be a complex of operations. 
It consists of operations characterized by their 
execution times, and the execution time of a 
particular operation depends on the amount of a 
resource allocated to the operation. All the op-
erations use the same kind of a resource which 
is continuous and may be distributed among 
operations in any way. In the knowledge-based 
approach under consideration, this relationship 
has a form of a relation and an unknown param-
eter in this relation is assumed to be a value of 
an uncertain variable characterized by an expert. 
The decision problem consists then in finding a 
resource allocation to the operations optimizing a 
given performance index and satisfying the user’s 
requirement typically concerning the execution 
time of the whole set of operations. Because 
the resource distribution is based on uncertain 
knowledge, certainty indexes should be used in 
decision problem formulations.

Complexes of operations with operations 
characterized by their execution times are deci-
sion plants different than activity networks widely 
used in production or project management (e.g., 
Banaszak & Jozefowska, 2003). In these net-
works, the set of activities (production operations 
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or project tasks) is depicted by a graph and the 
activities are represented by arcs assigned prob-
ability distributions describing random durations 
(execution times) of the activities. The PERT 
method developed in the 1950s for the analysis of 
activity networks is based on such a probabilistic 
description, which seems inadequate in most real 
world situations. Its extension known as PERT/cost 
(e.g., Berman, 1964) may be applied also in deci-
sion problems, but the allocation is determined 
in two steps and in the first step typical PERT 
network analysis and determination of a criti-
cal path should be performed. Thus, PERT/cost 
inherits drawbacks of the PERT method. Models 
and methods developed for complexes of opera-
tions in the 1960s provide analytical formulas and 
decision algorithms solving resource distribution 
problems in a unified way on the basis of analyti-
cal relationships between operations’ execution 
times and resources allocated to them. If, in the 
case of an activity network, the execution times 
are described by experts, the formalism of fuzzy 
numbers and fuzzy CPM or fuzzy PERT/cost 
methods may be used (e.g., Mon, Cheng, & Lu, 
1995; Fargier, Galvagnon, & Dubois, 2000). If in 
the case of a complex of operations the parameters 
in analytical formulas for execution times are 
described by experts, the formalism of uncertain 
variables should be used (e.g., Bubnicki, 2003; 
Orski 2005a, 2005b, 2006a).

In the latter case, for a parallel and for a cas-
cade structure of a complex of operations resource 
distribution algorithms have been developed 
(Orski, 2006a), examined (Bubnicki, 2004b; 
Orski, 2005a), and a method for improving their 
quality has been proposed (Orski, Sugisaka, & 
Graczyk, 2006b). The purpose of this chapter is 
to present a review of problems and algorithms 
developed in recent years, and to show new results 
and extensions related to the following directions 
of current research:

i. Designing knowledge-based resource dis-
tribution algorithms for mixed structures of 
a complex of operations, 

ii. Exploiting a concept of three-level uncer-
tainty, which may be considered a knowledge 
integration method in case of multiple ex-
perts, and developing resource distribution 
algorithms taking into account not only 
uncertain but also random parameters, 

iii. Applying C-uncertain variables, and
iv. Applying a learning system to improve the 

knowledge obtained from the experts.

We present the description of a complex of 
operations and three formulations of the resource 
distribution problem. Then, solution algorithms 
and simple numerical examples are shown for the 
complex of parallel operations and for the complex 
of cascade operations. Next, descriptions of typi-
cal mixed structures of operations are given, we 
show how resource distribution algorithms may 
be derived from formulas determined for parallel 
and for cascade operations, and present simple 
numerical examples. We then devote time to the 
problem of evaluating and improving quality of 
resource allocation based on experts’ knowledge, 
and include results of simulations. Finally, we 
address issues related to topics (ii), (iii) and (iv) 
in the list of current research directions.

kNOWLEDGE rEPrEsENtAtION 
AND rEsOUrcE DIstrIbUtION 
PrObLEMs

Let us consider a complex of k  operations de-
scribed by a set of inequalities

( , ),i i i iT u x≤  ki ,1∈                      (1)

where iT  is the execution time of the i-th operation, 
ϕi is a decreasing function of iu , iu  is the amount 
of a resource assigned to the i-th operation, the 
parameter +∈Rxi  is unknown and assumed to 
be a value of an uncertain variable ix  described 
by a certainty distribution )( ii xh  given by an ex-
pert, and 1( , ..., )kx x x=  are independent variables. 
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The total amount of a resource to be distributed 
among the operations is limited to U, hence every 
resource allocation 1( , ..., )ku u u=  must satisfy the 
constraints:

0≥iu  for each i     and    Uuuu k =+++ ...21 .               
   
      (2) 
Let us denote by T the execution time of the 
whole complex of operations. It is given by the 
function 

),...,,( 21 kTTTfT =    (3)

depending on the structure of the complex of 
operations. In typical situations, functions ϕi in 
(1) are the following:

( , ) i
i i i

i

xu x
u

= ,    ki ,1∈ ,  (4)

and certainty distributions ih  are assumed to be 
triangular, as shown in Figure 1.

For the given values U > 0 and a > 0 (required 
project completion time), one may determine the 
certainty index 

[ ( ; ) ]v T u x ≤  = ( ; , )v u U                           (5)

of the property “the execution time T is ap-
proximately less or equal to α for the alloca-
tion u and the uncertain variable x ” where 

1 1 1 2 2 2( ; ) [ ( , ), ( , ),..., ( , )]k k kT u x f u x u x u x=  is 
the upper bound function for T. The description 
of a complex of operations directly corresponds to 
the description of a decision plant presented in the 
previous section, that is, allocation u corresponds 
to plant input, execution time T corresponds to 
plant output y, the set (0, a] corresponds to the 
set yD  required by a user, and the inequality 

);( xuTT ≤  defines the relation );,( xyuR . The 
following three versions of the resource distri-
bution problem may be formulated, depending 
on which variable in formula (5) is chosen for 
optimization:

Version I. Given U and α, find u maximizing cer-
tainty index v (5), subject to the constraints (2).
Version II. Given U and v  (certainty threshold, 
that is, vv ≥  is required), find u minimizing α 
in (5), subject to the constraints (2).
Version III. Given α and v , find u minimizing 
U in (5), subject to the constraints (2).

Performance indexes to be maximized in the 
three problems stated above are v, a-1 and 1−U , 
respectively. Solution algorithms are based on 

Figure 1. Triangular certainty distribution for the uncertain variable ix
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certainty indexes defined individually for particu-
lar operations. They are determined (Bubnicki, 
2003) by the formulas 

( ; ) [ ( , ) ]i i i i i i iv u v u x= ≤ =   (6)

*

*
* *

( ; )

1 for

1max ( ) 1 for

0 otherwise

i i i i

i i i

i
i i i i i i i i ix D u

i i

x u

xh x u x d u x
d d∈

 ≤

=  − + − ≤ ≤

             

where

1( ; ) { : ( , ) } (0, ]i i i i i i i i i iD u x R u x u= ∈ ≤ = ,

ki ,1∈
,

and ai are required completion times for particular 
operations given directly by a user or needed to 
be calculated based on a and a structure of the 
complex of operations.

rEsOUrcE DIstrIbUtION 
FOr PArALLEL AND cAscADE 
OPErAtIONs

In this section, main results obtained for a com-
plex of parallel operations and for a complex of 
cascade operations are shown. The more detailed 
considerations are presented in Orski (2006). Two 
typical structures reflecting constraints imposed 
on a sequence of operations’ executions are il-

lustrated in Figure 2. In the case a) operations 
are executed independently, whereas in the case 
b) there is a cascade of executions and the execu-
tion of any operation may begin only if preceding 
operations have been completed. 

The execution time T of the whole set of opera-
tions is given by the following functions (3)

},...,,max{ 21 kTTTT =  or T = T1 + T2 +...+TK

in the case a) or b), respectively.

Algorithms for Parallel Operations

Version I. Given U and α, find u maximizing 
v (5), subject to the constraints (2). Because 
the required execution times ai are equal to a, 

1 1 1 2 2 2( ; , ) {[ ( , ) )] [ ( , ) )]v u U v u x u x= ≤ ∧ ≤ 

... [ ( , ) )]}k k ku x∧ ∧ ≤  min ( ; )i ii
v u=  and  find-

ing the solution 

* arg max ( ; , )uu v u U=

is based on certainty indexes (6). It may be proved 
(Bubnicki, 2004a) that the optimal distribution 
should satisfy the set of equations

1 1 2 2( ; ) ( ; ) ... ( ; )k kv u v u v u= = = .

Hence, it is easy to obtain the following analytical 
result in the case when 0 < v < 1:

Figure 2. Operations of a) parallel and b) cascade structure
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* * 1 *

1 1

1 [ ( )( ) ]
k k

i i j j i
j j

u d U x d x−

= =

= − +∑ ∑  =

*( ; , , )i U x dY
 

ki ,1∈
   (7)                     

* * 1

1 1
( ) [ ( )]( )

k k

i i i
i i

v u U x d d −

= =

= − −∑ ∑
 (8)

The resource distribution algorithm *( ; , , )i U x dY  
is a linear function of U with parameters depending 
both on the value α given by a user and on values 

* * *
1( , ..., )kx x x= , 1( , ..., )kd d d=  given by experts.

Version II. Given U and vv =  (the required 
certainty threshold), find u minimizing α in (5), 
subject to the constraints (2). Using (8) with v  
instead of )( *uv  one determines the shortest 
possible execution time

*
min

1 1

1 [( 1) ]
k k

i i
i i

v d x
U = =

= − +∑ ∑                  (9)

and the optimal allocation

.,1,
)1(

)1(

1

*

1

*
* kiU

xdv

xdvu k

j
j

k

j
j

ii
i ∈

+−

+−
=

∑∑
==

             

                (10)

It may be noted that, as in version I, the resource 
distribution algorithm depends on numerical 
values given both by a user and by experts.

Version III. Given α and v , find u minimizing 
U in (5), subject to the constraints (2). Using (8) 
with v  instead of )( *uv  one determines the 
smallest amount of a resource

*
min

1 1

1 [( 1) ]
k k

i i
i i

U v d x
= =

= − +∑ ∑                 (11)

and the optimal allocation

*
* ( 1) i i
i

v d xu − +
= , ki ,1∈ .                (12)

In version III, the resource distribution algorithm 
depends on numerical values given both by a user 
and by experts, and is independent of U assumed 
to be unknown.

Algorithms for cascade Operations

Ve r s i on  I .  O ne  shou ld  d e t e r m i ne 
* arg max ( ; , )

u
u v u U=  using certainty indexes 
(6) and values

ai = 
* *

1

1 1
( )( )

k k
j ji i

j ji j j i

x dd x
u u u u

−

= =
− +∑ ∑

determined for particular operations by using an 
optimal decomposition of α (Orski, 2006), that 
is, such that 

1 1 1 2 2 2( , ) ( , ) ... ( , )k k kv u v u v u= = =         (13)

and taking into account that a1 + a2 +...+ ak = a. 
If 0 < v < 1, it is given by the formula

*
1

1 1
( ; , ) 1 ( )( )

k k
i i

i ii i

x dv u U u u
−

= =
= − −∑ ∑           (14)

which cannot be maximized analytically and a 
numerical procedure should be used. Based on 
an analytical solution 

U
x

x
u k

j
j

i
i

∑
=

=

1

*

*
* , ki ,1∈

obtained for a special case of triangular certainty 
distributions, that is, 

k

k
d
x

d
x

d
x *

2

*
2

1

*
1 ... === ,

a dedicated numerical procedure for maximization 
of (14) has been developed and examined (Orski 
& Hojda, 2007). Numerous computer simula-
tions have shown that it outperforms a Newton 
method which is known for its fast convergence 
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but requires application of a penalty function for 
the constraints (2). Our numerical procedure does 
not need a penalty function and is of much less 
computational complexity even when compared to 
a Newton method without a penalty function.

Version II. In a way analogous to that for parallel 
operations, using (14) with v  instead of )(uv , 
one determines the shortest possible execution 
time as the following function of u:

*

min
1

( 1)( )
k

i i

i i

v d xu
u=

− +
=∑                         (15)

Minimization of this function with respect to u, 
subject to the constraints (2), yields

* 2

1
min

[ ( 1) ]
k

i i
i

v d x

U
=

− +
=
∑

,

U
xdv

xdv
u k

j
jj

ii
i

∑
=

+−

+−
=

1

*

*
*

)1(

)1( , ki ,1∈ .      (16)

Based on the above formulas a numerical-analyti-
cal algorithm for maximization of (14) in version 
I has been developed and examined (Orski & 
Hojda, 2007). In a numerical part of the algorithm, 
the first equation in (16) is solved with respect 
to *vv =  for amin = a, and in an analytical part, 
the optimal allocation is determined by using the 
second formula in (16) with *v  in the place of 
v . Simulation experiments have shown that its 
performance is comparable to that of the dedicated 
numerical procedure.

Version III. Using the results (16) obtained in 
version II, with a instead of amin , one determines 
the smallest amount of a resource

* 2
min

1

1 [ ( 1) ]
k

i i
i

U v d x
=

= − +∑                    (17)

and

* * *

1

1 ( 1) ( 1)
k

i i i j j
j

u v d x v d x
=

= − + − +∑ ,   ki ,1∈  
                                  
      (18)
It is worth noting that optimal distribution prob-
lems in versions II and III are solvable analytically 
both for parallel and cascade operation, whereas 
the problem in version I is more complicated from 
a computational point of view and a numerical or 
numerical-analytical procedure should be applied 
for cascade operations.

rEsOUrcE DIstrIbUtION 
FOr MIXED strUctUrEs OF 
OPErAtIONs 

In this section, we will show how the formulas and 
algorithms presented previously may be applied in 
knowledge-based resource distribution in a com-
plex of operations of neither parallel, nor cascade 
structure. We will consider simple examples of 
such a mixed structure and a more general case of 
a cascade-parallel complex of operations. Gener-
ally, for the determination of solution algorithms 
in mixed structures, for cascade operations one 
should use formulas presented in the last section, 
and for parallel ones, the formulas presented in 
the section preceding it.

Algorithms for a simple Mixed 
structure ( 3=k )

Let us take into account a complex of 3=k  
operations of structure presented in Figure 3. In 
this case, the formulas corresponding to (1), (2) 
and (3) are as follows:

1

1
1 u

xT ≤ ,   
2

2
2 u

xT ≤ ,   
3

3
3 u

xT ≤ ,

u1, u2, u3 ≥ 0, u1 + u2 + u3 = U and T = max{T1, 
T2} + T3.
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Now, the certainty index (5) 

1 1 1 1 2 2 2 2 3 3 3 3

{1,2,3}

( ; , ) {[ ( , ) ] [ ( , ) ] [ ( , ) ]}
min ( , )i i ii

v u U v u x u x u x
v u

∈

= ≤ ∧ ≤ ∧ ≤ =  

where, according to the structure of the complex 
in Figure 3, a1 = a2 and a1 + a3 = a.

Version I. We may apply (8) for the two parallel 
operations and introduce 12 1 2 1( , ; )v u u =

* * *
11 2 1 1 2 12 12

1
1 2 12 12

( )1 1 ( )( )x x u u x d
d d u u

−+ − +
− = − −

+
  
as the aggregated certainty index, where 

* * *
12 1 2x x x= +  , d12 = d1 + d2 and u12 = u1 + u2. Con-

sequently,

12 12 1 3 3 3( ; , ) min{ ( ; ), ( ; )}v u U v u v u=

where
*

13 3
3 3 3 3

3 3

( ; ) 1 ( )( )x dv u u u
−= − −

denotes the certainty index for the one cascade 
operation obtained from (14). Now, using (14) for 
the cascade connection of aggregated parallel 
operations and a single cascade operation one 
obtains

( ; , )v u U  =
**

13 312 12

12 3 12 3
** *

13 31 2 1 2

1 2 3 1 2 3

1 ( )( )

1 ( )( )

x dx d
u u u u

x dx x d d
u u u u u u

−

−

= − + − +

+ +
= − + − +

+ +

Using (2) we substitute u12 = U – u3 and maximize 
3( ; , )v u U  with respect to  3 (0, )u U∈ . The maxi-

mization is reduced to solving a quadratic equation 
with respect to 3u  and an analytical result may 
be obtained. However, it is pointless to present 
it, since we expect that for more complicated 
mixed structures we will not be able to use it for 
obtaining analytical solutions, and we will have 
to use numerical procedures anyway.

Version II. Using (9) for the two parallel opera-
tions and using (16) for the one cascade operation 
yields

* *
1 2 1 2

1,min
1 2

( 1)( )v d d x x
u u

− + + +
=

+  

and
*

3 3
3,min

3

( 1)v d x
u

− +
=

, 

respectively. Again, we may treat the two ag-
gregated parallel operations as a single cascade 
operation with * * *

12 1 2x x x= + , d12 = d1 + d2  and u12 = 
u1 + u2. Let us denote *( 1)i i ic v d x= − + , }3,2,1{∈i
Because amin = a1,min	+	a3,min then, according to 
(15),

31 2
min

12 3

( ) cc cu
u u
+

= +  

and using the first formula in (16) yields

2
1 2 3

min

( )c c c
U

+ +
=

Figure 3. Complex of 3=k  operations of a 
mixed structure

3T
1T

2T



  ��

Application of Uncertain Variables to Knowledge-Based Resource Distribution

From the second formula in (16) we obtain 

            , 1 2
12

1 2 3

c c
u U

c c c
+

=
+ +

3*
3

1 2 3

c
u U

c c c
=

+ +

and application of (10) results in

* 1
1

1 2 1 2 3

,cu U
c c c c c

=
+ + +

 

* 2
2

1 2 1 2 3

.cu U
c c c c c

=
+ + +

Version III. The solution algorithm is based on 
aggregation analogous to that in version I or in 
version II. For two aggregated parallel opera-
tions from (11) we get 1 2

12,min
1

c cu +
= , and for the 

cascade operation from (17) we have 3
3,min

3

cu = . 
Then, using formulas (17) and (18) for a complex of 
cascade operations gives the following results:

       , 3 1 2 3*
3

c c c c
u

+ +
=

2
1 2 3

min

( )c c c
U

+ +
=

1 2 1 2 3
12,min

c c c c c
u

+ + +
=

Because 1 2
12,min

1

c cu +
= , then 1 2

1
1 2 3

c c
c c c

+
=

+ +
 

and from (12) for two parallel operations we get

              , 2 1 2 3*
2

1 2

( )c c c c
u

c c
+ +

=
+

1 1 2 3*
1

1 2

( )c c c c
u

c c
+ +

=
+

Example 1. Let a = 50, 8.0=v  and 321 ,, hhh  
be triangular with *

1 10x = , d1 = 5, *
2 51x = , d2 = 10, 

*
3 54x = , d3 = 20. Then, in version III one obtains 
*
1 0.35u = , *

2 1.89u = , *
3 2.07u =  and Umin = 4.31.

Algorithms for a simple Mixed 
structure ( 4=k )

Let us take into account a complex of 4=k  
operations of structure presented in Figure 4. In 
this case, the formulas corresponding to (1), (2) 
and (3) are as follows: 

1

1
1 u

xT ≤ ,  
2

2
2 u

xT ≤ ,  
3

3
3 u

xT ≤ ,   
4

4
4 u

xT ≤

0,,, 4321 ≥uuuu ,   Uuuuu =+++ 4321    

and   },},max{max{ 4321 TTTTT += .

N o w,  t h e  c e r t a i n t y  i n d e x  (5 ) 

{1,2,3,4}
( ; , ) min ( , )i i ii

v u U v u
∈

=  where, according 
to the structure of the complex in Figure 4, a1 
= a2, a1 + a3 = a,  and a4 = a. Because three of 
four operations are connected in the same way 
as in Figure 3, we may use the results obtained 
for these three operations and apply formulas 
presented for parallel operations to the fourth 
operation connected in parallel.

Version I. The certainty index is given by the 
formula

123 12 3 4 4( ; , ) min{ ( , ; ), ( ; )}v u U v u u v u=

where 123 12 3( , ; )v u u  denotes the certainty index 
for the complex of three operations, that is,

123 12 3( , ; )v u u  
**

13 312 12

12 3 12 3

1 ( )( )x dx d
u u u u

−= − + − +

Figure 4. Complex of 4=k  operations of a 
mixed structure

3T
1T

2T
4T



��  

Application of Uncertain Variables to Knowledge-Based Resource Distribution

and from (8)
* *

4 4 4 4 4
4 4

4 4

( )( ; ) 1u x d x uv u
d d

− − −
= = −

We cannot use formula (8) further for a parallel 
connection of the fourth operation and the struc-
ture composed of three other operations, because 

123 12 3( , ; )v u u  does not represent a certainty index 
for a single operation being a result of aggregation. 
We may use (13), which holds also for parallel 
operations, and maximize 123 12 3( , ; )v u u  subject 
to the constraints (2) and the additional constraint 

123 12 3( , ; )v u u  4 4( ; )v u= . The maximization may 
be reduced to solving two dependent quadratic 
equations in such a way that the solution of the 
first equation is a parameter in the second equa-
tion. In general, we will have to use a numerical 
optimization.

Version II. Using results presented previously 
for the structure composed of three operations, 
we have 

123
13,min

123

c
u

=
 
, 4

4,min
4

c
u

=

where 321123 uuuu ++=  is the amount 
of a resource used in a subcomplex of three 
operations aggregated in such a way that 

2
321123 )( cccc ++=  and a4,min stands for the 

execution time of the fourth operation parallel to 
the subcomplex of aggregated operations. Then, 
using the formula (9) for amin in case of parallel 
operations we obtain

2
1 2 3 4123 4

min

( )c c c cc c
U U

+ + ++
= =

and from (10) we obtain 

           ,* 4
4 2

1 2 3 4( )
cu U

c c c c
=

+ + +

2
1 2 3

123 2
1 2 3 4

( )
( )

c c c
u U

c c c c
+ +

=
+ + +

Now, using previously determined solutions and 
123u  in place of U we get

           ,3 1 2 3*
3 2

1 2 3 4( )
c c c c

u U
c c c c
+ +

=
+ + +

1 2 1 2 3
12 2

1 2 3 4( )
c c c c c

u U
c c c c
+ + +

=
+ + +

              ,1 1 2 3*
1 2

1 2 1 2 3 4

( )
[( ) ]

c c c c
u U

c c c c c c
+ +

=
+ + + +

              .2 1 2 3*
2 2

1 2 1 2 3 4

( )
[( ) ]

c c c c
u U

c c c c c c
+ +

=
+ + + +

Version III. Using the results for the subcomplex 
composed of three operations we have

2
1 2 3

123,min

( )c c c
u

+ +
= , * 4

4,min 4
cu u= = ,

and application of (11) as for parallel operations 
leads to 

2
1 2 3 4

min

( )c c c c
U

+ + +
= .

The distribution of min,123u  among operations 
from the subcomplex is, obviously, the same. 
This results from the fact that now we have one 
additional parallel operation which needs addi-
tional resources to achieve the goal defined in the 
same way. This would not be the case if additional 
operation was cascade and not parallel.

Example 2. Let the numerical data be the same 
as in example 1, and for the additional operation 
we have a triangular h4 with *

4 30x =   and d4 = 20. 
Then, in version III one obtains *

1 0.35u = , *
2 1.89u = , 

*
3 2.07u = , *

4 0.5u =   and Umin = 4.81.
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Algorithms for a cascade-Parallel 
structure

Let us consider a complex of k= ml operations 
of structure presented in Figure 5. This structure 
may represent, for example, a supply chain with 
m production stages. In this multistage produc-
tion system, a production task at each stage is 
performed by a cluster (subcomplex) of l produc-
tion units (operations). Now, we will use double 
index notation where Tij denotes the execution 
time of the j-th operation in the i-th subcomplex, 
uij is the amount of a resource allocated to this 
operation, and the unknown parameter xij is a 
value of an uncertain variable ijx  with a given 
triangular certainty distribution defined by *

ijx  
and dij. All uncertain variables are assumed to 
be independent. The formulas corresponding to 
(1), (2) and (3) are as follows: 

ij
ij

ij

x
T u≤ , ljmi ,1,,1 ∈∈ ,

0iju ≥ , 
1 1

m l

ij
i j

u U
= =

=∑∑ ,

and

1,1
max

m

ij
j li

T T
∈=

=∑ .

The solution of a resource distribution problem 
in all three versions will now require application 

of a two-level approach. This approach may be 
briefly described as finding a solution to the up-
per level optimization problem (for the whole 
complex of operations) by solving lower level op-
timization problems (for particular subcomplexes) 
and by using these solutions at the upper level. 
Solving optimization problems at both levels is 
then coordinated. For particular subcomplexes, 
formulas presented for parallel operations should 
be used at the lower level, whereas for the upper 
level optimization problem we will use formulas 
presented for cascade operations.

Version I. Using (8) we may express the certainty 
index for the i-th subcomplex by using iU  and ai  
in place of U and a, respectively. Then

* * * 1
1

1 1
( ,..., ; ) [ ( )]( )

l l

i i il i i i ij ij ij
j j

v u u U x d d −

= =

= − −∑ ∑

where, as in (2), 1 2 ...i i i ilU u u u= + + + . The paral-
lel operations may be aggregated by introducing 

* *

1

l

i ij
j

x x
=

=∑  and 
1

l

i ij
j

d d
=

=∑ . Aggregation leads to 

a definition of the certainty index for the i-th 
subcomplex the same as for a single operation 
in (6),

*1( ; ) 1i
i i i i i

i i

xv U U
d d

= − + .

A lower level distribution algorithm is analogous 
to (7), that is,

Figure 5. Complex of lmk ⋅=  operations of a cascade-parallel structure

T11

T12

T1l

T21

T22

T2l

Tm1

Tm2

Tml



��  

Application of Uncertain Variables to Knowledge-Based Resource Distribution

*
* *1 ( )i i i
ij ij ij

i i

U xu d x
d
−

= +

where ai is a result of optimal decomposition 
defined in the same way as for cascade operations 
with iU  instead of iu . The amount of a resource 
in the i-th subcomplex iU  is an unknown vari-
able coordinating solution algorithms at the both 
optimization levels. Its optimal value *

iU  should 
be determined at the upper level. Because particu-
lar subcomplexes are treated as single operations 
with individual certainty indexes ( ; )i i iv U , we 
may apply formula (14) for cascade operations 
with 1U , 2U , ..., mU  in place of 1u , 2u , ..., ku  
which gives

*
1

1
1 1

( ,..., ; , ) 1 ( )( )
m m

i i
m

i ii i

x dv U U U U U
−

= =
= − −∑ ∑ .

Maximization of 1( ,..., ; , )mv U U U , subject to 
the constraints 0>iU  and UU

m

i
i =∑

=1
, may be 

performed analytically only under simplifying 
assumptions, for example, 

** *
1 2

1 2

... m

m

xx x
d d d

= = = = 
γ. Then
 

*
*

*

1

i
i m

p
p

x
U U

x
=

=

∑
, ai = 

**
1

* *
1

( )
m

pi

pi p

xx
U U

−

=
∑ ,     

*
* *ij ij ij
ij i

i i

d x d
u U

d
−

= + .

Otherwise, numerical optimization at the upper 
level should be performed and its results should 
be used in analytical resource distribution algo-
rithms at the lower level.

Version II. The solution at the lower level is given 
by (10) with iU  instead of U, that is,

*
*

*

( 1)
, 1, , 1, .

( 1)
ij ij

ij i
i i

v d x
u U i m j l

v d x
− +

= ∈ ∈
− +

Optimal values *
iU  are determined at the upper 

level, by using the following formula, analogous 
to the second one in (16):

U
xdv

xdv
U m

p
pp

ii
i

∑
=

+−

+−
=

1

*

*
*

)1(

)1( ,  mi ,1∈ .

The shortest execution time is described directly 
by the first formula in (16).

Version III. The solution at the lower level is 
given by a formula analogous to (12),

*
* ( 1) ij ij
ij

i

v d x
u

− +
= , ljmi ,1,,1 ∈∈ ,

and the smallest amount of a resource in the i-th 
aggregated subcomplex is given by the formula

*

,min
( 1) i i

i
i

v d xU − +
= .

Optimal values of coordinating variables are 
calculated at the upper level by using (18) for the 
cascade operations, that is, 

* * *
,min

1

1 ( 1) ( 1)
m

i i i p p
p

U v d x v d x
=

= − + − +∑ , mi ,1∈ .

The smallest total amount of a resource minU  
satisfying a user’s requirement is described di-
rectly by (17).

Let us, finally, note that the presented simple 
mixed structure of a complex of k = 3 opera-
tions may be considered as a special case of the 
cascade-parallel structure. Therefore, the results 
presented for that structure in versions I, II and III 
of a resource distribution problem may be obtained 
by using formulas presented here, for m = l = 2 
and under assumption *

22 22 0x d= = .
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kNOWLEDGE QUALItY AND 
sYstEM’s PErFOrMANcE

If a deterministic model of the complex of opera-
tions existed and was known, we might use it for 
determination of accurate resource distribution 
algorithms. In the knowledge-based approach 
presented in this chapter it is, however, assumed 
that only an uncertain nondeterministic descrip-
tion obtained from human experts is available. 
Then, it may be expected that quality of a resource 
allocation determined depends directly on quality 
of knowledge acquired from the experts. The fol-
lowing sections present a method for evaluation 
quality of knowledge, show effects of possible 
inaccuracy in experts’ opinions and present a con-
cept of the adaptive resource distribution system 
in which some parameters may be adjusted so as 
to improve system’s performance.

Quality of knowledge-based 
resource Distribution

Without a loss of generality, we will discuss and 
illustrate this important issue for a complex of 
cascade operations and version I of the resource 
distribution problem. Let us assume that the exact 

deterministic descriptions of the operations have 
a form of the equations

i i iT c u−= ,  ki ...,,2,1=

where iu  is the amount of a resource allocated to 
the i-th operation, 0 < l < 1. If the parameters ic  
are known, the optimal allocation u  minimizing 
execution time (3) and satisfying the constraints 
(2) may be determined in an analytical form 

1 1

1
( )

k

i i j
j

u c c U−+ +

=

= ∑ ,   ki ...,,2,1= ,

and the minimal execution time (3) is given by 
the formula

11

1
( )

k

i
i

T c U+ −+

=

= ∑ .

If the values ic  are unknown, we use the descrip-
tion given by experts and apply the allocation *u . 
The execution time is then the following

* * * *
1 1 2 2( ) ( ) ... ( )k kT c u c u c u− − −= + + + .

For the evaluation of the result of allocations based 
on experts’ knowledge a quality index

*T Q
T

=

Figure 6. Relationship between Q and *x2  for different α
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may be proposed. The value Q  evaluates the al-
location based on the knowledge in the form of the 
inequalities (1) and the certainty distributions hi 
(i.e., the knowledge given by experts) and conse-
quently, evaluates the quality of experts. Quality 
evaluation based on the index Q may be performed 
for the given values ic  and λ. Hence, it can be 
used to investigate the influence of the parameters 
in ih  on the quality of allocation and to compare 
execution times obtained with different experts. 
Figure 6 presents the influence of *

2x  on Q for 
the following data (Orski, 2005b): U = 1, a = 50, 

*
1 4x = , d1 = 3, d2 = 21, and for c1 = 4, c2 = 36, l = 

0.95. It may be observed that for a wide interval of 
*
2x  the quality of the knowledge-based resource 

allocation is high enough to be accepted (i.e., Q 
≤ 1.02). However, one can note that within this 
interval parameters quite strongly influence the 
quality index, and that there exist optimal values 
of the parameters, for which Q ≈ 1. Therefore, 
further improvement is still possible.

Another observation is that less realistic 
requirement results in longer execution time. 
However, unrealistic values of a do not influence 
quality of allocation based on knowledge of good 

experts, that is, experts giving near-optimal values 
of the parameters.

Adaptive resource Distribution 
system

Based on expert’s knowledge a resource distribu-
tion algorithm Y(U;b), b ∈ B is a vector of param-
eters, should be determined. We have presented 
resource distribution algorithms determined for 
different versions of the resource distribution 
problem formulation and for basic structures of a 
complex of operations. For example, the resource 
distribution algorithm Y(U;b) determined for the 
complex of k parallel operations in version I of the 
problem was given by the following formulas:

       ,    .

*

* * *
1

1

( ; , , )

...( )
...

i

i k i

k

U x d
d x x xU

d d

Y =

+ +
− +

+ +   
ki ,1∈

Performance of a decision support system using 
imprecise knowledge is, of course, worse than 
would be performance of a decision support system 
using an exact description. Two ways of improving 

Figure 7. Adaptive knowledge-based resource distribution system based on uncertain variables
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it may be indicated: (i) taking advantage of better 
experts or (ii) applying adaptation of a knowledge-
based resource distribution algorithm Y. In case 
(ii) adaptation requires availability of a real-life 
complex of operations or its simulator and may 
consist in step by step changing of the parameters 
b, using performance evaluation and starting from 
the values of b resulting from the experts’ descrip-
tion. It was suggested that a performance index 

TTQ *=  be used to evaluate performance of a 
knowledge-based resource distribution algorithm 
for a complex of parallel operations. Index Q may 
be useful for comparing different experts, under 
assumption that a deterministic model of the 
plant is known. In this chapter, we assume that 
a deterministic model is unknown, so T  cannot 
be calculated. However, under assumption that 
a real-life complex of operations is available, we 
suggest application of an adaptation process using 
a performance index *TQ = , which leads to an 
adaptive system, presented in Figure 7. 

The following algorithm of adaptation based on 
stochastic approximation method is proposed

1n n n nb b+ = + , ...,1,0=n

where 

,
( ) ( )n i n

n i
Q b Q b+ −

= , ri ,...,2,1=

is the estimation of 
ini bbib

Q
,=∂

∂
; i is a vector of all 

components equal to 0 except the i-th one equal to 
δ (testing step), and r is a number of parameters 
adjusted in the resource distribution algorithm. 
The coefficient γn > 0 should satisfy the follow-
ing relationships to ensure the convergence of an 
adaptation process 

lim 0nn→∞
= , 

0
n

n

∞

=

= ∞∑ , 2

0
n

n

∞

=

< ∞∑ .

The application of the adaptation process is pos-
sible if distribution of a resource and execution of 
the operations are activities performed repeatedly. 
In the presented above algorithm of adaptation, it 
is necessary to take into account specific features 
of the problem under consideration:

1. The algorithm Y may be given by three 
different formulas corresponding to three 
parts of (6).

Figure 8. Changes of en during adaptation for different γ, λ = 1 and α = 8
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2. The constraints (2) should be satisfied in 
every step of the adaptation process when 
using a real-life complex of parallel opera-
tions.

As components of b, we may take k – 1 of k 
parameters id  =

k

i
dd

d
++ ...1

, ki ,1∈ , and change 
values of parameters id  accordingly at each 
step of the adaptation process, or take k – 1  of  
k parameters *

ix , ki ,1∈ ,  as components of b, 
and change values of parameters id  when it is 
necessary to avoid the situation of no solution. 
In both approaches, changes to id  cannot cause 
any changes to values of the parameters id  which 
are subject to changes introduced by adaptation 
algorithm only. The second of the suggested 
approaches has been applied in the example 
presented below.

Let us consider a complex of two parallel 
operations of execution times 

1
1

8T
u

= , 
2

2

2T
u

= ,

described by experts in the form of inequalities

1

1
1 u

xT ≤ , 
2

2
2 u

xT ≤

where 1x  and 2x  are values of uncertain variables 
1x  and 2x  characterized by triangular certainty 

distributions (Figure 1) with 8*
1 =x , d1 = 6, 8*

2 =x  
and 22 =d . For 1=U  (normalized total amount 
of a resource) a series of simulations of an adap-
tation process was performed. Different real-life 
situations were examined by choosing different 
values of λ. The purpose of the simulations was to 
investigate the influence of the coefficient γn and 
λ on the convergence of adaptation process and 
on the quality of a resource distribution algorithm 
after adaptation. 

Figures 8 and 9 show results of simulations 
obtained for *

1xb = , d = 0.1 (testing step) and 
for a value of the adaptation coefficient constant 
during the adaptation process, that is, γn=γ. The 
latter assumption makes it impossible to reduce 
to 0 the error defined as

%100
*

⋅
−

=
T

TTe n
n  ,

Figure 9. Changes of en during adaptation for different λ, γ = 3 and α = 8
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but is sufficient to satisfy the following stop 
condition

1 0n n+ ⋅ ≤ .

According to this condition, the adaptation pro-
cess is terminated after N steps if the correction 
to Nb  is of a different sign than was the correc-
tion to 1−Nb . The stop condition was suggested 
based on the observation that with constant γ a 
satisfactorily small error value was achieved after 
N adaptation steps during which the adaptation 
process was monotonic.

We may see that ne  decreases in a mono-
tonic way, which is an advantage of the method 
proposed. The error decreases faster for larger 
values of γ and for values of λ being closer to that 
suggested by an expert. 

In the framework of a research on adaptive 
resource distribution systems a promising ap-
proach using artificial neural networks has been 
developed and reported (Orski et al., 2006). In one 
method, a specifically designed artificial neural 
network plays a role of an analytical resource 
distribution algorithm with weighting param-
eters adjusted during the learning process, using 
external trainer (expert) or a real-life complex of 
operations. In the other method, artificial neural 
network plays a role of an analytical algorithm 
of adaptation adjusting parameters of an analyti-
cal resource distribution algorithm. In the latter 
method, a general-purpose multilayer network 
may be used together with its learning algorithm. 
Both methods have been verified through a num-
ber of simulations which have proven that these 
methods may be successfully applied also in case 
where external disturbances influence a real-life 
complex of operations.

OtHEr PrObLEMs AND 
EXtENsIONs

This section contains a presentation of three con-
cepts which, when desired or necessary, may be 

applied to a knowledge-based resource distribu-
tion. The first one introduces an extension of the 
knowledge representation by assuming that the 
parameters in triangular certainty distributions 
given by experts are values of random variables. 
The second concept consists in employing a com-
plex definition of an uncertain variable in place 
of a basic definition of an uncertain variable used 
to formulate and solve the resource distribution 
problems. The third concept is similar to that 
of the adaptive system, but instead of adjusting 
parameters in the analytical resource distribution 
algorithm, the parameters of triangular certainty 
distributions are modified based on an observation 
of current resource consumption and time elapsed, 
that is, learning a knowledge representation is 
performed.

three-Level Uncertainty

Let us consider a set of k  operations described by 
inequalities (1) where iT  is the execution time of 
the i-th operation, iu  is the amount of a resource 
allocated to the i-th operation, an unknown 
parameter 1Rxi ∈  is a value of an uncertain 
variable ix  described by a certainty distribution 

);( iii wxh  given by an expert, and ii Ww ∈  is a 
random vector variable iw~  described by prob-
ability density )( ii wf . Both www k

~)~...,,~( 1 =  
and xxx k =)...,,( 1  are vectors of independent 
variables. The execution time T is described by a 
relation defined by (1) and (3) with the vector of 
uncertain parameters x  described by );( wxh  
where w is a value of a random variable w~  de-
scribed by )(wf . Assumption about randomness 
of w may be justified when we have a representative 
group of experts randomly chosen from a whole 
“population” of experts, each of them suggesting 
values w. Based on their opinions estimates of 
probability densities )( ii wf  may be calculated, 
which results in knowledge integration. We can 
distinguish two levels of uncertainty concerning 
the unknown parameters (Bubnicki, 2004a). In 
fact, we have three levels of uncertainty concern-
ing the complex of operations: 
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1. Relational level described by (1) and (3). 
2. Uncertain level described by );( wxh .
3. Random level described by )(wf . 

For the given values U and α one may deter-
mine the certainty index 

[ ( ; ) ]v T u x ≤  = ( ; , , )v u w U

analogous to (5). Then, for the given certainty 
distributions ih  and probability densities if , 

ki ,1∈ , the following three versions of the re-
source distribution problem may be formulated 
(Orski, 2007):

Version I. Given U and α, find u maximizing 
the expected value of ( ; , , )v u w U , subject to the 
constraints (2).

Version II. Given U and ( ; , , )v u w U v=  (the 
required certainty threshold), find u minimizing 
the expected value of α, subject to the constraints 
(2).

Version III. Given α and v , find u minimizing 
the expected value of U, subject to the constraints 
(2).

Let us present now a solution algorithm to a 
resource distribution problem formulated in 
version I for a complex of parallel operations 
described by (1) and (4), for triangular cer-
tainty distributions );( iii wxh  with random 
pa ra mete r s  ),(),( *

21 iiiii dxwww ==  a nd 
)()()( 2

*
1 iiiiii dfxfwf ⋅= , ki ,1∈ . One should 

determine

* arg max E[ ( ; , , )]
u

u v u w U=  ,

that is, the allocation maximizing an expected val-
ue of the certainty index ( ; , , )v u w U  , subject to the 
constraints (2). Because   ( ; , , ) min ( ; )i i ii

v u w U v u w=  
then E[ ( ; , , )]v u w U =  E[min ( ; )]i i ii

v u w , where 
1

1 2( ; ) [ ( , ) )] ( )1i i i i i i i iiv u w v u x w wu −= ≤ = − − . 

The solution may be based on expected values 
E[ ( ; )]i i iv u w  = ( )i i i i ie u a u b= + , where

1

1
2 2 2 2( )i i i i i

R

a w f w dw−= ∫ ,

1 1

1
1 2 1 1 2 2 1 21 ( ) ( )i i i i i i i i i

R R

b w w f w f w dw dw−= − ∫ ∫

may be obtained in an analytical or numeri-
cal way. It is easy to note that the optimal 
allocation should satisfy the set of equations 

)(...)()( 2211 kk ueueue === . Then, in case 
10 << v :

* 1

1 1
( )( )

k k
j i i

i
j jj j

b b au U a a
−

= =

−
= +∑ ∑ , ki ,1∈ ,

* 1

1 1

1( ) ( )( )
k k

j
i i

jjj j

b
e u U a a

−

= =

= +∑ ∑ .

Application of C-Uncertain Variables

Apart from a basic definition of an uncertain vari-
able, which is widely used in all applications of 
the uncertain variables, a complex definition has 
been introduced (Bubnicki, 2004a) as the so-called 
C-uncertain variable. According to this definition, 
the C-certainty index of the same property as in 
(5) would be defined in the following way:

[ ( ; ) ]
1{ [ ( ; ) ] 1 [ ( ; ) ]}
2

cv T u x

v T u x v T u x

≤ =

≤ + − >





  = ( ; , )cv u U .

This means that in the calculation of the certainty 
index (6) for the i-th operation, both 

1( ; ) { : ( , ) } (0, ]i i i i i i i i i iD u x R u x u= ∈ ≤ =

and its complement 

1( ; ) { : ( , ) } ( , )i i i i i i i i i iD u x R u x u= ∈ > = ∞

should be taken into account. Consequently, both 
parts of )( ii xh , that is, for *

ii xx ≤  and for *
ii xx > , 
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will be taken into account, which results in mak-
ing better use of expert’s knowledge. In case of 
a basic definition of an uncertain variable only 
one part of the certainty distribution (“half” the 
expert’s knowledge) is used in the determination 
of the resource allocation. In the determination of 

( ; , )cv u U  and in the solution of resource distribu-
tion problem the following C-certainty indexes 
for particular operations will be used:

1( ; ) { [ ( , ) ] 1 [ ( , ) ]}
2ci i i i i i i i i i iv u v u x v u x= ≤ + − > =



( ; ) ( ; )

1{ max ( ) 1 max ( )}
2 i i i i i i i i

i i i i
x D u x D u

h x h x
∈ ∈

+ − =

*

*
* *

1 for
1 1( 1) for2

0 otherwise

i i i i

i
ii i i i i i i

i i

x d u

x du x d u xd d

 + ≤

 + − + − ≤ ≤



A very important and useful theorem may be 
proved, defining a set of equations which should 
be satisfied by the solution of a resource distribu-
tion problem in version I: 

1 1 1 2 2 2( ; ) ( ; ) ... ( ; )c c ck k kv u v u v u= = = .

For example, for the complex of parallel opera-
tions, applying the above set of equations and 
definitions of ( ; )ci i iv u  one obtains the same 
resource distribution algorithm as given by (7) 
for the basic definition of the uncertain variable. 
This time, however, (8) is replaced with

vc(u
*) = * 1

1 1

1 [ ( )]( )
2

k k

i i i
i i

U x d d −

= =

− −∑ ∑

for * *

1 1
( ) ( )

k k

i i i i
i i

x d U x d
= =

− ≤ ≤ +∑ ∑ . The difference 
between applications of basic and C-uncertain 
variables is more evident in version II of the re-
source distribution problem. Based on the above 
formula for vc(u

*), one obtains

*
min

1 1

1 [(2 1) ]
k k

c c i i
i i

v d x
U = =

= − +∑ ∑

and the optimal allocation

*
*

*

1 1

(2 1) , 1,
(2 1)

c i i
ci k k

c j j
j j

v d xu U i k
v d x

= =

− +
= ∈

− +∑ ∑

.

Fo r  e x a m p l e ,  f o r  1=cv  w e  g e t 
*

min
1 1

1 ( )
k k

c i i
i i

x d
U = =

= +∑ ∑  and 

*
*

*

1 1

,i i
ci k k

j j
j j

x du U
x d

= =

+
=

+∑ ∑

whereas for 1=v  the results are as follows: 
*

min
1

1 k

i
i

x
U =

= ∑  and
 
        
        .

*
*

*

1

i
i k

j
j

xu U
x

=

=

∑
This simple example shows that if maximum 
certainty threshold is required, then in case of 
C-uncertain variables both *

ix  and id  are taken 
into account, whereas in case of a basic definition 
of the uncertain variable only the most certain 
values *

ix  are used.

Learning System for Resource 
Distribution 

The purpose of this ongoing research is to explore 
possibilities of using actual information on the 
execution of all operations, obtained at a current 
moment of time, to update the initial knowledge 
obtained from experts. The updated knowledge 
then should be a basis for the determination of 
the allocation of unused resources, that is, for 
the redistribution of resources. The problems 
addressed in the framework of this research are 
the following: 

i. Evaluation of execution of operations com-
pleted and of operations being executed;
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ii. Knowledge validation;
iii. Knowledge updating by proper adjustment 

of the certainty distributions, based on the 
current result of evaluation; and

iv. Resource redistribution based on updated 
knowledge.

The redistribution of resources referred to 
in (iv) should be done using resource distribu-
tion algorithms presented previously, but issues 
indicated in (i)-(iii) are new and will be briefly 
explained below for version III of the resource 
distribution problem.

(i) Execution Evaluation for a Single Operation

Let us assume that solving the distribution prob-
lem (version III) for the whole set of operations 
with given v  and α resulted in values *

iu  and ai, 
ki ,1∈ . Then, after execution of the i-th operation 

the following effects may be observed in terms 
of execution time and resources used:

a. Ti = ai  and <iu *
iu  (amount of resources 

smaller than allocated was sufficient); and
b. Ti ≥ ai  and =iu *

iu  (all allocated resources 
have been consumed).

In version II we would have Ti ≤ ai and ≥iu
*
iu . Both for the case a) and b), based on (6), the 

performance index 

*
i i

i
i i

u
vT u

=

may be suggested. It takes a value greater than 
1 when the execution time iT  is more optimis-
tic than the required ai or when the amount of 
resources actually used iu  is smaller than the 
amount of resources allocated *

iu . The above 
definition accommodates the intuition that the 
requirement Ti ≤ ai is, in fact, weakened if the 
certainty threshold 1<v .

(ii) Knowledge Validation for a Single 
Operation

On the basis of (1) and (4) one can get the in-
equality

iii uTx ≥

describing possible values of the unknown pa-
rameter ix . This new knowledge resulting from 
observed values ii uT ,  may be compared to the 
knowledge given by an expert in the form of 

)( ii xh . Let us note (see Figure 1) that only if 
iiii dxuT −≤ *  we may say that the expert’s knowl-

edge is valid (thoroughly), and if iiii dxuT +≥ *  
– that it is invalid (thoroughly), whereas in other 
cases it may be considered valid to some extent. 
Then, it seems reasonable to list and analyze all 
other cases of iiuT , so as to refer to them when 
introducing and verifying rules for knowledge 
updating.

(iii) Knowledge Updating for a Single 
Operation

We may verify whether the knowledge about ix  
used so far is consistent with the current obser-
vation and, if not, try to correct it. The similar 
idea described in Bubnicki (2005) consists in 
passing to the expert results of current observa-
tion and obtaining from her/him a new certainty 
distribution for the uncertain variable ix . In the 
approach presented here, we assume that the 
certainty distribution obtained initially from an 
expert is then corrected automatically, without 
any further consultation usually unavailable in 
real-world situations. The learning (knowledge 
updating) procedure may be based on the perfor-
mance index di, which is a kind of a measure of 
discrepancy between the expected effects of the 
operation and the actual effects observed after its 
execution. From the economical point of view, we 



  ��

Application of Uncertain Variables to Knowledge-Based Resource Distribution

do not want to have di  > 1, and would rather use 
only as much resources as necessary to achieve 

iT  assumed to be satisfactory to a user. Because 
di < 1 means that the observed execution time iT  
was not satisfactorily short, we may use * 1i =  as a 
desired value of the performance index and suggest 
that a general rule for knowledge updating should 
be based on the actual error value *( )i i i= − . 
Then, certainty distribution parameters would be 
modified so as to reduce εi. Particular modification 
algorithms are under design. 

cONcLUsION

The purpose of the research presented in this 
chapter is to develop methods and algorithms 
useful for the implementation in a computer 
system supporting resource distribution in un-
certain environments. This computer system 
based on experts’ knowledge, that is, the expert 
system, could assist managers in an initial phase 
of planning resource acquisition and distribution 
on a customer order with possibly imprecisely 
defined requirements (α, or α and v ). It appears 
that it would be reasonable and desired to use this 
expert system in business applications to support 
managers in the contract negotiation phase. 

However, the final step still has to be done. The 
methodology for determining resource distribu-
tion algorithms, presented for simple cases of a 
mixed structure and for a case of cascade-paral-
lel structure, should be a basis for developing a 
general resource distribution algorithm solving 
distribution problems in a uniform way. With this 
general algorithm, the expert system’s designer 
would not have to go into a detailed analysis of 
a structure of the complex of operations so as to 
appropriately perform decomposition or aggre-
gation and then apply algorithms for parallel or 
cascade subcomplexes.

It is expected that resource distribution prob-
lems in versions II and III should be solvable 
analytically for any mixed structure of a complex 

of operations, whereas finding resource alloca-
tion in version I will always involve numerical 
or numerical-analytical procedures. Then, the 
expert system should integrate:

i. Knowledge on the structure of a complex of 
operations, for example, expressed by using 
a typical graph theory model like arcs-to-
nodes adjacency matrix;

ii. Knowledge on particular operations ob-
tained from experts; and

iii. A general solution algorithm, that is, a 
knowledge processing algorithm using (i) 
and (ii).

The general solution algorithm (iii) would 
further integrate analytical methods for subcom-
plexes of parallel (versions I, II and III) or cascade 
(versions II and III) operations, and numerical or 
numerical-analytical procedures dedicated for the 
subcomplex of cascade operations (version I). 

When implemented, the expert system may 
be further extended by adding adaptation or 
learning functionality. Particular methods and 
algorithms have been already developed and ex-
amined by computer simulations (adaptation) or 
are being developed and will be available in the 
nearest future (learning). These extensions would 
allow improvement of system’s performance by 
reducing the initial uncertainty, based on online 
observation of executions of real-life operations. 
Therefore, such an extended expert system could 
assist not only the contract negotiation phase, but 
also the phase of carrying out the tasks required 
to fulfill the contract.

Further enhancements of the expert system 
could be related to the concepts of applying 
random variables and of applying the formalism 
of C-uncertain variables. These would allow 
integration of knowledge obtained from multiple 
experts and better exploration of this knowledge, 
which could result in better quality of the resource 
distribution determined and executed even before 
application of adaptation or learning.
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The presented approach may be extended 
to new and practically important problems, not 
addressed in this chapter, of (i) resource distribu-
tion in complexes of operations with execution 
times described by two inequalities (instead of 
a single one) or (ii) resource distribution with a 
combined performance index, for example, taking 
into account both execution time and an amount 
of a resource.
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AbstrAct

This chapter undertakes a methodological study of virtual environments (VEs), a specific subset of in-
teractive systems. It takes as a central theme the tension between the engineering and aesthetic notions 
of VE design. First of all method is defined in terms of underlying model, language, process model, 
and heuristics. The underlying model is characterized as an integration of Interaction Machines and 
Semiotics with the intention to make the design tension work to the designer’s benefit rather than try-
ing to eliminate it. The language is then developed as a juxtaposition of UML and the integration of a 
range of semiotics-based theories. This leads to a discussion of a process model and the activities that 
comprise it. The intention throughout is not to build a particular VE design method, but to investigate 
the methodological concerns and constraints such a method should address.

INtrODUctION AND PrObLEM 
stAtEMENt

Interactive systems (ISs) are becoming ubiquitous 
to the extent that there is the very real possibility of 
their disappearing altogether, at least in the sense 
of users’ perceptions of them as entities worthy of 
conscious identification. This very ubiquity will 
largely be the result of effective design, which 
results in ISs becoming so embedded in our ev-
eryday lives that we use them without conscious 

thought. We can draw an analogy here with the 
electric motor, which pervades almost all every-
day technologies and yet is hardly ever noticed. 
In the early twentieth century, it was possible to 
buy electric motors for the home along with a 
variety of attachments for food preparation, hair 
drying, vacuum cleaning, and so on. Today we 
buy specialized gadgets, many of which contain 
electric motors that go largely unnoticed by us. 
Even the mobile phone contains an electric mo-
tor that is weighted to spin off-centre in order to 
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create the vibrations that can silently signify an 
incoming call.

Will this ever be the case with ISs? Will they 
ever be so effectively designed that they cease to 
attract conscious attention in their final ubiquity? 
Certainly, the theory of design for ISs is still in its 
infancy; hence the need for the present volume.

Before considering their design, we first need 
to make clear what we mean by ISs. Many systems 
are interactive but outside the remit of this book. 
Motor cars, power drills, electric kettles, and so 
on are all interactive systems that will not be the 
subject of this chapter. By ISs we surely mean 
interactive digital systems (IDSs) that make use 
of digital representations and operations on these 
in order to effectively perform their allotted tasks. 
IDSs will therefore identify everything from 
ATMs and remote controlled TV teletext systems 
to PC and game console applications to onboard 
computers in cars and fly-by-wire aircraft.

An interesting subset of IDSs are interactive 
digital environments (IDEs) by which we mean 
an IDS that creates a large-scale digital environ-
ment that takes time and effort to explore and 
otherwise interact with. Examples of IDEs are 
videogames and virtual environments (VEs) in 
general, computer-based learning applications, 
and large-scale sites on the World Wide Web. 
These are interesting because the scale and com-
plexity of their content demands that their effec-
tive design transcend established user interface 
techniques. Indeed, for VEs the very term design 
is a problem because it has to be interpreted in 
two quite distinct ways. First of all there is the 
notion of designing something to create the desired 
perceptual and aesthetic responses: essential for 
computer games. Secondly, there is the engineer-
ing notion of design as the creation of plans and 
models from which to test and build the desired 
artefact and ensure its correct functioning. Both 
forms of design are of equal importance to the 
design of effective VEs. It is the tension between 
these two notions of design and the resolution of 

this ‘design tension’ that is the central problem 
addressed in this chapter.

The need to resolve or at least alleviate this 
tension leads to a consideration of methods for 
VE design. It is assumed by some that the design 
of effective VEs will necessitate a development 
methodology akin to those used (or not) by soft-
ware engineers. This is not necessarily the case. 
A craft-based approach based on the application 
of good practice—perhaps acquired through some 
form of apprenticeship—might do equally well. 
The computer games industry seems to prosper 
on just such an approach. The approach taken in 
this chapter is that an appropriate form of devel-
opment methodology for VEs is viable, but that 
that methodology needs to accommodate—and 
certainly not stifle—the creative flair that is at 
the heart of aesthetic design of such large and 
complex systems.

This chapter therefore concerns itself with 
the investigation of what form an appropriate 
design methodology for VEs would take and the 
obstacles to establishing such a methodology. It 
is thus primarily concerned with a methodology 
of design—in other words, the meta-study of 
VE design methods rather than the outline of a 
particular method, although this is an obvious 
objective.

This chapter first undertakes an overview of 
the meaning of the various terms involved in the 
discussion: method, methodology, model, and 
language, among others. It then goes on to discuss 
the particular form an ‘underlying model’ for a 
VE method would have to take. Following this 
the issue of the form a language for expressing 
VE design decisions might take with regard to the 
underlying model put forward in the third section 
is addressed. The chapter then goes on to establish 
a process model for VE design and the ‘practice 
of methodology’ it to a large extent determines. 
It finally attempts to address future trends in the 
field and is followed by a short conclusion to the 
issues raised.
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tErMINOLOGY

A methodology of design for VEs concerns itself 
with the study of methods for the design of VEs; 
in other words, the nature, definition, and applica-
tion of such methods. This notion of methodology, 
while being quite correct, is at variance with a 
related but somewhat different notion that com-
monly views a methodology as a configurable 
method. In this chapter we use the approach of 
the former in order reach some conclusions with 
respect to achieving the latter.

If we are considering the study of methods for 
VE design, what do we mean by method in the 
first place? In software engineering the concepts 
of method and model are commonly understood, 
although the formality with which they are defined 
and applied varies considerably.

With respect to the question posed above, we 
will adopt the definition of Kronlof (1993) who de-
fined a method as consisting of the following:

• An underlying model
• A language
• A process model
• Heuristics

Fencott et al. (1994) discuss these terms in 
the context of investigating the integration of 
structured and formal methods for software 
engineering. Methods integration will also be 
at the heart of the investigations of this chapter. 
Before using this characterization of method to 
address VE design, we will discuss the concept 
of model in some detail as it appears twice above 
in seemingly different contexts.

Models have been at the heart of much of 
human understanding and enquiry from very 
ancient times. Cultures very often attempt to 
explain the world and human beings’ place in 
it by means of complex mythologies. Such my-
thologies are essentially abstractions—etiological 
fables (Carruthers, 1998)—that allow complex 
and inexplicable phenomena to be understood 

in terms of a more accessible set of characters 
and stories set around them. Very often the 
underlying explanation of phenomena will map 
onto supernatural beings and phenomena which 
thus replace unfathomable cause with commonly 
held narrative.

With time, more rigorous forms of modelling 
were invented. The ancient Mesopotamians de-
veloped sophisticated mathematics as a technique 
for modelling trade involving large numbers of 
items and customers (Davis & Hersh, 1983). 
This early theory of mathematics was thus be-
ing used to build abstract models of trade and 
stock control. The ancient Greeks and following 
them the Arabic world continued to develop 
models—mathematical and otherwise—for a 
variety of phenomena ranging from cosmology 
to music and poetry. Meter and rhyming schemes 
for poetry, for example, are models that facilitate 
the construction of new poems within established 
forms. This leads us naturally to ask what we mean 
by the term model, and how and why models are 
so generally useful?

The Concise Oxford dictionary variously 
describes a model as “a representation of struc-
ture”; “a summary, epitome, or abstract”; and 
“something that accurately resembles something 
else.” Formal logic uses the term model to mean 
the system of rules by which meaning is mapped 
onto the syntactic constructions expressed within 
a particular logic. It is thus possible for a model 
to be highly formal—that is, expressed in math-
ematics—or highly informal, but not presumably 
both. Scientific models may be more pragmatic 
in that they are related to some aspect of reality 
by means of observational data, which in turn 
causes the hypothesis upon which the model is 
constructed to be reformulated and so on. In other 
words they are empirical rather than strictly formal 
and thus sit somewhere between the extremes of 
the formal-informal axis.

As already mooted with respect to etiologi-
cal fables, models may be quite instrumental 
in the sense that the application of the model as 
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an analysis technique—and the results obtained 
therein—may be more important than the degree 
to which the model accurately reflects reality; 
psychoanalysis is an obvious example. Semiotics 
(Chandler, 2002) is perhaps another case in point 
because it has never been ascertained whether 
or not signs as defined by semioticians actually 
represent structures or functions within the hu-
man brain. There is some evidence to support 
this (e.g., Damasio, 1994). Nonetheless, semiotic 
analysis of communications artefacts—texts to 
semioticians—is a very valuable and general 
technique for gaining insights into the way in 
which humans communicate and make meaning 
using a whole range of media. Semiotics is very 
important to this chapter.

With respect to Kronlof’s characterization of 
method, we can see that the term model is used 
in two rather different ways:

1.  An ‘underlying model’ is a semantic struc-
ture to which terms of the language of the 
method are mapped in order to assign mean-
ing to them.

2.  A ‘process model’ is an abstract represen-
tation of the activities undertaken as part 
of the model along an expression of their 
ordering.

The first use of the term model given above 
is a formal notion, while the second is the more 
intuitive notion of an abstraction of some more 
complex system, both discussed in our aside 
above. If we were to take the language and its 
underlying model together, we would arrive at 
the second form of model which is essentially a 
notation for simplifying and elucidating a more 
complex system. But what language and underly-
ing model are we to use for VE design? The role of 
the former is to facilitate the creation and expres-
sion of design decisions. The role of the latter is 
less obvious, but its nature has a direct bearing 
on the applicability of the method in general. The 
two parts of this question are addressed in the 
succeeding sections of this chapter.

The process model of a method is most often 
expressed as a simple diagram, a graph where 
the nodes name particular activities and the arcs 
indicate the relative ordering over time of these ac-
tivities. The graph is thus a focused simplification 
of a complex set of activities and the relationships 
between them and their products. What process 
model might be suitable for VEs? Kaur (1998) put 
forward a tentative process model for VEs as an 
ordered list of activities. These activities and their 
ordering were deduced from questionnaire data 
drawn from a limited number of VE developers. 
Fencott (1999b) put forward a process model that 
was more representative of the design tensions 
inherent to VEs. We will return to the process 
model after the sections devoted to language and 
underlying model.

Heuristics are essentially advice and guidelines 
on the successful application of the model to real 
problems. In terms of VE design, we can observe 
that there are a lot of such heuristics around in 
terms of standalone advice that is almost invari-
ably devoid of a methodological context with 
respect to VEs. There are exceptions to this, the 
‘SENDA’ method of Sanchez-Segura et al. (2003; 
also, see Chapter 4) for example.

The ‘design tension’ identified above as the 
driving force in the methodology of VE design 
has its antecedents. In the early 1990s there was a 
debate as to whether formal methods or structured 
methods for software design were most appropri-
ate. The former use logic and set theory to build 
mathematical models of software systems, while 
the latter use diagrams, pseudo code, and other 
‘non-formal’ notations to the similar ends. Inte-
grated methods research attempted to combine 
these approaches to maximize the strengths and 
minimize the weaknesses of both (Fencott et al., 
1992, 1994). In this chapter we draw on the ex-
periences gained in the earlier research in order 
to address the design tension directly.

In this section we have posed a number of 
questions with respect to a possible VE design 
method:
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1. What language and underlying model are 
we to use for VE design?

2. What process model is appropriate for VE 
design?

3. What sort of heuristics do we need and are 
any of those extant adaptable to the model 
we hypothesize in 1 and 2 above?

In this chapter we specifically deal with 
Questions 1 and 2. Question 3 will be for future 
consideration, as it depends on the answers to 
Questions 1 and 2.

tHE UNDErLYING MODEL

The question of what an underlying model might 
be for a VE design methodology might seem of 
purely theoretical interest, but attempting to an-
swer it necessitates a consideration of the design 
tension highlighted in the previous two sections. 
We have to find an underlying model that expresses 
the meaning of a VE design in terms of both:

• Engineering: As a computer system com-
posed of program and hardware, understood 
largely by those trained in computer science 
and related disciplines;

• Aesthetics: As an interactive communica-
tions medium, understood by those trained 
in the creative arts.

We appear to have confounded the issue, as we 
now seem to need an underlying model that not 
only addresses two different design issues, but that 
is understood differently by two quite different 
groups of professionals. Is one underlying model 
possible, and who on earth is going to understand 
it? In fact there have been various attempts to 
reconcile the two with varying degrees of success, 
but it’s useful for our purposes to consider them 
separately for the time being.

We can begin to suggest possible underlying 
models, bearing in the mind the tension already 

identified. VEs and IDSs in general have interac-
tion machines (IMs) as their underlying model 
(Goldin et al., 2001) in terms of computational 
functionality, but we also need a model that op-
erates at the perceptual, meaning-making level. 
Semiotics (Chandler, 2002) is highly appropriate 
for the latter. Interaction Machines encompass 
a set of possible computational systems—more 
expressive than Turing Machines—that allow 
for the persistence of state and unlimited user 
inputs that characterize interactive media, IDSs 
in general and VEs in particular. Semiotics is 
the study of sign systems and the way humans 
find meaning in them. The two might not be so 
incompatible as a cursory glance might seem to 
suggest. We will briefly consider each separately 
and then consider their integration.

For much of the latter half of the twentieth 
century, it was the received wisdom that Turing 
Machines captured the notion and limits of what 
is computable. In the 1990s a number of research-
ers began to develop models which showed that 
Turing Machines were not expressive enough to 
model interactive computer systems. In fact it was 
shown that the simplest interactive program:

P	 :=	 input(x:Boolean);	 output(x);	
P

which recursively inputs a Boolean value for x 
and simply outputs that same value, cannot be 
programmed using any Turing Machine. That 
this is so even for a very simple datatype such 
as Boolean might be somewhat surprising. The 
reason is that although each input and output 
is finite—a requirement for conventional Tur-
ing Machine input—there might be an infinite 
number of them, and it is impossible to represent 
such an infinite set of choices on a sequential, yet 
infinite tape.

Goldin et al. (2001) have shown that Turing 
Machines can be extended to model interaction 
by defining Persistent Turing Machines (PTMs), 
which employ dynamic streams to model inputs 
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and outputs, and a tape to remember the cur-
rent state ready for the commencement of a new 
computation. PTMs are an example of the general 
class of IMs.

PTMs are certainly not the only possible char-
acterization of IMs. We could, for instance, have 
used an approach based on concurrent systems 
in the manner of Milner (1989). In many respects 
this would be better as it not only captures the 
notion of VEs as IMs, but also allows us to con-
sider them as being the composition of a number 
of embedded systems—autonomous agents and 
non-playable characters, for instance. PTMs are, 
however, better suited as a brief illustration of the 
concept for our present purposes.

Human beings ceaselessly work to find mean-
ing in any situation they might find themselves, 
in any communications media they might find 
themselves using, and in even mundane situations 
such as walking down the street or sitting on a 
train or bus. Semiotics is the study of this mean-
ing-making process, and signs are the basic unit 
of the theory (e.g., Eco, 1977; Barthes, 1987). The 
most common characterization of signs consists 
of two components, a:

• Signifier: That which we can perceive in the 
world around us using any of our senses;

• Signified: The meaning(s) we form in our 
minds as a response to perceiving the signi-
fied.

Communications artefacts, texts to semioti-
cians, are made up of signs and can be anything 
we humans find meaningful, for instance: novels, 
films, body language and facial expressions, and 
VEs.

Semiotics provides us with a means of under-
standing the output of a VE, the digital displays, 
and the signs of intervention, as we shall call 
them, that the user generates by means of the input 
technology. VEs are a particular form of IM that 
attempt to restrict its users’ environments to the 
digital displays it generates in response to user 

input. We thus have a partially closed system. 
Semiotics can provide a means of analysing how 
a user might make meaning out of such a system 
and thus make meaningful choices about how to 
interact with it. We can thus refer to our underly-
ing model as a Semiotically Closed Interaction 
Machine (SCIM).

Figure 1 shows the relationship between 
semiotics and IMs. The two downward pointing 
arrows represent inputs by the user, in1 and in2. 
The horizontal, black arrows represent compu-
tation steps that result in the generation of new 
outputs, out2 and out3. The fuzzy, curved arrow 
represents the semiotic closure between out2 
and in2; in other words the cognitive process of 
finding meanings in out2 and formulating a re-
sponse to them as in2. On the one hand we have 
the human, meaning-making process and on the 
other the non-semiotic act of using the signs of 
intervention to create a new input to the IM and 
thus instigate a further macro-computation step. 
Note that the diagram is a simplification, as in 
VEs in general outputs may also be produced 
without direct input from the user.

In SCIMs such as VEs, the semiotic link 
is very strong, whereas in IDSs in general, the 
link may be far weaker and intermittent. There 
is no semiotic link between individual customer 
transactions at an ATM, for instance. There is 
also no recognizable semiotic link between a 
customer inserting his or her debit card, the PIN 
input, and the amount of money requested; ATMs 
are not SCIMs.

Both IMs and semiotics are appropriate as a 
choice of an integrated, underlying model because 
they do not constrain us to particular programming 
languages or computational platforms on the one 
hand, nor particular modes of communication on 
the other. That will be the business of the next 
section when we consider the nature of a language 
suitable for expressing VE design decisions.

An integrated underlying model is not the 
only approach. There is a field of enquiry called 
computational semiotics that has as one of its 
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concerns the integration of semiotics and com-
puter science; this can operate at the level of the 
underlying model or at the level of language 
within a methodological context while sometimes 
at both. For instance, Goguen (1999) defines 
‘algebraic semiotics’ as semiotics formalized us-
ing the algebraic specification language OBJ. He 
has outlined the application of this formalism to 
user interface design and VE design. As another 
example, Doben-Henisch (1999) has attempted to 
integrate semiotics with Turing Machines. The 
problem with the latter is that Turing Machines 
are not expressive enough to model VEs. The 
problem with the former as an underlying model 
for VEs is that the formalism makes use of difficult 
mathematical concepts, such as category theory, 
which obscure the insights into the nature of VE 
that our integrated approach highlights—difficult, 
that is, for those VE designers without a strong 
mathematical background.

The integrated underlying model we have 
adopted is a very practical one, as it preserves the 
‘design tension’ rather than allowing the engineer-
ing or the aesthetic dimension to dominate.

tHE LANGUAGE

We move now to the nature of languages for 
expressing VE design decisions. A review of 

existing work on VE design (Fencott, 2003b) 
reveals that while there is a quantity of research 
and commentary on the human factors affecting 
design, for instance, there is very little that is 
directly relevant to VE content modelling, which 
is at the heart of this chapter. There are examples 
of the construction and application of methods 
or guidelines for realizing certain aspects of VE 
design; some of these are:

1. Various work on usability for VEs (e.g., 
Workshop on Usability Evaluation of Virtual 
Environments, 1998)

2. Structured methods for VEs (e.g., Workshop 
on Structured Design of Virtual Environ-
ments, 2001)

3. Various commentaries from the computer 
games world (e.g., Gammasutra, Rollings, 
& Adams, 2003)

4. Semiotics of games and new media (e.g., 
Lindley et al., 2001)

In light of the discussion in the previous sec-
tion, we can make the following observations: 
1 and 2 are insufficient to express VE design 
decisions because they do not address aesthetics 
adequately; 3 provides some very useful insights; 
4 gives us a way to alleviate the inadequacies of 
1 and 2.

Figure 1. Semiotically closed interaction machines
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If we continue with the integrated approach 
adopted for the underlying model in the previous 
section, we need a language to express the pro-
gramming (the engineering) side of a VE and one 
to express its aesthetic dimension. The standard 
for the former should, most likely, be some form 
of object-oriented programming language and 
the standard methodology for such languages is 
the Unified Modelling Language (UML). In fact, 
Goldin, Keil, and Wegner (2001) document the 
suitability of UML as a language for expressing 
designs that have IMs as their underlying model. 
UML would seem a good choice of language for 
this aspect of VE design.

Aesthetics of VEs has been a constant theme 
of this chapter, and we now discuss them in some 
detail. Church calls for a set of “formal, abstract, 
design tools” (FADTs) that will not only guide 
the design of successful games, but which will 
also enable designers to compare and contrast 
computer games from diverse genres (Church, 
1999). Church’s FADTs are perhaps better under-
stood as an aesthetic characterization of computer 
games and are:

• Intention: Being able to establish goals and 
plan their achievement;

• Perceivable consequence: A clear reaction 
from the game world to the action of the 
player;

• Story: The narrative thread, both designer-
driven and user-driven, that binds events 
together.

Other computer games designers talk in a 
similar vein: of players needing to feel in control, 
of maintaining the emotional feel of a game and/or 
level, of providing suitable and timely rewards for 
effort, and of a perceivable gross structure that 
allows players to identify what is required of them 
at the beginning of a level, plan to achieve this, 
and understand the significance of their achieve-
ment (Saltzman, 1999). Intentions and perceivable 
consequences are the building blocks for this.

Brenda Laurel introduced the term ‘narrative 
potential’ to capture the idea that VEs can offer 
users the possibility of building their own stories 
out of virtual experiences (Laurel, 1992). We will 
adopt narrative potential rather than ‘story’ as 
part of the aesthetics of VEs.

From the field of media studies, Murray (1996) 
identifies the following aesthetic characterization 
of interactive media as:

• Immersion: The feeling of being completely 
absorbed (almost literally immersed) in the 
content (we will use the term presence for 
reasons detailed below);

• Agency: Being able to affect change in the 
VE;

• Transformation: Being able to become 
someone or something else.

Lombard and Ditton (1997) define presence 
as the perceptual illusion of non-mediation. This 
characterizes presence as the state of mind of a 
visitor to a VE as not noticing or choosing not to 
notice that that which they are experiencing and 
interacting with is artificially generated. They 
document the evaluation of the embodying inter-
face of a VE in terms of presence seen largely as 
the degree of fidelity of sensory immersion. Much 
of the research to date into presence is particularly 
concerned with the embodying interface as well 
as researches into the mental state of people who 
are present in VEs. Immersion is thus the degree 
to which the technology of the embodying inter-
face mediates the stimuli to the senses. Slater has 
shown that high degrees of sensory immersion 
heighten the emotional involvement with a VE 
(Slater et al., 1999).

However, as presence is a mental state, it is 
therefore a direct result of perception rather than 
sensation. In other words, the mental constructions 
that people build from stimuli are more important 
than the stimuli themselves. It is the patterns that 
we, as VE constructors, build into the various cues 
that make up the available sensory bandwidth for 
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a given VE that help or hinder perception and thus 
presence. These patterns are the result of what is 
built into the VE and the way the user behaves 
in response to them. The fidelity of the sensory 
input is obviously a contributing factor, but by no 
means the most important. In the context of the 
working VE builder, being able to identify and 
make effective use of the causes of presence is 
more important than the nature of presence itself. 
This means that it is the effective consideration 
of the perceptual consequences of what we build 
into VEs that will give rise to the sense of pres-
ence that we are looking for. In this sense it is the 
content of VEs that has the greatest effect on the 
generation of presence. Thus, for our purposes, 
content is the object of perception.

Agency is the fundamental aesthetic pleasure 
of VEs and IDSs in general and the one from which 
all the others derive. Agency actually equates quite 
nicely to Church’s intention and perceivable con-
sequence; agency is in part the interplay between 
intention and perceivable consequence.

Transformation is important to many com-
munications media. One of the great pleasures 
of novels is seeing the world through someone 
else’s eyes, to view the world through the eyes 
of another creature, machine, or alien being. VEs 
in particular are ideally suited to this, and much 
of the success of 3D computer games is due to 
the player being able to be the hero or villain in 
some great and dangerous adventure. In such 
games the player cannot only play an alien, but 
through the real-time graphics actually see the 
world as the alien would see it. It seems certain, 
for instance, that one of the reasons for the suc-
cess of the classic Hubble Space Telescope Virtual 
Training Environment (Loftin et al., 1994) was 
that members of the ground-based flight team 
could actually become astronauts for a while, 
and experience some of the drama and spectacle 
of a space walk. To the author’s knowledge and 
despite the insightful research into the effect and 
effectiveness of the Hubble, the question “Did 
you enjoy being an astronaut for a change?” was 

never asked. Yet it seems highly likely that this 
was a major experience for the subjects.

Finally, in this brief review of aesthetics for 
IDSs, we must include Turkle’s (1995) observation 
that being present with others—sentient beings, 
robots, creatures, and autonomous agents in gen-
eral—is something that has drawn users to IDSs 
since the earliest days of Eliza and MUDs.

Bringing these various aesthetic viewpoints 
together, we can characterize the aesthetics of 
VEs as:

• Agency: Which itself consists of:
° Intention: Being able to set goals and 

work towards their attainment.
° Perceivable consequence: Being 

rewarded for one’s mental and virtual 
activity by sensing the VE change 
appropriately as a result of the actions 
taken.

• Narrative potential: The sense that the 
VE is rich enough and consistent enough 
to facilitate purposive experience that will 
allow the user to construct her own narrative 
accounts of it.

• Co-presence: Being present with others.
• Transformation: Temporarily becoming 

someone or something else as a result of 
interacting with the VE.

• Presence: The perceptual illusion of non-
mediation (Lombard & Ditton, 1997).

In terms of underlying theory, aesthetics are 
signifieds of a particular type; they are connota-
tions that arise from interacting with VEs. Con-
notations, in semiotic theory, are deeper levels 
of meaning that humans build up from the level 
of denotation: the commonplace or everyday 
meanings of things.

On a more concrete level, Murray (1996) 
equates the structure of interactive media with 
the notion of the labyrinth and asserts that this 
structure works best when its complexity is 
somewhere between the ‘single path maze’ and 
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the ‘rhizome’ or entangled Web. Aarseth (1999) 
has proposed the notion of cybertext to capture 
the class of texts, not just digital, which require 
the visitor to work to establish their own path(s) 
through the possibilities offered. He calls this class 
of text ergodic from the Greek words meaning 
work and path. So we have a notion of a laby-
rinth that requires effort to explore. Equating the 
structure of VEs in general with the notion of a 
labyrinth of effort would seem useful, but poses 
several questions. First of all, what are the actual 
components with which VE designers build such 
experiential labyrinthine structure? Second, how 
do VE designers structure a VE so that the visi-
tor follows an appropriate path and, moreover, 
accumulates an appropriate set of experiences 
so as to discover and remember the intended 
purpose of the VE?

Fencott (1999a, 2003a, 2003b) draws on these 
various aesthetic views to define a model of VE 
content, Perceptual Opportunities (POs), which 
focuses on the aesthetic design of the perceptual 
experiences over time which users are intended 
to accumulate.

Figure 2 characterizes the breakdown of POs 
in terms of:

• Sureties: Designed to deliver belief in a VE, 
equated with unconscious experience (e.g., 
Spinney, 1998; Blackmore, 1999)

• Surprises: Designed to deliver the essential 
purpose of the VE

• Shocks: Perceptual bugs that undermine 
the first two

Surprises are further broken down into:

• Attractors: Literally content that attracts 
attention

• Connectors: Content that supports the 
achievement of goals

• Rewards: Content that literally rewards 
users for effort

Attractors can be characterized in two ways: 
By the way they attract attention—they might be 
mysterious, awesome, active, alien, complex—
collections of attractors—and so on. They can 
also be characterized by the basic emotions they 
stimulate, typically fear and desire. Rewards can 
be information, access to new areas of the VE, 
new activities enabled, and so on. Connectors 
can be as simple as railings, footpaths, and street 
signs, but can also be dynamic maps, indicators of 

Figure 2. Perceptual opportunities
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health, wealth, and so on. Attractors are the means 
by which users are led to form intentions. The 
perceivable consequences of a player attempting 
to realize an intention leads to the identification 
of rewards which leads to the identification of 
new attractors and so on. Thus agency and POs 
are very strongly associated.

POs can be organized into higher level 
structures, perceptual maps, which characterize 
patterns of behaviour that users exhibit when 
interacting with a VE. A perceptual map can be 
made up of:

• Choice points: Basically the choice between 
intentions stimulated by one or more attrac-
tors.

• Challenge points: Intentions that have to 
be satisfied.

• Routes: Linear sequences of attractors.
• Retainers: Mini-missions or mini-games, 

tightly grouped attractor-reward pairs, 
puzzles, and so forth.

The arrangement of such structures are thus 
a realization of Murray’s rhizome and lead to the 
other aesthetic pleasures of narrative potential, 
co-presence, transformation, and presence.

In a later publication, the same author asserts 
that POs, as well as the aesthetics identified above, 
have semiotics as their underlying model (Fen-
cott, 2003b). Essentially, POs and in particular 
surprises are connotations that humans derive 
through interacting with VEs. POs interface very 
closely with the aesthetic pleasure of agency, but 
at a more abstract level of VE content. Figure 3 
illustrates the relationships between POs, aesthet-
ics, and semiotics at the level of the language of 
a VE design method:

• The two arrows linking attractor and in-
tention and perceivable consequence and 
reward are semiotic acts, meaning making, 
on the part of people interacting with a VE. 
Attractors and perceivable consequences are 
signifiers, while intentions and rewards are 
signifieds.

Figure 3. The code of interaction
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• The arrow linking reward and attractor indi-
cates cognition, though of course cognition 
is a continuous process and not a segment 
of a cycle as this diagram would seem to 
suggest.

• The arrow linking intention and perceiv-
able consequence represents what Tronstad 
(2001) calls non-semiotic acts that are es-
sentially the site of the IM, the computer-
based system in the wider IDE. The term 
non-semiotic is used because, while the 
user might draw some significations from 
pressing interface buttons and so on, the 
computer responds algorithmically.

• The arrow that runs through the cyclic plane 
of the above relationships from right to left 
represents the development over time of 
the other aesthetic properties of narrative 
potential, co-presence, transformation, and 
presence.

On the level of aesthetics and POs, we see the 
following. Having formed an intention, a user 
will provide input to the VE, which will trigger 
the execution of one or more calculations, non-
semiotic acts on the part of the computer. This 
will result in a change (perceivable consequence) 
in the various digital elements of the VE’s display 
which provide signifiers (rewards) to start off the 
whole semiotic and cognitive process once again 
through the identification of attractors.

Figure 3 shows quite clearly the dependant 
relationship between semiotic and non-semiotic 
acts, which Tronstad (2001) sees as being fun-
damental to interactive digital experience. If we 
compare Figure 3 with Figure 1, we see that what 
has changed is that the arrow that represented 
the semiotic closure of the output and input step 
in the latter has been dramatically expanded in 
the former; it is almost as if it has been turned 
‘inside out’. Figure 3 characterizes the ‘code of 
interaction’. In semiotics, codes are the often 
innate rules that allow us to make meaning of 
signifiers. Interaction is a complex process and 

the diagram reflects this. So much so, in fact, 
that Fencott (2004) devotes a whole chapter to 
the ‘code of interaction. In the context of our 
present discussions, the various components and 
the relationships between them that make up the 
code constitute the general aesthetic side of the 
language of our method.

Semiotics not only provide an underlying 
model for POs and aesthetics, they also operate 
at the level of the language of a method as well. 
In interacting with VEs we not only recognize the 
code of interaction—connotations specific to VEs 
and IDSs in general—but we also find meanings 
that correspond to world of the ‘real’ outside the 
world of the VE. We recognize shops and cars 
and people and furniture and so on and so on. It 
is semiotics itself that is used as ‘language’ in 
this type of meaning-making.

Therefore, in addressing the second question 
concerning the nature of the language of a VE 
design method, we now need to consider how 
POs, aesthetics, and semiotics on the one hand 
and UML on the other might work together. In this 
respect, the central issue that needs to be addressed 
concerns what we might call the ‘object problem’. 
Objects or rather object-oriented design (OOD) 
might seem a very promising candidate for our 
language for representing VEs at the design phase. 
OOD applies at all stages in the VE production 
lifecycle, addresses both coding and user-cantered 
issues, and has been applied directly to VE design 
and implementation (McIntosh).

However, in the act of perception, people do not 
break the world down into nicely programmable 
units. They group things together into perceiv-
able units, complex attractors, which focus their 
attention. A crowd of autonomous agents—non-
playable characters (NPCs) in computer games 
parlance—are perceivable as a single entity, but 
are unlikely to be a single object in an OO model. 
Certainly a crowd of NPCs in a busy shopping 
centre with all its shop fronts, street furniture, 
paving, and so on is not going to be an object in an 
OO specification for a shopping centre. However, 
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each of the entities that makes up the perceivable 
unit that is the crowded shopping centre will have 
to be identified in terms of its capacity (or not) for 
interaction as a basis for its incorporation into a 
functioning scene graph.

On the one hand, we have the Unified Model-
ling Language (UML), which models structural, 
engineering aspects of a scene graph, and on the 
other hand, we have POs and so on which model 
content at the level of perception, of aesthetics 
(Fencott, 1999b, 2003b). There is in fact a bridge, 
a semiotic bridge, which links the two, and this is 
Andersen’s Computer Based Signs (CBSs) (An-
dersen, 1997), which model interactive aspects of 
individual signs (objects) in IDSs in general and 
thus VEs. Fencott (2003a) discusses this relation-
ship and its relevance to VE design.

Andersen arrives at the following classification 
of signs in IDSs:

• Interactive: Signs that can be controlled by 
the user and can affect other signs; such signs 
are subject to the signs of intervention.

• Actor: Signs that to a limited extent are 
autonomous and can affect other signs.

• Controller: Signs that constrain other signs 
but do not themselves change nor can they 
be affected by other signs.

• Object: Signs that can be affected but can-
not affect others.

• Ghost: A sign that affects others, but only 
becomes apparent by its effects on others; a 
sign particular to IDSs. Essentially a control-
ler that signifies its presence solely through 
effect.

• Layout: Non-interactive signs.

CBSs essentially constitute six distinct classes 
that will be used to instance all objects in a VE 
implementation. The integration of the three ele-
ments of our language of VE design can now be 
summarized thus:

• Each content item in the perceptual model 
is assigned to a CBS class.

• Other aesthetic attributes of content items 
carry over directly to UML, that is, colour, 
form, and so on.

• General information in the perceptual model 
carries over to UML to become the game 
engine, the visualiser.

• Other such information carries over directly 
to UML in terms of the semiotic realization 
of the VE: mood, myths, and hyperreali-
ties.

So the language of our VE design method is 
an amalgam of OO and POs and so on—with 
some bridging by CBSs. It is, in fact, an inte-
grated method, a process, rather than a statically 
characterisable relationship. In this way we have 
carried the design tension identified early in this 
chapter, and clarified through to the language 
stage. It seems that we might be able to make 
this tension work for us rather than it being a 
hindrance to try to do away with.

tHE PrOcEss MODEL

The process model captures the relationship 
over time between the constituent activities of a 
method. In a sense it captures the essence of the 
‘practice of methodology’, the choosing of how to 
apply a method. As part of a study of VE design 
practice, Kaur (1998) constructs the following 
outline VE design methodology:

1. Requirements specification;
2. Gathering of reference material from real-

world objects;
3. Structuring the graphical model and, some-

times, dividing it between designers;
4. Building objects and positioning them in 

the VE;
5. Enhancing the environment with texture, 

lighting, sound, and interaction, and opti-
mising the environment.
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She also notes that there might be a narrative 
design component missing here, but this is prob-
ably because of the small scale of the VEs in the 
study. Certainly the narrative aspects of 3D game 
design are considered as soon as the principle 
subject and genre are established. Computer 
games are almost certainly the major examples 
of VEs large enough to benefit from software 
engineering practice.

With these arguments in mind, Fencott (1999b) 
offered a prototype design methodology for VEs 
which attempts to resolve the two-sided design 
problem for IDEs by juxtaposing structural and 
perceptual modelling, and attempting to empa-
thize with current practice. The methodology is 
also based on practical experience gained in build-
ing a variety of desktop VEs, and in particular a 
virtual tourism project, as well as teaching VE 
design to several hundred undergraduate and 
master’s students over a number of years. Figure 
4 characterizes this suggested process model, 
and we now go on to revisit the original, tentative 
discussions that were offered in the 1999 paper, 
in the light of the discussions concerning the pos-

sible underlying model and language required for 
a design method for VEs laid out above.

In terms of the design tension, the route down 
the left-hand side of the diagram represents engi-
neering design and the route down the right-hand 
side represents aesthetic design. The horizontal 
arrows represent interactions that seek to resolve 
the tension.

• Requirements modelling equates to Point 
1 in Kaur’s methodology above and paral-
lels very closely the software engineering 
concept. One of the chief requirements is that 
purpose should be clearly established here. 
In terms of our integrated underlying model, 
we might here conduct as ‘use case analysis’ 
in UML and commence the analysis of our 
intended VE in terms of Barthe’s notion of 
myth—connotations so seemingly natural 
as to be unquestioned (Barthe, 1987)—and 
perhaps Baudrillard’s notion of hyperreality 
(Baudrillard, 1995). Both are concerned with 
the cultural basis upon which a VE’s belief 
system will be grounded. At this stage we 

Figure 4. A process model for VE design
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are thus making direct use of the underlying 
model and the techniques associated with 
it. The semiotic and software engineering 
viewpoints are left unresolved until the 
latter stages of structural and perceptual 
modelling.

• Conceptual modelling equates to Point 2 
in Kaur’s methodology and is effectively the 
background research activity common to 
many design projects, but in particular those 
with an aesthetic component. It is the gath-
ering of materials, taking of photographs, 
sketches, sound and video recordings, and 
so forth. It might also include the construc-
tion of mood boards as well as potential 
storyboards. This is where the VE builder or 
builders get to know the world they have to 
build. Note that the world to be built might 
have no real-world counterpart, which will 
of course impact on the kinds of activities 
that might be undertaken here. The artists’ 
accounts and the techniques employed by 
animators are sources of applicable tech-
niques (e.g., Moser, 1996). An important 
outcome of this stage will be a choice of 
genre, to best achieve the purpose estab-
lished at the requirements stage, with which 
to inform the nature of the meta-narrative 
structure to be developed in the perceptual 
modelling phase.

 The end of this phase is effectively concerned 
with the semiotic activity of translating the 
decisions concerning myth and/or hyperre-
ality—from the requirements phase—into 
connotation, metaphor, and metonymy.

• Perceptual modelling is the act of building 
up a model of the nature of the perceptual 
opportunities and their inter-relationships. 
It equates very roughly to Point 5 in Kaur’s 
methodology. It is of course modelling the 
intended users’ experience of the VE. In Fen-
cott (2003a) perceptual maps, for instance 
attractor graphs, are used to build up a meta-
narrative structure of POs, analogous to the 

comprehensible labyrinth of Murray (1997), 
which are categorized according to the role 
they play in the planned scheme of possible 
user activity. Perceptual opportunities deal 
not only with conscious experience—de-
rived from the specifically designed infideli-
ties of Whitlock et al. (1996)—but also with 
unconscious experience, sureties, which 
deliver belief in the VE—perceptual realism 
in Lombard and Ditton (1997)—irrespective 
of any real-world counterpart. The existence 
and importance of unconscious experience 
is identified and modelled by considering 
sureties.

• Structural modelling, Point 3 in Kaur’s 
methodology, covers a variety of activities 
that relate to the underlying realization of 
the VE that the delivery platform uses to 
construct the run-time sensory stimuli. 
Structural modelling would seem to com-
mence alongside conceptual modelling and 
to run on alongside perceptual modelling. 
It starts with decisions on scale, the con-
struction of plans, and diagrams. It draws 
on Andersen’s CBSs to further decompose 
the perceptual map constructed in the per-
ceptual modelling phase in terms of the way 
in which particular objects implement gross 
structure of attractors and rewards identified 
in perceptual modelling.

 The conclusion of the structural modelling 
phase will result in a scene graph diagram 
that lays out the code structure of the VE and 
its programmed behavioural components. 
In terms of software engineering practice, 
UML has already been identified as a can-
didate language here. In later stages, object 
models would lay out the actual structure 
of nodes in the scene graph as well as class 
diagrams for programmed components.

• Building here relates more closely to the 
software engineering coding phase that 
should occur after all requirements, speci-
fication, and design activities have been 
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completed. Building refers to authoring 
using a WIMP-based tool, direct coding 
of scene graph and program code itself, in 
VRML and Java/Javascript for example, 
and using an API such as World Tool Kit.

We will now consider some of the flows (ar-
rows) in this process model, first of all the struc-
tural-conceptual flow. The conceptual modelling 
stage can deliver important high-level plans for 
the layout of the VE as well as the principle enti-
ties that will need to be present to reinforce the 
results of use-case-analysis, for instance. The 
structural-perceptual flow delivers object deno-
tations to do with such attributes as appearance 
and sound. It will deliver object connotations 
concerned with the way objects contribute to the 
overall purpose of the VE. Importantly it will 
also—via CBSs—deliver attributes concerned 
with interactive capabilities of objects.

Finally, we note that we do not address the 
question of heuristics in this chapter. There are 
two reasons: first of all our method is too method-
ological at the moment to be able to be supported 
by practical advice; secondly there is a wealth of 
help and advice on VE design and games design in 
particular, and it will be necessary to investigate 
how it might integrate with the method under 
consideration.

FUtUrE DEsIGN MEtHODOLOGY

It is the author’s suspicion that one of the fore-
seeable trends will be ever more sophisticated 
VE authoring tools, which will mean that the 
explicit use of OO techniques such as UML will 
be more and more hidden from the author. Much 
of the time the scene graph, whether at the level 
of an OO specification or at the level of OO coded 
implementation, will only be available to authors 
via specific views rather than as a coherent whole. 
More and more it will be the perceptual modelling 
and the interface between this and the structural 

views that will be made explicit and malleable. The 
process model discussed above shows the nature 
of this interface and provides clues as to how this 
might be supported by authoring technology.

However, in terms of authoring tools, there is 
a serious problem that we have not identified nor 
discussed so far. This is the problem of author-
ing agency, which lags far behind the authoring 
possibilities on offer for 3D modelling, texture 
mapping, shading, and rendering, to name but a 
few. Nothing approaching the sophisticated tools 
on offer for these exists for authoring agency. 
Typical examples of this are easy to find in a wide 
range of VE authoring tools for both games and 
VR. In the excellent Unreal Editor for example, 
the only agencies we can easily implement are 
such concerned with opening doors, travelling 
in lifts (elevators), and shooting guns. Unreal is 
a first-person-shooter and it has in-built agencies 
typical of its genre. If an author wants to imple-
ment additional agency, then she has to program 
it in Unrealscript, a Java variant.

Yet a theoretical analysis of games genres has 
shown that agency is exactly what characterizes 
games (Fencott, 2004). Any game design method 
should not only incorporate the analysis and design 
of appropriate agency in its process model, but 
should encourage authors to reconsider it through-
out the lifecycle from early requirements analysis 
through to later modelling stages. By focusing on 
agency in terms of the aesthetic pleasures of inten-
tion and perceivable consequence, and in terms 
of the POs of attractors and rewards, the process 
model does indeed ask the designer to consider 
agency in a fundamental way that authoring tools 
do not at present support.

In terms of underlying theory, two significant 
trends can be identified. The growing interest in 
the investigation, formalization, and application 
of interaction machine theory (e.g., Goldin et 
al., 2001) and the emergence of semiotics and 
computational semiotics as a tool to analyse and 
design VEs and IDSs in general—for example 
the COSIGN series of conferences (COSIGN). 
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Of particular interest will be the further investi-
gation of the possible integration of interaction 
machines and semiotics, which in effect amounts 
to the nature of the interplay between empirical 
computer science and interactive media aesthet-
ics. As has already been pointed out, the tempting 
approach is to formalize semiotics as computation 
(e.g., Dogen-Henisch, 1999; Goguen, 1999), but 
this does not capture or investigate the playfully 
surprising relationship people have with IDSs 
and IDEs in particular.

cONcLUsION

A little tension can be a good thing; too much 
can be very destructive. We need to keep the VE 
design tension apparent throughout the analysis, 
conceptual, and perceptual design stages to be 
more or less resolved in the structural modelling 
stage. It must not be allowed to tear the process 
apart. On the other hand an imbalance biasing one 
pole of the tension or the other will result in an 
equally unbalanced VE—either well engineered 
and boring, or fascinating but badly made. The 
author believes that the design tension will mani-
fest itself in a benign way in a well-designed VE 
and that users will recognize and appreciate that 
manifestation.

In effect VE design methodology is encourag-
ing us to confront and meld a great rift in con-
temporary Western culture, namely that between 
the arts and the sciences. Of course, at present it 
is inviting us to do this in terms of two particular 
forms of abstraction which represent the two sides 
of the divide. That we should confront reality 
through virtual reality might come as a surprise, 
but the concept has been around since the early 
days of virtual environments and was clearly 
articulated by Lauria (1997) when she envisioned 
virtual reality as a ‘metaphysical testbed’.

On a less grandiose scale, it may well be that 
no design method for VEs ever becomes a real 
practicality or if it does is ever widely adopted by 

the developer community. Surely, however, the 
investigation of the methodology of VE design 
will inform us far better than we are now as to 
the fundamental nature of VEs and thus be of 
benefit to us when we come to design future 
interactive systems.
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AbstrAct

In current organizations, the models of knowledge creation include specific processes and elements that 
drive the production of knowledge aimed at satisfying organizational objectives. The knowledge life cycle 
(KLC) model of the Knowledge Management Consortium International (KMCI) provides a comprehensive 
framework for situating competencies as part of the organizational context. Recent work on the use of 
ontologies for the explicit description of competency-related terms and relations can be used as the basis 
for a study on the ontological representation of competencies as codified knowledge, situating those 
definitions in the KMCI lifecycle model. In this chapter, we discuss the similarities between the life cycle 
of knowledge management (KM) and the processes in which competencies are identified and assessed. 
The concept of competency, as well as the standard definitions for this term that coexist nowadays, will 
then be connected to existing KLC models in order to provide a more comprehensive framework for 
competency management in a wider KM framework. This paper also depicts the framework’s integration 
into the KLC of the KMCI in the form of ontological definitions.
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INtrODUctION

Models of knowledge creation inside organiza-
tions are considered as dynamic processes of de-
velopment that evolve over time (Cavaleri & Reed, 
2000). These models provide a breakdown of the 
creation process in terms of concrete processes 
and elements that drive the overall production of 
knowledge as targeted to satisfy organizational ex-
pectations. For example, the knowledge life cycle 
(KLC) model of the Knowledge Management 
Consortium International (KMCI, http://www.
kmci.org) distinguishes the knowledge processing 
environment (KPE) from the business processing 
environment (BPE), describing the latter as the 
context of actual usage and field assessment of 
the claims formulated, produced and evaluated in 
the former. As the KPE is divided into two sub-
processes, namely knowledge production (KP) 
and knowledge integration, the existence of a BPE 
emphasizes the fact that knowledge codified in 
artefacts as part of KP processes and disseminated 
as part of KI processes will be subject to further 
validation in actual business experience. 

Previous work has shown KLC models as a 
comprehensive framework for situating learning-
oriented artefacts in an organizational context 
(Sanchez-Alonso & Frosch-Wilke, 2005; Sicilia, 
2005). The work of Sicilia (2005) has demonstrated 
that the design and creation of learning resources 
as described by Downes (2004) is not essentially 
different from knowledge production. The integra-
tion processes, in particular, might be considered 
to subsume programmed organizational learning 
activities. Thinking about learning as an outcome 
of the need to acquire new competencies, learning 
activities inside the organization can be considered 
enablers of knowledge acquisition activities. In 
this context, the concept of competency becomes 
essential in the KLC model, both as a prerequi-
site to perform knowledge acquisition activities 
and as an outcome of these kinds of activities. 
Furthermore, meta-claims about the knowledge 
produced—in the case of competencies—may be 

interpreted as the recording of usage conditions, 
hypotheses, and assumptions on the acquisition 
of the competencies evaluated. In consequence, 
the concepts related with competency manage-
ment can be put in connection with existing KLC 
models, in an attempt to provide a comprehensive 
framework for reuse-oriented competency man-
agement and KM. In this chapter, we approach the 
integration of concepts related to competencies 
into the framework of the KLC. This would clarify 
the relationships between knowledge management 
and competency definition standard efforts. The 
method to develop the conceptual integration is 
that of engineering an initial ontological descrip-
tion for the main concepts, connecting them to 
existing ontological databases. This continues 
existing work described by Sicilia, Lytras, Rodrí-
guez, and García (2006) regarding the ontological 
description of learning activities as an extension 
of the ontology of KM described recently by 
Holsapple and Joshi (2004).

Formal ontologies (Baader, Calvanese, Mc-
Guinness, Nardi, & Patel-Schneider, 2003) are a 
vehicle for the representation of shared conceptu-
alizations that is useful for technology-intensive 
organizations. Ontologies based on description 
logics (Gruber, 1995) or related formalisms 
provide the added benefit of enabling certain 
kinds of reasoning over the terms, relations, and 
axioms that describe the domain. A pragmatic 
benefit of the use of formal ontologies is that it 
is accompanied by a growing body of semantic 
Web (Berners-Lee, Lassila, & Hendler, 2001) 
tools, techniques, and knowledge. Previous work 
considered here as a point of departure (Sicilia, 
García, Sánchez-Alonso, & Rodríguez, 2004) 
has described the integration of e-learning tech-
nology concepts with the OpenCyc knowledge 
base, the open source version of the Cyc system 
(Lenat, 1995).

The rest of this chapter is structured as fol-
lows. The second section describes the knowledge 
life cycle of the KMCI, as this is the framework 
for the subsequent discussion. The third section 
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includes a brief discussion on some current defi-
nitions of the term competency and details the 
most interesting efforts in the standardization 
of competency definitions. The fourth section 
shows how competencies can be integrated in 
the knowledge life cycle of the KMCI, while the 
fifth section provides a preliminary mapping of 
competency-related concepts to terms in upper 
ontologies. Finally, conclusions are provided in 
the last section.

tHE kNOWLEDGE LIFE cYcLE OF 
tHE kMcI

Knowledge management is an area built on the 
assumption that each and every organization has 
a certain amount of “valuable knowledge” that 
is worth being captured, catalogued, and pre-
served with the main aim of sharing it whenever 
it is necessary. However, first-generation KM, 
as it is referred by McElroy (1999) has not been 
considered fully satisfactory, which is probably 
due to an excessive emphasis on both knowledge 
integration and on the technology side as the 
answer to most questions. To many, this first 
generation of knowledge management has sup-
posed little more than document management and 
imaging becoming the reason why some feel that 
KM is “an idea that amounts to little more than 
yesterday’s information technologies trotted out 
in today’s more fashionable clothes.” Hopefully, 
a second generation of KM has emerged. This 
second generation of knowledge management is 
not so focused on the technology side but instead 
on the participants, the processes involved, and the 
social interactions and initiatives among them. The 
arrival of this second generation has introduced 
a number of new concepts and ideas, such as the 
knowledge life cycle, nested knowledge domains, 
containers of knowledge, organizational learning, 
the open enterprise, social innovation capital, and 
sustainable innovation, among others. While an 
in-depth discussion of this and other key ideas of 

this second generation of KM is out of the scope 
of this chapter, the interested readers are directed 
to the book by McElroy (2003).

The knowledge life cycle, one of the previously 
mentioned ideas introduced as part of the second 
generation of KM, is a new view of KM that em-
phasizes knowledge production in detriment of the 
knowledge integration. The following explanation 
by McElroy points out the differences between 
the first and the second generation of KM taking 
as criteria of comparison the KLC:

While practitioners of first-generation KM tend to 
begin with the rather convenient assumption that 
valuable knowledge already exists, practitioners 
of second generation KM do not. Instead, they–or 
we–take the position that knowledge is something 
that we produce in human social systems, and that 
we do so through individual and shared processes 
that have regularity to them. We can describe this 
process at an organizational level in the form of 
what is now being referred to as the knowledge 
life cycle, or KLC. (McElroy, 2003)

From this perspective, the Knowledge Man-
agement Consortium International, a non-profit 
association of knowledge and innovation man-
agement professionals from around the world 
(www.kmci.org) based in the U.S., has developed 
a model of KLC that is shown in Figure 1 taken 
from McElroy (n.d.).

This model shows how the knowledge of an 
organization is held both subjectively in the minds 
of individuals and groups, and objectively in re-
corded or expressed form, shaping what is known 
as the distributed organizational knowledge base 
(DOKB) of the organization. The use of this 
knowledge in specific business environments can 
lead to outcomes that either satisfy expectations 
or fail to do so. The former outcomes, known as 
matches, reinforce knowledge previously used, 
thereby leading to its re-use, whereas the later 
ones, known as mismatches, lead to adjustments in 
a business processing environment. Adjustments 
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Figure 1. The knowledge life cycle (KLC) model of the KMCI
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triggered by a mismatch introduce what is known 
as the single-loop learning. This single-loop learn-
ing means that the assumptions, or choices, made 
from within a range of pre-existing knowledge in 
the DOKB should be studied and probably cor-
rected in the light of the results of the revision. 
Successive failures from single-loop learning 
to produce matches in expected or desired out-
comes is understood as a problem and could lead 
to doubt about and probably reject pre-existing 
knowledge. Problems like these trigger knowledge 
processing efforts to produce and integrate new 
knowledge, in what is known as double-loop 
learning (Argyris & Schon, 1996). Double- loop 
learning starts with a problem claim formulation, 
an attempt to learn and state the specific nature 
of the detected knowledge gap (or “problem”), 
followed by a process of knowledge production. 
The outcome of this process is a knowledge claim 
evaluation, which leads to surviving knowledge 
claims, falsified knowledge claims, or undecided 
knowledge claims, as well as additional informa-
tion about each of these outcomes (this information 
is known as metaclaims). The record of all the 
previously mentioned  outcomes will be part of 
the DOKB after a number of activities in a process 
of knowledge integration. When the knowledge 
has successfully been integrated in the DOKB, 
the new claims and metaclaims are ready to be 
used in new business processing. 

The life cycle described is the framework 
for all the subsequent discussion. The follow-
ing section will provide a brief introduction to 
the concept of competency, as well as detailed 
information on current efforts of standardization 
(IMS-RDCEO and HR-XML) intended to make it 
easier to integrate competency management into 
workflow and decision-support frameworks such 
as the KLC of the KMCI.

cOMPEtENcY: DEFINItION AND 
stANDArDs

At present, several different definitions of the 
concept of “competency” coexist. Although most 
agree on a few core characteristics, it is interest-
ing to provide a brief discussion about some of 
the most closely related work. 

The notion of competency is often considered 
a “placeholder” for knowledge, skill, abilities, and 
“other characteristics” (Sicilia, 2005). However, 
this view can be judged an excessive oversimpli-
fication of the many facets of the use of the term 
(Hoffman, 1999). In a general sense, a competency 
can be defined as “an underlying characteristic 
that leads to successful performance, which may 
include knowledge and skills as well as bodies of 
knowledge and levels of motivation“ (Rothwell, 
n.d.). Another broad definition is that included in 
the IMS-RDCEO best practices and implementa-
tion guide (Cooper & Ostyn, 2002c): “All classes 
of things that someone, or potentially something, 
can be competent in”.

Some authors believe that competencies en-
compass more than just knowledge and skill, as 
they “focus on what is unique about individuals 
doing the work rather than what people must 
know or do to perform the work alone” (Rothwell, 
n.d.). In this sense, the definition included in the 
HR-XML seems to cope with this approach, 
as this is a much more inclusive definition: “A 
specific, identifiable, definable, and measurable 
knowledge, skill, ability and/or other deployment-
related characteristic (e.g., attitude, behaviour, 
physical ability) which a human resource may 
possess and which is necessary for, or material to, 
the performance of an activity within a specific 
business context.”

In the rest of this section, the most prominent 
approaches to competency standardization are 
studied. It should be remarked that, as it has been 
stated earlier, most agree on the core characteris-
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tics of competencies, even though all include their 
own definitions and consequently refer to the term 
competency from their own perspective.

IMs-rDcEO

The IMS consortium (http://www.imsglobal.org) 
provides a specification for competencies called 
“reusable definition of competency or educational 
objective (RDCEO)”. IMS-RDCEO defines an 
information model for describing, referencing, and 
exchanging definitions of competencies, primarily 
in the context of online and distributed learning. 
This specification allows to formally represent the 
most important characteristics of a competency, 
and its main aim is to enable interoperability 
among learning systems that deal with compe-
tency information. The complete specification 
consists of three documents: 

• IMS-RDCEO information model (Cooper 
& Ostyn, 2002a), including the complete 
description of the main elements of the 
specification: semantics, structure, data 
types, value spaces, multiplicity, and obliga-
tion. This information model is purposely 
extensible, minimalist, and model-neutral.

• IMS-RDCEO XML binding (Cooper & 
Ostyn, 2002b), constituting only one exam-
ple of the possible bindings that might use 
the information model, is a binding of the 
Information Model to XML version 1.0. 

• IMS-RDCEO best practices and imple-
mentation guide (Cooper & Ostyn, 2002c), 
a non-normative set of rules about the ap-
plication of both the information model and 
the XML binding, as well as examples to, 
for example, illustrate how the conceptual 
framework maps to practical uses.

The information model defines a set of ele-
ments of information in five different categories 
that can be used to define a competency. Hence, 
competency data may include a definition of 

the competency, evidences of the competency, 
information about its context, and the scale (i.e., 
proficiency on a predetermined scale). Following 
this schema, a competency can be described by 
stating information in the following five main 
categories: 

1. Identifier, subdivided into catalog and en-
try

2. Title
3. Definition
4. Description, subdivided into model source 

and statement
5. Metadata, subdivided into RDCEO schema, 

RDCEO schema version, and additional 
metadata

The definition of a competency, according to 
this schema, is shown in the following example, 
a simplification of a broader example taken from 
Cooper and Ostyn (2002c):

<?xml version=”�.0” encoding=”utf-�”?>
<rdceo xsi:schemaLocation=”http://www.w�.org/

XML/����/namespace xml.xsd” xmlns=”http://www.
imsglobal.org/xsd/imsrdceo_rootv�p0” xmlns:xsi=”http://
www.w�.org/�00�/XMLSchema-instance”>

<identifier>http://www.imsglobal.org/fictional/rd-
ceo_cat�.xml#pass_eg

</identifier>                                           
   <title>
      <langstring xml:lang=”en-US”>Reading IMS 

specifications</langstring>
   </title>
   <description>
       <langstring xml:lang=”en-US”>
  Reads and understands IMS Global Learning 

specifications
 </langstring>
   </description>
   <definition>
      <model>IMS Competency WG</model>
      <statement statementname=”Performance”>
         <statementtext>
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            <langstring xml:lang=”en-US”>
  Reads and understands IMS Global Learning 

specifications
     </langstring>
         </statementtext>
      </statement>
   </definition>
   <metadata>
      <rdceoschema> IMS RDCEO </rdceoschema>
      <rdceoschemaversion> �.0 </rdceoschemaver-

sion>
   </metadata>
</rdceo>

However, although IMS-RDCEO is explicitly 
intended to be integrated in the description of 
“learner profiles” and “learning objects” (Polsani, 
2003), its underlying model provides similar ca-
pabilities to that of HR-XML, a general-purpose 
competency schema that will be detailed in the 
next section. 

Hr-XML

The HR-XML (http://www.hr-xml.org/) is an 
independent, non-profit consortium whose main 
aim is to enforce e-commerce and inter-company 
exchange of human resources data within a variety 
of business contexts. Represented by its member-
ship in 22 countries, the main effort supported by 
this consortium is the development of standard-
ized XML vocabularies for human resources, 
as well as standards for staffing and recruiting, 
compensation and benefits, and training and 
work force management. Major companies such 
as Addeco, Cisco Systems, PeopleSoft GmbH, 
IBM, Microsoft, and many others are currently 
members of the HR-XML Consortium. 

Up to the present, the HR-XML Consortium 
has produced a library of more than 100 inter-
dependent XML schemas that define the data 
elements for particular HR transactions, as well 
as options and constraints governing the use of 
those elements. It has also produced schemas 

covering major processes, as well as component 
schemas used across multiple business processes. 
For example, the assessments standard, facilitates 
employers to leverage the assessment tests, tools, 
and expertise offered by assessment service 
providers.

One of the schemas provided by the HR-XML 
Consortium is the competencies  recommendation. 
This set of recommendations about competencies 
allows “the capture of information about evidence 
used to substantiate a competency and ratings 
and weights that can be used to rank, compare, 
and otherwise evaluate of the sufficiency or de-
sirability of a competency” (Allen, 2006). The 
competencies schema is particularly relevant to 
processes involving the rating, measuring, com-
paring, or matching an asserted competency (for 
example, a skill claimed in a resume) against one 
that is demanded (for example, a skill required 
in a job description). This fact, added to the fact 
that this schema is intended as a module that can 
be incorporated within broader process-specific 
schemas, facilitates its use outside the HR do-
main as a general-purpose competency schema 
and makes it possible its integration in diverse 
frameworks. The only requirement for those 
frameworks is, of course, the use of some kind 
of competency management. 

Figure 2, taken from Allen (2006), depicts the 
components of a competency after what is stated 
in the HR-XML recommendation. This standard 
defines a number of elements of information for 
each competency, as well as the structure and 
information of the competency evidences and 
weights, among other information. 

The definition of a competency, according to 
this schema, is shown in the following example, 
again taken from Allen (2006):

<competency name = «Reading Comprehension» 
description = «Understanding written sentences 

and paragraphs 
in work related documents»>
   <competencyId id = «�.A.�.a»/>
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   <taxonomyId  id = «O*NET» 
idOwner = «National O*Net Consortium»  
description = «Occupational Information Net-

work»/>
   <competencyWeight type = «x:Importance»>
<NumericValue maxValue = «�00» minValue=»�»>��</

NumericValue>
   </CompetencyWeight> 
   <competencyWeight type = «x:Level»>
<NumericValue maxValue = «�00» minValue=»�»> 

�� </NumericValue>
   </CompetencyWeight>
</competency>
HR-XML can also be used as a wrapper of an RDCEO 

record by using a URN, as shown in the following example 
taken from  (�00�):

<competency description=”Can read and under-
stand W�C Schema Language �.0”

      name=”Reads and Understands W�C Schema”
      xmlns:xsi=”http://www.w�.org/�00�/XMLSchema-

instance”
      xsi:noNamespaceSchemaLocation=”Competen

cies-�_0.xsd”>
   <competencyId description=”IMS Global Example 

Competency Catalogue”
         id=”URN:X-IMS-PLIRID-V0::�ba�b����dad��

d��0b�00c0�fd��0c�”/>
   <!-- omitted evidence data etc. -->
</competency>

INtEGrAtING cOMPEtENcIEs IN 
tHE kNOWLEDGE LIFE cYcLE 
(kLc)

In this section, the related concepts of compe-
tencies are described as the main elements to be 
integrated as resources in the KLC. Then, their 
integration inside the KLC model of the KMCI 
is described.

The process of acquisition of a competency 
(or knowledge in a broader sense) usually starts 
from a business need originated in the context of 
the organization. This need triggers a process of 
assessing whether the organization can deal with 
the given need or not, which is commonly referred 
to as knowledge gap analysis (Sunassee & Sewry, 
2002). This assessment process essentially con-
sists of matching the competencies required for 
the newly appointed needs with the available ones. 
When the result of this process is not satisfactory, 
a process of acquiring the competencies identified 
begins. After this process is considered finished, 
some kind of assessment would take place and, 
later on, an update of the registry of available 
competencies should be carried out. The newly 
acquired competencies might change the position 
of the organization to offer services or products, 
closing in this manner the so-called “knowledge 
acquisition loop.” 

Figure 2. Components of a competency after the HR-XML recommendation
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As a knowledge acquisition endeavour, the 
just described cycle can be expressed in terms of 
knowledge management activities and products. 
According to the ontology of knowledge manage-
ment by Holsapple and Joshi (2004), competences 
can be considered capabilities attributable to pro-
cessors of knowledge representations (KR), and 
the final learning activities carried out to obtain the 
competencies needed can be seen as specific types 
of knowledge manipulation activities (KMA), 
consisting of knowledge acquisition or, eventu-
ally, transformation. Furthermore, processors are 
considered to have some capabilities as analysed 
by Sicilia (2005). This author identifies the terms 
(or, as it is called in the original work, abstract 
elements) related to competency management as 
a previous step to integrating them in the KLC:

• Competency registry: Not a term but in-
stead a set of terms related to the description 
of competencies in detail, particularly those 
of the existing employees.

• Needs: an expression of the required com-
petencies that can be represented in the 
form of triples (C: competency_description, 
L: level, I: intensity). According to Sicilia 
(2005), the level desired for the competency 
is expressed as an overall aggregate level 
that maps the levels of individuals inside 
the organization, whereas the intensity is 
an estimation of the part of the workforce 
that is needed to have the competency. 

• Available competencies: A detailed record 
of employee’s competencies.

• Required competencies: A subset of the 
needs after matching them with the compe-
tency registry. Aimed at describing needs 
not covered by the existing competencies.

• Competency gap analysis: A process used 
to obtain the required competencies. This 
process has a collection of needs and a com-
petency registry as inputs and the required 
competencies as outputs.

• Competencies update: The process of 
creation or update of competency instances, 
aimed at keeping the competency registry 
updated.

The main elements of the integration of the 
above listed terms to the KML model are depicted 
in Figure 3, which has been elaborated from the 
original KLC of the KMCI by including mappings 
to concrete competency usage points.

MAPPING cOMPEtENcY-rELAtED 
cONcEPts tO tErMs IN UPPEr 
ONtOLOGIEs

Competency management can be integrated in the 
broader framework of a knowledge management 
lifecycle to provide guidance for Information 
System development and insights into notions 
of organizational value of competencies, among 
others. However, even though current standards 
for the description of competencies are intended 
to provide data aimed at being interchanged 
by machines, the information they contain is 
currently intended for human interpretation. 
Present practices result in data lacking machine-
understandable characteristics, which seriously 
hampers their use in semantic Web environments. 
Ontologies can be used to improve the quality 
of competency descriptions, but “translating” 
current competency descriptions that conform to 
a given standard (such as HR-XML) to an ontol-
ogy language is not enough by itself to provide 
computational semantics to those descriptions. 
The right step in this direction is the integration 
of competency terms with high-level terms and 
definitions in upper ontologies, as this constitutes 
an interesting direction for bringing explicit se-
mantics to competency descriptions. 

An upper ontology is a large general knowl-
edge base that includes definitions of concepts, 
relations, properties, constraints, and instances, as 
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Figure 3. Mapping of the main terms of competency management to the KLC model
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well as reasoning capabilities on these elements. 
Limited to generic, high-level, abstract concepts, 
general enough to address a broad range of do-
mains, upper ontologies do not include concepts 
specific to given domains or do not focus on them. 
Opencyc (http://www.opencyc.org), an upper 
ontology “for all of human consensus reality,” 
includes more than 47,000 concepts, 306,000 
assertions about them, an inference engine, a 
browser for the knowledge base, and other use-
ful tools, which makes it one of the major efforts 
in the field. It is the open source version of the 
larger Cyc knowledge base (Lenat, 1995), a huge 
representation of the fundamentals of human 
knowledge made up of facts, rules, and heuristics 
for reasoning about objects and events.

The rest of this section sketches the main in-
tegration points of the KLC with competencies 
in the framework of existing work in formally 
conceptualizing KM. The direct mapping of the 
essential concepts described in this chapter and the 
terms in the Holsapple and Joshi (2004) ontology 
of KM, enables an effective integration of ontol-
ogy-based KM and organizational competency 
management in existing upper ontologies such 
as OpenCyc.

 The ontology of knowledge management by 
Holsapple and Joshi (2004) describes fundamental 
KM concepts and axioms. In this ontology, the 
term KM is defined as “an entity’s systematic and 
deliberate efforts to expand, cultivate, and apply 
available knowledge in ways that add value to 
the entity [..].” This requires the early definition 
of “entities” capable of engaging in KM, which 
include at least individuals, organizations, col-
laborating organizations, and nations. The term 
Organization in OpenCyc covers all such entities. 
Accordingly, the concept of knowledge processor 
as a member of an entity can be modeled by the 
concept of IntelligentAgent, which is by definition 
“capable of knowing and acting, and of employ-
ing its knowledge in its actions.” Humans are by 
logical definition intelligent agents, and certain 
software pieces may also be, since they are not 

restricted to not being able to know. The subtype 
MultiIndividualAgent fits the definition of collective 
agents. According to Cavaleri and Reed (2000), 
knowledge creation is “the result of efforts by 
agents, acting either as individuals, or collabora-
tively, as an element of a system, to make sense 
of their environment.” This definition focuses on 
the identity of the organization as a key driver of 
its learning behaviour and is complemented by a 
concrete view on creation as a process in which 
agents apply rules to perceived sets of circum-
stances to attain desired outcomes. 

The definition of knowledge as “that which 
is conveyed by usable representations” can be 
integrated in OpenCyc by considering usable 
representations as information bearing things, 
that is, “Each instance of InformationBearingThing 
(or IBT) is an item that contains information (for 
an agent who knows how to interpret it).” This 
is appropriate at least for CKC that are tangible 
outcomes of the production process. Nevertheless, 
the KLC emphasizes the evaluation of informa-
tion as tentative knowledge claims, so that terms 
subsumed by IBT are required to adequately fit 
in the KLC, including the following:

•  EvaluatedKnowledgeClaim representing the 
“surviving” claims, which are required 
to have been subjectTo at least one Knowl-
edgeClaimEvaluation process with a positive 
outcome.

•  FalsifiedKnowledgeClaims, with the opposite 
definition.

•  The rest of the KnowledgeClaim instances 
are subsumed by UndecidedKnowledgeClaim, 
representing different states before or after 
claim evaluation.

KnowledgeClaimEvaluation instances are a 
concrete kind of knowledge manipulation. The 
recognizable kinds of knowledge manipulation are 
referred to as KnowledgeManipulationActivities, and 
thus, CompetencyAssessment may be considered 
a subtype of KMA. In OpenCyc, activities are 
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represented as Actions, collections of Events car-
ried out (doneBy) a “doer.” This generic concept 
of action can be specialized to represent KMA 
executions by restricting them to be carried out 
by intelligent agents. The predicate ibtUsed (sub-
suming the above-mentioned subjectTo) can be 
used to represent the knowledge representations 
manipulated by KMAs. In addition, since KM 
activities are deliberate, it is preferable to use the 
subclass PurposefulAction. Each of the processes 
in Figure 3 can be considered KMAs.  

Competencies are represented in OpenCyc. 
However, the attribute Competence, subsumed 
by Quantity-ScriptPerformance (aimed at describ-
ing the manner in which an actor performs an 
action) and ScriptPerformanceAttributeType (aimed 
at describing the manner in which an action is 
performed), is defined as “a general attribute 
to define the level of skill with which an agent 
performs some task.” For that reason, this notion 
of competency is considered too general and thus 
inadequate to define the concept competency as 
it has been used in this work. 

The most accurate way to define competencies 
is that of defining OpenCyc Actions. Accordingly, 
predicates related to the definition, description, 
and use of competencies would be derived from 
the predicate SkillLevel. This OpenCyc predicate, 
as stated in the OpenCyc knowledge base, defines 
a relation between performers and types of ac-
tions in the following manner: some performer 
(probably, but not necessarily, an Agent) has the 
ability to play a given role in a specific type of 
Event with a certain level of PerformanceAttribute. 
For example: 

(skillLevel MagicJohnson PlayingBasket per-
formedBy Creativity #$High)

Meaning that, in general, Magic Johnson can 
play basket with great creativity. If this behav-
iour is translated to competency management, 
the knowledge about the fact that the employee 
Angela has a particular competence should be 
stated like this:

(skillLevel Angela SpeakingInPublic performed-
By Competence #$VeryHigh)

In this example, the competency is repre-
sented by the action SpeakingInPublic, whereas 
the attribute Competence is just one qualifier to 
describe the manner in which the competency 
SpeakingInPublic is performed by the employee 
(others might be Charisma, Precision, Dexterity, or 
Gracefulness). This form of modeling competen-
cies is similar to the manner in which competencies 
are defined in HR-XML and opens the door to a 
full description of other concepts related as the 
triples (competency, level, and intensity), easy to 
model in OpenCyc through a specifically-designed 
ternary predicate.

cONcLUsION

Competency management can be integrated in the 
broader framework of a knowledge management 
lifecycle to provide guidance for information 
system development and insights into notions of 
organizational value of competencies. Concretely, 
a feasible integration of such concepts into the 
KMCI KLC model has been described. 

Current standards for the definition, sharing, 
and exchange of competencies, as well as the 
information about competencies that conform to 
this specification included in the DOKB of the 
organizations, are intended for interchange by 
machines, but instead they are currently intended 
for human interpretation only. Their main aim 
is to enable interoperability among systems that 
deal with competency information by providing 
a means for them to refer to common definitions 
with common meanings. However, these efforts 
insist in the construction of models of competen-
cies but do not focus on semantic interoperability. 
The resulting ontological schemes shown in this 
chapter are intended as a foundation for further 
research and standardization activities.
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The authors consider that an additional effort 
of integrating current standards in commonsense 
knowledge bases, such as OpenCyc, through 
formalizing concepts in ontology languages, can 
be particularly rewarding as it would provide 
competency management with the benefits of the 
Semantic Web vision.
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AbstrAct

In the distributed multi-agent systems discussed in this chapter, heterogeneous autonomous agents 
interoperate in order to achieve their goals. In such environments, agents can be embedded in diverse 
contexts and interact with agents of various types and behaviours. Mechanisms are needed for coordinat-
ing these multi-agent interactions, and so far they have included tools for the support of conversation 
protocols and tools for the establishment and management of agent groups and electronic institutions. 
In this chapter, we explore the necessity of dealing with openness in multi-agent systems and its rela-
tion with the agent’s autonomy. We stress the importance to build coordination mechanisms capable 
of managing complex agent societies composed by autonomous agents and introduce our institutional 
environment approach, which includes the use of commitments and normative spaces. It is based on a 
metaphor in which agents may join an open system at any time, but they must obey regulations in order 
to maintain a suitable reputation, that reflects its degree of cooperation with other agents in the group, 
and make them a more desired partner for others. Coloured Petri Nets are used to formalize a workflow 
in the institutional environment defining a normative space that guides the agents during interactions 
in the conversation space.
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INtrODUctION

The management of interoperation among agents 
is a complex task and requires robust techniques 
and methodologies to be applied in the develop-
ment of reliable and open Multi-agent Systems 
(MAS). Generally, this category of computational 
systems is used to model distributed scenarios 
where heterogeneous software entities, agents, 
interact to pursue particular or common goals. 
Even more demanding is the modeling and 
implementation of features that give openness 
to those agents, allowing them to have the ulti-
mate choice of obeying regulations or deal with 
possible sanctions imposed by the MAS norms. 
After all agents are autonomous entities and the 
biggest challenge is to have a coordination system 
where the agents can be free to decide what to do 
but at the same time be encouraged or seduced 
to obey the regulations of the artificial society 
where they are entering.

Agent frameworks, such as JADE (Bel-
lifemine, Poggi, & Rimassa, 2000) and Opal 
(Nowostawski, Purvis, & Cranefield, 2002), 
are developed on top of abstract architectures 
such as the FIPA Abstract Architecture (Fipa) 
that aim to offer a standard mean for message 
exchanging between agents and with that ease 
the communication process in its lowest levels. 
Agent communication languages, such as FIPA-
ACL (Fipa, 2002) and KQML (Finin, Labrou, & 
Mayfield, 1997), are introduced to define standard 
semantics for dialects used during agent com-
munication, and interaction protocols attempt to 
balance the expressive power of such languages 
defining patterns of behaviour that agents must 
follow to engage in a communicative interaction 
with other agents as a way of building MAS that 
interoperate in “predictable” ways.

The individual, local, cultural and social 
aspects of the communicator are significant and 
can often outweigh conventional concerns of 
software developers, such as the development 
of appropriate syntax, efficient coding systems, 

and suitable terminologies. What is necessary is 
an infrastructure where the agents can rely on 
mechanisms that will implement or offer support 
for interoperation with efficiency.

Our approach aims to use institutional concepts 
for modeling open MAS as social groups formed 
by agents that establish a set of regulations to 
interact among them. As in ordinary institutional 
environments, those agents assume predefined 
roles in the MAS and will be supervised by some 
authorities, defined as system agents. The system 
agents are part of the infrastructure built to manage 
commitments among agents, or groups of agents, 
and agents’ reputation in the institution.

Coloured Petri Nets (CPN) (Jensen, 1997) 
are used to model agent roles as well as all the 
interactive processes in the institution. CPN 
brings to our approach a well-defined semantics 
which builds upon true concurrency, hierarchical 
representations and an explicit description of both 
states and actions. Adding to that CPN has an 
elaborated set of computer tools supporting their 
drawing, simulation and formal analysis.

From the assumption that artificial agents can 
be part of a structured society that follows rules, 
we present an approach for the use of institutional 
environments, commitments and reputation mod-
els to organise MAS in social structures based 
on roles. One major concern in our approach is 
to grant an institutional environment where the 
degree of openness the member agents experience 
is part of the norms that regulates the MAS.

OPENNEss cONsIDErAtIONs

How does one constrain an environment as het-
erogeneous as a human community? In different 
parts of the world different rules and norms are 
created so that the members of that group of 
people can feel a sense of security and order, so 
that they can carry on with their lives in a more 
predictable way. When a person needs some kind 
of service they know where to go, and if not they 
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will ask another person or consult some kind of 
public catalogue. Once the person chooses to go 
to a place and make use of some sort of service he 
will make use of his past experiences and knowl-
edge to carry on with actions, autonomously, and 
in a more or less standard way. Rules are there to 
be followed as well as to guide the members of 
a community so that they will have their rights 
observed in local and global aspects.

One of the main goals of our approach is to 
define and maintain an environment were agents 
will interact observing a set of rules or norms 
but not necessarily or compulsorily will have 
their actions restricted via some kind of interface 
agent, for example, the governors, in Electronic 
Institution Development Environment (EIDE) 
(Arcos, Esteva, Noriega, Rodriguez-Aguilar, & 
Sierra, 2005), or the controllers in Law-Governed 
Interaction (LGI) (Minsky & Ungureanu, 2000). 
Our approach is to offer mechanisms that will 
seduce the agents to play a cooperative role in the 
agent society, but ultimately the choice of coop-
erating or not cooperating will be its. That choice 
might generate the employment of sanctions by 
the system agents to noncooperative agents, and 
with that we will be able to use a model closer to 
the human way of organizing their societies.

Therefore, among the empirical concerns on 
electronic institutions (Noriega, 2006), we are 
more concerned with the choice the agents will 
have to make when joining a institution of agents 
in respect to the degree of freedom of speech that 
institution will allow, and by that we mean that as 
autonomous agents, ourselves humans, we have 
individual goals and beliefs and those are in the 
autonomous artificial agents that we build. They 
are there because the agent-oriented paradigm 
aims to model the human society model and for 
a completely constrained environment the object-
oriented paradigm is already there to be used.

Such mechanisms as governors (Arcos et al., 
2005) and controllers (Minsky & Ungureanu, 
2000), to our view might compromise the agents’ 

autonomy. We otherwise want to influence agents 
to behave according with the rules of the envi-
ronment. That is the motivation of our work, to 
develop an environment were agents are influ-
enced to cooperate and follow a predefined set 
of rules. That environment is organized based 
on institutional concepts with the definition of 
roles to joining agents. Those concepts create 
an artificial environment similar to real world 
institutions, where people can join to obtain or 
offer access to services. 

Autonomous agents aim to copy human reason-
ing or strategies when interacting with others and 
deciding their course of action in the electronic 
environment. Interaction protocols are there to be 
used according with the speech acts, institutional 
actions or illocutions identified in the dialogs 
executed by agents. Those interaction protocols 
help to predict actions and model the conversation 
space before it actually happens, including the 
possible break of expected courses of action by 
agents in the electronic environment. Authorities 
in the institutions are available to audit interac-
tions and observe rules in the society.

The rigid control of agents’ interoperation 
may or may not grant rigid security for MAS, but 
it definitely compromises the degree of agent’s 
autonomy. If agents are only allowed to follow 
the rules, part of the intrinsic characteristics of 
the multi-agent model might be overlooked and 
their capability to deal with real world situa-
tions diminished. We then advocate for a model 
where the environment allows for the definition 
of norms and sanctions applicable if they are 
violated. The performance of the system as a 
whole must be observed and autonomous agents 
are free to misbehave, but must recognise the 
possibility of loosing reputation points as well, 
which will make them less attractive as a partner 
for interoperation. 
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INstItUtIONAL AbstrActION 
AND DEsIGN

When modeling and implementing open agent 
systems that allow heterogeneous agents to join 
the system and perform tasks we use the abstrac-
tion of institutional environments and normative 
spaces. As the agents that join the institution are 
heterogeneous the necessity of the insertion of so-
cial norms in the system becomes evident. Norms 
are introduced to balance the functioning of the 
system and introduce a variable mechanism of 
control in the environment. With that mechanism 
the goals of the system as a whole are observed 
when autonomous agents want to achieve their 
own goals (Aldewereld et al., 2006).

The degree of openness observed in norma-
tive systems is variable. Norms define what is 
legal or illegal in the system and at the same 
time influence the agents to behave in a desired 
way, much like legal frameworks are developed 
to guide humans in the real world. It is important 
to observe the necessity of having this control 
over the autonomous agents to grant a sense of 
order to MAS, and a degree of openness as vari-
able as the domain modeled needs or the system 
designer’s desire. 

Interaction and coordination are identified 
as major concerns when designing and deploy-
ing MAS, giving a distinct approach toward the 
modeling and design of distributed intelligent 
systems (DeLoach, 2002; F. Zambonelli, Jen-
nings, & Wooldridge, 2003). Software engi-
neering agent-oriented methodologies, such as 
Gaia (Wooldridge, Jennings, & Kinny, 2000), 
have been developed to observe the interaction 
between agents as a critical design aspect when 
building MAS. 

The system organization as well influence the 
design of a MAS (DeLoach, 2002; Zambonelli, 
Jennings, & Wooldridge, 2001). A social setting 
is realized in the form of an environment where 
agents play roles and interact with each other 
pursuing individual or common goals. The or-

ganization has a defined structure, which define 
and enforce norms to manage the interoperations 
among agents. Norms are associated to roles agents 
assume in the system upon registration and will 
guide the agent behaviour in the system.

The operational use of norms in institutional 
environments is directly related to the context the 
agents interoperate is defined through ontologies 
(De Oliveira, Purvis, Cranefield, & Nowostawski, 
2005); Grossi, Aldewereld, Vázquez-Salceda, 
& Dignum, 2006). Our approach is to use CPN 
(Jensen, 1997) to represent normative spaces 
that will guide agents throughout their useful 
existence in the institutional environment (De 
Oliveira, Purvis, Cranefield, & Nowostawski, 
2004). Before defining the elements involved in the 
implementation of the institutional environment 
we introduce CPN in the next section.

cOLOUrED PEtrI NEts As A 
FOrMALIzAtION tOOL

CPN (Jensen, 1997) have some attractive proper-
ties for the representation of agents’ conversations: 
they are expressive, have a history of successfully 
modeling dynamic processes, have a standard 
graphical presentation, as well as formal seman-
tics. Compared to finite state machines broadly 
used for the representation of interaction protocols 
and behaviour patterns, for example, Dellarocas 
(2000), Artikis, Pitt, and Sergot (2002) and Arcos 
et al. (2005), they have the advantage of effectively 
representing concurrency and states together 
with actions that determine state change. In Cost, 
Chen, Finin, Labrou, and Peng (2000) a compre-
hensive analysis for the use of CPN to represent 
patterns of agent interaction is made and some 
agent development environments translates that 
assertion in reality as is the case of Duvigneau, 
Moldt, and Rolke (2002) and Cost et al. (2000). 
However, they have not applied the social model 
when designing MAS in their frameworks, and 
much less have they given the deserved consid-
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eration to the openness aspects we are interested 
in investigating. 

Conversation policies (Bradshaw, Dutfield, 
Benoit, & Woolley, 1997); Elio & Haddadi, 
1999) stress another existent layer of abstraction 
relevant to agent interoperation modeling and 
implementation, which suggests the relevance of 
cultural and social aspects of the communicator 
during the interaction. In Elio and Haddadi (1999) 
the separation of task space and discourse space 
goes a bit further in that direction. Our intent 
is to demonstrate the suitability of CPN for the 
modeling of institutional environments that use 
social expectations as a mechanism of control 
and management of open MAS. 

With a static and dynamic specification of a 
process CPN unambiguously defines the behav-
iour of each net forming a foundation for formal 
analysis methods and allowing the development 
of CPN simulators. They describe explicitly both 
states and actions and offer a hierarchical descrip-
tion allowing the modeling of a large CPN by 
relating a number of small CPNs to each other, 
easing management and offering modulation. CPN 
simulators help to debug the net and facilitate the 
formal analysis of it by means of methods such 
as state spaces and place invariants, identifying 
undesired loops and deadlock conditions helping 
to eliminate humans errors introduced in the 
design process. 

Figure 1 is a snapshot of a simple CPN designed 
with the open source CPN simulation framework 
JFern (Nowostawski, 2002). Figure 1 defines a 
very simple auction where commodities are se-
lected as soon as they arrive in the imput place, 
the transition make bid do some processing with 
the token and the bid is put in the outgoing arc. 
For a brief introduction to the terminologies used 
in our CPN drawing, we define:

• Tokens: Represented by Java objects giving 
flexibility for the representation of simple 
structures as a integer or more complex ones 
as FIPA Messages (Fipa, 2002).

• Places: Net elements that represent achiev-
able states. They are containers for tokens 
and are represented graphically by circles.

• Transitions: Net elements represented 
graphically by rectangles and that define 
actions triggered when the transitions are 
enabled.

• Input Arcs: Represented as arrows from 
input places to transitions. They are used to 
select a set of tokens from the input place, 
using guards and expressions.
◦ Input Arc Gards: Boolean expression 

that must be evaluated to true for the 
transition to be triggered.

◦ Input Arcs Expressions: Are used to 
select a set of tokens from the input 
place.

Figure 1. Simple auction
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• Output Arcs: Represented as arrows from 
transitions to output places.
◦ Output Arcs Expressions: These are 

used to generate output tokens which 
are being placed into output places.

• Sub Nets: Represented as double rectangles 
that specify a link from a higher hierarchy 
net to a lower hierarchy net; see Figure 2.

INstItUtIONAL ENVIrONMENts

In an institutional environment a group of per-
sons agree to follow a set of regulations in order 
to develop a fruitful relationship with the oth-
ers participating in the institution. That set of 
regulations is formed based on the actions each 
individual can perform in the institutional envi-
ronment, according to the role they play. In other 
words, institutional actions (Colombetti, Fornara, 
& Verdicchio, 2002) taken by agents in an agent 
society must follow the rules imposed by a cer-
tain set of regulations defined by an institution. 
Those institutional actions are in fact the speech 
acts identified in the context of an institution 
that are used as illocutions in conversations and 
are used here to predefine courses of actions and 
build interaction protocols.

Institutional Acts

The institutional environment represents well 
defined groups of agents that together form orga-
nizations that follow a set of regulations, which 
specify how agents should undertake activities in 
a specific domain. Therefore, we use institutional 
actions to identify standard dialogs that take 
place in an institutional environment and define 
CPNs that will manage the interaction protocols 
necessary to achieve the wanted outcomes. Some 
examples of institutional actions would be to bid 
in an electronic auction institution, buy in an 
electronic commerce institution or to kick in an 
electronic soccer game institution. 

The process of identification of the institutional 
acts in a domain requires analysis and evalua-
tion of all the elements defined in that context. 
For that, we specify ontologies that define the 
concepts identified in that specific domain and 
relationships among them. We prefer to use onto-
logical models graphically represented by UML 
diagrams, due to the easier reading and object 
deployment capabilities that those models offer. 
Those ontologies can be extracted from ontology 
servers as in Cranefield, Nowostawski, & Purvis 
(2002) and Cranefield & Purvis (2002), or from 
representations that are found in the semantic 
Web (Lee, Hendler, & Lassila, 2001).

Figure 2. Player role and sub net
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systems Elements

A significant characteristic of our approach is its 
open and distributed nature. Elements are organ-
ised in such a way that they are not compelled 
to report their actions to any other participating 
agent in the structure. We define our Institutional 
Environment (IE) as:

IE = (Os, Ns, Ia)

Where:

• Os stands for system ontology;
• Ns stands for normative space; and
• Ia stands for institutional actions.

The Ns is defined as:

Ns = (Rs, Re, Oc, Wf, L)

Where:

• Rs stands for system roles;
• Re stands for external roles and correspond 

to roles available to be played by agents that 
register to the institutional environment;

• Oc stands for context ontology;
• Wf stands for workflow; and
• L stands for content language and repre-

sents the language expressed in the content 
attribute of the FIPA messages exchanged 
among agents in the Ns.

The system level infrastructure identifies 
system agents that assume roles from Rs and 
are deployed to manage the interactions in the 
normative space; see Figure 3. Following is the 
description of such agents.

Institution Agent: The first step for an agent 
to get into the institution is to register with the 
Institution Agent and assume a role in the artifi-
cial society. Upon registering, the agent will gain 

Figure 3. Normative space and conversation space
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access to a representation of Wf in the form of a 
CPN that represents a suggested path or course 
of actions the recently registered agent should 
follow in order to obey the norms that regiment 
the institutional environment. The Wf can be 
as constrained as the MAS developer wants, it 
depends on the degree of restrictions, security 
or access he wants to deploy in the system, for 
example, demanding the use of monitored inter-
actions for certain activities. It is important to 
mention here that the member agents will have 
their own goals and strategies to obtain them, and 
even though they have knowledge about the Wf, 
they still can participate freely in conversations 
without compulsorily following it, but everybody 
knows the rules of the game, though. 

Monitor Agent: This system agent represents 
a monitoring authority in the institutional envi-
ronment. It monitors certain activities, defined as 
institutional actions, according with the norms 
defined in the normative space by the Wf. The 
monitoring is done through the use of commit-
ments and observation by the monitor agent of 
the commitments’ life cycle. Once in the artificial 
society, the agent can commit itself with other 
agents to perform tasks and request other agents 
to make commitments to perform tasks for it. In 
the case that the agent does not have an accept-
able level of trust of the agent with which it is 
starting the interoperation process, it can ask for 
a monitored interaction, where the monitor agent 
will audit the commitment shared by the agents 
engaged in interaction. That interaction is stored 
in a database of audited interactions for later 
examination, if requested to the monitor agent. 
It is important to mention here that the system 
agents will always follow the Wf and with that 
the norms that regulate the institutional environ-
ment. But again, knowing the rules, some groups 
of agents might be formed without the use of any 
monitoring in their interaction only based in the 
trust they developed with one another. 

Reputation Agent: The agents in the open 
MAS have access to a system agent called the 

Reputation Agent. This agent is responsible for 
giving information about other agents that have 
been present at some time in the society and have 
developed a reputation. The agents are not obliged 
to report nor to consult the Reputation Agent 
prior to every interoperation they take part in. 
This offers flexibility and the possibility of open 
MAS implementations with verifying degrees of 
agent autonomy.

Agent roles and the conversation 
space

In our approach, CPN are used to represent 
agent roles and agents conversations. Those two 
concepts together define what we call the Con-
versation Space of an institution; see Figure 3. In 
that way, we visualize an agent’s role as part of a 
CPN that describes the messages exchanged by 
a specific group of agents in the institution. The 
overall institution conversations are represented 
as a CPN that has specific access points, where 
smaller CPNs, representing roles of individual 
participating agents, can be plugged in. With that 
approach, an agent will be involved in the part 
of the conversation appropriate for its role in the 
institution. Figure 2 depicts a CPN that represents 
a player role in the prisoners’ dilemma game.

Every agent in the institutional environment 
will have a local state that concerns to its role 
in the whole system. By distributing the state 
representation among a set of tokens, it is easier 
to represent the local state of an individual agent 
role (in the context of a larger institution), and this 
can be useful for local management of individual 
agents.

We use the Opal (Nowostawski et al., 2002) 
framework for lower level FIPA communication 
services and JFern (Nowostawski, 2002) for CPN 
creation, simulation and deployment. Opal modu-
larity and scalability through its micro-agents 
kernel (Nowostawski et al., 2002) allows for the 
development of agent templates as message pro-
cessors that implement patterns of behaviour. 
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cOMMItMENts

In our approach, a commitment is an object cre-
ated at the agent level and handled by the Auditor 
agent involved in the interaction. The Debtor is 
the agent that makes the commitment, and the 
Creditor is the agent relative to which the com-
mitment is made.

We have adapted a model defined in Colombetti 
et al. (2002) to our needs. The commitment states 
used are: unset, pending, cancelled, active, vio-
lated, fulfilled and not fulfilled. The not fulfilled 
commitment state is introduced to differentiate 
a state identified when the commitment’s task 
does not have a deadline associated with it and 
the commitment is never violated nor fulfilled, 
because commitment violation is directly related 
to a deadline.

The Monitor Agent is the system agent that 
manages the commitments in the MAS. We have 
defined a CPN that represents the auditor role 
and manages the commitment object from its 
instantiation to its storage in the commitment log, 
a data base of commitments that have reached one 
of its final states (cancelled, violated, fulfilled or 
not fulfilled).

The Monitor Agent will observe the normative 
space when monitoring interactions. Operations 
on commitments reflect in its state and together 
with the norms defined in the Wf a monitored 
agent can have from a change in its system repu-
tation for better or worse or in an extreme case 
could lead to the banishment of the agent from 
the institutional environment. 

The audit process performed by the Monitor 
Agent can be visualised as the proof given by 
the debtor agent that he performed some task. 
That would have the form of a commitment with 
condition equal to “true,” acknowledging some in-
formation about a task the debtor should perform. 
Basically, the debtor would be committing itself 
formally to an authority in the MAS (represented 
by the Monitor Agent) that it did something. If 
an agent commits itself too often to false state-

ments, the Monitor Agent should receive many 
complaints about that agent, which would lead 
the Monitor Agent to use its power to update the 
reputation of agents in the MAS. 

The normative space guides the Monitor 
Agent during the monitoring process; its role is 
a commitment management protocol that man-
ages commitment objects according to their life 
cycle. Participating agents can decide to break 
the protocol, but the normative space defines the 
level of tolerance to those actions, and depending 
on the application domain that the institutional 
environment is implementing, agent acts can 
decrease its reputation to such a level that other 
agents which consult the Reputation Agent will 
cease to communicate with the untrustworthy 
agent. The time factor is an important element 
in the representation of commitments. To express 
a commitment formally, it is necessary to find 
a representation mechanism able to handle the 
constraints of time found in the definition of com-
mitments. We represent the idea of commitment’s 
timeout and deadline. The timeout is related to 
the period of time available for the commitment 
to become active, and the deadline is related to 
the amount of time available for the commitment 
to be fulfilled.

Reputation Influence in the 
Institutional Environment

All the requisite institutional information is given 
to the agents upon their registration in the insti-
tutional environment, and will be available from 
the Institution Agent for consultation at any time. 
However, the Institution Agent does not maintain 
any control over the registered agents. In fact, it 
is the reputation that the agent has in the MAS 
that will determine its useful existence in the 
institution. Based on the trust the agents have for 
each other, they will interact or not. With time 
and the development of a number of interactions, 
agents can build up trust networks and establish 
trust relationships with each other.
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The reputation the agent develops in the 
institutional environment, together with restric-
tions of the normative space, defined in the Wf, 
may restrict levels of access to certain resources. 
Such concepts as level of access to resources and 
services can be modeled in the normative space 
through the context ontology Oc and implemented 
in the Wf. Therefore, as all the agents are aware 
of the rules of the institutional environment they 
know that their actions might not only affect their 
reputation, but diminish the level of access to 
resources in the system.

We define a trust relationship ontology that 
defines the concept of trust and reputation and 
how they influence the system agents and can 
be used by external agents to compose their own 
definition of trust. That ontology is available for 
the agents that are joining the institutional envi-
ronment to understand the information managed 
by the Reputation Agent.

The reputation update model sometimes 
needs to express characteristics of the context in 
which the institution was developed, and different 
reputation update models can be attached to the 
Reputation Agent CPN to express that. Another 
important aspect of that approach is that the 
external agents can have their own definition of 
trust and use the one defined by the institution 
to add information to it, or simply ignore it. The 
agents are not compelled to use the Reputation 
Agent before every transaction. They can have, for 
example, a history of their conversations internally 
and their own information about other agents and 
choose to refuse certain kinds of interactions 
from some agents, that they might not trust, but 
in case they are willing to use the information 
agent, it is available. Being aware of the Wf, they 
can calculate the risk of losing privileges in the 
institutional environment and act as they will.

DIscUssION

Multi-agent system coordination methods are a 
research topic that has gained quite a portion of the 
research community’s attention in the past years 
due to its suitability to design and build complex 
systems (Zambonelli et al., 2003). Usually, the 
MAS methodologies are based on agent-oriented 
foundations and are agent-centred instead of 
community- or socially-centred. Those method-
ologies focus more on the individual aspects of 
the agents, which bring very good contributions 
for the designing of agents, but lack in feasibility 
for the implementation of agent interactions in an 
organized way.

Agent infrastructures such as DARPA COABS 
(Kahn & Cicalese, 2003) and FIPA compliant 
platforms such as JADE (Bellifemine et al., 2000) 
and OPAL (Nowostawski et al., 2002), deal with 
many issues that are essential for open agent 
interactions. They use standards to manage com-
munication, identification, synchronization and 
matchmaking. That infrastructure is necessary, 
but lies at a lower layer of abstraction than the 
one our model here presents.

An important development in the area of elec-
tronic institutions has been done in Arcos et al. 
(2005) Minsky and Ungureanu (2000) and Ricci 
and Omicini (2003). Even though, along with 
Arcos et al. (2005), we have the goal of implement-
ing social centred frameworks to develop open 
MAS, our approach differs in many aspects from 
theirs. We adapt the work done in Colombetti et 
al. (2002) and Singh (1999) in the definition of 
our commitment-based infrastructure and use it 
to define objects whose active state changes ac-
cording to the agent interactions with which it is 
associated. Again, in our architecture the three 
kinds of operational agent present use the concept 
of trust for better accommodating the openness 
that we claim to have in our model because we 
do not rely on interface agents to implement 
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norms in our institutional environment. Instead 
of having a special operational agent, such as 
the governor (Arcos et al., 2005) and controller 
(Minsky & Ungureanu, 2000), which forces the 
agents to comply with the interactions in the insti-
tution, we use the concept of trust among agents 
and normative spaces so that different levels of 
security and other important constraints can be 
implemented in a way that the agent itself will 
decide which strategy to use in order to comply 
with the societal norms and avoid being penalized 
by losing reputation points, in a first instance, 
going to losing access to system resources until 
the banishment of the agent.

Another important aspect of our approach is 
that we do not use finite state machines to represent 
an electronic institution and the conversations in 
the institution. Our approach is the use of CPNs 
to represent the institution’s normative space 
and conversation space, which includes the roles 
played by agents in the institution. By that, we 
seek the use of a formalism defined over concur-
rency concepts and powerful semantics relating 
states and actions.

cONcLUsION

Agent autonomy is an important aspect of the 
multi-agent paradigm. When coordinating the 
autonomy in MAS norms in institutional environ-
ments, bring a flexible mechanism for the defini-
tion of legality and illegality in an artificial social 
environment, as its use eases the coordination of 
open MAS composed by heterogeneous agents, 
allowing for the adaptation of degrees of openness 
according to the context being modeled. 
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AbstrAct

The field of Multi-agent systems (MAS) has been an active area for many years due to the importance 
that agents have to many disciplines of research in computer science. MAS are open and dynamic sys-
tems where a number of autonomous software components, called agents, communicate and cooperate 
in order to achieve their goals. In such systems, trust plays an important role. There must be a way for 
an agent to make sure that it can trust another entity, which is a potential partner. Without trust, agents 
cannot cooperate effectively and without cooperation they cannot fulfill their goals. Many times, trust 
is based on reputation. It is an indication that we may trust someone. This important research area is 
investigated in this book chapter. We discuss main issues concerning reputation and trust in MAS. We 
present research efforts and give formalizations useful for understanding the two concepts. 

INtrODUctION

The technology of Multi-agent systems (MAS) 
offers a lot of advantages in computer science 
and more specifically in the domain of coopera-
tive problem solving. MAS are systems that host 

a number of autonomous software programs 
that are called agents. Agents act on behalf of 
their owners giving them access to information 
resources easily and efficiently. Users state their 
requirements and agents are responsible to fulfill 
them. Hence, MAS include many entities trying 
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to solve their problems that are beyond of their 
capabilities. For this reason, in many cases, agents 
must cooperate with others in order to find the 
appropriate information and services to achieve 
their goals. 

It is obvious that MAS are dynamic and 
distributed environments where agents may co-
operate and communicate with others in order to 
complete their tasks. A key challenge arises from 
this nature of  MAS. In such open systems, entities 
change their behavior dynamically. Thus, there 
is a requirement for trust between agents when 
they must exchange information Therefore, the 
basic question in such cases is: How and when 
can we trust an agent? Agents, in the majority of 
cases are selfish and their intentions and beliefs 
change continually. 

We try to address this dilemma throughout 
this chapter. Specifically, we cover the fields of 
reputation and trust in MAS. This is an active 
research area, which is very important due to 
the fact that these two concepts are used in com-
mercial applications. However, open issues exist 
in many cases, as it is difficult to characterize an 
agent as reliable or not. 

In our work, we try to provide a detailed over-
view of reputation and trust models highlighting 
their importance to open environments. Due to 
the abundance of the relevant models, only the 
basic characteristics of models are discussed. 
We discuss basic concepts concerning MAS, 
reputation and trust. Accordingly, we present 
efforts, formalizations, and models related to the 
mentioned concepts. Finally, we discuss about 
trust engineering issues and we present future 
challenges and our conclusions. 

bAckGrOUND

Multi-Agent systems (MAs)

Software agents and agency have been active 
research areas for many years due to their im-

portance in various domains. The Web and the 
recently emerged Semantic Web are the most ap-
propriate examples of such systems. In this section, 
basic characteristics of MAS are described. Our 
goal is to provide necessary knowledge about these 
systems and their requirements for security. 

With the rapid evolution of the Internet, 
Software agents are a very important research 
area in Computer Science. Software agents are 
components of software or hardware which are 
capable of acting on behalf of a user in order to 
accomplish tasks (Nwana, 1996). The owner of 
an agent may be a human or another computa-
tional entity. Tasks are requested by the owners 
of agents in order to fulfill their needs. There are 
different kinds of agents. One can meet informa-
tion agents that search for information sources, 
mobile agents that move from an environment 
to another, intelligent agents that can learn from 
their owners and the environment and so forth. 
For an extensive discussion of the different types 
of agents one can refer to Nwana (1996). 

In the most cases, agents must deal with 
complicated tasks that demand cooperation with 
others. A Multi-agent system (MAS) can be 
defined as a loosely coupled network of problem 
solvers that interact to solve problems that are 
beyond the individual capabilities or knowledge 
of each problem solver (Durfee & Lesser, 1989). 
In such systems agents can cooperate or compete 
with others to complete their tasks. We must note 
that such systems are open. An open system is 
one in which the structure of the system is ca-
pable of dynamically changing (Sycara, 1998). 
In open MAS, the basic components may change 
over time such as information sources or agents’ 
behaviors. From this point of view, it can be as-
sumed that in open MAS (Huynh, Jennings, & 
Shadbolt, 2006):

• Agents have different owners and for this 
reason they are selfish and may be unreli-
able; 
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• There is no knowledge about the environ-
ment in which agents must interact with 
each other; and

• There is no central authority that controls 
the agents.

The last point is important for the cooperation 
among agents. Cooperation is often presented as 
one of the key concepts which differentiates MAS 
from other systems (Doran, Franklin, Jennings, & 
Norman, 1997). Through cooperation agents are 
able to obtain the necessary information needed 
for their tasks. Of course, interactions are the key 
issue for the cooperation.

It is obvious that there is an increasing need 
for the definition of trustworthy entities. In an 
open environment like MAS, agents change their 
intentions, goals and behaviors continually thus 
rendering imperative the need to define meth-
ods based on which each agent can be enabled 
to recognize nontrustworthy entities. The most 
important thing in such cases is to find ways to 
acquire information related to others’ behavior. 
For example, an agent must communicate with 
the candidate partner or with others, in order to 
infer its trustworthiness. We describe methods 
to achieve this goal, and we give their basic 
characteristics. 

 
reputation in MAs

Reputation is an important factor in many re-
search fields. Especially in computer science, 
reputation mechanisms are used either in research 
efforts or in commercial applications. In MAS, 
agents have to interact with others in order to 
fulfil their owners’ needs for information. In such 
cases, reputation plays an important role. 

According to a dictionary “reputation is the 
state for a person of being held in high esteem 
and honour.” From a social point of view “repu-
tation is the general estimation that the public 
has for a person” (Wordnet, http://wordnet.
princeton.edu). 

In MAS, reputation refers to a perception that 
an agent has of the intentions and norms of another 
(Mui, Halberstadt, & Mohtashemi, 2002). This is 
critical for the cooperation among autonomous 
components in open environments, where the 
knowledge about the plans of others is limited. 

One can find a categorisation of reputation in 
Wang and Vassileva (2003). Authors distinguish 
reputation models as centralised or decentralised, 
according to who has the responsibility to derive 
a reputation value. It should be noted that authors 
consider that trust is elicited through reputation. 
Therefore, their categorisation concerns both 
reputation and trust models.

• Centralised. In centralised reputation and 
trust models, the system is responsible to 
collect ratings for agents and publish them. 
Through this procedure, all ratings are 
evident to all members of the community 
and there is little need for communication 
among agents. Also, an aggregation pro-
cedure is performed by the system. The 
aggregation procedure aims to combine 
the different opinions in a final reputation 
level. Centralised models are characterised 
by simplicity and are mainly encountered 
in the area of e-commerce, where the main 
transactions are between sellers and buy-
ers.

• Decentralized or Distributed. In de-
centralised systems there is not a central 
responsible authority and for this reason 
each agent develops its own reputation level 
for other community members. This means 
that there is an increased need for interac-
tions between agents. Through them, agents 
form a subjective trust in their potential 
partners. 

 Mui et al. (2002) discern reputation based 
on which experiences and ratings are taken into 
consideration, and through what procedure infor-
mation for the opponents is extracted. According 
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to authors, reputation models can be divided into 
the following:
• Individual Reputation. Individual reputa-

tion is the description of the reputation level 
of a simple entity by another. This level is 
computed based on actions and informa-
tion related to an agent and not a group of 
agents. 

• Group Reputation. Group reputation de-
picts the social dimension of reputation. In 
these models, reputation is a function of the 
aggregated ratings taken from a group of 
entities. Entities rate others having their own 
experiences. These ratings may be utilised 
to provide information to an agent, when it 
needs to cooperate with others.

• Direct Reputation. Direct reputation is 
based on straight experiences with an entity. 
Usually, these observations are taken by in-
teractions held between two entities. Direct 
reputation may be observed or encounter-
derived. We have observed reputation when 
feedbacks through direct experiences of oth-
ers consists a reference of the reputation of 
an agent. On the other hand, entities’ ratings, 
after an interaction with others, may affect 
the reputation level of an agent. In this case, 
we have encounter-derived reputation.

• Indirect Reputation. With the lack of 
direct experiences for an entity, reputation 
can be derived from information gathered 
indirectly. There are three basic models for 
indirect reputation. The first model uses 
prior beliefs that agents carry about their 
interactions with strangers while the second 
model takes into consideration the group that 
an agent belongs to. Finally, the third model 
uses the information taken about an agent 
from the entities in the environment.

trust in MAs

Trust is a common theme in computer science 
research, and refers to a range of different issues. It 

has important impact on domains such as security, 
e-commerce and Semantic Web. Trust is also an 
important concept for MAS. While in general trust 
refers to an aspect of the relationship of individu-
als, the concept has a completely different meaning 
depending on the context is used (Deriaz, 2006). 
Hence, trust has different meaning when we use 
it to characterize that humans’ actions are trusted 
or when an agent decides to rely on another in 
order to obtain some resources. 

Trust can be seen as the extent to which one 
entity intends to depend on somebody in a given 
situation (McKnight & Chervany, 1996). Trust 
can be defined as the belief that one can rely 
on someone else to accomplish a task. There is, 
however, a possibility that unfavourable issues can 
arise from interactions with a trusted person. 

In this point, we describe a list of trust cat-
egories found in the literature.

According to Ramchourn, Huynh, and Jen-
nings (2004) trust may be categorised, based on 
the part which decides the grade of trust, into 
the following:

• Individual Level Trust: Each agent decides 
which entity can be trusted based on its be-
liefs. These beliefs derive from interactions 
held between agents. Individual level trust 
can be further divided into:
a. Learning based. Agents may interact 

with each other many times before 
deciding to trust someone. From this 
procedure, useful conclusions can 
be derived for the potential partners. 
Through repeated games, agents are 
able to analyze their opponents’ moves 
in order to reach a conclusion. There 
are different kinds of metrics used in 
such models, as bi-stable values (good 
or bad) or fuzzy mechanisms with 
which one can decide to trust someone 
else for various acts.  

b. Reputation based. Reputation-based 
models use ratings from the members 
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of a community in order to derive a 
trust level. Important issues concern-
ing this type of trust are the collection 
of ratings, their aggregation and the 
diffusion of members’ opinions. First 
of all, an agent must collect ratings 
from the members of the community 
through the use of referrals. Referrals 
are the opinions of community mem-
bers about a certain entity. After that, 
he must use an aggregation method in 
order to extract a result. In this point, 
there are issues that can complicate the 
whole procedure, as the lying witness-
es or the absence of ratings. Finally, an 
important issue is the propagation of 
reputation in a community based on 
reputation scores that agents have for 
a set of other entities.

c. Socio-cognitive based. Contrary to 
previous types, where trust is comput-
ed taking into consideration the results 
and the components of interactions 
between agents, socio-cognitive-based 
trust is computed based on beliefs that 
an agent has for their opponents. These 
beliefs are: competence, willingness, 
persistence, and motivation belief. 

• System Level Trust: Agents are selfish com-
ponents which want to obtain as much profit 
as possible. For this reason, it is imperative 
to force them to follow some rules when 
interacting in the context of a system. This 
is the system level trust. In consequence, 
they will be trustworthy, thus minimizing 
the danger to interact with liars. System 
level trust can be further divided into: 
a. Truth-eliciting protocols. These pro-

tocols may be used to elicit trustworthy 
behaviour of an agent. Agents must 
conform to certain protocols’ steps in 
order to complete transactions in the 
system.

b. Reputation mechanisms develop-
ment. Reputation may be used in 
system level trust. There are rules 
posed by the system concerning the 
three key elements of reputation mod-
els (collection of ratings, aggregation 
and propagation). In such systems, the 
entities responsible to store ratings 
may be centralised or decentralised. 
All agents working in the system have 
access to these entities either to read 
ratings or to publish their own. 

c. Security mechanisms development. 
In these model types, a number of 
features are taken into consideration 
in order to provide a reliable security 
mechanism that ensures trust in sys-
tem entities. The essential elements 
that make an agent trustworthy can 
be identity proof, access permissions, 
content integrity and content privacy 
(Poslad, Calisti, & Charlton, 2002). 
Additionally, certificates may be used 
to provide a higher level of security. 
The system forces members to give 
the necessary information as for the 
aforementioned elements in order to 
have an acceptable degree of safety.

Artz and Gil (2006) note that there are two 
methods to derive trust: 

• Based on credentials. Credentials are ele-
ments that can be used to elicit information 
for an entity. A credential may be simple as 
a signature or complex relationships between 
elements in an open environment as the 
Semantic Web. For example, an agent may 
have an identifier with which may interact 
with others. This identifier may be used in 
a system to provide to an agent permissions 
or rights to work with specific information 
sources. An extensive review of systems 
that use credentials-based trust models is 
presented in Artz and Gil (2006). 
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• Based on Reputation. This model uses 
reputation to assign trust to members of 
a community. An agent utilizes personal 
experiences taken from interactions held 
between potential partners, and ratings 
from other members of the system. There 
are two ways to extract the trust level for 
an entity. One can rely on a central author-
ity to have access in reputation ratings or 
on himself. Few efforts in literature use 
the first method. The second one describes 
the decentralised model where each entity 
must develop methods for the aggregation 
of ratings taken from the community.

In Osman (2006), authors specify the differ-
ence between trusting an agent, and trusting an 
interaction. They provide a categorization and a 
specific connection with the categories presented 
in Ramchourn et al. (2004). Two new categories 
are presented:

• Local Deontic Level. It concerns the con-
straints and permissions that an agent must 
follow when interacting in a multi-agent 
system. Agents are dynamic components 
and their goals, intentions and plans change 
continually. This means that when they work 
in an open environment, they have obliga-
tions, permissions and prohibitions, posed by 
the system. Through this, the system defines 
a security level concerning the transactions 
held among the potential partners.

• Global Interaction Level. Apart from the 
internal deontic model of each agent, there 
is another interaction model that specifies 
the rules based on which interactions are 
held. Every agent must conform to these 
rules in order to gain access to interactions 
with others, useful for the completion of its 
goals. Specifically, the interaction model is 
a protocol that determines steps to carry out 
interactions.

Grandison and Sloman (2000) presented a set 
of trust classes which are:

• Provision Trust. It describes the trust that 
an entity may have to a service provider.

• Access Trust. It describes the trust that an 
entity may have for the purposes of access-
ing resources.

• Delegation Trust. It describes the trust that 
an entity may have to an agent that works 
on its behalf.

• Identity Trust. It describes the belief that 
an identity is as claimed.

• Context Trust. It describes that the relying 
entity has confidence in a system in which 
transactions are held. Moreover, each entity 
can rely on system, when problems may arise 
in transactions.

Finally, another categorisation found in Wang 
and Vassileva (2003) has already been presented, 
where trust quantification may be held either by a 
central authority or by each agent individually. 

A significant amount of work on trust has 
been performed in the area of Normative MAS 
(NMAS). NMAS is an extension of classical MAS 
which combines traditional MAS with norma-
tive systems where concepts such as obligations, 
commitments, permissions and rights are used to 
describe the behaviour of an entity (Boella, Van 
Der Torre, & Verhagen, 2006). Thus, every agent 
acting in a community has some obligations and 
commitments that should be fulfilled. In such 
systems, norms are defined to describe when the 
behaviour of an agent is acceptable. While the 
agent follows these norms its trust level increases 
in the community. In reverse, the agent’s trust 
level decreases when its actions do not conform 
to the specified rules of normal behaviour. These 
rules aim to force agents to do the right thing 
cooperating with others in the broader environ-
ment. However, norms can be violated for various 
reasons and thus there is a dynamic trust valuation 
(Boella & Van Der Torre, 2005). 
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IssUEs cONcErNING 
rEPUtAtION

Reputation level can be derived based on three 
elements: the experiences of the evaluator, the 
referrals of others and the combination of the 
experiences and the referrals (Josang et al., 
2006). There are methods that deal with all these 
three issues. Generally speaking, in MAS a set 
of agents A={a1, a2, …, an} want to interact with 
others in order to complete their goals. For each 
potential partner, every agent must calculate its 
reputation degree which is extracted through a 
reputation function:

Reputation_value=f(R, E, S)    (1)

where R represents ratings from other members 
of the community, E are the individual experi-
ences taken from direct interactions with the 
target entities, and S represents ratings retrieved 
from the system. 

The factor R is computed based on aggrega-
tion of ratings. Namely, there is an aggregation 
function which derives a final value from a set of 
witness agents WA={wa1, wa2, …, wam}. 

 
R=g(r1, r2, …, rm)    (2) 

where ri denotes the referrals of the ith witness 
agent. In literature, there are models that use 
only one of the above mentioned elements or a 
combination of them. As discussed below, every 
reputation model uses a function in order to cal-
culate the final result, which follows the general 
form depicted in (1). For example, an agent may 
be based only on direct experiences with the target 
agent, without paying attention to the ratings of 
others. In order to define efficiently final reputation 
value, a model must be based on a combination 
of the above mentioned features (e.g., referrals, 
the system’s ratings and direct interactions). The 
majority of systems in the literature follow this 
direction. Their difference is located to the form 

of the referred functions and the type of the com-
puted values. Hence, in all models we can find 
a reputation function that produces a value that 
can be either discrete (e.g., “Confident,” “Non-
Confident”) or continuous (represented through 
a real number). 

A short description of reputation models fol-
lows. Furthermore, we present our point of view 
related to their advantages and disadvantages.

simple Mathematical Models

They are the simplest models. In these models 
simple calculations are used in order to compute 
reputation values. For example, the system may 
store the number of positive and negative opinions 
for agents and compute the final score. If the posi-
tive opinions are P={p1, p2, …, pk} and the negative 
are N={n1, n2, …, nm} then the final score is:

| | | |Score P N= −      (3)

where |x| denotes the cardinality of set x. The 
higher the value of Score is the more reliable the 
agent is considered. For example, if an agent has 
received 10 positive and 2 negative referrals, it 
has a reputation degree of 8. This agent is more 
reliable than another that has a reputation degree 
of 5. However, these models do not take into con-
sideration the initial numbers from which the final 
result is computed. Let us examine an agent that 
may have received 100 positive and 90 negatives 
opinions. This means that the agent has approxi-
mately 47% negative opinions in the community. 
Nevertheless, this agent is more reliable than 
another with 10 positives and 1 negative referral 
(approximately 9% negative opinions). 

In order to cover these disadvantages, advanced 
mechanisms use a weighted sum to compute an 
average which shows the reputation level. These 
mechanisms use the information related to the 
ratings such as the age of each rating, the distance 
between rating and current reputation value, and 
so forth (Josang, Roslam, & Colin, 2006). 
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It should be noted that such systems do not 
take into consideration critical issues concern-
ing the selfish and dynamic nature of agents. It 
is possible that agents may form coalitions in 
order to exchange positive marks thus achieving 
better reputation scores. Furthermore, the simple 
mathematical models do not examine in depth the 
referrals retrieved from the community members 
in order to extract useful information about the 
behaviour of an agent. 

bayesian reputation systems

Bayesian systems are based on statistics. They 
compute reputation using the Beta probability 
density function. This function can be used to 
describe probability distributions of  binary events. 
For simplicity, we give only a short description 
of such systems. 

A Bayesian reputation system takes binary rat-
ings and uses the a priori reputation score and the 
current ratings to compute the a posteriori result 
(Josang & Ismail, 2002; Mui, Mohtashemi, Ang, 
Szolovtis, & Halberstadt, 2001; Whitby, Josang, 
& Indulska, 2004). In agent systems, we can 
describe the behaviour of an agent as “Honest” 
vs “Dishonest,” or as “Reliable” vs “Unreliable” 
which constitute binary events. If, for one agent, 
there are x positive and y negative observations, 
then the reputation score can be computed as 
follows:

α=x+1, β=y+1 with x,y≥ 0    (4)

the probability expectation value is:

E(p) = +      (5)

for the Beta distribution, which can be expressed 
as:

B(p|α,β) = 1 1( ) (1 )
( ) ( )

p p− −Γ +
⋅ −

Γ ⋅Γ   (6)

where p∈[0..1], α,β>0, p≠ 1 when b<1 and p≠
0 when a<1.

When the a priori probability does not exist, 
then we consider α=1 and β=1. From this func-
tion, each agent can compute the possibility that 
a potential partner is reliable based on previous 
values of reputation. For example, if the expecta-
tion value E(p) has a score of 0.9 means that the 
most likely value of positive outcomes in the future 
is 0.9, but the actual outcomes are uncertain.

Bayesian models give a computational theo-
retical framework for the reputation score good 
for autonomous computational entities as agents 
are. It is an efficient mechanism to combine evi-
dences. An entity must keep track of the outcomes 
of others and compute the reliability possibility 
through the above referred functions. A full 
description of a system representative of this 
kind of model can be found in Josang and Ismail 
(2002). However, these models are complicated 
due to the calculations that must be performed 
in order to derive a final reputation value. Also, 
the definition of a priori probability used for the 
calculations is necessary. The probability value is 
important for these models and must be derived 
by a subjective method. 

social Networks

Social networks are originated in sociology. Social 
networks can be represented as graphs that depict 
relations between members of a community. Social 
networks analysis emerged as a set of methods 
for the analysis of social structures (Sabater & 
Sierra, 2002). In MAS, agents must retrieve data 
concerning the relation among the members of 
the system in order to decide the reputation level 
of a potential partner. However, it is difficult to 
use methods taken from sociology in order to 
poll information for the network architecture. For 
example, sociologists use methods as the opinion 
poll or interviews. In cases where autonomous 
computational components are the nodes of a 
social network, more “computational” ways must 
be found to extract the necessary information. 
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The procedure that agents adopt for building 
the network is critical for the success of such 
systems. They must describe as much relational 
data as they can in order to have a significant 
view of the system. We must also note, that these 
networks change dynamically due to the open 
nature of MAS. Agents may enter or leave at 
every time and, moreover, may alter their goals, 
behaviours and intentions. 

Generally speaking, in systems based on social 
networks there is a set A={a1, a2, a3, …, an} of 
agents that want to obtain information from oth-
ers in order to complete their goals. Each agent 
builds a social network G={d1, d2, …, dn}, with 
nodes di representing the members of the system. 
Edges that connect nodes show a relation between 
them. For example, edge ei,j denotes that there is 
a relation among nodes i and j. Next, it finds its 
potential partners and tries to collect information 
about them. It may be based on referrals or on the 
system or on a combination of them. Referrals are 
taken from other members that have interaction 
history with the target agents, and after a care-
ful selection. These referrals must be aggregated 
in order to extract a final value through which 
reputation is computed. 

Three critical factors must be taken into ac-
count: the possibility that agents may tell lies, the 
possibility that agents may conceal information 
about others and the careful selection of refer-
ral agents. In these cases, social networks may 
be constructed based on false values as for the 
reputation degree of each member. Also, there 
are cases in which agents ally with others and 
for this reason may hide the bad reputation that 
an examined agent acquired. A method to allevi-
ate the problem of lying in MAS is presented in 
Schillo, Funk, and Rovatsos (2000).

As mentioned above, in MAS social networks 
agents appear as nodes and their relationships as 
edges. Each edge has a value which represents 
the weight of the relationship between the two 
connected agents. After the graph creation, the 
construction of the network and the computation 

of reputation follow. Such computation is based 
on the weights assigned to edges. An extensive 
survey on reputation mechanisms based on so-
cial networks can be found in Ramchourn et al. 
(2004). 

In this point, we present two simple examples 
of social networks models. A first example of such 
model is presented in Pujol and Sanguesa (2002). 
Authors describe an algorithm which is named 
NodeRanking and is used to extract a reputation 
value for members in a community. Its main 
idea is that every node and, respectively, agents 
have an authority degree which is an importance 
measure. For example, the authority of a node x 
is computed as a function of the total measure of 
authority presented in the network and the author-
ity of the nodes pointing in x. The main rationale 
is that if a node has a lot of edges pointing to 
it, this means that the node is important in the 
community because this means that it cooper-
ates with many other members. Another critical 
issue is that every authority value is propagated 
through the out-edges. The reputation value is 
computed based on the authority value of each 
node, taking into consideration the importance 
and hence the number of agents that are related 
to the examined entity. 

Another system that uses social information in 
order to compute reputation is REGRET (Sabater 
& Sierra, 2002). Reputation in REGRET has three 
dimensions, the individual, the social—according 
to the source of the information used to extract a 
reputation value—and the ontological dimension, 
which helps to transfer the reputation between 
related contexts. While the individual dimen-
sion takes into consideration the results of direct 
interactions between potential partners, the social 
dimension utilizes information taken from the 
other members of the community. In the second 
dimension of reputation, agents may use witnesses 
from others or consider neighbourhood reputation. 
Furthermore, the system assigns a reputation level 
to every role defined in it. Hence, agents that have 
a specific role in the system inherit the reputation 
level assigned to the role. 



  ���

How Can We Trust Agents in Multi-Agent Environments?

System reputation is the easiest to compute 
but is dangerous because a role held by an agent 
does not convey information about its intentions. 
In the REGRET system, reputation is combined 
with a domain and calculated using a table in 
which rows are the potential roles and columns 
are the reputation types. More complicated are 
the remaining two methods. Witnesses reputation 
uses the referrals of others in order to establish a 
reputation level. REGRET gives the opportunity to 
an agent to define a set of witnesses and aggregate 
their referrals based on fuzzy rules. Of course, 
witnesses are entities that have interacted in the 
past with the target agent and they are taken into 
account based on the same event, if it is possible. 
Neighbourhood reputation is not related to the 
physical location of the agents but to the links 
created by interactions. These interactions and 
the relations between agents are very useful to 
compute reputation level for a target agent. Fuzzy 
rules are also used in this case.

 
belief theory Models

Belief theory characterizes the remaining of 
the subtraction between 1 and the summary of 
the possibilities of the all possible outcomes, as 
uncertainty. In these models, agents use their 
beliefs about the behaviour of another entity. In 
Yu and Singh (2002), authors propose the use of 
Dempster-Shafer theory (Dempster, 1968; Shafer, 
1976) for the computation of reputation degree. 
There are two kinds of belief in their model: Lo-
cal and Total. Local belief is obtained from direct 
interactions with the target agent and Total belief 
is extracted from the opinions of others combined 
with local belief. Witnesses from others are nec-
essary when interactions are not available. Each 
agent models the information from others using 
belief functions. There are two outcomes related 
to the reliability of an agent: Trustworthy or Not 
Trustworthy, each of them has a belief value m(T) 
and m(¬  T) respectively, taken from the cor-
respondent belief function. The reputation score 
for an agent A is:

Γ(A)=βΑ({ΤΑ})-βΑ({¬ΤΑ})    (7)

where βΑ is the cumulative belief result computed 
using the testimonies from a set of L neighbor-
hoods. When no testimonies are available, then 
the reputation score is 0. Also, authors present the 
reputation value of a set of K agents, which is:

Group_Reputation = 
[1.. ]

1 ( )i
i K

A
K ∈

Γ∑   (8)

These models are able to exhibit the beliefs of 
agents, accumulated from past experiences or 
others, in functions that combine them and pro-
duce the final result. However, the definition of a 
threshold value is critical. This threshold defines 
when an agent may be characterized as trustwor-
thy or not. Moreover, the assumption of only two 
possible outcomes limits the model.

Fuzzy Models

Fuzzy models try to catch the subjective point 
of view of an agent related to another member 
of a community. In these models, reputation is 
presented through linguistic fuzzy values in con-
trast to other models in which common reputation 
levels are defined by means of real numbers. For 
example an agent may be characterised as “reli-
able” or “not reliable.” Fuzzy logic (Zadeh, 1989) 
is very important because it provides reasoning 
techniques for the extraction procedure. Rules 
may have the next form:

IF andecent THEN consequent   

where andecent is represented with fuzzy sets. 
Fuzzy logic techniques depend on subjective 

criteria that may lead an agent to cooperate based 
on its thoughts about others. This means that if an 
agent has very optimistic views of the community 
he may rely on others that have bad intentions. 

In Rubiera, Molina Lopez, and Muro (2001) a 
method for the computation of reputation based on 
a fuzzy model is presented. Each agent retrieves 
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opinions only from entities that are highly ap-
preciated. Based on their answers it computes a 
value that is extracted from a fuzzy set according 
to its point of view. The result is the weight of an 
agent’s opinion. Furthemore, there is interest on 
combination of the new and the old reputation 
values. The old reputation score of the candidate 
partner is taken into consideration and, hence, 
the final result is the average of two fuzzy values: 
the old and the new one. The agent is responsible 
to decide on defection. Usually, if a threshold is 
reached, cooperation is held. 

Another system that relies on fuzzy rules is 
REGRET, which was briefly described in the 
previous section.

role-based reputation

In some models, reputation can be seen as a value 
of a role fulfilment. A role is a set of obligations 
and actions that an entity has in the community. 
If an agent acts and behaves as a role dictates, 
then it has the reputation level that this role of-
fers. In Carter and Ghorbani (2004) a framework 
for the role fulfilment measurement is presented. 
Three roles are investigated: The Assistant, the 
Provider and the Citizen. A general overview 
of how measurements take place in each role is 
given by the authors. In order to compute the final 
value of reputation, authors examine the satisfac-
tion degree of each role for a specific entity and 
combine these partial results. The reputation is 
a weighted sum of each value that reflects the 
fulfilment of each role. 

The main problem with these models is that 
they do not examine in depth the intentions that 
agents have. Meeting the requirements of a role 
by an agent does not mean that the agent will not 
change its behaviour. 

Unfair ratings: Deception

As mentioned above in distributed reputation 
models, when a central authority is absent each 

agent that wants to cooperate with others must 
collect ratings from the environment in order to 
decide the reputation degree of an entity. In these 
cases important issues are:

• The possibility that some agents provide 
unfair ratings for others. These ratings may 
be unfairly positive or unfairly negative 
(Dellarocas, 2000).

• The possibility that an agent deludes oth-
ers.

According to Whitby et al. (2004), methods 
of avoiding unfair ratings are divided into endog-
enous and exogenous. 

Endogenous methods are based on the statisti-
cal analysis of the rating values. They can give 
or exclude ratings that are possible to be unfair. 
Classical examples of this kind of systems are 
Bayesian reputation systems. Authors describe an 
algorithm that filters unfair ratings in a Bayesian 
model. Exogenous methods are based on factors 
that are related to external elements such as the 
reputation of the witness. The main idea is that an 
entity with low reputation is likely to give unfair 
ratings and vice versa. In the relevant literature, 
one can find a lot of works falling in the afore-
mentioned categories.

Another algorithm for the detection of decep-
tive agents is proposed in Yu and Singh (2003). 
This method uses exogenous characteristics of the 
witnesses as we presented above. The algorithm 
assigns weights to witnesses and makes a predic-
tion based on the weighted sum of their ratings. 
The second idea is to tune these weights when a 
prediction fails. In this case, the weight of suc-
cessful witnesses is increased and the weight for 
the unsuccessful is decreased. We must note that 
the ratings that an agent takes are belief functions 
and for this reason the algorithm maps belief 
functions to probabilities in order to be able to 
compute and update the weights of each witness. 
Moreover, authors study the number of witnesses 
and its effect to the system’s prediction values.
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IssUEs cONcErNING trUst

Trust is usually researched in the security domain. 
The main reason is that these two concepts are 
related, but they have different orientations. How-
ever, trust and security provide protection against 
malicious components. In this sense, trust can be 
considered as a soft security mechanism. This 
term first appeared in Rasmusson and Jansson 
(1996). Authors discern hard and soft security 
mechanisms. Hard tools are authentication, cryp-
tography, and so forth, and soft tools are those 
that take into consideration social control issues, 
as they are trust and reputation.

In MAS, trust plays an important role because 
agents need to cooperate with other members of 
the community. The importance of trust in MAS 
is shown in Castelfranchi and Falcone (1998). 
Critical questions arise such as: When can I trust 
another entity? Which entity is trustworthy? 
What are the elements that can be used in order 
to conclude a trust level? What methods should be 
used to conclude trust level? Such questions are 
addressed in the fourth section of our chapter.

Discussion

The main differences between trust and reputa-
tion are: 

a. Usually, trust is a score that reflects the 
subjective view of an entity from another, 
whereas reputation is a score that reflects 
the view of the community. 

b. In trust systems, transitivity is considered 
explicitly while in reputation systems is seen 
implicitly (Wang, Hori, & Sakurai, 2006).

 
The common element between the two con-

cepts is that both of them try to help someone 
that wants to find trustworthy partners to achieve 
its goals through cooperation. However, trust is 
more complicated concept that involves many 
parameters. For this reason, it is very difficult to 
assign a strict definition to trust. 

As mentioned above, trust is a subjective 
view of an entity. It is based on some beliefs 
that an entity has for another, but it is not clear 
where such beliefs originated. This means that 
an agent may be reliable only for a set of other 
agents and not for all of them. The level of trust 
is also depended on the context in which it is 
being studied. For example, an agent may be 
trustworthy when providing information but it 
is nontrustworthy when selling products. These 
two factors are basic to open systems and must 
be taken into consideration. Moreover, trust is 
dynamic. An agent may consider another entity 
as reliable in a specific time but its opinion may 
change accordingly based on the behaviour of 
the target entity. 

The simplest form of trust is centralized. In 
such systems, there is a central authority that keeps 
the trust level of entities who rate each other after 
every transaction. Soft mathematical calculations 
are held to provide the final result. It is a scheme 
that must take into account issues concerning 
lying entities or unfair ratings. Also, there must 
be a high security level to prevent violations in 
central database where ratings are kept. On the 
other hand, decentralized trust models are com-
plex and require effort from the side of each entity 
that tries to find partners. In such systems, critical 
issues are the storage of trust values, the location 
of witnesses and the inference procedure. 

In general, a trust function has the following 
parameters: the beliefs of the examiner (B), the 
reputation of the examinee (R), previous trust 
values (P) and the context (C). 

Trust_value=f(B, R, P, C)      (9)

An interesting value is B. B may be extracted 
from direct experiences through communication 
or past experiences with the target entity. It may 
be a positive or a negative belief. Relation (9) 
concerns a general function form. As we discuss 
in the following paragraphs all the described 
models use a function that follows this general 
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form and takes into consideration one or more 
values from B, R, P or C.

The result of the referred function may be 
discrete or continuous values. For example, in 
discrete models, as fuzzy models are, a trust-
worthy behaviour may be characterized as “Very 
Trustworthy,” “Trustworthy,” “Untrustworthy,” or 
“Very untrustworthy,” for direct trust between two 
entities, or “Very good,” “Good,” “Bad,” or “Very 
bad” for recommender trust (Abdul-Rahman & 
Hailes, 2000). Either discrete or continuous, the 
final trust value reflects a confidence over the 
knowledge we have about an entity.

Trust mechanisms vary from these that use 
simple computations to those that use more com-
plicated characteristics of the entities involved in 
such situations. However, the common procedure 
among them is that they map a set of features to 
trust information. In the following paragraphs, we 
give a description of some important categories 
of trust and examples of each one. 

A key issue concerning trust is its dynamic 
nature. Trust evolves over time as entities coop-
erate with others. For this reason, it is critical to 
define a trust update procedure. Especially in open 
environments like MAS, where goals, intentions 
and beliefs of each agent change continually, 
there is a need for dynamic adaptation of the 
trust level. This means that in every model that 
is used to compute trust, developers must take 
into consideration how trust levels evolve over 
time and transactions. The evolution of trust may 
be based on the experiences of the trustor or on 
new information taken from other members of 
the community. 

In conclusion, in the computing trust proce-
dure, the phases that an agent may handle are: 

a. Trust Discovery Phase (TDP);
b. Trust Aggregation Phase (TAP); and
c. Trust Evolution Phase (TEP).

In TDP, each agent tries to find the appropri-
ate sources for referrals and may communicate 

with the target agents in order to elicit useful 
information about their behaviour. In this phase 
it is important to have mechanisms to identify 
if a group of agents have formed a coalition and 
share good referrals among them. In TAP, the most 
important issue is to use an appropriate aggrega-
tion function in order to derive the final value of 
trust. This function may take into consideration 
the results of direct experiences and of course the 
referrals of peers. Finally, the TEP is a continuous 
procedure through which an initial trust level is 
evolving over time based on observations. Its great 
importance relies on the dynamic nature of MAS. 
If an agent is trusted in a specific time this does 
not mean it is to be trusted forever. Agents are 
selfish and may change their behaviour without 
warning or may ally with others. 

trust Propagation

MAS can be viewed as graphs where their agents 
are represented by nodes. Edges consist of their 
relationship in the community and weights rep-
resent the trust value between the two connected 
nodes. Graphs may be used to transfer trust in-
formation among members. Every agent trusts 
some others in the network. Estimated trust belief 
is derived through the trust network based on 
inferences while expected trust belief is the ideal 
target (Ding, Kolari, Ganjugante, Finin, & Joshi, 
2004). It is very difficult to achieve the expected 
trust belief due to the lack of global knowledge 
of the community and its members. As the trust 
network evolves over time and more information 
is gathered from the agents, the ultimate goal is 
gradually approached. 

Propagation of trust is very important in such 
networks because it gives the opportunity to derive 
beliefs about agents through the combination of 
values taken from multiple sources. The most 
common method for trust propagation is referrals. 
Referrals have been investigated in reputation 
mechanisms (see Section “Issues Concerning 
Reputation”). An agent, having collected opinions 
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from a set of peers, needs an aggregation method 
in order to define the final estimated value of trust. 
Through this procedure, trust information can be 
propagated over the network. Additionally, we 
must take into consideration that agents may ally 
with others and give positive recommendations for 
their allies. However, when an agent establishes 
trust based on recommendations from others, this 
trust value cannot be greater than the trust value 
between the agent and the recommender, and 
neither the trust value between the recommender 
and the target agent (Lindsay, Yu, Han, & Ray 
Liu, 2006). Another effort on trust propagation 
is discussed in Guha, Kumar, Raghavan, and 
Tomkins (2004).

simple trust Models

Simple trust models try to determine relations 
that depict the behaviour of an entity as a function 
of positive and negative opinions. The simplest 
form, found in Deriaz (2006), is:

Trust_score =     (10)

 
| |

| | | |
Positive Ratings

Positive Ratings Negative Ratings+    

where |Positive Ratings| and |Negative Ratings| 
represent the number of positive and negative 
ratings, respectively. 

Whenever an certain agent has only positive 
ratings and no negatives, then the trust score is 
equal to 1. Therefore, Trust_score can take values 
ranging from 0 to 1. An extension to this model 
that take into consideration the time in which these 
ratings are provided gives more efficient trust com-
putation because it can exclude obsolete ratings. 
Furthermore, trust can be computed if we scale 
recent events. Accordingly, if in Deriaz’s model 
we set a=b=c=1, which are the default values of 
parameters a, b, c, then the following holds:

       (11)_
| | (1 )

| | (1 ) | | (1 )
p

p n

Trust score
PosRatings A

PosRatings NegRatings B

=
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      (12)
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      (13)

and δp, δn are the statistical variance of the posi-
tive and negative outcomes, T is the current time, 
poi, pni are positive and negative rating received 
at time i, |PosRatings| and |NegRatings| are the 
cardinality of positive and negative ratings, re-
spectively. 

The disadvantage of this mechanism is that it 
does not take into account the context in which 
these ratings were made. The above forms deal 
with the positive and the negative opinions without 
separating them into the context fields for which 
ratings are formulated. Furthermore, the model 
does not notice cases where entities may ally with 
others in order to elicit positive outcomes or the 
case that an entity is neutral to another. 

Entropy-based & Probability-based 
trust Model

In this section, we present two models of trust 
based on the work reported in Lindsay et al. 
(2006). Authors, influenced by information 
theory, present Entropy-based and probability-
based trust. The trust relationship between two 
entities is represented by T(S,A,AC), where S is 
the subject which examines the trust level of the 
agent A for an action AC. Similarly, the prob-
ability that and agent A will perform the action 
AC in the subject’s S point of view is represented 
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by P(S,A,AC). The entropy based value of trust 
is calculated as follows:

T(S,A,AC) =      (14)

2 2

2 2

1 log ( ) (1 ) log (1 ) 0.5 1
log ( ) (1 ) log (1 ) 1 0 0.5
p p p p p

p p p p p
+ ⋅ + − ⋅ − ≤ ≤

− ⋅ − − ⋅ − + ≤ <

where 

p = P(S,A,AC)      (15)

The final trust value is a real number in the in-
terval [-1,1]. Some important examples that show 
the trust level of an agent are:

1 1
0 1

0.5 0

Subject trusts the agent p and T
C Subject distrusts the agent the most p and T

Subject has no trust p and T

= =
= = = −
 = =

  

      (16)

In general, the following holds:

0 [0..0,5)
( , , ) 0 (0,5..1]

0 0,5

when p
T S A AC when p

when p

< ∈
= > ∈
= =   (17)

We should note that the probability P(S,A,AC) 
represents the view of a specific subject which 
means that different agents have different opinions 
about a target agent. 

The entropy-based model depends on the 
trust value described above. Especially for the 
propagation of trust, a simple product is used 
where the two factors are the recommendation 
value of another agent multiplied by the trust 
value of the recommender. For multipath recom-
mendations, the final result is the weighted sum 
of each recommendation. In the probability-based 
model, the probability that an agent will perform 
the specific tasks combined with the probability 
that a recommender make correct recommenda-
tions is adjusted. 

reputation-based trust Models

Reputation based trust models are used in dis-
tributed systems where there is little information 
on the overall network. If an entity has a high 
reputation level in a community then others may 
trust it more easily than another that has lower 
reputation value. For the computation of trust, an 
agent depends on opinions of a set of community 
members. Important issues in these cases are the 
collection method of ratings and the aggregation 
procedure. It should be reminded that trust is a 
concept derived from direct interactions between 
two entities, while reputation is the view of a 
member from the community side. 

Reputation-based models rely on methods 
that give the opportunity to an entity to gather 
referrals from other members and apply an ag-
gregation function in order to calculate the final 
value of trust. It is wiser to combine these results 
with values obtained from direct experiences. In 
Ramchourn et al. (2004), authors give an exten-
sive review describing methods for the retrieval 
of ratings and the aggregation procedure from a 
social network point of view. 

Reputation models are discussed in previous 
section.

 
bayesian Network trust Models

A Bayesian network is a network where probability 
relationships of some entities are presented (Ben-
Gal, 2007). The final trust value is represented by 
the root of the network and leafs are the sources 
in which the beliefs of the examiner are based. A 
formalization of Bayesian trust networks is given 
in Melaye and Demazeau (2005). Each agent forms 
its basic beliefs investigating a number of belief 
sources. We have:

Basic_Beliefi=f(Bi1, Bi2, …, BiN)    (18)

where i∈[1..number_of_basic_beliefs] and N are 
the number of belief sources. An important point 
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is that the function f is depended on conditional 
probabilities, which means that a tree node may 
be more influential than another. Each trust 
component is associated with a probability of 
satisfaction. Accordingly, the final trust value is 
calculated as follows:

Trust_value=g(BB1, BB2, …, BBN)   (19)

where BBi is the i-th basic belief taken from (18). 
It is obvious that in such cases a bottom-up ap-
proach is adopted, starting from the belief sources 
and concluding with the final result. 

Another representative example is shown in 
Wang and Vassileva (2003). Each agent builds 
a Bayesian network for every potential partner. 
Each network has a root with two values. The first 
represents the satisfaction level while the second 
the nonsatisfaction degree. The satisfaction level 
is derived from the number of the successful 
interactions divided by the total number of inter-
actions. The leaf nodes in the network represent 
the different capabilities that potential partners 
have. In this model, the recommendations of other 
agents are taken into consideration. 

belief and Fuzzy Models

In belief models, we meet methods that use the 
beliefs of an agent that another entity is trust-
worthy or not. In belief theory, each opinion 
may be represented as a triplet (belief, disbelief, 
uncertainty). The sum of probabilities of these 
three values is 1:

belief+disbelief+uncertainty=1    (20)

Agents use their and others’ beliefs in order to 
extract the final score. This score is computed 
through the use of belief theory and consists of a 
subjective certainty of the pertinent beliefs. An 
example of a belief trust model one can be found 
in Josang (1999, 2001). Josang names his trust 
model “subjective logic” and combines belief 

theory with Bayesian probabilities. The forms 
used for this purpose are:

belief = 2
p

p n+ +     (21)

disbelief = 2
n

p n+ +     (22)

uncertainty = 
2

2p n+ +     (23)

where p and n are the positive and negative ratings, 
respectively. These two parameters are also used in 
the beta probability density function (see Section 
titled “Bayesian Reputation Systems”). For the 
combination of beliefs, external or internal, an ag-
gregation function is used. “Majority consensus” 
functions are well-known for handling beliefs with 
discrete values while numerical functions are more 
appropriate for handing beliefs with continuous 
values (Ding et al., 2004). The authors in Josang 
(1999, 2001) use operators for the combination of 
opinions that are not based on Dempster-Shaffer 
theory as Yu and Singh do (2002).

In fuzzy models trust and reputation are de-
scribed with linguistic fuzzy values. Reasoning 
is used in order to achieve the definition of a trust 
level. The most important and completed example 
is the system REGRET, which is described in the 
“Social Networks” section.

role-based trust

These models are based on the notion of role and 
its assigned permissions to operate in a system. 
Hence, credentials are used to define access to a 
system such as identity, authentication, and so 
forth. Thus, an entity can be uniquely identified by 
the system and can obtain a specific role. Roles are 
used to give information about an entity. The key 
is the trust management mechanism that employs 
different languages and engines for reasoning on 
rules for trust establishment. It is a model used in 
access control systems and tries to determine the 
trust level of an entity based on credentials and 
security policies. A framework based on roles is 
presented in Li and Mitchell (2003). 
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rEPUtAtION AND trUst 
ENGINEErING

Modeling trust requirements is the most important 
issue in developing efficient systems. Especially 
in cases where open systems are examined (e.g., 
MAS), this feature receives more attention. This 
section of our work aims to show the basic elements 
in which a requirements engineering procedure 
must be based. 

As mentioned, MAS are open systems with 
members that change their behaviours continually. 
They are characterized by openness, heterogene-
ity, and dynamic character. Selfish agents try to 
locate partners in order to achieve their goals. 
Main issues that must be taken into consideration 
in MAS are:

• Agents’ identity. Each autonomous com-
ponent that interacts in a system should 
have a unique name and should be able to 
prove its identity. Identity is a requirement 
when agents communicate with others, 
because it shows to the potential partner 
that the component is a registered user of 
the system. Of course, a critical issue is the 
administration of the names. For example, an 
agent having bad reputation in a community 
may change its name in order to avoid the 
consequences. 

• Agents’ communication. Agents’ com-
munication is also important. Developers of 
MAS should introduce standards for com-
munication. A security policy is necessary 
in order to avoid problems in the exchange 
of messages. Corrupted messages should be 
recognised by the recipients. Mechanisms 
that can be use for safe communication 
are authentication, cryptography, and so 
forth.

• Agents’ context. The context in which each 
agent is activated should be defined. Mecha-
nisms that take the context into consideration 
should be developed. This could provide 
efficiency in the cooperation procedure.

• Agents’ behaviour. Agents’ behaviour 
should be observed by the interested mem-
bers and from the system. It is imperative to 
have the opportunity to observe and recog-
nize bad or good behaviours in the system. 
Based on behaviour, trust is developed and 
members obtain a high reputation value in 
the community. Constructive trust must be 
promoted through the observation of interac-
tions of an agent in the society. Also, from 
the systems’ point of view, mechanisms 
that “punish” bad behaviours should be 
developed. 

In Wong and Sycara (1999), the authors pres-
ent a number of possible threats in MAS and 
their potential solutions. The basic threats that 
MAS may meet are related to corrupted naming 
of agents, insecure communication channels, 
insecure delegation and lack of accountability. 
Synoptically, the proposed solutions are:

• The use of trusted agent name servers and 
matchmakers.

• The provision of methods for the unique 
identification of each agent and proofs for 
their identifications.

• Secure the communication channels through 
the authentication of messages.

• Force agents to prove their owners.
• The provision of methods through which 

owners of the agents may be liable for their 
actions.

Authors give a full description of these solu-
tions and explain the mechanisms with which 
these goals will be achievable.

A methodology for agent-based software 
development is described in Giorgini, Massacci, 
and Zannone (2005) and Giorgini, Mouratidis, 
and Zannone (2007). In TROPOS there are 
phases through which the trust establishment is 
feasible. The first phase is the requirement phase. 
In this stage, the functional and the nonfunctional 
requirements are determined in two subphases: 
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the early requirements phase and the late re-
quirements phase. The key concepts in secure 
TROPOS are:

• Actor. It is an entity that represents a physi-
cal or software agent as well as a role or 
position, having its goals and intentions.

• Goal. Represents actors’ interests that they 
wish to accomplish.

• Plan. It concerns a number of steps targeting 
to achieve a goal.

• Resource. It is a physical or an information 
entity.

• Dependency. Indicates that an actor depends 
on some other entity in order to complete 
their goals.

Accordingly, in TROPOS four new relation-
ships are defined, which are: Ownership which 
indicates that an actor has a goal, provisioning 
which is the capability of an actor to achieve a goal 
or to have a plan or to provide some information, 
trust which indicates the belief of an actor that 
another entity will perform some task according 
to their goals and plans and delegation which 
shows that an actor delegates to some other to 
achieve its goals. 

In TROPOS methodology, basic operations 
are:

• The definition of the actor’s model and the 
dependency model. The essential actors 
should be recognised as well as the depen-
dencies among them from the point of view 
of achieving their goals. 

• The trust and delegation models. They de-
termine the relationships between actors. 

• The goal and plan models. Such models 
identify, from the viewpoint of actors, goals 
and plans that are necessary to achieve 
(sub)goals. Moreover, the resources needed 
to this procedure are recognised. 

An extension to classic TROPOS is the secu-
rity constraint modeling, which involves security 
constraints posed by the actors and the system. 
The architectural design development process for 
this extension relies on the following:

1. Secure Architectural style model.
2. Actor model, Goal/plan model, and security 

constraint model.
3. Capability and secure capability model.
4. Agent model.

In this chapter, due to the space constraints, 
we have presented only a short description of the 
TROPOS methodology. For a full discussion the 
interested reader should refer to the Giorgini et 
al. (2005, 2007).

FUtUrE DIrEctIONs

Reputation and trust are important concepts in 
today’s dynamic systems. However, there are some 
open issues that must be addressed in order to 
develop efficient methods for adoption in MAS. 

First of all, for the construction of a theo-
retical framework that covers all the aspects of 
reputation and trust generation, manipulation and 
propagation is necessary. This model will set basic 
specifications in which developers may be based 
on, in order to construct efficient and productive 
systems. Such a framework will set the essen-
tials that will allow the comparison of existing 
models. Today, this comparison is very difficult 
to accomplish, because the existing models come 
from specific domains and they are not based on 
a common theoretical framework. 

The social network dimension in MAS presents 
new opportunities in reputation and trust man-
agement. However, it must be validated in real 
applications in order to discover its advantages 
and disadvantages. In social networks, there is an 
extensive need to deal with problems related to 
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strategic lying and strategic coalition formation. 
This domain must be further studied in order to 
produce effective methods to deal with. Moreo-
ver, there is a need to define basic mechanisms 
through which opinions of members can be 
stored and secured in order to provide a higher 
security level.

Interactions of agents are held in a system under 
specific context. Context must be taken into con-
sideration when defining the trust and reputation 
level of an entity. To the best of our knowledge, 
only a few works deal with this issue. Additionally, 
concern should be posed in trust propagation in 
specific contexts. Propagation allows the building 
of relations between all the agents communicating 
in a system. New methods for propagation should 
be developed with regard to the combination of 
the aforementioned models such as statistical 
functions, belief and fuzzy theory.

cONcLUsION

This chapter introduces the reader to the domain 
of reputation and trust in Multi-agent systems. It 
presents the existing reputation and trust quan-
tification methods that are used in commercial 
and research applications. We show the impor-
tance of these two concepts especially in open 
systems where control over the actions of agents 
is limited. Also, the environment, where agents 
act, may change at any time due to the nature 
of the involved entities, which are autonomous 
components trying to serve their owners. For this 
reason, they are selfish and change their behavior 
subject to new conditions. A lot of models have 
been proposed for reputation and trust extraction 
in specific domains. We shortly present the most 
important of them, giving their basic charac-
teristics. Certain models are very simple, while 
others are more sophisticated and utilize statisti-
cal functions, belief or fuzzy theory. Finally, we 
discuss key contribution in the domain of trust 
and reputation engineering. It is a critical field that 

leads to more efficient and productive systems. 
The engineering process must drive developers 
to construct systems that pay special attention 
to issues that ensure secure communication and 
fair ratings for all. 

Reputation and trust will play an important 
role in future systems. Such concepts will be 
extensively adopted and used for gaining access 
to information sources in open environments like 
MAS and the Semantic Web.
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AbstrAct

The concept of autonomy is one of the central concepts in distributed computational systems, and in 
multi-agent systems in particular. With diverse implications in philosophy, social sciences and the theory 
of computation, autonomy is a rather complicated and somewhat vague notion. Most researchers do 
not discuss the details of this concept, but rather assume a general, common-sense understanding of 
autonomy in the context of computational multi-agent systems. In this chapter, we will review the exist-
ing definitions and formalisms related to the notion of autonomy. We re-introduce two concepts: relative 
autonomy and absolute autonomy. We argue that even though the concept of absolute autonomy does 
not make sense in computational settings, it is useful if treated as an assumed property of computational 
units. For example, the concept of autonomous agents facilitates more flexible and robust architectures. 
We adopt and discuss a new formalism based on results from the study of massively parallel multi-agent 
systems in the context of Evolvable Virtual Machines. We also present the architecture for building such 
architectures based on our multi-agent system KEA, where we use an extended notion of dynamic and 
flexibly linking. We augment our work with theoretical results from chemical abstract machine algebra 
for concurrent and asynchronous information processing systems. We argue that for open distributed 
systems, entities must be connected by multiple computational dependencies and a system as a whole 
must be subjected to influence from external sources. However, the exact linkages are not directly known 
to the computational entities themselves. This provides a useful notion and the necessary means to es-
tablish an autonomy in such open distributed systems. 
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INtrODUctION

This work concentrates on the general notion of 
autonomy in multi-agent systems. We will initially 
define an abstract concept of relative and absolute 
autonomy in the context of a computational agent. 
We think that the concept of autonomy must be 
always linked with the context and with the refer-
ence to what a given notion is applied to. Autonomy 
means different things to various researchers and 
it seems necessary to provide appropriate context 
and qualification of the term. Based on the notion 
of relative autonomy, we review some of the ex-
isting multi-agent systems. We will then discuss 
the objectives of the research community and the 
motivations regarding the concept of autonomy 
of a given computational unit (an agent) in the 
context of open multi-agent systems, adaptability 
and complexity growth. We argue that, to build 
an open and adaptable multi-agent system, agents 
must be subjected to constant external influences. 
These influences must (possibly indirectly) affect 
and control a given agent’s behaviour, and there-
fore negate the generally accepted requirement of 
agent’s absolute autonomy. Based on our results 
with experimental Evolvable Virtual Machines 
(EVM) (Nowostawski, Epiny, & Purvis, 2005a) 
framework, we draw conclusions that computa-
tional agents can never be truly autonomous or 
else the applicability of multi-agent systems in 
solving complex problems in an open environ-
ment would be constrained or even impossible. 
That means that restrictions on autonomy imposed 
by the multi-agent system designer are not only 
based on the pragmatic needs to limit and manage 
general complexity of the system. These restric-
tions come directly from an inherent property 
of the dynamics of the MAS as a distributed 
asynchronous computational system.

To demonstrate and discuss the issues related 
to autonomy, we build an experimental framework 
called Evolvable Virtual Machines (EVM). This 
framework has been used for modeling and analy-
sis of metacomputational architectures, metale-

arning, self-organisation and adaptive computing. 
We will present results related to a contemporary 
model of computation for massively parallel 
open-ended evolutionary computations based 
on EVM (Nowostawski, Purvis, & Cranefield, 
2004; Nowostawski, Epiney, & Purvis, 2005b; 
Nowostawski et al., 2005a). The model has been 
used to investigate properties of asynchronously 
communicating agents in a massively parallel 
multi-agent system. In this context, we discuss 
the concept of computational complexity, evolu-
tionary learning and adaptability. We will show 
that with our computational evolutionary system 
a constant flux of external information is neces-
sary to provide an open-ended increase of com-
plexity of generated (discovered) computational 
programs. Our results suggest that any closed (or 
fully autonomous) collection of computational 
agents would be limited in their ability to learn 
and adapt to new circumstances. We claim that 
the notion of autonomy should be revisited and 
used in a clearly specified context. Computational 
agents should be subjected to direct or indirect 
external influences to allow continuous learning 
and adaptation by the system as a whole.

AUtONOMY IN MAs

Autonomy, from the Greek Auto-nomos (auto 
meaning self, and nomos meaning law), refers to 
an entity that gives oneself its own laws. In other 
words, autonomy means self-governance, and 
freedom from external influence or authority.

Generally, in multi-agent systems there are 
two basic attempts and formalisations of the 
concept of autonomy: internal and external views. 
The internal notion applies the above definition 
of autonomy to the agent itself, and specifies a 
set of principles or architectural constraints that 
are claimed for an autonomous operation of a 
given agent. The external view takes a different 
approach. It does not prescribe anything about 
internals of the agent or agent architecture itself. 
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It is, rather, an assumption that other agents are 
autonomous in an abstract sense and cannot be 
controlled/influenced directly. Agent’s behaviour 
cannot be imposed by any other agent; hence the 
interactions and agents collaboration must take 
into account various aspects of the assumed 
participants’ autonomy. We discuss briefly these 
two notions below. 

The general notion of autonomy is invariant 
of the usual architectural or behavioural inter-
pretations. In the next subsections, we review 
proposals for the definition from the internal and 
the external point of view.

 
Internal Autonomy

From a simple engineering perspective, the 
concept of autonomy has been used as one of 
the distinguishing features between traditional 
object-oriented and agent-driven systems. See, 
for example, discussion in Franklin and Graesser 
(1996) or Castelfranchi (1995). It is important 
to note that the notion of autonomy in MAS is 
often confused with the notion of automatic or 
independent operation. We want to stress that 
autonomy does not collapse to a mere independent 
operation. In complex software systems, it is a 
simple truism that many complex inter-dependen-
cies and influences must exist between various 
computational units. However, there is always an 
element of choice. Indeterminacy is essential, from 
the external observer point of view, to be able to 
talk of autonomous computing. As an example of 
internal view of autonomy, consider the work of 
Luck and d’Inverno (1995), who have postulated 
that agent’s motivation and the ability to create 
own goals is essential for autonomy. Using the Z 
specification language, they described a three-
tiered hierarchy comprising objects, agents and 
autonomous agents where agents are viewed as 
objects with goals, and autonomous agents are 
agents with motivations. The ability to create goals 
according to some internal hidden and changeable 

agenda/motives is, according to their classifica-
tion, essential for achieving true autonomy.

External Autonomy

Compared to internal autonomy, we can turn the 
roles around. Instead of concentrating on our 
own agent and its autonomy, we can insist on the 
assumption that all entities and agents that our 
software agent interacts with are autonomous in 
the abstract sense. How this is achieved, or if it is 
possible at all, is not our primary concern. What is 
important is the fact that no fixed assumptions can 
be made regarding the interactions, agents, goals 
delegation, motives, environment, and so forth. 
The research community is somewhat divided 
into two independent groups. One follows a strict 
internal view of autonomy, and proposes ways to 
enhance and promote autonomy in various agent 
architectures. The other group moved away from 
the initial strict internal requirements on agents’ 
autonomy, toward more open, distributed systems 
that are driven by interactions, dialogues, nego-
tiations and collaborations of multiple individual 
participants, that are assumed autonomous from 
the external point of view. The role of autonomy 
for individual agents became an external assump-
tion, rather than architectural requirement. The 
best discussion on this is presented in the work 
of Weigand and Dignum (2003). In their work, 
they have argued that architectural requirements 
of autonomy on agents are not as important as 
the expectations of autonomy on behalf of other 
agents. The agents that a given software agent 
interacts with must be assumed to be autonomous. 
Agents must be prepared to deal with other agents’ 
autonomy, and participate and collaborate with 
supposedly autonomous participants. This some-
what inverts the original requirements from those 
that support autonomy directly through elaborated 
architectures, into those that support features that 
work with autonomous agents.
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cOMPUtAtIONAL AUtONOMY 
IN MAs

Most researchers base the definition of autonomy 
on two primitives: self-governance and indepen-
dence (e.g., Gouaich, 2003; Carabelea, Boissier, & 
Florea, 2003). Self-governance refers exclusively 
to the internals of the agent and its architecture. 
As we pointed out, this is not necessary in general 
discussion or in practical agent-oriented software 
engineering directly. Both notions, however, seem 
relevant when trying to formalise the concept 
of autonomy. One of the attempts in providing 
comprehensive definition is provided in Carabelea 
et al. (2003):

An agent A is autonomous with respect to B for 
p in the context P, if, in context P, its behaviour 
regarding p is not imposed by B.

The symbols used are: p represents a property, 
A and B represent the active entities, agents, and 
P represents the context. The property p in the 
above definition relates to the object of autonomy, 
and emphasis is placed on the relational nature 
of the concept of autonomy. There are, however, 
two main problems with the above definition. The 
first problem lies in the fact that multiple vague 
concepts are being used: context, property (or 
autonomy object) p and the notion of imposed. 
The precise and formal meaning of these terms 
in the above definition is not clear. Nevertheless, 
the above definition is useful and conveys the 
common-sense understanding of the concept of 
autonomy.

Formal Definition

To make the above definition less ambiguous, we 
propose to base the definition on a formal notion 
of computation. Let us assume computation C to 
mean the universal Turing machine transformation 
of input data from the input tape into output data on 

an output tape (we assume here a two-tape setup, 
with read-only input tape and write-only output 
tape). For more details and formal introduction 
to Turing-machine computational models, see for 
example, Lynch and Tuttle (1989) or Hopcroft and 
Ullman (1979). We will denote computation from 
input X into output Y as: X → Y. Let us assume 
data D to be a particular mapping of symbols into 
an input tape for the universal Turing machine. 
Let us assume that a computational agent A has 
access to a particular collection of data sources Di 
∈  E, where E stands for environment, or context. 
In other words, agent A is capable of performing 
universal Turing machine computation on a set 
of data accessible from its environment E. The 
data can be represented as a sequence of symbols 
from a particular alphabet, for example, [0,1] 
as in the original work of Turing (1936, 1937). 
Without any loss of generality, let us assume the 
following properties:

• Data decomposition: DDm ∀=∃ ,Ø = Di + 
Dj ;

• Data composition: ∀Di,Dj + Dk = Di : Di 
− Dj = Dk and Di − Dk = Dj ; and

• Computational composition, ∀Di,Di → Di+1 
and Di+1 → Di+2 : Di → Di+2.

Data composition and decomposition simply 
captures the fact that data can be combined or 
split, without any loss of information. The com-
putational composition ensures that computations 
do not have any side effects. Note that data can 
be read from or written to by various agents, 
and there is no distinction for input or output 
data. Only during the actual computation can 
a single data source be used as input or output 
(exclusive or).

Agent A is not autonomous in respect to agent 
B in the context Es, and Agent B is said to control 
agent A, if:

.: x

agent

ii

agent

ysi DDDDED
AB

→→∃∈∀        (1)
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If no such agent B exists, then we say that Agent 
A is relatively autonomous in

context Es:
 

.,,: ikk

agent

yx

agent

isi DDDDDDED
BA

≠→∀→∀∈∃           
      (2)

The agent A is absolutely autonomous in the 
context Es, if:

.,,: kikyx

agent

isi DDDDDDED
A

≠→∀→∀∈∃            
      (3)

Discussion of the Definition

The above equations provide the following intui-
tive interpretations.

1. If Agent A uses a particular subset of its 
environment Es ∈  E with data sources Di 
∈  Es to perform its computation sEC , and 
there exists an agent B that can output into 
all of Di sources, we say that agent A is not 
autonomous in respect to agent B in the 
context Es. Agent B is said to control agent 
A.

2. If no such agent B exists, then we say that 
Agent A is relatively autonomous in context 
Es.

3. If there is no set of agents that can collec-
tively output to all of the Di ∈  Es, then we 
say that agent A is absolutely autonomous 
in the context of Es.

Based on the above definition, we propose the 
following general autonomy classes in MAS. The 
three general classes below are often informally 
discussed in MAS literature, and these are now 
easy to define formally.

• User autonomy. Agent A is said to be au-
tonomous in respect to a user, if the user does 
not provide all the data inputs that control 
agent A. In such a case, users cannot impose 

agent’s behaviour directly; hence, we talk 
about agent’s relative autonomy in respect 
to the user.

• Interactions autonomy (social autonomy). 
Agent A is autonomous socially, if it not only 
takes its inputs from other agents through 
interactions, but uses other sources of input at 
the same time. These sources are not bound 
to social interactions (e.g., user input). This 
means that agents cannot simply impose 
any goals or behaviour directly on other 
agents, because interactions are not enough 
to “drive” agent’s computations.

• Organisational autonomy (norm autono-
my). Organisational and institutional norms 
modeled as data sources cannot be used to 
impose behaviour of agents directly. Agents 
use various data-sources that influence their 
behaviour and computational choices.

Some authors, in particular Carabelea et al. 
(2003), postulate also a notion of environmental 
autonomy. In our definition of computational 
agents, environment encompasses all the possible 
input data sources for a given agent: user input, 
other agents, static data, norms, and any other. 
Therefore, there is no possibility of an agent 
performing any other computational mapping 
than Einput → Eoutput. Agent is, by definition, just 
a computational function from the input environ-
ment, to the output environment. The concept of 
environmental autonomy, in our setup, does not 
make sense. To discuss environmental autonomy, 
we would need to establish a partitioning of E into 
subenvironments, one exclusively called environ-
ment, and other subsets labeled differently. We feel 
that partitioning of E into such disjoint classes is 
questionable in a general sense, although it might 
be useful for certain aspects of MAS, namely user 
interactions, social interactions and organisational 
interactions. If we model a closed system, where 
all data sources are in some way dependent upon 
agent’s interactions and computations, then each 
single agent cannot be absolutely autonomous. To 
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have a meaningful concept of absolute autonomy 
we have to deal with open systems, where some 
of the data sources are beyond the scope of the 
MAS itself. In that case, we talk about a stream of 
randomness (or indeterminacy) that comes from 
outside of the system itself.

INDEtErMINAcY As AUtONOMY

Our definition of autonomy as presented above 
rests entirely on the formal and intuitive notions 
of indeterminacy. Let us consider a case of two 
simple homoeostatic processes: one performed by 
a thermostat, and one performed by a bacterium. 
We intuitively feel that there is some difference 
between these two in respect to how autonomous 
they are. In the case of the thermostat, even 
though it operates completely automatically and 
independently and we do not know or cannot 
predict exactly when it will switch from state to 
state, the degrees of freedom are quite limited. 
A thermostat is usually embedded in a well-insu-
lated environment, where the temperature reacts 
almost exclusively to the heater/cooler system 
controlled by the thermostat itself. In the case of 
bacterium, even though the performed functions 
are sometimes as simple as those of the thermostat, 
the actual degrees of freedom seem to be larger. 
This is mostly due to the fact that in the case of a 
thermostat, the environment is almost exclusively 
controlled by the thermostat itself (the thermo-
stat can make the ambient temperature to go up 
or down). The environment, to a certain extent, 
is simple and reactive. In the case of bacterium, 
there is no direct control over the environment as 
such. The interactions with the environment are of 
different types. Bacterium must deal continuously 
in a highly unpredictable environment. We will 
not argue if there is any categorical distinction 
between these two autonomy classes. We just 
want to point out, that the main distinguishing 
feature from autonomous and nonautonomous 
process lies in the indeterminacy and predict-

ability of the environment. If there is a process, 
that is entirely deterministic and predictable from 
a given observer’s point of view, then we say that 
there is no autonomy within that process. The 
process is simply determined as a function of its 
environment. If the process is not entirely predict-
able, then we talk about autonomy, and about a 
choice (the process can choose one or the other 
trajectory for its evolution).

Let us consider a multi-agent system within a 
formalism of Chemical Abstract Machine (cham) 
(Berry & Boudol, 1989). Cham has been suc-
cessfully used as a modeling formalism for other 
process calculi and process algebras, most notably 
for Milner’s CCS (Milner, 1989), and Nicola’s and 
Hennessy’s TCCS (Nicola & Hennessy, 1987). 
It is possible to model any asynchronous com-
putational system within cham formalism, and 
therefore some observations within cham can be 
extended to any other process calculi. In cham 
the states of a machine are modeled as solutions 
consisting of data-structures floating and inter-
acting in an abstract space. These data-structures 
can be of any type: primitive, such as numbers 
and strings, complex objects, or agents. Assum-
ing that the data-structures are individual agents, 
and the interactions are equivalent to reactions in 
cham, we can talk about two aspects in respect 
to autonomy (and indeterminacy):

• Interactions are random. They are not preor-
dered or prespecified by the system design, 
and

• Reaction rules may or may not be followed 
by the individual agents. Note that in the 
original cham formalism all the reaction 
rules must be strictly followed by the sys-
tem.

Now, let us consider a system (example inspired 
from Banâtre et al., 1988), consisting of n agents 
named 2 . . . n+1 and a reaction rule (interaction) 
between agents, such as if Ai, Ai*j where i, j ∈  [2, 
n + 1], then Ai*j annihilates itself. That means that 
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if two agents meet, and one of the agents is a mul-
tiple of another, the multiple will annihilate itself. 
From the initial solution of all n agents, after some 
time, there will be only agents named with prime 
numbers left. This is assuming both, autonomy 
in the interaction choices and autonomy in the 
adoption of the general annihilation, rule.

The above example demonstrates that in some 
circumstances, global coherent behaviour can be 
obtained in systems where autonomy is present 
on some of the underlying levels of abstraction. 
However, this is not always the case with all the 
systems. In some systems, autonomy must be 
restricted for the system to achieve a desirable 
stable point. For example, in the case of cham 
it is not easy to advise autonomous rules that 
would lead the system to calculate factorial. We 
will discuss this in more detail in the context 
of our EVM model. In the next section, we will 
briefly introduce the notion of autonomy in our 
multi-agent system KEA (Nowostawski, Purvis, 
& Cranefield, 2001).

 

MULtI-AGENt sYstEM kEA

The aim of the KEA project (Nowostawski et 
al., 2001) is to provide a modular agent platform 
with an enterprise-level backend. The architec-
ture supports the use of agent-oriented ideas at 
multiple levels of abstraction. At the lowest level 
are micro-agents, which are robust and efficient 
implementations of agents that can be used for 
many conventional programming tasks. Agents 
with more sophisticated functionality can be 
constructed by combining these micro-agents 
into more complicated agents. Consequently, 
the system supports the consistent use of agent-
based ideas throughout the software engineer-
ing process, because higher level agents may be 
hierarchically refined into more detailed agent 
implementations. This enables scalability, flex-
ibility and robustness of the platform, providing 
at the same time uniform modeling and program-
ming paradigm.

The main distinguishing feature of KEA 
architecture as compared with traditional soft-
ware engineering techniques is the autonomous 
dynamic linking facility. In traditional statically 
linked code, the function call is statically linked 
with appropriate library during compilation time. 
In dynamic linking, the function call is not linked 
with an appropriate implementation until the run-
time. Then, the code is dynamically linked. The 
dynamic linkage with the library is unconditional 
(the library cannot refuse the linkage). Once the 
linkage has been made, it (usually) lasts until the 
end of the execution of the runtime system.

In KEA, the concept of dynamic linking has 
been extended further. The association between 
agents (or function calls if using the traditional 
programming nomenclature) is postponed until 
the very time when it is needed. At that time, 
the linkage is initiated, and may or may not be 
established. The participating party may refuse 
participation, in which case the caller will have to 
deal with this situation by trying alternatives. In 
case of successful association (when the linkage 
has been established), it will only last until the 
end of the current task (or function). After that, 
a new dynamic linkage must be initiated and 
established again.

Such a model promotes high-levels of autono-
my because no fixed assumption can be made upon 
available participants. Agents must be prepared 
to deal with situations where given functionality 
may not be immediately available, and alternative 
means of achieving one’s goals must be under-
taken. More details about the KEA platform can 
be found in Nowostawski et al. (2001).

EVOLVAbLE VIrtUAL MAcHINEs 
(EVM)

Overview

There has been research conducted regarding 
autonomous asynchronously-interacting com-
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putations pursued in diverse areas of theoretical 
computer science. Certain properties investigated 
in those settings have been found to be invariant 
and shared between different complex systems. 
Our original desire was to integrate the recent 
advances from various fields onto a single coherent 
theoretical model, together with an experimental 
computational framework which could be used 
for practical investigations on massively parallel 
computational framework. Originally designed as 
an artificial evolution modeling tool (Nowostawski 
et al., 2005b), the EVM architecture is a model for 
autonomously interacting, evolving, complex and 
hierarchically organised software systems. The 
EVM architecture stems from recent advances in 
evolutionary biology and utilises notions such as 
specialisation, symbiogenesis (Margulis, 1981), 
and exaptation (Gould & Vrba, 1982). From the 
computational perspective, it is a massively dis-
tributed asynchronous collection of interactive 
agents that utilises computational reflection. The 
EVM framework has been used for multitask 
learning and metalearning. Hence, computational 
reflection and reification, on one hand, provide a 
compact and expressive way to deal with complex 
computations, and on the other hand, provide ways 
of expanding a computation on a given level via 
the metalevels and metacomputations.

Symbiogenesis researchers argue that sym-
biosis and cooperation are primary sources of 
biological variation, and that acquisition and 
accumulation of random mutations alone is not 
sufficient to develop high levels of complexity 
(Margulis, 1970, 1981). Other opponents of the 
traditional biological gradualism suggest that 
evolutionary change may happen in different 
ways, most notably through exaptation (Gould & 
Vrba, 1982), that is, a process whereby a structure 
evolved for one purpose that has come to be used 
for another, unrelated purpose (or function).

The EVM architecture follows the biological 
models of: symbiogenesis, exaptation and spe-
cialisation. EVM allows independent computing 
elements to engage in symbiotic relationships, 

same as in cham, where independent agents are 
engaged in relationships through reaction rules 
and the concept of a membrane, that limits interac-
tions only to local data within a membrane. In the 
case of EVM the interactions are not only 2-way,  
but they may involve an arbitrary number of par-
ticipants. EVM allows a given agent to specialise 
in specific tasks, or to evolve toward new, more 
complex, tasks, similarly to the specialisation 
principle from biology. EVM also allows agents 
to be used in different contexts than originally 
designed for, similar to the exaptation principle.

The EVM architecture can be also seen as a 
computational model that combines the features 
of a trial-and-error machine (Bringsjord & Zenzen 
(2003) and the multi asynchronously-interacting 
machines paradigm. The trial-and-error behaviour 
is achieved through continuous looping of differ-
ent hypotheses and their re-evaluation until the 
desired precision of the hypothesis is achieved.

The EVM model is similar to the one of cham. 
There are, however, some main differences. 
In cham, reaction rules are (typically) written 
between two agents in the solution. In EVM the 
interactions can happen between more than a pair 
of agents. Also, in cham, the reaction rules are 
written beforehand, and not changed during the 
abstract machine execution. This is not the case 
for EVM. In EVM, the initial machines executed 
can modify the rules. It is beyond the scope of this 
article to analyse the exact formal equivalence 
and relationship between these two models, and 
we leave it for future work.

In the following subsection, we will present the 
details of the EVM implementation, and discuss 
the experimental.

Implementation

Our current implementation of the EVM archi-
tecture is based on a stack-machine. With small 
differences, the EVM implementation is compa-
rable to an integer-based subset of the Java Virtual 
Machine (JVM). There are two independent but 
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compliant implementations: one is written entirely 
in Java and the second one in C. Developers and 
researchers can obtain the sources from CVS 
http://www.sf.net/projects/cirrus. The basic data 
unit for processing in our current implementation 
is a 64-bit signed integer. This somewhat arbitrary 
constraint is dictated by practical and efficient 
implementation on contemporary computing 
devices. The basic input/output and argument-
passing capabilities are provided by the operand 
stack, called the data stack, which is a normal 
integer stack. At the moment, only integer-based 
computations are supported. All the operands for 

all the instructions are passed via the stack. The 
only exception is the instruction push, which takes 
its operand from the program list itself. Unlike 
other virtual machines (such as the JVM), our 
virtual machine does not provide any operations 
for creating and manipulating arrays. Instead, the 
architecture facilitates operations on lists. There 
is a special stack, called the list stack, for storing 
integer-based lists.

Execution frames are managed in a similar way 
to the JVM, via a special execution frames stack. 
There is a lower-level machine handle attached 
to each of the execution frames. Machine is a list 

Figure 1. Schematic view of a single EVM processor: Program and Program Counter, BaseMachine, 
data (operand) stack and list stack. Below, a concrete instantiation during the execution of swap in-
struction
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of lists, where each individual list represents an 
implementation of a single instruction for the given 
machine. In other words, the machine is a list of 
lists of instructions, each of which implements a 
given machine instruction. If a given instruction 
is not one of the primitive Base Machine units, 
that is, primitive instructions for that machine, 
then the instruction sequence must be executed on 
another, lower-level machine. The Base Machine 
implements all the primitive instructions that are 
not reified further into more primitive units. To 
distinguish those primitive instructions that are 
executed on the Base Machine, we refer to them 
as operations.

Potentially, EVM programs can run indefi-
nitely, and therefore, for practical reasons, each 
thread of execution has a special limit to constrain 
the number of instructions each program can ex-
ecute. This is especially crucial in a multi-EVM 
environment. Once the limit is reached, a given 
program will unconditionally halt.

The EVM offers rich reflection and reification 
mechanisms. The computing model is relatively 
fixed at the lowest-level, but it does provide the 
machines with multiple computing architectures 
to choose from. The model allows the programs to 
reify the virtual machine on the lowest level. For 
example, programs are free to modify, add, and 
remove instructions from or to the lowest level 
virtual machine, as well as any other level. Also, 
programs can construct higher-level machines 
and execute themselves on these newly created 
levels. In addition, a running program can switch 
the context of the machine, to execute some com-
mands on the lower-level, or on the higher-level 
machine. Altogether, the EVM provides limitless 
flexibility and capabilities for reifying individual 
EVM executions. Due to this high level of flex-
ibility, there have been no attempts to formalise 
the full EVM model in any of the existing pro-
cess calculi or other computational algebras. We 
have only attempted partial formalisations of 
the model.

Each individual EVM is a computational 
agent that can reference any other machine in the 
multi-EVM environment (the EVM Universe). 
This is achieved by using the first 32 bytes of the 
instruction to address any computer in the Inter-
net, and the second 32 bytes for the index of the 
instruction on that machine. That mean that the 
theoretical limits of the EVM universe are bound 
by 232 number of hosts with 232 instructions on 
each of the hosts.

One possible way of instantiating part of the 
computational environment for the architectural 
framework is by adapting bias-optimal search 
primitives (Levin, 1973), or the incremental 
search methods (Schmidhuber, 2004). To narrow 
the search, one can combine several methods 
together. For example, it is possible to construct 
a generator of problem solver generators, and em-
ploy multiple metalearning strategies for a given 
computational task at hand. A more detailed de-
scription of the abstract EVM architecture is given 
in Nowostawski et al. (2004). The experimental 
results are described in detail in Nowostawski 
et al. (2005a).

EVM search Process

The EVM Universe is composed of a spatially dis-
tributed grid of EVM agents (cells) each of which 
is trying to solve one (or many) tasks provided 
to the system through the special Task Manager 
that is part of the environment. Each individual 
cell works independently of other cells, and it can 
perform a finite number of operations. We have 
implemented and deployed several different search 
algorithms that the EVM can use: random search, 
stochastic search, genetic algorithms, exhaustive 
bias-optimal search. The actual search performed 
by the individual cell is decided by the cell itself. In 
this research, we concentrated our attention on the 
interactions and dependencies between the cells. 
A single EVM agent can use other agents. This 
is typically done in such a way that a solution for 
a complex problem is decomposed into subtask, 
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each of which is delegated to other agents. It is 
common for any of the search methods to quickly 
solve subtasks by delegating the processing to the 
other agents. Each cell can specialise in a given 
subtask by reusing another cell for this subtask. 
Such a cell will be called a first-level parasite. If a 
parasite uses another parasite, we call it higher-or-
der parasite. Parasites appear often within certain 
classes of problems, as it becomes exponentially 
easier for a cell to parasite an existing solution 
than to come up with a solution on its own. This 
is due to the interactions between the spatial as-
pects of the asynchronous interactions between 
agents and internal processing capabilities of the 
computational agents themselves.

The dependencies and bonding between cells 
has been achieved through random search process 
(trial-and-error search). For certain classes of 
arithmetic problems with which this model has 
been tested, random search was sufficient to find 
solutions to tasks consisting of up to 3 subtasks 
(the neighbourhood of a single cell was restricted 
to only four cells). For problems with higher 
order of combinatorial search space the random 
search was insufficient, and must be augmented 
with other heuristics to establish proper bonding 
between computational units.

simple Grid Experiments

In one of our early experiments (Nowostawski et 
al., 2005a) we have used regular toroidal grid, with 
only one program per cell. We used four neigh-
bours models, and locality played an important role 
in the dynamical evolution of the cells’ interac-
tions. Our multi-agent system exhibits properties 
found in other artificial life systems such as Tierra 
(Ray, 1991) (for instance, knowledge diffusion, 
parasitism, self-assembly). The experiments were 
conducted on a single level of EVM, with the aim 
of discovering a good compact machine suitable 
for a given sequence of tasks. We have used two 
probability-based learning methods: one based 
on individual probabilities of instructions, and 

the second based on conditional probabilities of 
sequences of instructions. We have introduced, 
investigated and compared five different speciali-
sation mechanisms:

1. Random search and exhaustive search;
2. Classic genetic algorithm;
3. Ad-hoc stochastic search for a fixed-size 

program;
4. Improved tree search based on successful 

patterns (building-blocks); and
5. Universal reinforcement acceleration 

mechanism.

All these search mechanisms operate at the 
low, cellular level, and dictate, in interaction 
between agents within the multi-agent system 
and the macroscopic behaviour of the system. 
A typical run, exhibiting many features of our 
self-organising, self-adaptable cellular system is 
presented in Figure 2.

In order to be efficient in a multitask context, 
we have assumed that the model must fulfill these 
requirements:

1. All tasks must be eventually solved.
2. Solving difficult tasks should lead to greater 

rewards than solving easy ones.
3. Computational resources should focus on 

unsolved tasks.
4. Solutions must not be forgotten, as long as 

they are useful.
5. Knowledge diffusion should be facilitated 

(previous solutions must be accessible).
6. Dynamic environments should be supported: 

tasks can be added or removed at any time, 
dynamically.

For arithmetical problems, cell’s programs are 
short (typically four instructions). The reason is 
that we want to focus on the way these programs 
will collaborate and reuse other existing subex-
pressions from neighbours. Some of the tasks 
tackled are enumerated in Table 1. Note that, for 
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Figure 2. Typical evolution of the cellular system. Note that the topology is toro¨ıdal. For example, right 
neighbours of the cells on the right border of the grid are the cells along the left border of the grid.
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instance, the solution to 2x + 3y can be only five 
instruction long (leftNeighbourProgram swap 
rightNeighbourProgram add halt), and thus 
much more likely to be found, if a cell has a (left) 
neighbour that solves 2x and another (right) that 
solves 3x. That’s the whole point of our system, 
that of reusing knowledge.

In the table below, we present simple tasks 
that a given agent must discover using random 
search. The EVM assembly language is similar 
to the JVM opcodes. For example, const_2 is 
equivalent to a constant 2, add, mul are equiva-
lent to addition and multiplication operations, inc 
increments the top element on the stack, swap 
changes the order of the first two elements on the 
stack, and so forth.

AUtONOMY AND EVM 
INtErActIONs

When the search process starts, initially all the 
agents are free to try to solve the problem them-
selves. At the same time, agents can try to re-use 
other agents’ capabilities. When being used by 
others, agents can dynamically change their be-
haviour and therefore break the bonding between 
themselves and other agents. With such a MAS 
setup, we can say that it comprises a high-level 

of relative autonomy, because agents are free in 
their choices to conduct or not any interactions 
with other agents.

The agents are given a list of tasks, some of 
which are simple, some of which are hard and 
comprise of subtasks. The harder tasks require 
a single agent to search a large program search 
space, to solve all the required subtasks first. Due 
to the complexity of the search process, it is easier 
for the agents to cooperate, and reuse solutions 
to subtasks already solved by other agents. This 
is easier than to build a whole solution on their 
own. When the external flow of problems is fixed, 
agents self-organise into fixed clusters and rarely 
break the bonding, even though they could. This 
is due to the fact that agents have no incentive of 
breaking the bonding, as it would be less efficient 
to break the bonding and try to find a new stable 
state, than it would be to remain in the current 
bonding permanently. In dynamic environments, 
however, agents are frequently forced to break the 
bonding due to changing requirements. Agents 
frequently form new quasi-stable bonding clusters. 
This behaviour is intuitively simple, and boils 
down to agents’ benefit calculations: if it is more 
efficient to remain in the current state, than to 
change it, the agent will continue with current 
bonding arrangements. If it is faster to obtain 
benefits by cooperation and bonding, then this 

Table 1. Some examples of the arithmetical tasks tackled

Task Solution

x+y add halt

xy mul halt

2x const_� mul halt

3x const_� inc mul halt

X ifge nop neg halt

2x+y const_� mul add halt

2x-y const_� mul sub halt

2x+3y const_� mul swap const_� inc mul add halt

7 const_� const_� inc add halt
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is observed. If simple tasks are more efficiently 
solved by individual agents alone, then this is 
a predominant behaviour. This is very similar 
to other phenomena in complex asynchronous 
systems in physics, chemistry and biology. This 
phenomenon of restricting degrees of freedom of a 
given entity is called enslavement (Haken, 1983). 
This means, that a certain stable energy level has 
been obtained. The amount of participation in a 
particular arrangement beyond a certain threshold 
locks more and more participation. A process of 
enslavement is being observed.

Some researchers designing and developing 
MAS have also noticed that the autonomy and 
independence are not always the most desirable 
features. Some constraints are often necessary for 
the overall goals of the MAS system to exceed 
capabilities of individual agents. Based on our 
experiments, we can conclude that full autonomy 
and complete freedom is not always desirable. 
A form of enslavement must be present when 
designing and building MAS. Enslavement helps 
the system to settle in certain configurations or 

Figure 3. Self-assembly. Bottom. Left: first, some cells discover the solutions to the easy tasks (2x and 
3x). These solutions can be reused by their neighbour to compute a more difficult, but related task (3x 
+ 2y). These three cells live in symbiosis together (middle). At the same time, two other cells (green and 
grey) manage to discover together a solution to (49 − x). The green cell computes that solution with the 
help of the grey cell. The grey cell solves no task alone, but still gets rewards and survives because it 
contributes to the computation of the green cell. Right: Eventually, a cell between these two blocks of 
cells connects them to solve a more complex task (49−(3x+2y)). Top: Details of the cells’ programs.
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dynamical patterns, which would be not attain-
able otherwise.

Another related question is how to make 
MAS (absolutely) independent from the actual 
programmer. This requires that agents have the 
abilities to learn new activities, adopt new goals 
and devise new learning strategies themselves 
(see also Witkowski & Stathis, 2003). The aim 
in open MAS is not (or not primarily) to create 
certain outcomes by fixed programs that agents 
execute. Rather, it is to support and embody a 
transformation whereby agents subscribe to an 
open-ended mutual learning process, as in the 
programming process of purely computational 
agents within EVM framework. In such compu-
tational ecosystems the practices are considered 
open-ended, that is, no preconceived result is 
intended for individual agents. Instead, only the 
initial boundaries or rules of some process are 
defined and the actual development is left to the 
interaction of participating agents.

cONcLUsION

In this chapter, we have discussed the notion of 
autonomy in multi-agent systems. We have re-
viewed the existing definitions and formalisation 
attempts. We have proposed our own formalisation 
based on the notion of universal Turing machines 
computational agents, with the abstract notion of 
data sources and data transformations. Based on 
the assumed notions of computation, the concept 
of relative and absolute autonomy for a given 
computational agents have been presented. We 
compared our definition to existing intuitive 
definitions in multi-agent literature. We have 
provided also a comparison of general autonomy 
classes in MAS, with intuitive and formal notions 
of autonomy.

In the context of autonomy in MAS, we have 
presented details of two multi-agent systems: 
KEA and EVM. These frameworks tackle the 
challenges of autonomous computing in various 

ways. In both the emphasis is placed on the central 
notion of unsecured and unreliable interprocess (or 
interagent) communication. The KEA framework 
is using the notion of autonomous dynamic link-
ing between agents. The EVM system is using the 
notion of unstructured self-assembly and dynamic 
aggregation of computational components.

Based on the literature review and our own ob-
servations, we have concluded that the autonomy 
is directly linked with the concept of indetermi-
nacy in a sense of Turing-computability. In that 
context, it is easier to understand why autonomy 
is a subject of continuous restrictions from various 
angles within MAS community. From one hand, 
unlimited autonomy makes it extremely hard 
to design, program and analyse MAS systems. 
Therefore, restricting autonomy is one way of 
dealing with the complexities of MAS design. On 
the other hand, restricting autonomy is an inher-
ently needed property to achieve global coherent 
behaviour, which may otherwise be unattainable. 
We have discussed EVM-based experiments 
which show that only through limiting individual 
agent autonomy and restricting the freedoms of 
choice can a more complex computational struc-
tures be achieved. This seems to be an inherent 
property of any complex systems composed of a 
large number of autonomously interacting enti-
ties. This phenomenon is called enslavement in 
synergetics (Haken, 1983).
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AbstrAct

The objective of this research is to describe a mechanism to provide an improved library management 
system using RFID and agent technologies. One of the major issues in large libraries is to track misplaced 
items. By moving from conventional technologies such as barcode-based systems to RFID-based systems 
and using software agents that continuously monitor and track the items in the library, we believe an 
effective library system can be designed. Due to constant monitoring, the up-to-date location informa-
tion of the library items can be easily obtained. 
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INtrODUctION

One of the primary objectives of a library is to 
provide a collection of information artefacts and 
enable easy and fast access to those artefacts. 
Most modern libraries provide open stack access 
for browsing and retrieving of the items available. 
This open access may lead to misplacement of 
items in various sections of large libraries. When 
an item is misplaced it cannot be reached by its 
potential users. It is tedious for the library staff 
to find and track a misplaced book that is needed 
by another user. In addition, it can be costly to 
locate the item, and possibly replace the item 
(when it is not possible to locate the item at the 
time that is needed). In this chapter, we describe 
an approach that can reduce the effort associated 
with finding such items. 

RFID is an upcoming technology that fa-
cilitates easy object identification, in particular, 
when voluminous entities have to be tracked and 
monitored (such as products in the supply chain 
context, library items in a library). An item that is 
marked with an RFID tag can be read by a RFID 
reader. This information can be used in tracking 
and managing the tagged items. The cost of RFID 
tags (in particular, the passive ones) are low enough 
to make it feasible to be used for the identification 
of large quantities of items. Currently, more than 
20 million books worldwide are embedded with 
RFID tags (Research Information, 2007) in more 
than 300 libraries (RFID Gazette, 2007). 

Software agent systems are one of the well 
studied areas of artificial intelligence, as agents 
can be embedded with intelligent decision-making 
capabilities. Robots are physical embodiments of 
software agents. Software agents when embedded 
in a robot can be used for a variety of purposes such 
as planet exploration, handling nuclear wastes, 
and fire rescue. The study of collaboration using 
agents is important because they are indispens-
able for carrying out tasks in unmanned zones 
and industrial automation. 

In our approach, the agents interact with each 
other in order to ensure up-to-date information in 
the central library database. They read the tag in 
the environment using a RFID reader, undertake 
appropriate processing and communicate the in-
formation to another agent. To provide inter-agent 
communication they can use languages such as 
FIPA (The Foundation for Intelligent Physical 
Agents (FIPA), 2007) ACL over WI-FI network. 
In this project, an agent is used to identify and 
obtain the location of a misplaced book. 

bAckGrOUND

Some researchers have worked in integrating 
agent-based systems with RFID technology for 
tracking and monitoring purposes (Mamei & 
Zambonelli, 2005). Our work is inspired by their 
approach in adopting the RFID technology with 
agent-based systems. 

related Work in the context of 
Library Environment 

In the previous works (Choi, et al., 2006; Molnar 
& Wagner, 2004) that have used RFIDs for library 
management system, most of the focus has been on 
automating the process of check-in and check-outs 
carried out at the circulation desks, automation 
of inventory management process and sorting 
returned items (RFID Sorting, 2007). The RFID 
technology has also been used in enabling antitheft 
functionality by requiring the gate sensors to check 
whether an item has been issued or not. 

The authors of R-LIM system (Choi et al., 
2006) describe how the position of tagged items in 
the library can be identified within a shelf, based 
on the shelf locator tags that indicate the relative 
position of the books in a particular rack of the 
bookshelf. In their approach, manual scanning 
(using a hand-held scanner) was employed to 
read the tags of the library items in a shelf. It was 
assumed that the library items are placed in their 
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correct location. This may not be easily assumed 
in an open library stack where numerous patrons 
interact with the library artefacts. To ensure con-
sistency, the library staffs need to periodically 
check the shelves for possible misplaced items. 
This is a tedious and time consuming operation. 
To our knowledge, not much work has been done 
that identifies the location of misplaced items in 
an automated manner.

In our system we have incorporated the idea of 
continuous monitoring of the library items which 
facilitates easier identification of misplaced items 
and their locations.

HIGH LEVEL DEscrIPtIONs OF 
APPLIcAtION AND ArcHItEctUrE

We describe the design of an agent-based sys-
tem that can be used for library book tracking. 
One of the common problems in a large library 
is that the books are often moved around and 
misplaced in different sections of a library. This 
problem can be solved by placing RFID tags on 
each book and using robotic agents to locate and 
track the books.

Assume that the library is made up of differ-
ent floors. Each floor is partitioned into differ-
ent reading zones. Each zone contains a certain 
number of bookshelves. Each shelf is made up of 
a number of racks where tagged books are kept. 

Figure 1. Architecture of the RFID-based library system
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The tag embedded in each book contains infor-
mation such as unique id, floor, zone, shelf, rack 
and availability details using a simple encryption 
mechanism.

In our system, there are different types of 
agents (shown in Figure 1), such as library service 
provider agent, floor agent, zone monitor agent, 
and tracker agent.

The book service provider agent is the agent to 
whom book tracking requests can be submitted. 
It performs the following tasks:

• Initializes the library items with appropriate 
location information

• Maintains the changes made to the location 
of library items 

• Provides status information of the library 
items 

The floor agent resides at appropriate entry/
exit points of a floor. The floor agent monitors 
when a book enters or leaves a floor. It updates 
the current floor information in the database 
while resetting the other attributes (zone, shelf, 
and rack). It also interacts with tracker agents 
assigned to that floor.

The zone monitor agent is responsible for 
monitoring the library items placed in shelves 
assigned to it. The zone monitor agent performs 
the following tasks:

a. Periodically takes a snapshot of the tagged 
items within its reach.

b. It finds the discrepancies between the cur-
rently read books and the expected book list 
for its zone. This includes the items that have 
been removed and the items that have been 
added which do not belong to the current 
zone. 

c. The database is updated to indicate that a 
particular item is not in its correct place. 
In addition, the approximate position of 
the misplaced item is recorded (the current 
position). This includes the information with 
regard to the zone. For the removed items 
all the current position attributes are reset 
except the floor information. The misplaced 
items are recorded in a log file called “mis-
placed-location.log” stored locally in the 
memory of zone agent. The log files are 
sent periodically to the service provider 
agent. Because the order in which the reader 
reads is not known, the zone agent can only 

Figure 2. Scanning the books in a bookshelf using a robot equipped with a RFID reader

Scan tags

Auto adjustable arm
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indicate that an item belonging to another 
zone is present within its zone and obtain 
the corresponding tag values (which indicate 
the correct location of the misplaced item). 
To find the exact location of the misplaced 
book, we use a tracker agent.

Finding the Location of the 
Misplaced Item

In this scenario, we know only the existence of a 
misplaced item within a zone but not the current 
location of the item. To find this information, we 
need to use RFID readers with lower range of 
readability. In our approach, we use robotic agents 
that are equipped with the RFID readers and they 
can be used to scan the tags (shown in Figure 2). 
Based on the log file entries, a particular misplaced 
item can be identified by the robot. The robot is 
capable of moving back and forth across a shelf 
and it is equipped with an automatic adjustable 
arm which can read items in different (higher) 
racks. Shelves will be equipped with the begin-
ning of the shelf and end of the shelf tags. The 
end shelf tags will have directional information 
which is used by the robot to locate the next shelf 
within a zone.

The tracker agent is capable of finding items 
misplaced across zones as well as within its cur-
rent zone. The tracker agent locates an item that 
belongs to another zone, by reading each tag in its 
range and comparing it with the tag code of the 
target item (misplaced book recorded in the log 
file). After locating the item, it derives the location 
of the misplaced item by obtaining the location 
information from its neighbouring items. The 
current location of the misplaced item is stored 
in another log file called “found-location.log” and 
the database is updated accordingly. 

In this process, the tracker agent is also check-
ing the correct relative order of items that are being 
read. Whenever it finds an item that is out of order, 
it identifies it as a misplaced item and derives its 
location information based on its neighbourhood 

and stores it in the “found-location.log” file. This 
process ensures identification of items that are 
misplaced both within and across zones.

The library staffs periodically check the log 
files updated by the tracker agent and place the 
misplaced items in their correct location.

Operational scenarios

Initial Configuration

All the library items are labeled (tagged) ap-
propriately. All the items are recorded in the 
database. Whenever new items are added to the 
library, some adjustments to the neighbouring 
items may be required. 

The library database consists of the following 
details associated with each item:

a. Call number
b. Unique identifier 
c. Availability 
d. Correct position (original location , as speci-

fied by the administrator)
i. Floor, Zone, Shelf, Rack

e. Current position (as indicated by the floor 
and the zone agents) 
i. Floor, Zone, Shelf, Rack

When the items are initialized, the correct 
position and current position of an item are the 
same. When an item is moved from one location 
to another, the current position is updated. The 
correct position of an item remains the same (un-
less the administrator resets it to accommodate 
the growth of the library).

The database would have more details other 
than the above information such as due date and 
reserve status. The unique code, current posi-
tion (in the encoded format) and the availability 
information are placed on the tag belonging to 
each library item. 



���  

An Agent-Based Library Management System Using RFID Technology

requesting a book scenario

When a request for locating the current position 
of an item is made, it may be an item that is in 
its original correct place. In this case, the user is 
informed of the item location details. 

If the requested item is identified as a misplaced 
item, then the current zone is known. In this case, 
there could be two possibilities: 

1. It can be found in the “found-location.log” 
file. In that case, the staff can fetch the item 
from the location and update the database, 
and the log-file. 

2. Otherwise, the item details are found in the 
“misplaced-location.log” file. In this case the 
staff can use a hand-held reader to locate the 
item and update the relevant information 
such as database and log file. Alternatively, 
the tracker agent can be assigned to look for 
the location of the misplaced item.

It is possible that a misplaced book is in an 
unzoned area of the library floor such as a reading 
area. In this case, it is assumed that the library 
staff will collect all these books at the end of 
the day and place them in a designated shelf for 
further processing (to be placed in their correct 
location). 

DEsIGN cONsIDErAtION AND 
IMPLEMENtAtION

rFID Infrastructure

We are planning to use the RFID-chips conform-
ing to ISO 15693 and avoid any proprietary tags 
belonging to one particular vendor. Our system 
uses two kinds of RFID readers. The long range 
RFID reader covers 3-5 meters while the short 
range reader used by the robotic agent covers 10-50 
centimetres. A RFID tag can only be read if the 
reader has the appropriate authorizations.

Implementation Details of the 
robotic Agent

We are using Garcia robot (Acroname Robotics, 
2007) which is embedded with a RFID reader. 
Each robot has an onboard processor called 
Stargate (Crossbow Technology Inc, 2006). The 
brainstem C development kit (Acroname Robot-
ics, 2007) installed in the robot provides the 
API for the control of Garcia robot movement 
(moving forward, turning left and right). We are 
currently working on implementing a controller 
for the automatic arm adjustment (moving up 
and down). 

Otago Agent Platform (OPAL) has been used 
to support multi-agent cooperation (Purvis et al., 
2002). OPAL is a FIPA-compliant agent platform. 
Tracker agent is an OPAL agent which is made up 
of two components, namely Garcia robot controller 
and RFID reader. The instructions for the robot 
to perform certain operations can be issued using 
the FIPA ACL (The Foundation for Intelligent 
Physical Agents (FIPA), 2007) standard.

In our system, when a particular request is 
made for an item that is misplaced, then the 
service provider agent communicates this infor-
mation to the tracker agent in order to find the 
current location of the item. For communication 
between zone monitor agent and tracker agent, 
we are using WIFI protocol.  

Upon receiving a request for finding a par-
ticular book from a service provider agent, the 
tracker agent (which is an OPAL agent) instructs 
the Garcia robot to initiate a search using its 
RFID reader. In this process, when the end of 
rack tag is read, the robot agent is instructed to 
adjust the arm to reach to the next rack and also 
turns the robot around in order to be able to read 
the next rack. If the end of shelf tag is read, then 
the robot agent is directed to adjust the arm to its 
lower position and move to the next shelf using 
the directional information that is placed on the 
end of the shelf tag. When the requested book tag 
is found, the position of the book is calculated as 
described earlier. 
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Figure 3 shows the pseudo code that indicates 
the sequence of steps taken by a tracker agent 
when it tries to locate a misplaced book within 
a zone. In this code, the processInformation() 
method corresponds to the calculation of the cur-
rent book position based on the neighbourhood 
and the update of the database and corresponding 
log files.

communication between Agents

The agents in our system can communicate with 
each other using FIPA ACL messages. The follow-
ing interactions can take place in our system:

a. Library service provider agent can send a 
request for searching a book to a tracker 
agent;

Figure 3. Psuedocode for a tracker agent locating the position of a misplaced book

Figure 4. System performance where agents are not collaborating
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b. In case a particular tracker agent is not avail-
able (or busy or unavailable due to charging 
or maintenance), the library service provider 
agent will send a request to the floor agent 
to find a replacement; 

c. When a zone agent wants to update the 
database, it sends all the position data to 
the library service provider agent, which 
then updates the repository. Similarly, floor 

agent and tracker agent send the data to the 
library service provider agent.

simulation and testing of the 
Prototype system

In order to verify the operational correctness 
of the system, we are currently implementing a 
simulation system which is populated with a large 

Figure 5. System performance where agents are collaborating

Figure 6. Agents participation where agents are not collaborating

0

�00

�00

�00

�00

�000

��00

��00

TA� TA� TA� TA�

tracker Agent number

Nu
m

be
r o

f f
ou

nd
 b

oo
ks

0

�0

�0

�0

�0

�00

��0

��0

0 �00 �00 �00 �00

time

Av
er

ag
e 

nu
m

be
r o

f f
ou

nd
 b

oo
ks



  ���

An Agent-Based Library Management System Using RFID Technology

number of books. We have parameterized the 
number of floors, zones, shelves and racks. The 
user requests are modeled based on the anonymous 
historic data of our local library. Based on this 
information, we measure the performance of the 
system by calculating the time it takes to find the 
misplaced books identified by the zone agents. 

In Figures 4 and 5 we show the performance 
of the system in finding the misplaced books in 
two different scenarios. Figure 4 shows the time 
it takes to find the misplaced books where vari-
ous tracker agents are assigned to locate books in 
specific zones (in this example, four tracker agents 
are assigned respectively to four different zones). 
Figure 5 shows the system performance where 
the tracker agents cooperate with each other (an 
idle tracker agent may help another agent with 
higher work load). It is clear that when the agents 
work together the time that it takes to complete 
the same set of requests is shorter. 

Figures 6 and 7 show the outcome of the same 
experiments from the individual tracker agent 
point of view. In Figure 7 the tracker agents’ par-
ticipations in finding the books are more evenly 
distributed, which resulted in a better overall 
system performance. 

More simulation experiments will be designed 
to examine the system performance when different 
priorities are assigned for performing different 
tasks. In particular, we would like to explore an 
optimum time that has to be spent by the tracker 
agents to locate the misplaced books identified by 
the zone agents (using the long range RFID read-
ers) as opposed to the time spent on locating the 
misplaced books within each zone (using the short 
range RFID readers by the tracker agents). 

 

DIscUssIONs

Issues with Use of rFID 

Privacy is one of the important concerns of RFID 
systems. An adversary can attempt to read the 
library book details (such as the title, author of the 
book) which might reveal some personal infor-
mation without the owner’s consent. Molnar and 
Wagner discuss various methods that an adversary 
may use the tag information to reveal details about 
a person associated with certain tagged items. 
They describe how this can be achieved even 
when a unique identifier (such as barcode) is used 

Figure 7. Agents participation where agents are collaborating
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by the process of association (linking different 
people reading the same book) or book hotlisting 
(where the barcode of known books are identified 
and tracked). By using a simple mechanism of ac-
cess control and encoding, the information on the 
tag may be better protected. It is acknowledged 
that with the current limitation of the RFID tags 
in terms of the processing capability, the more 
sophisticated mechanisms such as use of hash 
functions and symmetric encryption may not be 
feasible (Molnar & Wagner, 2004). 

Another issue is the fact that the adversary 
can bypass the security system by wrapping the 
library items in a metallic container. 

Issues with Using robotic Agents 
in the Library

The use of robotic agents in a library environ-
ment can interfere with the movements of the 
patrons of the library. This can be addressed if 
the robotic tasks are performed after the closing 
of the library. But this will increase the latency of 
the information that can be made available to the 
users. Alternatively, the robots can be assigned 
to designated paths which can be made known 
to the patrons. 

The robotic agents may run out of power 
to operate. A mechanism needs to be provided 
so that it can be recharged at appropriate time 
intervals. 

Other Applications

Our approach can be applied to a variety of 
applications that have tracking and monitoring 
requirements. For example, our robotic agents 
can be used for patient monitoring in hospitals. 
Assume that each patient is identified using an 
RFID tag.  A robotic agent can read a patient’s 
RFID tag and find the appropriate information 
about that patient (names of possible medication 
and the corresponding timing information for 
taking the medicine). The agent can then provide 

specialized service (such as dialysis) based on 
the information obtained. The agent can then 
communicate this information to the server as 
well as other robotic agents for further treatment 
relevant to the patient. The agents can request for 
and provide help when facing a heavy load.

cONcLUsION

In this work, we have described a mechanism for 
locating misplaced items in a library environment 
where the items are tagged using RFID technology. 
The communication infrastructure is facilitated 
by software agents. We have also used robotic 
agents to automate the tedious task associated with 
locating the position of the misplaced items. Our 
approach is promising, as it makes the misplaced 
items easily known due to the continuous monitor-
ing. The proposed architecture enables the library 
administrative person to make more informed 
decision on allocation of the library resources 
(staff as well as robot trackers) based on the list of 
misplaced books identified by the RFID readers. 
We are currently working on the implementation 
details associated with our approach.
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AbstrAct

Societies are made of different kinds of agents, some cooperative and uncooperative. Uncooperative 
agents tend to reduce the overall performance of the society, due to exploitation practices. In the real 
world, it is not possible to decimate all the uncooperative agents; thus the objective of this research is to 
design and implement mechanisms that will improve the overall benefit of the society without excluding 
uncooperative agents. The mechanisms that we have designed include referrals and resource restric-
tions. A referral scheme is used to identify and distinguish noncooperators and cooperators. Resource 
restriction mechanisms are used to restrict noncooperators from selfish resource utilization. Experimental 
results are presented describing how these mechanisms operate.
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INtrODUctION

By nature’s design different kinds of people exist 
in a society. Every society has cooperative and 
uncooperative members. In the real world, it is not 
possible to get rid of all uncooperative members 
in the society. It is an injustice to exclude people 
with certain behaviour from the society. However, 
it is possible to restrict the performance of unco-
operative members and prevent the cooperative 
members from being exploited. The uncooperative 
members take advantage of cooperative members 
by making suckers out of them and also causing 
damage to the common good. Special mechanisms 
need to be designed and deployed to control the 
behaviour of such particular groups, especially 
in electronic societies such as P2P file sharing 
and so forth. 

bAckGrOUND

In previous work (Purvis, Savarimuthu, Oliveira, 
& Purvis, 2006) we used simple tags and showed 
the self-organization of cooperative and uncoop-
erative groups. We have now included the referral 
mechanism into our approach. In this work, we 
investigate how effective the referral mechanism 
is in reducing the performance of uncoopera-
tive members and increasing the overall society 
benefit. Additionally, we also show that resource 
restriction for uncooperative members improves 
the society benefit.

This chapter is organised as follows. First, we 
discuss some concepts which are related to our 
experiments. Then, we explain our experiments 
which use tags and referral mechanisms. Next, we 
explain about the experiments which use resource 
restriction mechanism. Finally, we present our 
conclusion and future work.

cOOPErAtIVE bEHAVIOUr IN 
MULtI-AGENt sOcIEtY

For a society to operate effectively, agents within 
the society must obey certain social rules and 
norms. So far, much of the focus in this area has 
been on work devoted to the identification of 
malevolent agents, where the goal is to identify 
a noncooperator and exclude it from the society. 
However, in the real world, it is not going to 
be applicable in all situations. Our focus is on 
situations where society members are behaving 
in an uncooperative manner, but are not neces-
sarily “evil” and deserving of expulsion. This 
is the issue of the “Tragedy of the Commons” 
(Hardin, 1968).

tragedy of the commons

In Hardin’s classic paper (Hardin, 1968), “Tragedy 
of the Commons,” he outlines the “tragedy.” A 
common pasture is open to herders, each of which 
tries to maintain as many cattle as possible on the 
commons. A herder will reckon that the positive 
benefits of adding one additional animal will all 
go to him, alone, whereas the negative effects from 
overgrazing of that one additional animal will 
be shared borne by all the herders. Accordingly, 
self-interested herders may continue adding one 
more animal to their herds, even if they know 
that collectively this is destroying the commons. 
The question is: how are restrict selfish herders 
to avoid the tragedy?

The Tragedy of the Commons can be related 
to the “Prisoner’s Dilemma” situation (Axelrod, 
1984). Two collaborating criminals are imprisoned 
and questioned separately. Each criminal may 
cooperate with his fellow criminal by refusing to 
divulge details of the crime or defect by ratting on 
his colleague. It is possible to establish a reward 
structure (see Figure 1) such that:
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• If both criminals cooperate they get a reward, 
R,

• If they both defect, they are punished (pun-
ishment, P),

• If one player defects and the other cooper-
ates, then the defector gets high reward 
(temptation, T) and the other gets a severe 
punishment (sucker, S)

• And T > R > P > S, and 2R > T + S
 Under these reward conditions, each in-

dividual criminal will reason that if the 
other
◦ Cooperates, he does better by defect-

ing, and if the other
◦ Defects, he also does better by defect-

ing.

Thus, the Nash equilibrium situation for this 
game is for both players to defect, even though 
they would collectively get a higher reward if 
they were both to cooperate. The Tragedy of the 
Commons can be likened to a situation in which 
the individual herder is playing the Prisoner’s 
Dilemma game against the collection of all the 
other herders: his selfish interests lead him to 
defect, even though they are all better off if they 
cooperate.

Another cooperation game that is discussed 
in the literature is the Stag Hunt game. The 
metaphor here is two hunters who may cooperate 
to hunt a stag (high reward, S). If they operate 
by themselves, they each can only catch a rabbit 
(lower reward, R). A hunter seeking to hunt a 
stag without cooperation gets nothing. But there 
is no sucker’s reward here. The reward structure 
is shown below (see Figure 2).

Power Laws in Network behaviour

A related issue in networked situations is associ-
ated with “power law” behaviour (Barabási, 2002; 
Huberman, 2001; Shirky, 2003b). Globalised eco-
nomic environments in which previous barriers to 
resource access have been greatly reduced exhibit 
power law properties. For example, Shirky (2003b) 
has observed that Web logs ranked by number of 
inbound links closely follows a power law dis-
tribution. The spread of telecommunications and 
the resulting easy media access has meant that a 
great proportion of earnings made in connection 
with professional musicians, actors, writers, and 
other entertainers goes to a small group of people. 
Whereas it was once the case that almost every 
town had some musicians that people eagerly 
wanted to hear, now most people get their music 
listening pleasure from the electronic media, 
and traditional skills in instrumental music are 
increasingly unrewarded and disappearing.

 In some circumstances, this power-law situa-
tion may be a good thing, but there may be times 
when it is desirable to achieve a more equable 
distribution. In particular, a more equable distribu-
tion of networked links may lead to a more robust 
and dynamically adaptable society. It may be the 
case that preferred nodes “hubs” in a network 
become single points of failure and risk being 
choked with the amount of traffic that they must 
handle. As with the Tragedy of the Commons 
situation, we may find that there are situations in 
which there are advantages in introducing some 
sort of regulations in the traffic, just as we find 
it necessary to regulate and sometimes restrict 
vehicular traffic in urban environments. 

Criminals 
1 / 2 Cooperate Defect 

Cooperate R/R S/T 

Defect T/S P/P 

Figure 1. Payoff matrix for prisoner’s dilemma
 Hunters 

1 / 2 Cooperate Defect 

Cooperate S/S 0/R 

Defect R/0 R/R 

Figure 2. Payoff matrix for Stag Hunt
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In our view, this is what needs to be done in 
connection with agent societies. Mechanisms 
are needed not only to uncover malefactors, but 
also to guide and sometimes restrict agent be-
haviour so that a more cooperative environment 
is fostered.

P2P File sharing

P2P file sharing, using Napster, Gnutella, Kazaa, 
or BitTorrent, is widely engaged in, but uncoopera-
tive behaviour is frequently observed. BitTorrent 
is currently particularly popular, and Hales and 
Patarin’s analysis of BitTorrent’s workings (Hales 
& Patarin, 2005) is of interest. With BitTorrent, 
groups of users “swarm” with an interest in a 
specific media file coordinate to speed-up the 
process. A given file is partitioned into pieces, 
and each peer is responsible for obtaining and 
sharing with the other peers some of the pieces. 
Each swarm is managed by a “tracker,” which 
keeps track of the peers interested in a file or 
group of files. Peers may query the tracker for a 
random list of other peers in the swarm, and once 
obtained, the peers can exchange their piece lists 
so that they may determine which peers may have 
pieces that they need. Because a peer may not 
be able to service at once all the peers that need 
its piece, it only services up to a limited number 
of other peers, with remaining peers being left 
out “choked.” Presumably, peers will choose to 
cooperate with those peers which, in turn, have 
cooperated with it, and so cooperative behav-
iour is presumed to be induced by an implicit 
“tit-for-tat” strategy. But Hales determined that 
it would be easily possible to cheat under these 
arrangements and be a “free rider” the bane of 
all P2P file sharing systems; yet such cheating is 
not observed in connection with BitTorrent, but 
is observed on other systems. Why?

Hales’s suggested answer to this question 
(Hales & Patarin, 2005) concerns the way that file 
metadata is handled with BitTorrent. BitTorrent 
does not provide a central distribution for meta-

data; instead the acquisition of metadata is left 
to the users. To download a file using BitTorrent, 
one must supply information which can be found 
in a special .torrent file, but the user must use his 
or her own devices, such as user-run Web sites, to 
find this file. This means that the connectivity of 
this “network” of interested users is not complete: 
separate, possibly somewhat isolated, groups of 
users will form and share the metadata. Although 
this is sometimes thought to be a weakness of 
BitTorrent, Hales suggests that this may be an 
advantage, because separate swarms with their 
individual trackers can be formed for the same 
file. This can lead to a swarm selection process, 
whereby higher performing swarms (with more 
cooperative members) are selected and poorly 
performing swarms (with more free-riders) are 
deselected and eventually die off.

The suggested mechanism at work here is that, 
by means of probably unintended limitations in 
terms of metadata access, there is an arrangement 
in BitTorrent that can lead self-interested peers 
to generate multiple groups and a group-swarm-
selection process that ultimately yields more 
cooperative (and hence higher overall perform-
ing) groups. Thus, by having some restrictions 
in a group, the Tragedy of the Commons can be 
avoided.

cooperation Using tags

Advocates of the Semantic Web envision an IT 
future in which intelligent agents achieve effective 
collaboration by employing automated reasoning 
facilities in connection with rich online ontological 
information. Others (Doctorow, 2001; McCool, 
2005, 2006), have expressed doubts that a reali-
sation of this vision can be practically achieved 
in the foreseeable future, because the Semantic 
Web requires too many new tools and constant 
new data encoding to respond to ever-changing 
contexts in order to be able to achieve the re-
quired take-up and that simpler, lower threshold 
structures and mechanisms are needed (Shirky, 
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2003a). One simpler idea is to use simple tags 
that do not define their semantics, but which are 
interpreted by application agents for their own 
particular circumstances (Hales & Patarin, 2005). 
Since Holland (1993) invented Tags, it has been 
interest of so many researchers.

Research investigating how cooperation has 
arisen in biological and social groups, for example, 
has suggested that simple tagging may provide 
a better account for the evolution of cooperation 
than do notions of “tit-for-tat” reciprocity and the 
“shadow of the future” (Riolo, Cohen, & Axelrod, 
2001). In these scenarios, tagging offers a simple 
mechanism that can facilitate cooperative behav-
iour on the part of selfish individuals. Individuals 
just need to like or feel comfortable interacting 
with other individuals who are readily observed 
to be like them because they have the appropriate 
visual tag. This is certainly a natural phenomenon 
in ordinary human social intercourse.

Feedbacks/referrals

Information about other members of the society 
is important and helpful. Before selecting the 
strategy, getting feedback about the opponent 
is a rational thing to do. In the model described 
in Purvis et al. (2006), agents were playing the 
Prisoner’s Dilemma game. They chose a strategy 
to cooperate or defect by their value of coopera-
tiveness which was assigned randomly when they 
were created. They did not change their strategy 
based on their knowledge of the past behaviour. 
The agents were playing with the nonchang-
ing strategy. The purpose was to simplify the 
experiments and show the self-organization of 
cooperative and noncooperative groups achieved 
by using simple tags. 

 In this chapter, we have adopted a hybrid ap-
proach that uses the concept of tags and recorded 
history of agent interactions. We change the aspect 
of nonchanging strategy by allowing the player to 
ask for feedback about the opponent. By getting 
the feedback about the opponent, the player can 

decide whether to cooperate or defect. Here, the 
feedback about an agent is called the referral. In 
our approach, there is no lying in the referrals 
because it is happening within the group. Agents 
give feedback based on their own observation 
about the other agent. We do not associate a cost 
for referrals as we use referrals as a mechanism 
to improve overall societal benefit. And also, if 
the referral is positive about the opponent, the 
agent cooperates. Otherwise, the agent defects 
to avoid getting a sucker reward. 

 In the following section, we outline our ex-
periments that take advantage of some of these 
concepts.

EXPErIMENts UsING tAGs 
AND rEFErrALs 

For our experiments, an artificial agent simulation 
environment has been set up with a society of 100 
agents divided into 5 subgroups of 20 agents each. 
In each subgroup, each agent played 10 games 
with 19 other agents in its group. Among these 10 
games, we call the first five games as first half and 
the next five games as second half. In the first half, 
agents play using their value of cooperativeness 
assigned to them. Every agent keeps the history of 
the first half which can be referred for the second 
half, so they know who cooperated or defected 
with them in the past five games. But they know 
nothing about how much the other agents might 
have cooperated with each other. In the second 
half, each agent asks for referral about the oppo-
nent to its best five cooperators of the first half. 
Among five of them, if at least three of them say 
that the opponent is a cooperator, the agent will 
cooperate; otherwise it defects. So each agent 
plays 190 (19 *10) games in a round. Then, the 
subgroup monitor will conduct a survey among 
the subgroup members to determine which is the 
most cooperative and least cooperative member 
of each subgroup.

When a player plays with every other member 
of its subgroup, it computes a cooperation score 
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for each player it played with. The performance 
of an individual agent is measured by its indi-
vidual score (not the cooperation score) and is 
denoted as P.

 The score of an individual member is different 
from its Degree of Cooperation denoted as DC, 
as voted by its fellow members. For instance, in 
the Prisoner’s Dilemma game, an uncooperative 
group member may make suckers out of its fel-
low members and achieve a high score (P), even 
though being considered least cooperative by its 
fellow group members (low value of DC). At the 
end of each round, the voting is performed. Voting 
is the process of ranking of subgroup members 
based on their degree of cooperativeness (DC) 
for that round.

The agents’ vote is based on their individual 
playing experience with other agents. The votes 
are tallied by the subgroup monitor. Thus, after 
surveying each subgroup member, the monitor 
will know its most cooperative (highest DC) and 
least cooperative (lowest DC) member for that 
round. The monitor uses this information to kick 
out the least cooperative member and promote the 
most cooperative member to other subgroups.

In addition, for each round, the five subgroups 
are themselves ranked in terms of their Overall 
Performance (OP), which is the sum of the indi-
vidual scores of all of its members in the games 
as given by the formula below.
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where Sg is the score per game. 
To determine movement between subgroups, 

the procedure given below is followed:

• The highest ranked subgroup in terms of 
performance (P) kicks out its least coopera-
tive member.

• The 2nd, 3rd, and 4th subgroups in terms 
of performance (P) also kick out their least 
cooperative members, but also promote their 
most cooperative members for movement to 
a new group.

• The lowest ranked subgroup in terms of per-
formance (P) promotes its most cooperative 
member for movement to a new group.

There are, thus, eight agents that have been 
placed into a separated pool for moving to another 
group: four promoted from the 2nd, 3rd, 4th, 
and 5th ranked subgroups and four kicked out 
of the 1st, 2nd, 3rd, and 4th ranked subgroups. 
Now tagging is employed. Commonly in Hales’s 
(Hales, 2003a, 2003b, 2004a, 2004b; Hales & 
Edmonds, 2004) and Riolo’s(Riolo, 1997; Riolo 
et al., 2001) work, all the agents are tagged and 
the tags serve the purpose of showing the identity 
of the agent and also specifying which group the 
agent belongs to. Here, our purpose of using tags 
is just to represent the status of an agent which 
is currently in the pool. The status could be high 
(promoted) or low (kicked out). The four promoted 
agents are given blue tags, signifying promotion, 
and the four kicked out agents are given red tags, 
signifying demotion. The monitor agent chooses 
players with blue tags in preference to players with 
red tags without knowing the performance scores 
of the players in the pool. The monitor agent takes 
players with blue tags if they are still available 
when it comes to its turn to choose.

• At this stage, the highest performance ranked 
subgroup gets one agent among the pool 
members in order to replace the member 
that has been kicked out (1st group gets 1 
blue tagged agent).

• Then, the 2nd, 3rd, and 4th ranked subgroups 
get two agents to replace the two agents that 
they have lost (2nd group gets 2 blue tagged 
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agents, 3rd group gets a blue tagged and a 
red tagged agent and the 4th group gets 2 
red tagged agents).

• Finally, the lowest ranked subgroup winds 
up with the remaining agent of the pool (5th 
group gets a red tagged agent).

With the newly created subgroups, another 
round of play is initiated. As mentioned before, 
individual game-playing agents are programmed 
to cooperate or defect with a tendency determined 
by a constant cooperation threshold parameter 
value of cooperativeness, CT that was randomly 
initialised to have a value between 0 and 1. Then, 
when each game was played, a random number 
was selected, and if it was less than CT, the player 
defected on that occasion, while if it was equal 
to or above CT, the player cooperated. At the 
outset of the game, each of the five subgroups 
populated with a random collection of 20 play-
ers having various tendencies to cooperate or 
defect within the group. Remember, only in the 
first half of every game, all the agents use the 
assigned constant cooperation threshold value 
to select the strategy. In the second half, they 
use referral scheme to select the strategy. The 
goal of the experiments is to show how well the 
performance of noncooperators can be restricted 
and society benefit can be improved. An agent is 
considered to be cooperative if DC is at least over 
a threshold value CT. In our case we set CT = 0.5. 
That corresponds to having a degree of coopera-
tion (DC) such that: DC ≥ 0.5. For instance, if an 
agent has DC=0.4, it cooperates 4 times out of 10 

times. Because its DC value is less than CT, it is 
considered to be uncooperative.

When the Prisoner’s Dilemma game was 
played over 100 rounds, initially the groups were 
approximately having equal number of coopera-
tors and defectors in every group. But after about 
15 rounds, we could clearly distinguish different 
groups:

• Two groups had almost all cooperators;
• Two other groups had mostly defectors; 

and
• A middle group that had about half coopera-

tors and half defectors.

Thus, these groups self organise themselves.
This kind of emergence falls on the category 
of Type 3 according to Fromm (2005). In his 
chapter, Formm has explained comprehensive 
classification of the major types and forms of 
emergence in Multi-agent Systems. According to 
his classification, the result we got shows multiple 
emergence because it is influenced by several fac-
tors like tagging, referrals and assigned value of 
cooperativeness. This is shown in Figure 3.

With the separation of groups (based on their 
behaviour) we compared the scores (see Table 
1).

Our general observation when using the re-
ferral scheme is that the groups who have more 
cooperators in the population gain a higher score 
than what it scored in the first half. And the unco-
operative group (full of defectors) scores less than 
what it scored in the first half. In such groups, by 

Figure 3. Multiple emergence influenced by tagging, referrals and assigned value of cooperativeness

Tagging Referral
Cooperativeness
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using referrals, every agent comes to know that 
the opponent is a defector, so they all defect each 
other and get a low score. Because of this, their 
group score also goes low. The performance of a 
group which has an equal number of cooperators 
and defectors is determined by its overall tendency 
to cooperate/defect. If the tendency to cooperate 
is higher than defection, the group increases its 
score from its first half score. This is also the same 
for the groups who have a very small difference 
in the number of cooperators and defectors. For 
instance, a group with 8 defectors and 12 coop-
erators can get a lesser score in the second half, 
if the groups overall tendency to defect is more 
than to cooperate. For the first three groups, the 
score increased in the second half. But for the last 

two groups, the score decreased because they are 
mostly defectors (see Figure 4).

Also, we observed that the sum of scores of all 
groups in the second half is always higher than 
that of the first half’s (see Figure 5). This shows 
that the referral scheme works well to improve the 
scores which is good for the overall society.

As the second experiment, the Stag Hunt 
game was played (S = 9, R = 7),over 100 rounds 
in the same manner as the previous PD game 
experiment. This also showed similar results as 
PD game in score increase while using referral 
(similar to Figure 5).

With the separation of groups, we compared 
the scores for Stag Hunt (see Table 2). Here, all 
the groups showed a score increase in the second 

Table 1. Different groups and their performance in PD game

Groups

(ranked by OP)
1 2 3 4 5

C : D 18:2 16:4 10:10 4:16 0:20

P in Firsthalf 3397 3293 2961 2688 2247

P in Secondhalf 3531 3374 3147 2636 2174

OP–Overall Performance   C-Cooperators
D-Defectors                       P-Performance

Figure 4. Performance of groups for PD game
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Figure 5. Comparison of scores for first half (without referral) and second half (with referral) is shown 
for 10 runs
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Table 2. Different groups and their performance in Stag Hunt game

Groups

(ranked by OP)
1 2 3 4 5

C : D 18:2 15:5 10:10 1:19 3:17

P in First half 13777 12126 11156 11022 10665

P in Second half 15172 12225 11504 11322 11398

OP–Overall Performance   C-Cooperators
D-Defectors                       P-Performance

half. It is normal that the first 3 groups show 
score increase. But the reason why the last two 
groups also showed score increase is that there is 
no sucker reward in the reward structure of the 
Stag Hunt game. One cannot gain at the others’ 
expense. So, in the defectors’ groups, when both 
select to defect they both get a better score than 
being one of them defected (the score for Defect 
(7) + Cooperate (0) = 7 and the score for Defect (7) 
+ Defect (7) = 14 ).When both defect it improves 
the group score as well. The performance of the 
groups in the first half and second half is shown 
(see Figure 6).

rEsOUrcE rEstrIctION 

For agent societies to operate effectively, all agents 
within the society must play by rules. When some 
of them do not abide the rules and exploit the com-
mon resource, they must be restricted to do so. A 
related issue is that of Internet access given to stu-
dents for academic purposes. When some of them 
violate the rule by downloading music/videos, the 
speed goes down and everyone is affected by this. 
To deal with this problem, the Internet access for 
these exploiters (students) must be limited. Our 
experimental results describe this.
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resource restriction for Groups

We tried this experiment in the same environment 
as the previous PD game experiment. There are 
100 agents divided into 5 groups each having 20 
agents. We made the agents in each group play 
five games per round (just like the first half of the 
previous PD game experiment, but no history is 
stored here). They played 100 rounds. They played 
according to how they were randomly assigned 
at the beginning. 

After few rounds (about 15 rounds) the groups 
started separating. Out of five groups, they sepa-
rated two groups full of mostly cooperators, two 
groups full of mostly defectors and a middle group 
having half of both. Now the OP is calculated for 
each group and the groups were ranked based 
on that. And also the overall average (sum of the 
average score of all five groups) is calculated. We 
call this average the average without resource 
restriction.

The number of games each agent plays is 
treated as the resource. We want to limit the re-
source (number of games) to the groups who are 
not performing up to the standards. The limitation 
for using the resource varies to groups according 
to their performance. The 1st ranked group is al-
lowed to play five games as usual, because it is the 

best performer. The 2nd ranked group is restricted 
to play four games, the 3rd ranked group to play 
three games, the 4th ranked group to play two 
games and the 5th ranked group to play just one 
game, which is the worst performer among all. 
Now, again, the overall average is calculated. We 
call this the average with resource restriction.

When we compared the performance (see 
Figure 7), the total score with resource restriction 
is less than without resource restriction, because 
of less number of games. But the overall average 
is higher. This shows that resource restriction for 
exploiters is good for society benefit.

resource restriction for Individual

In another experiment using the same experimen-
tal set up as the previous one, we applied resource 
restriction for individuals who are uncooperative. 
Unlike the previous experiment, here the past 
history is stored. A player can decide whether to 
play or not with a particular opponent, based on 
past history. The player calculates how many times 
a particular opponent cooperated and defected. 
If the opponent cooperated more times, then the 
player plays with the opponent; otherwise the 
player opts not to play the game.

Figure 6. Performance of groups for Stag Hunt game
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Figure 7. Comparison of performance
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Figure 8. Self-organization of groups based on individual resource restriction is shown for 25 runs

By this mechanism, the groups with a greater 
number of cooperators score more and the groups 
with a greater number of uncooperators score 
less.

In the very first experiment of this chapter, 
we observed the convergence around 15 rounds. 
In this experiment, the convergence takes place 
faster. The groups started separating around 7-10 
rounds (see Figure 8).
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The emergence of self-organization when us-
ing individual resource restriction leads to faster 
convergence than the mechanism that used referral 
because this mechanism uses personal history of 
all the past interactions with other agents, while 
the referral mechanism used the history of only 
five games.

cONcLUsION AND FUtUrE WOrk

In this work, we have described mechanisms that 
help to resist exploitation and improve overall 
societal performance in a multi-agent society 
that has cooperative and uncooperative agents. 
Our first mechanism uses tags and referrals. We 
have demonstrated that our proposed mechanism 
helps in improving the society benefit when the 
agents play the PD game as well as the Stag hunt 
game. We have also proposed resource restriction 
mechanisms and have demonstrated that the group 
level resource restriction and the individual level 
resource restriction can be used to improve the 
overall societal performance.

In the future, we are planning to use the con-
cepts of tags and referrals and propose mecha-
nisms for real life electronic societies (similar 
to orkut), so that cooperative members can be 
encouraged and uncooperative members can be 
restricted from social interactions.
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AbstrAct

Norms are shared expectations of behaviours that exist in human societies. Norms help societies by 
increasing the predictability of individual behaviours and by improving cooperation and collaboration 
among members. Norms have been of interest to multi-agent system researchers, as software agents 
intend to follow certain norms. But, owing to their autonomy, agents sometimes violate norms, which 
needs monitoring. In order to build robust MAS that are norm compliant and systems that evolve and 
adapt norms dynamically, the study of norms is crucial. Our objective in this chapter is to propose a 
mechanism for norm emergence in artificial agent societies and provide experimental results. We also 
study the role of autonomy and visibility threshold of an agent in the context of norm emergence.

INtrODUctION

Norms are behaviours that are expected by the 
members of a particular society. These expected 
behaviours are common in human societies and 
sometimes even in animal societies (Clutton-

Brock & Parker, 1995). The human society follows 
norms such as tipping in restaurants, exchange 
of gifts at Christmas, dinner table etiquette and 
driving vehicles on the left or right hand side of 
the road. Some of the well-established norms 
may become laws. The norms are of interest to 
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researchers because they help to improve the 
predictability of the society. Norm adherence 
enhances coordination and cooperation among 
the members of the society (Axelrod, 1986; 
Shoham & Tennenholtz, 1995). Norms have 
been of interest in different areas of research 
such as sociology, economics, psychology and 
computer science (Elster, 1989). Sociologists and 
economists are divided on their view of norms 
based on the theories of homo economicus and 
homo sociologicus (Elster, 1989). Sociologists 
consider that the norms are always used for the 
overall benefit of the society. Economists, on the 
other hand, state that the norms exist because 
they cater to the self-interest of every member 
of the society and each member is thought to be 
rational (Gintis, 2003). A more integrated view 
of norms from sociology and economics point 
of view is provided by Conte and Castelfranchi 
(1999). Applying social theories in multi-agents 
is synergetic, as agents are modeled using some 
of the social concepts such as autonomy and 
speech act theory. Both disciplines complement 
each other as agents serve as a platform to design, 
test and validate social theories. Some research-
ers (Boman, 1999; Verhagen, 2000, 2001) have 
undertaken agent-based simulations of social 
theories. Even though researchers in different 
fields have been trying to answer questions such 
as why agents follow certain norms and the im-
plications of not following these norms, there has 
been limited work on mechanisms that propose 
the emergence of these norms. In this chapter, 
we explain a mechanism for norm emergence 
and discuss the role of autonomy and visibility 
threshold of an agent in an agent society. 

bAckGrOUND

In this section, we describe different types of 
norms and the treatment of norms in multi-agent 
systems. We also describe the work related to 
norm emergence.

types of Norms

Due to multidisciplinary interest in norms, several 
definitions for norms exist. Habermas (1985), one 
of the renowned sociologists, identified norm 
regulated actions as one of the four action pat-
terns in human behaviour. A norm to him means 
fulfilling a generalized expectation of behaviour, 
which is a widely accepted definition for social 
norms. Researchers have divided norms into dif-
ferent categories. Tuomela (1995) has categorized 
norms into the following categories.

• r-norms (rule norms)
• s-norms (social norms)
• m-norms (moral norms)
• p-norms (prudential norms)

Rule norms are imposed by an authority based 
on an agreement between the members (e.g., one 
has to pay taxes). Social norms apply to large 
groups such as a whole society (e.g., one should 
not litter). Moral norms appeal to one’s conscience 
(e.g., one should not steal or accept bribe). Pru-
dential norms are based on rationality (e.g., one 
ought to maximize one’s expected utility). When 
members of a society violate the societal norms, 
they may be punished. Many social scientists 
have studied why norms are adhered. Some of 
the reasons for norm adherence include:

• Fear of authority;
• Rational appeal of the norms; and
• Feelings such as shame, embarrassment and 

guilt that arise because of nonadherence. 

Elster (1989) categorizes norms into consump-
tion norms (e.g., manners of dress), behaviour 
norms (e.g., norm against cannibalism), norms 
of reciprocity (e.g., gift-giving norm), norms of 
cooperation (e.g., voting and tax compliance) 
and so forth.
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Normative Multi-Agent systems

The research of norms in multi-agent systems is 
recent (Boman, 1999; Conte, Falcone, & Sartor, 
1999; Shoham & Tennenholtz, 1995). Norms in 
multi-agent systems are treated as constraints 
on behaviour, goals to be achieved or as obliga-
tions (Castelfranchi, 1995). There are two main 
research branches in normative multi-agent 
systems. The first branch focuses on normative 
system architectures, norm representations and 
norm adherence and the associated punitive or 
incentive measures. The second branch of research 
is related to emergence of norms.

Lopez and Marquez (2004) have designed 
an architecture for normative BDI agents and 
Boella and Torre (2006) have proposed a dis-
tributed architecture for normative agents. Some 
researchers are working on using deontic logic 
to define and represent norms (Boella & Torre, 
2006; Garcia-Camino, Rodriguez-Aguilar, Sierra, 
& Vasconcelos, 2006). Several researchers have 
worked on mechanisms for norm compliance and 
enforcement (Aldewereld et al., 2006; Axelrod, 
1986; Lopez, Luck, & Inverno, 2002). A recent 
development is the research on emotion-based 
mechanism for norm enforcement by Fix, Scheve, 
and Moldt (2006). 

related Work on Emergence 
of Norms

The second branch focuses on two main issues. 
The first issue is on norm propagation within a 
particular society. According to Boyd and Richer-
son (1985), there are three ways by which a social 
norm can be propagated from one member of the 
society to another. They are:

• Vertical transmission (from parents to off-
spring);

• Oblique transmission (from a leader of a 
society to the followers); and

• Horizontal transmission (from peer to peer 
interactions).

Norm propagation is achieved by spreading and 
internalization of norms. Boman and Verhagen 
(Boman, 1999; Verhagen, 2000, 2001) have used 
the concept of normative advice (advise from the 
leader of a society) as one of the mechanisms for 
spreading and internalizing norms in an agent 
society. Their work focuses on norm spreading 
within one particular society and does not ad-
dress how norms emerge when multiple societies 
interact with each other. The concept of normative 
advice in their context assumes that the norm 
has been accepted by the top-level enforcer, 
the Normative Advisor, and the norm does not 
change. But, this context cannot be assumed for 
scenarios where norms are being formed (when 
the norms undergo changes). So, the issue that has 
not received much attention is the emergence of 
norms in multi-agent societies. But, there are lots 
of literature in the area of sociology on why norms 
are accepted in agent societies and how they might 
be passed on. Karl-Dieter Opp (Opp, 2001) has 
proposed a theory of norm emergence based on 
sociological concepts. Epstein (2001) has proposed 
a model of emergence based on the argument 
that the norms reduce individual computations 
and has provided some results. Our objective in 
this chapter is to propose a mechanism for norm 
emergence based on the concept of oblique norm 
transmission in artificial agent societies. We also 
provide our experimental results.

PrOPOsED MEcHANIsMs

In this section, we will describe the mechanisms 
that help norm emergence when different agent 
societies with different norms interact with each 
other. Assume that two agent societies with dif-
ferent norms inhabit a particular geographical 
location. When these societies are co-located, 
interactions between them are inevitable. When 
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they interact with each other, their individual 
societal norms might change. The norms may 
tend to emerge in such a way that it might be 
beneficial to the societies involved. Our working 
hypothesis is Interactions between agent societ-
ies with different norms in a social environment 
(with a shared context), results in the conver-
gence of norms. Norm convergence might result 
in the improvement of the average performance 
of the societies. To demonstrate our hypothesis, 
we have experimented with agents that play the 
Ultimatum game (Slembeck, 1999). The shared 
context of interaction is the knowledge of the 
rules of the game. This game has been chosen 
because it is claimed to be sociologists’ counter 
argument to the economists’ view on rationality 
(Elster, 1989). 

Ultimatum Game 

The Ultimatum game (Slembeck, 1999) is an 
experimental economics game in which two par-
ties interact anonymously with each other. The 
game is played for a fixed sum of money (say x 
dollars). The first player proposes how to divide 

the money with the second player. Say, the first 
player proposes y dollars to the second player. 
If the second player rejects this division, neither 
gets anything. If the second accepts, the first gets 
(x-y) dollars and the second gets y dollars. For 
example, assume that each game is played for a 
sum of 100 dollars by two agents, A and B. As-
sume that A offers 40 dollars to B. If B accepts 
the offer, then A gets 60 dollars and B gets 40 
dollars. If B rejects the offer both of them do not 
get any money. 

Description of the Multi-Agent 
Environment

An agent society is made up of a fixed number of 
agents. For our experiments we have designed two 
kinds of societies, namely selfish and benevolent 
societies, as shown in Figure 1. Society 1 and 
Society 2 correspond to selfish and benevolent 
societies, respectively. Society 1 is modeled 
after the materialistic world where agents try to 
maximize their personal income. Selfish agents 
propose the least amount of money and accept 
any non-zero amount. The second kind of society 

Figure 1. Architecture of the experimental framework
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is the benevolent society such as the Ika tribe of 
Ethiopia (Elster, 1989). The benevolent agents are 
generous agents. They propose more than the fair 
share. But, they expect nothing less than the fair 
share. They also reject high offers. Each agent 
has two types of norms: 

• Group norm (G norm); and
• Personal norm (P norm). 

The G norm is shared by all the members of the 
society. The P norm is internal to the agent and it 
is not known to any other member. Autonomy is 
an important concept associated with choosing 
either a G norm or a P norm when an agent inter-
acts with another agent. When an agent is created, 
it has an autonomy value uniformly distributed 
between 0 and 1. Depending upon the autonomy 
value, an agent chooses either the G norm or the 
P norm. For example, if the autonomy of an agent 
is .4, it chooses P norm 4 times and the G norm 6 
times out of 10 games. Normative Advisor is one 
of the agents in the society, which is responsible 
for collecting the feedback from the individual 
agents. It modifies the G norm of the society 
and advises the change to all the members of the 
society. As shown in Figure 1, the Normative 
Advisor agents of the two societies are A3 and 
B3, respectively. 

Experimental Parameters 

The G norm and P norm are made up of two sub 
norms, namely the proposal norm and the ac-
ceptance norm. The proposal norm corresponds 
to the range of values (minimum and maximum 
values) that an agent is willing to propose to other 
agents. The acceptance norm corresponds to the 
range of values that an agent is willing to accept 
from other agents. A sample G norm for a selfish 
agent looks like the following where min and max 
are the minimum and maximum values when the 
game is played for a sum of 100 dollars. 

• G-Proposal norm (min=1, max=30) 
• G-Acceptance norm (min=1, max=100) 

The representations given above indicate that 
the group proposal norm of the selfish agent ranges 
from 1 to 30 and the group acceptance norm of the 
agent ranges from 1 to 100. A sample P norm for 
a selfish agent might look like the following.

• P-Proposal norm (min=10, max=40) 
• P-Acceptance norm (min=20, max=100) 

Initially, the G norm of a society is assigned 
with a particular value, which will be shared by all 
the members of the society. The personal norms 
will vary from one agent to another. An agent can 
accept or reject a proposal based on the norm it 
chooses (which is based on its autonomy). 

collective Feedback Mechanism 
for Norm Emergence

In this section, we describe our mechanism 
for norm emergence that is based on collective 
feedback of individual agent experiences when 
playing the Ultimatum game against agents in 
the other society. The agents have a common G 
norm to start with. They also have an internal 
P norm. Both norms continuously evolve based 
on social learning to maximize the benefit of the 
society. In the context of the Ultimatum game, the 
goal is to improve the performance of the overall 
society while maximizing their own benefit. In 
one iteration, every agent in a society plays an 
equal number of games against all the agents in 
the other society. After the end of each game the 
agents record the history of interactions (both suc-
cesses and failures). At the end of each iteration, 
all the agents submit their successful proposal 
and acceptance values to the Normative Advisor 
Agent of their society. 

The Normative Advisor Agent uses the average 
successful values submitted by all the agents in a 
society and derives the new G norm value for the 
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group. In each iteration the Normative Advisor 
Agent fractionally increases or decreases G norm 
values for a society so that it can accommodate the 
norms of the other society. This mechanism will 
reduce the overall losses and increase the overall 
income. After each iteration, the group norm will 
be propagated to all the agents in the society. 
Similar to the G norm, P norm of an agent will 
also change continuously. While G norm changes 
only at the end of each iteration, P norm changes 
within each iteration. When an agent chooses P 
norm over G norm, the outcome of that game 
determines whether the P norm will change or 
not. For example, when an agent’s proposal that 
is based on a P norm is rejected n consecutive 
times, the agent modifies its P norm. The agent 
modifies its P norm fractionally so that it moves 
closer to the G norm. 

EXPErIMENtAtION AND rEsULts

The agents in our experiments are built on Otago 
Agent Platform (Purvis et al., 2002) and they com-
municate using FIPA ACL messages (“Foundation 
for Intelligent Physical Agents (FIPA),” 2007). Our 
experimental set up is made up of two societies 
with fixed number of agents in each society. In each 
iteration an agent plays the ultimatum game with 
all the players in the other group. The games were 
played over a fixed number of iterations (5 to 5000). 
In the first experiment, the agents do not use the 
designed mechanisms. In the second experiment, 
the agents use designed mechanism. At the end 
of each experiment, we observe whether norms 
emerge (whether the proposal norms stabilize or 
not). In the third and the fourth experiments, we 
explore the role of autonomy and the visibility 
threshold, respectively, on norm emergence.

The initial G norms associated with the three 
experiments are given below. 

• G-Proposal norm for selfish society (min=1, 
max=30) 

• G-Acceptance norm for selfish society 
(min=1, max=100) 

• G-Proposal norm for benevolent society 
(min=55, max=70) 

• G-Acceptance norm for benevolent society 
(min=45, max=55) 

In our experimental setup the minimum and 
maximum values are parameterized and can be 
changed easily. We have chosen these sample val-
ues to demonstrate the results that we obtained. 

Experiment 1: societies that 
resist changes 

Assume that the two societies that play the Ul-
timatum game resist changes to their G norms 
and P norms. In this scenario, the G norms are 
the same across all agents in one society. The P 
norms will be different from one agent to another. 
The agents do not change their G or P norms over 
all iterations.

The results of the average game money won 
by both societies in this scenario are shown in 
Figure 2. It can be observed that the performance 
of both societies are well below what could be 
achieved by both groups if they were rational 
such as the Utopian Society. Utopian Society, in 
its most common and general meaning, refers to 
a hypothetical perfect society. It is synonymous 
to a fair society where the average income for 
the Ultimatum game will be 50. When sociolo-
gists conducted Ultimatum game experiments in 
modern societies, many of the societies proposed 
the fair 50-50 split. This indicates that the norm 
of fairness had evolved in these societies (Elster, 
1989). The performance of the selfish society 
in this experiment is better than the benevolent 
society because the selfish agents accept any 
non-zero proposal. 
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Experiment 2: societies that Use 
collective Feedback from Agents

In this experiment, both societies use the collec-
tive feedback mechanism. Figure 3 shows the 
G-Proposal norm changes of the benevolent as 
well as the selfish societies over 100 iterations. It 
can be observed that both groups are continuously 
changing their G-Proposal norm to accommodate 
the G-Proposal norm of the other group. Initially, 
the G-Proposal norm values for the benevolent 
group decrease because the Normative Advisor 
Agent changes the norm closer to the selfish so-
cieties’ G-Proposal norm (based on the collective 
feedback). For the same reason the G-Proposal 
norm values for the selfish society increase (until 
iteration 32). Then, the norms in both societies 
oscillate to move closer to each other. When, one 
societies’ maximum and minimum values are 
closer to the other, the G proposal norms start to 
converge (around iteration 80). These experiments 
show that the overall performance of the societies 
have improved as a result of norm emergence, as 
shown in Figure 3. It can also be observed that 
the ideal values are not reached as the agents are 

autonomous and may choose to ignore the G norm, 
particularly when the autonomy values are high. 
But, when the number of iterations increased to 
5000, the outcomes were closer to the norm of 
fairness. 

Experiment 3: Effect of Autonomy 
on Norm convergence in an Agent 
society

Unlike previous experiments where norm emer-
gence was observed when two societies come 
together, in this experiment we observe the ef-
fect of autonomy on norm emergence in a single 
agent society.

The objective of the experiment was to study 
the effect of autonomy on norm emergence. There 
were 20 agents in a society and the agents played 
the Ultimatum game. The experiments were 
conducted over 20, 50 and 100 iterations. These 
experiments were carried out using two values of 
autonomy for all agents (0.2 and 0.8) representing 
lower and higher autonomy values.

It can be observed from Figure 4 that, when 
the autonomy of an agent is high (0.8), the con-

Figure 2. Performance of societies based on initial societal norms
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Figure 3. Emergence of norms based on collective feedback mechanism

Figure 4. Effect of autonomy on norm emergence
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vergence of the norm is low. This indicates the 
negative effect of autonomy on the system. This 
result indicates that societies that have more au-
tonomous agents will adopt or evolve norms slower 
than agent societies that have less autonomous or 
cooperative agents. This is because the agents that 
have higher autonomy tend to resist changes to 
their norms. After obtaining the feedback from the 
Normative Advisor agent, they move close to the 
advisor’s norm depending upon their autonomy. 
If the autonomy is higher they do not readily 
adopt the recommendations provided through 
normative advice.

Experiment 4: Effect of Visibility 
threshold on Norm Emergence

Assume that the collective feedback mechanism is 
modified in such a way that an agent can choose 
to seek advice from a local normative advisor 
agent as opposed to a centralized normative 
advisor agent. In this modified mechanism, an 
agent can choose another agent as its normative 
advisor whose successful proposal norm is within 

a limit represented by Visibility Threshold (VT). 
For example, if VT = 5 and an agent’s success-
ful proposal average is 80%, then the agent can 
choose another agent whose successful proposal 
average is between 80 and 85%.

We have conducted experiments using a soci-
ety of 50 agents and varying the values for VT (5, 
10, 25, 50). It can be observed from Figure 5 that, 
as the visibility threshold increases, the rate of 
norm emergence increases. When VT increases, 
an agent gets to choose a normative advisor within 
a broader spectrum and the probability of choos-
ing a highly successful role model is high. So, 
convergence is faster for larger values of VT.

DIscUssION

The experiments described in this chapter are 
our initial efforts in the area of norm emergence. 
Verhagen’s thesis (Verhagen, 2000) focuses on 
the spreading and internalizing of norms. This 
assumes that a norm is agreed or chosen by a top-
level entity (say, a Normative Advisor) and this G 

Figure 5. Effect of visibility threshold on norm emergence
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norm does not change. The G norm is spread to the 
agents through the normative advice using a top-
down approach. Our work differs from this work, 
as we employ a bottom-up approach through the 
collective feedback mechanism. Another distinc-
tion is that our work focuses on norm emergence 
across societies, while the former concentrates 
on norm propagation in one particular society. In 
our work both P norm, as well as G norm, evolve 
continuously. In their work, P norm changes to 
accommodate the predetermined G norm.

The success of norm emergence using the 
proposed mechanisms can be explained by the 
theory of instrumentality proposition proposed by 
Karl-Dieter Opp (Opp, 2001). The four positive 
criteria for norm emergence specified by Karl 
are given below. 

1. Homogeneity of goals G - In our experi-
ments, the goal of an agent was to maximize 
its personal and societal income. 

2. Knowledge that a norm N leads to G - The 
agents in our system worked toward estab-
lishing a norm that leads to an increase in 
overall score of the society. 

3. Knowledge that behaviour B leads to N 
- The agents are aware that by reporting 
their experience to the Normative Advisor 
Agent, they can help to achieve the group 
goal. 

4. Incentives to perform B - The agents know 
that they can increase their own personal 
score by providing feedback and receiving 
the advice. Another incentive for an agent to 
report experiences is its eagerness to predict 
other agents’ behaviour (e.g., knowing the 
acceptance range of the other agent).

This emerging area of research on norm 
emergence offers interesting avenues for further 
research. In the real world, people are not related 
to each other by chance. They are related to each 
other through the social groups that they are in, 
such as the work group, church group, ethnic 

group and the hobby group. Information tends 
to percolate among the members of the group 
through interactions. People seek advice from 
a close group of friends and hence information 
gets transmitted between the members of the 
social network. Therefore, it is important to 
experiment our mechanism for norm emergence 
on top of social networks. In our recent work, we 
have investigated the role of topologies such as 
random networks and scale-free networks (Sa-
varimuthu, Cranefield, Purvis, & Purvis, 2007a, 
2007b). We have also demonstrated how the role 
model agent mechanism for norm emergence 
works on top of dynamically changing network 
topologies (Savarimuthu et al., 2007a, 2007b). 
These dynamically changing network topologies 
represent the social space in which agents can join 
and leave the network at any time.

An interesting problem in the context of 
norm emergence mechanism is to experiment 
with attaching weights to the advice provided 
by others. The weights of the edges (links) 
should be considered when the agent makes a 
decision on whom to choose as advisor agents. 
We plan to incorporate these ideas in our future 
experiments.

cONcLUsION

We have explained a mechanism for norm emer-
gence in artificial agent societies. The mechanism 
used collective feedback of individual agent 
experiences. We have demonstrated the use of 
oblique norm transmission in these mechanisms 
for norm emergence. Through the experimental 
results, we have shown that norms emerge in agent 
societies when two different societies are brought 
together, and this norm might be beneficial to the 
societies as a whole. We have demonstrated the 
role of autonomy and visibility threshold of an 
agent on norm emergence. We have also discussed 
our future work.
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AbstrAct

This chapter provides an overview of the Multi-agent Systems Engineering (MaSE) methodology for 
analyzing and designing multi-agent systems. MaSE consists of two main phases that result in the cre-
ation of a set of complementary models that get successively closer to implementation. MaSE has been 
used to design systems ranging from a heterogeneous database integration system to a biologically 
based, computer virus-immune system to cooperative robotics systems. The authors also provide a case 
study of an actual system developed using MaSE in an effort to help demonstrate the practical aspects 
of developing systems using MaSE.

INtrODUctION

This chapter describes the Multi-agent Systems 
Engineering (MaSE) methodology for analyzing 
and designing multi-agent systems. MaSE was 
originally designed to develop closed, general 
purpose, heterogeneous multi-agent systems. 
MaSE has been used to design systems ranging 

from a heterogeneous database integration system 
to a biologically based, computer virus-immune 
system to cooperative robotics systems. While 
the multi-agent systems designed by MaSE are 
typically closed (the number and type of all 
agents are known a priori), the number of agents 
is unlimited, although, practically, the number of 
types of different agents is limited to something 
less than 50.
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MaSE uses the abstraction provided by multi-
agent systems to help designers develop intelligent, 
distributed software systems. MaSE views agents 
as a further abstraction of the object-oriented 
paradigm where agents are a specialization of 
objects. Instead of simple objects, with methods 
that can be invoked by other objects, agents coor-
dinate with each other via conversations and act 
proactively to accomplish individual and system-
wide goals. Agents are a convenient abstraction 
that allows designers to handle intelligent and 
non-intelligent system components equally within 
the same framework. 

MaSE builds on existing object-oriented 
techniques and applies them to the specification 
and design of multi-agent systems. Many of the 
models developed with MaSE are similar to mod-
els defined in the Unified Modeling Language. 
However, the semantics of the models are often 
specialized for the multi-agent setting. 

MaSE was designed to be used to analyze, 
design, and implement multi-agent systems by 
proceeding in an orderly fashion through the devel-
opment lifecycle (DeLoach, Wood, & Sparkman, 
2001). MaSE has been automated via an analysis 
and design environment called agentTool, which 
is a tool that supports MaSE and helps guide the 
system designer through a series of models, from 
high-level goal definition to automatic verification, 
semi-automated design generation, and finally to 
code generation. 

The MaSE methodology consists of two main 
phases that result in the creation of a set of comple-

mentary models. The phases and the respective 
models that result at the end of each phase are 
listed below. While presented sequentially, the 
methodology is, in practice, iterative. The intent 
is to free the designer to move between steps and 
phases such that with each successive pass, addi-
tional detail is added and, eventually, a complete 
and consistent system design is produced.

ANALYsIs PHAsE

The first phase in developing a multi-agent sys-
tem using the MaSE methodology is the analysis 
phase. The goal of the MaSE analysis phase is to 
define a set of roles that can be used to achieve 
the system-level goals. These roles are defined 
explicitly via a set of tasks, which are described 
by finite state models. This process is captured in 
three steps: capturing goals, applying use cases, 
and refining roles.

capturing Goals

The purpose of the first step in the analysis phase 
is to capture goals of the system by extracting 
the goals from a set of system requirements. The 
initial system requirements may exist in many 
forms including informal text and tell the designer 
about how the system should function based on 
specific inputs and the system state. The MaSE 
methodology uses these requirements to define 
goals in two specific sub-steps: Identifying goals 
and Structuring goals. 

Phases 
1. Analysis Phase 
   a. Capturing Goals  
   b. Applying Use Cases  
   c. Refining Roles  

Models 
Goal Hierarchy 
Use Cases, Sequence Diagrams 
Concurrent Tasks, Role Model 

2. Design Phase 
   a. Creating Agent Classes 
   b. Constructing Conversations 
   c. Assembling Agent Classes 
   d. System Design 

Agent Class Diagrams 
Conversation Diagrams 
Agent Architecture Diagrams 
Deployment Diagrams 
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Identifying Goals

 The main purpose of this step is to derive the 
overall system goal and its subgoals from the 
initial set of requirements. This is done by first 
extracting scenarios from the requirements and 
then identifying the goals of the scenarios. These 
initial scenarios are usually abstract in nature 
and are critical to the entire system. Therefore, 
the goals identified from these scenarios are at a 
very high level. These high-level goals then serve 
as the basis of analysis of the entire system. The 
roles defined later in the analysis phase must 
support one of these goals. Later, if the analyst 
defines a role that does not support one of these 
goals, either the role is not needed or the initial 
set of goals was incomplete and a new goal must 
be added.

Structuring Goals

After the goals have been identified, the second 
step is to categorize and structure them into a 
goal tree. The result is a Goal Hierarchy Diagram 
whose nodes represent goals and arcs define 
goal/subgoal relationships. The Goal Hierarchy 
Diagram is acyclic; however, there some subgoals 
that may have more that one parent goal.

To structure the goals, the analyst first iden-
tifies the main goal of the system. In the case 
where there is more than one main goal, those 
goals must be summarized as one high-level goal 
that is decomposed into a set of subgoals that are 
easier to manage and understand. To decompose 
a goal into subgoals, the developer must analyze 
what must be done to achieve the parent goals. A 
subgoal should support its parent goal by describ-
ing a subgoal that must be achieved in order to 
achieve the parent goal.

Although superficially similar, goal decompo-
sition is different from function decomposition 
since goals define what tasks must be done instead 
of how a task is achieved, which is functional 
decomposition. Thus, goal decomposition should 

stop when the designer thinks that any further 
decomposition will result in functions and not 
subgoals. MaSE goal decomposition is similar to 
the KAOS approach (van Lamsweerde & Letier, 
2000) except that MaSE goals do not have to be 
strictly AND-refined or OR-refined. 

There are four types of goals in a Goal Hier-
archical Diagram: summary goals, partitioned 
goals, combined goals, and non-functional goals. 
Any goal or subgoal can take on the attributes of 
any one, or more, of these types of goals. The four 
types of goals are described below.

1.  Summary Goal. A summary goal encap-
sulates a set of existing “peer” goals to 
provide a common parent goal for the set. 
This often happens at the highest level of 
the Goal Hierarchical Diagram when a goal 
may be needed to support multiple high-level 
goals.

2.  Non-Functional Goal. As the name sug-
gests, non-functional goals are derived from 
non-functional requirements of the system, 
such as maintaining reliability or response 
times of the system. These goals need not 
directly support the overall functional goals 
of the system. When a non-functional goal is 
discovered, a new branch is generally created 
under the overall system goal, which can 
then be decomposed into either functional 
or non-functional sub-goals.

3.  Combined Goal. While analyzing the goals 
of a system, often a number of subgoals are 
discovered in a hierarchy that are identical 
or very similar and can be grouped into a 
combined goal. This often results when the 
same basic goal is a subgoal of two differ-
ent goals. In this case, the combined goal 
becomes a subgoal of both the goals.

4.  Partitioned Goal. A partitioned goal is 
one of a set of goals that collectively meet 
a parent goal. This is identical to the notion 
of a KAOS conjunctive goal.
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Once the goals have been identified and 
structured, the developer is ready to move to the 
next step of the MaSE analysis phase, applying 
use cases.

Applying Use cases

In this step, the goals and subgoals are translated 
into use cases. These use cases typically capture 
the scenarios discovered in the previous step 
by providing a textual description and a set of 
sequence diagrams that are similar to the UML 
sequence diagrams. The main difference between 
MaSE sequence diagrams and UML is that in 
MaSE they are used to represent sequences of 
events between roles instead of objects. The events 
sent between roles are used in later steps to help 
define the communications between the agents 
that will be eventually playing these roles. 

The use case at this stage helps the developer 
in representing desired system behaviors and 
sequences of events. When the use cases are 
converted to sequence diagrams, the roles that are 
identified become the initial set of roles that will 
be used in the next step of refining roles. 

While not all requirements can be captured as 
use cases, the developer should try to represent 
the critical requirements as either positive or 
negative use cases. Positive use cases define the 
desired system behaviors, and negative use cases 
describe a breakdown or an error in the system. 
Both are useful in defining roles that must be 
played in the system.

Refining Roles

With the Goal Hierarchy Diagram and use cases 
in place, the analyst is ready to move to the next 
step, Refining Roles. This step involves further 
defining roles by associating them with specific 
tasks. The roles produced from this step are de-
fined in such a way as to ensure that each system 
goal is accounted for and form the building blocks 
for the agents that will eventually populate the 
system. 

MaSE is built on the assumption that the system 
goals will be satisfied if each goal maps to a role, 
and every role is played by at least one agent class. 
In general, the mapping of goals to roles involves 
a one-to-one mapping. However, the developer 
may choose to allow a role to be responsible for 
multiple goals for the sake of convenience or 
efficiency. At this stage, the developer may also 
choose to combine several roles; although this 
will most certainly increase the complexity of 
the individual roles, it can significantly simplify 
the overall design.

In MaSE, goal refinement is captured in a Role 
Model (Kendall, 1998). In this model, the roles 
are represented by a rectangle, while a role’s tasks 
are represented by ovals attached to them. The 
arrows between tasks designate communication 
protocols, with arrows pointing from the initiator 
of the protocol toward the responder. Solid lines 
represent external communication (role-to-role), 
while dashed lines indicate internal communica-
tion between tasks belonging to the same role 
instance.

Once the roles are decomposed into a set of 
tasks, the individual tasks are designed to achieve 
the goals for which the role is responsible. It is 
important to note here that roles should not share 
tasks with other roles. Sharing a task among dif-
ferent roles indicates improper role decomposi-
tion. If the analyst believes that a task needs to 
be shared, then a separate role should be created 
for that task. This will allow the task to be incor-
porated into different agent classes, thus being 
effectively shared. 

concurrent task Model

After the roles are defined, the analyst must define 
the details of each task in the role model. Task 
definition is performed via a Concurrent Task 
Diagram, which is based on finite state automata. 
Semantically, each task is assumed to run con-
currently and may communicate with other tasks 
either internally or externally. Taken collectively, 
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the set of tasks for a specific role should define 
the behavior required for that role. 

A concurrent task consists of a set of states 
and transitions. The states in the concurrent 
tasks represent the internal functioning of an 
agent while transitions define the communication 
between tasks. Every transition in the model has 
a source state, destination state, trigger, guard 
condition, and transmissions. The transitions 
use the syntax 

trigger [guard] ˆ transmission(s)

If there are multiple transmissions required, they 
can be concatenated using a semicolon (;) as a 
separator; however, no ordering is implied. In 
general, events sent as triggers or transmissions 
are associated with events sent to tasks within the 
same role instance, thus allowing for internal task 
coordination. To represent messages sent between 
agents, however, two special events—send and 
receive —are used. 

The send event is used to represent a mes-
sage sent to another agent and is denoted by 
send(message, agent) while a receive event, denoted 
by receive(message, agent), is used to define a mes-
sage received from another agent. The message 
itself consists of a performative, the intent of 
the message along with a set of parameters. It is 
also possible to send the same message to several 
agents at the same time using multicasting by 
using a group name of the agents as compared 
to the name of a single agent.

Task states may contain activities that represent 
internal reasoning, reading a percept from sensors, 
or performing actions via actuators. More than 
one activity may be included in a single state and 
they are performed in an uninterruptible sequence, 
which, when combined with states and transitions, 
gives a general computational model. Once inside 
a state, the task remains there until the activity 
sequence is complete. Variables used in activity 
and event definitions are visible within the task, 
but not outside of the task or within activities. 

All messages sent between roles and events sent 
between tasks are queued to ensure that all mes-
sages are received even if the agent or task is not 
in the appropriate state to handle the message or 
event immediately. 

Once a transition is enabled, it is executed in-
stantaneously. If multiple transitions are enabled, 
then internal events are handled first, external 
messages (the send/receive events) are next, and 
the transitions with guard conditions only are last 
(DeLoach, 2000).

To reason about time, the Concurrent Task 
Model provides a built-in timer activity. An agent 
can define a timer using the setTimer activity, t = 
setTimer(time). The setTimer activity takes a time 
as input and returns a timer that will timeout in 
exactly the time specified. The timer that can 
then be tested via the timeout activity, timeout(t), 
which returns a Boolean value, to see if it has 
“timed out.”

DEsIGN PHAsE

In the analysis phase, a set of goals was derived 
and used to create a set of use cases and sequence 
diagrams that described basic system behavior. 
These models were then used to develop a set of 
roles and tasks that showed how the goals should 
be achieved. The purpose of the design phase is 
to take those roles and tasks and to convert them 
into a form that is more amenable to implementa-
tion, namely, agents and conversations. The MaSE 
design phase consists of four steps. These steps 
include designing agent classes, developing con-
versation between the agents, assembling agents, 
and finally deploying the agents at system-level 
design.

construction of Agent classes

The first step in the design phase involves de-
signing the individual agent classes, which is 
documented in an Agent Class Diagram. In this 
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step, the designer maps each role defined in the 
analysis phase to at least one agent class. Since 
roles are derived from the system goals and are 
responsible for achieving them, enforcing the 
constraint that each role is assigned to at least 
one agent class in the system helps to ensure that 
the goals are actually implemented in the system. 
In general, an agent class can be thought of as a 
template for creating the actual agent instances 
that will be part of the multi-agent system. These 
templates are defined in terms of the roles they 
play and the protocols they use to coordinate with 
other agents.

The first step in constructing agent classes is 
to assign roles to the agent classes. If the designer 
chooses to assign more than one role to the same 
agent class, the roles may be performed either 
concurrently or sequentially. The assignment of 
roles to agents allows the multi-agent organiza-
tion to be easily modified, since the roles can be 
manipulated modularly. This allows the designer 
to manipulate the design to account for various 
software engineering principles, such as func-
tional or temporal cohesion.

Once the agents are created by identifying 
the roles they will be playing, the conversations 
between agents are designed accordingly. For 
example, if two roles, R1 and R2, that shared a 
communication protocol were assigned to agent 
classes A1 and A2 respectively, then A1 and A2 
would require a conversation (to implement the 
protocol) between them as well.

The Agent Class Diagram that results from this 
step is similar to object-oriented class diagrams. 
They are different in that (1) agent classes are 
defined by the roles they play instead of their at-
tributes and methods, and (2) the relationships be-
tween agent classes are always conversations. 

constructing conversations

Once the agent classes have been defined and the 
required conversations identified, the detailed 

design of the conversations is undertaken. These 
details are extracted from the communications 
protocols identified in the analysis phase. 

Conversations are modeled using two differ-
ent Conversation Class Diagrams, one for the 
initiator and the other for the responder. These 
diagrams are based on finite state automata and 
use states and transitions to define the inter-agent 
communication, similar to concurrent tasks. The 
transitions in the conversation diagrams use a 
slightly different syntax

rec-mess(args1) [cond] / action ˆ trans-mess(args2)

This means that that if the message rec-mess is 
received with the arguments args1 and the condi-
tion cond holds true, then the method action is 
called and the message trans-mess is sent with 
arguments args2.

Conversations are derived from the concurrent 
tasks of the analysis phase, based on the roles 
the agents are required to play. Thus, each task 
that defines an external conversation (outside the 
role) ends up becoming one or more conversation 
between agents. However, if all task communica-
tion is internal (within the same role) or with roles 
that are performed by the same agent, then the 
communication translates into internal function 
or method calls. Generally, however, concurrent 
tasks translate into multiple conversations, as 
they require communication with more than one 
agent class. 

During this stage, the designer also needs to 
take into account other factors besides the basic 
protocols defined in the concurrent tasks. For 
example, what should an agent do if it does not 
receive the message it was expecting? Perhaps 
the communication medium was disabled or the 
other agent failed. Therefore, the designer should 
attempt to make conversations robust enough to 
handle potential run-time errors. 
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Assembling Agent classes and 
Deployment Design

The last two stages in MaSE involve the internal 
design of the agent classes and the system-level 
design. The first of these stages, Assembling 
Agent Classes, involves two steps, defining the 
agents’ architecture and defining the individual 
components of the architecture. MaSE does not 
assume any particular agent architecture and 
attempts to allow a wide variety of existing and 
new architectures to be used. Thus, the designer 
has the choice of either using pre-existing agent 
architecture like Beliefs, Desires, and Intentions 
(BDI) or creating a new architecture from scratch. 
The same goes for the architecture components. 
The step of assembling agents result in an Agent 
Architecture Diagram in which the components 
are represented by rectangular boxes connected 
to either inner or outer agent connectors. The in-
ner-agent connectors, represented by thin arrows 
define visibility between components, while the 
outer agent connectors, represented by dashed 
arrows, define external connections to resources 
like other agents effectors, databases, and so on. 
A more detailed discussion of this step can be 
found in Robinson (2000).

The last step in building a multi-agent system 
using the MaSE methodology is to decide on the 
actual configuration of the system, which consists 
of deciding the number and types of agents in the 
system and the platforms on which they should 
be deployed. These decisions are documented in 
a Deployment Diagram, which is very similar 
to a UML Deployment Diagram and is used 
for much the same purpose. In a Deployment 
Diagram, agents are represented by three-di-
mensional boxes, while rectangles with dashed 
lines represent physical computing platforms. The 
lines between agents represent the actual lines of 
communication between the agents. In a dynamic 
multi-agent system in which agents move or are 
created and destroyed, the Deployment Diagrams 
are used to show snapshots of possible system 
configurations.

EXAMPLE cAsE stUDY: 
MULtI-AGENt rEsEArcH 
tOOL (MArt)

To show how to use the MaSE methodology 
outlined above, this section presents an example 
of using MaSE to develop an actual multi-agent 
system. The Multi-agent Research Tool (MART) 
was developed as part of a MS project at Kansas 
State University and is being considered for 
distribution by a private company. The analysis 
and design was performed using the agentTool 
development environment, with the implementa-
tion being done in Java.

Overview

Writing articles is an important part of work for 
a researcher at a university or a content provider 
working for a media company. While writing 
research or news articles, the author often con-
ducts searches on the World Wide Web (WWW) 
to unearth relevant information that can be used 
to write the article. However, when an author 
is writing an article, it is often a distraction to 
stop writing, visit a few search engines, conduct 
keyword searches, retrieve relevant information, 
and then incorporate it into the article. This is not 
very efficient, especially when the author has to 
deliver the article by a specific deadline.

The motivation for developing a Multi-agent 
Research Tool (MART) was to develop a tool that 
helps authors to research while writing an article 
without wasting valuable time. This means that the 
research tool should not only be smart and efficient 
in conducting searches, but that it should also be 
able to work in the background and, at the same 
time, be non-intrusive to the user. Moreover, since 
use of the Internet has become commonplace, it 
is assumed that a person using MART has access 
to the Internet. It would be more useful if the 
research tool could use distributed computing 
to retrieve research material and present it to the 
user whenever he/she decides to view or use them. 
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Based on the nature of the original motivation, 
it was decided to build MART as a multi-agent 
system since the location and numbers of the 
various components within the local network 
would not be known in advance. Since MART 
was developed using the MaSE methodology, 
the decision to use the agentTool development 
environment—a software engineering tool that 
directly supports MaSE analysis and design—was 
straightforward. 

Developing Goals of the system

In the first step of the Analysis Phase, the follow-
ing goals were defined based on the requirements 
for the MART system, as presented above. As 
shown in Figure 1, the overall goal of the system 
is to produce the results of a search for keywords 
from the user’s article. This goal is partitioned into 
four subgoals: ranking and refining the keywords 
used in the search, searching the Web for results, 
producing and presenting the result to the user, 
and managing the entire system.

The rank and refine search keywords goal is 
partitioned into two subgoals: reading user key-
words and ranking the keywords. The goal, search 
the Web, is also partitioned; however, it has only 
one subgoal, namely, search Web sites. Although 
not technically required, this goal structure was 
adopted so that future versions could add ad-
ditional goals that could include searching other 

types of information sources such as databases 
located on the host computer and/or local network. 
Finally, the goal produce results is partitioned into 
three subgoals that allow for reading raw results, 
refining the raw results, and producing the final 
results that will be presented to the user.

Applying Use case

After defining the goals, three primary use cases 
were generated based on the three main subgoals 
(1.1, 1.2, and 1.3 in Figure 1). These use cases 
are Refine and Rank Keywords, Search the Web, 
and Generate Results. Each is presented in detail 
below.

Refine and Rank Keywords

The Refine and Rank Keywords use case defines 
how the system should behave when it is initially 
asked to perform as search. As shown in Figure 
2, the manager of the search process asks the 
reader to read the predefined user preferences 
and keywords and then asks the ranker to rank 
the keywords that were returned. The user pref-
erences define exactly how the user prefers the 
search to be conducted while the keywords are 
the specific words on which the user wants the 
search to be conducted. These keywords are then 
ranked in terms of relevance to the article the user 
is currently writing.

Figure 1. MART system goals
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Search the Web

As shown in Figure 3, the Search the Web use 
case defines the basic search process of the system 
once a set of keywords has been developed. Each 
searcher agent is asked to search its known Web 
sites for a specific set of keywords. Exactly where 
and how each searcher conducts its search is not 
known to the manager. However, once results are 
received back by the searcher agents, the results 
are returned to the controller, who tabulates the 
results for a variety of searchers.

Generate Results

The sequence diagram in Figure 4 shows that 
the manager, once it has the raw results, sends a 
message to the result generator along with the raw 
results. The result generator refines the results by 

extracting duplicates and providing proper for-
matting and then sends back the finished product 
back to the manager.

Refining Roles

The role diagram depicts how the different goals 
are mapped to the roles of the system. Figure 5 
shows that the controller has many tasks that 
collaborate with the other roles in order to read 
keywords, perform a search, and generate the 
finished product. The numbers inside rectangles 
(roles) indicate the goals for which they are 
responsible. For example, the Controller role is 
responsible for goal 1.4 from Figure 1, which is 
the goal of managing the system. 

As discussed above, the solid lines connecting 
the different roles represent the communication 
between the roles. The dotted line between tasks 

Figure 2.  Sequence diagram for “Refine and Rank Keywords” use case

Figure 3. Sequence diagram for the use case “Search the Web”
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in the Sleuth role (the makeRaw protocol) shows 
that it is an internal communication between tasks 
within the same role instance (agent). The makeR-
awResults task is invoked by the rawResults task 
of the Sleuth once it receives the searchTheWeb 
request from the controller.

concurrent task Model

Once the Role Model has been constructed, a 
concurrent task model was defined for each task 
in the role model. For example, showKeywords is a 
task for the KeywordsReader role. An example of a 
concurrent task model for showKeywords is shown 
in Figure 6. The task starts when a readPrefs mes-
sage is received from an agent named controller. 
After receiving the message, the user preferences 

are read via the activity readPreferences() in the 
readPreferences state. Upon completion of the 
activity, the task enter the readKeywords state 
where it gets the keywords from the user via the 
readKeywords() activity. If the keywords list is 
empty (null), then the task ends without sending 
a response. Otherwise, the task sends the set of 
keywords back to the controller.

constructing Agent classes

After all the tasks from the Role Model have been 
defined via concurrent task diagrams, the analysis 
phase ended and the design phase commenced. 
The first step of the design phase is to define the 
basic system architecture using an Agent Class 
Diagram. The initial task was to create agent 
classes and assign them specific roles to play. 

Figure 4. Sequence diagram for the use case “Generate results”

Figure 5. MART role model
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The Agent Class Diagram shown in Figure 
7 shows that MART has five different agents: 
AgentManager, AgentKey, AgentProducer, 
AgentGoogle, and AgentTeoma. The lines con-
necting the agents represent the conversations 
between the agents. For example, searchTheWeb is 
a conversation that is initiated by AgentManager. 
searchTheWeb is unique in that it exists between 
the AgentManager and two different agent types: 
AgentGoogle and AgentTeoma. Actually, both 
of these agent types implement the Sleuth role, 
and the conversation can be directed from the 
AgentManager to either agent type requesting 
them to conduct a search and return raw results. 
The agent classes in Figure 7 represent indepen-

dent processes operating in their own thread of 
control. These agents could be placed on different 
machines and still be able to talk to each other 
using the conversations defined in the system.

constructing conversations

After creating the agent classes and documenting 
them via the Agent Class Diagram, the individual 
communication between the agents was defined, 
based on the protocols between the appropriate 
roles from which they were derived. Each result-
ing conversation was documented using a pair of 
Conversation Diagrams, which are similar to and 
can be derived from the concurrent tasks models 

Figure 6. The showKeywords task for role KeywordsReader

Figure 7. MART agent class diagram
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developed during the analysis phase (Sparkman, 
DeLoach, & Self, 2001). Each conversation is rep-
resented from the initiator’s and the responder’s 
points of view. For example, the conversation rank-
Keywords from the above diagram has the agent 
class AgentManager as the initiator and agent 
class AgentKey as the responder. The diagrams 
are show below in Figure 8 and Figure 9. Taken 
together, the diagrams show that the initiator 
sends the rankKey message with the parameter 
keywords to the responder and then waits until 
a rankedKey message is returned along with the 
ranked set of keywords via the message parameter. 
The responder side of the conversation is quite 
similar, with the messages sent by the initiator 
being received and the messages received by the 
initiator being sent. The obvious difference be-
tween the two is that the responder side includes 
an activity, rankKeywords(), that is called to actually 
perform the ranking process.

Assembling Agents and Deployment 

After developing the conversations required 
for MART, the next step was constructing the 
individual components of the agent classes. As 
discussed earlier, there is a choice of either using 
either pre-existing agent architectures or creating 

an application-specific architecture. Because the 
MART agents were simple, it was decided that a 
simple application-specific architecture was the 
best approach for MART. Each concurrent task 
was mapped directly to an internal component 
in the architecture, thus making the internal 
agent design directly reflect the roles and tasks 
of the analysis model. An example of component 
structure of the AgentKey agent class is shown 
in Figure 10.

The attributes and methods of the showKey-
words component are derived directly from the 
showKeywords task defined in Figure 6, with 
the exception of the conv_r_readUserPreferences 
method. The conv_r_readUserPreferences method 
was created to initiate the readUserPreferences 
conversation. When the agent wants to start the 
readUserPreferences conversation, it calls the 
method, which contains all the implementation 
dependent code for handling the conversation. 
The rankedKeywords component was derived 
similarly. Because these two components do not 
communicate directly (they are derived from 
the showKeywords and rankedKeywords tasks 
in Figure 5), there is not a visibility connection 
between them. 

The last step in the design of the MART system 
was to develop the overall system deployment 

Figure 8.  Conversation model for rankKeywords Initiator

Figure 9.  Conversation model for rankKeywords Responder
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design. The MART Deployment Diagram, as 
shown in Figure 11, was created as an example 
of how the MART system could be deployed. As 
the MART system is designed to be deployed in 
a number of settings, this deployment is notional. 
Typically, the AgentKey and AgentManager 
agents are started on the user’s computer while 
the AgentGoogle and AgentTeoma agents must 
be pre-deployed on local network computers (the 
AgentProducer agent may be deployed anywhere 
on the local network as well). 

Refining the Object Model

After completing the analysis and design for 
MART, the implementation of the system began. 
As the system analysis and design was performed 

using agentTool, the first step was to verify that 
the conversations were correct and deadlock free. 
After this step was completed, the code genera-
tion capabilities of agentTool were employed to 
generate the initial code, which included stubs for 
each agent, each component, and each side of the 
conversations. Generally, each agent component 
is implemented as a single class. However, due 
to the simplicity of the components defined dur-
ing the Assembling agents step, each agent class 
design was implemented by integrating all the 
agent components into a single class (one class for 
each agent type). This resulted in the simplified 
class structure shown in Figure 12.

The system architecture is shown in Figure 13, 
where each agent class is represented as a package. 
Obviously, multiple versions of each agent may 

Figure 10. Components of AgentKey

Figure 11. Deployment diagram for MART
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exist. The KeyObjectPackage, which is accessed by 
each of the agents, includes shared definitions of 
data objects passed between agents. The diagram 
also includes a user-defined stereotype «conver-
sation» to denote the existence of conversations 
between the various agent packages. The system 
was implemented using the agentMom agent-
oriented middleware system, which inherently 
supports the concept of conversations as defined 
in MaSE (Mekprasertvit, 2004). 

strENGtHs AND WEAkNEssEs

strengths

MaSE is a comprehensive methodology for 
building multi-agent systems. It has been used 
to develop both software multi-agent systems 

and multi-agent cooperative robotic systems 
(DeLoach, Matson, & Li, 2003). One of the major 
strengths of MaSE is that it provides guidance 
throughout the entire software development life-
cycle—from requirements elicitation through to 
implementation. 

Firstly, MaSE is independent of any particular 
agent architecture or underlying environment. 
While the example above does not use pre-existing 
agent architectures, MaSE does allow the task and 
conversation behavior to be implemented in any 
architecture the designer wishes. For example, 
Robinson (2000) has defined a variety of agent 
architectures using MaSE components including 
reactive, BDI (Belief Desires and Intentions), 
knowledge-based, and planner based.

The sequence of interrelated MaSE models 
allows the developer to track the mapping of 
entities from one model to the next. This is most 

Figure 12. Simplified UML class model for MART
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readily apparent in the mapping of goals to roles, 
roles to agents, and communications protocols to 
conversations. This mapping allows the developer 
to move between models, showing that the entities 
defined in previous models are implemented suc-
cessfully in the current model. It also provides an 
excellent tool for tracking down system errors. If a 
particular goal is not being successfully achieved, 
the developer can track that goal directly to the 
responsible role and then on the implementing 
agent classes.

Often in multi-agent approaches, developers 
are allowed to specify behavior and agent com-
munications protocols; however, the relationship 
between the two is not always clear. MaSE pro-
vides a way of directly defining the relationship 
between agent communication protocols and the 
internal behavior of the agent. This relationship 
is captured in the concurrent task diagrams and 
is carried over to agent conversation diagrams. 
By studying a set of concurrent tasks, it becomes 
evident how the communications between roles, 
and eventually agents, directly affects and is af-
fected by the results of the communication. For 
instance, in Figure 6, it is clear that the compu-
tation (the readPreferences activity) starts after 
receiving the readPrefs message, and the results 

of the readKeywords activity determine whether 
the userKeywords message is even sent.

MaSE is also supported by the agentTool de-
velopment environment. AgentTool is a software 
engineering tool built to help designers create 
multi-agent systems using the MaSE methodol-
ogy. Using agentTool, a multi-agent system can 
be developed by following the MaSE steps in both 
the analysis and design phases. Since agentTool 
is a graphical-based tool, all the diagrams and 
the models described in the MaSE methodology 
are created using the tool. During each step of 
system development, the various analysis and 
design diagrams are available via agentTool and 
the developer is allowed to move freely back and 
forth between models in the various MaSE steps. 
A developer may also use agentTool to verify a 
conversation at any point by using the conversation 
verification capability (Lacey & DeLoach, 2000), 
which uses the Spin model checker (Holzmann, 
1997) to check for deadlocks, as well as non-
progress loops, syntax errors, unused messages, 
or unused states. If an error exists, the verification 
results are presented textually to the developer 
as well as by directly highlighting the offending 
conversation diagram. AgentTool includes devel-
oping support for semi-automatic transformations 

Figure 13. MART packages
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that convert a set of analysis models into the ap-
propriate design models (Sparkman, DeLoach, & 
Self, 2001). To initiate the process, the designer 
assigns roles to specific agent classes and then ap-
plies the semi-automated transformations. There 
are three transformation stages. In stage one, the 
transformations determine to which protocol 
individual concurrent task events belong. Next, 
the transformations create internal components 
for each concurrent task associated with the agent 
class. In the final stage, the conversations are 
extracted from the concurrent tasks and placed 
in conversation diagrams.

Weaknesses

While MaSE provides many advantages for build-
ing multi-agent systems, it is not perfect. It is 
based on a strong top-down software engineering 
mindset, which makes it difficult to use in some 
application areas. First, MaSE is not currently 
appropriate for the development of open multi-
agent systems. Since MaSE predefines the com-
munications protocols between agent classes, the 
resulting system assumes that any agents trying 
to participate in the system implicitly know what 
those protocols are. In addition, MaSE does not 
inherently support the use of different ontologies, 
although an extension to MaSE by DiLeo, Jacobs, 
and DeLoach (2002) does incorporate the notion 
of ontologies into MaSE and agentTool. In general, 
however, MaSE implicitly defines an ontology that 
is embedded in the task communication protocols 
and is implemented within each agent.

The MaSE notion of conversations can also be 
somewhat bothersome, as they tend to decompose 
the protocols defined in the analysis phase into 
small, often extremely simple pieces when the 
original protocol involves more than two agents. 
This often results in conversations with only a 
single message. This makes comprehending how 
the individual conversations fit together more 
difficult.

MaSE also tends to produce multi-agent sys-
tems with a fixed organization. Agents developed 
in MaSE tend to play a limited number of roles 
and have a limited ability to change those roles, 
regardless of their individual capabilities. Recent 
trends in multi-agent systems are towards the 
explicit design and use of organizations, which 
allow heterogeneous agents to work together 
within well-defined roles to achieve individual 
and system-level goals. In multi-agent teams, 
the use of roles and goals allows the agents to 
perform their duties in an efficient and effective 
manner that allows the team to optimize its overall 
performance. In most multi-agent design meth-
odologies, including MaSE, the system designer 
analyzes the possible organizational structure and 
then designs one organization that will suffice 
for most anticipated scenarios. Unfortunately, in 
dynamic applications—where the environment as 
well as the agents may change—a designer can 
rarely account for or even consider all possible 
situations. 

Ideally, a multi-agent team would be able to 
design its own organization at runtime. To ac-
complish this, MaSE would have to be extended 
to be able to analyze and design multi-agent 
organizations. While MaSE already incorporates 
many of the required organizational concepts such 
as goals, roles, and the relations between these 
entities, it cannot currently be used to define a 
true multi-agent organization. 

cONcLUsION

MaSE provides a detailed approach to the analy-
sis and design of multi-agent systems. MaSE 
combines several established models into a 
comprehensive methodology. It also provides a 
set of transformation steps that shows how to 
derive new models from the existing models thus 
guiding the developer through the analysis and 
design process.
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MaSE has been successfully applied in many 
graduate-level projects as well as several research 
projects. The Multi-agent Distributed Goal Sat-
isfaction Project used MaSE to design the col-
laborative agent framework to integrate different 
constraint satisfaction and planning systems. The 
Agent-Based Mixed-Initiative Collaboration Proj-
ect also used MaSE to design a multi-agent system 
focused on distributed human and machine plan-
ning. MaSE has been used successfully to design 
an agent-based heterogeneous database system as 
well as a multi-agent approach to a biologically 
based computer virus-immune system. More re-
cently, we applied MaSE to a team of autonomous, 
heterogeneous search and rescue robots (DeLoach, 
Matson, & Li, 2003). The MaSE approach and 
models worked very well. The concurrent tasks 
mapped nicely to the typical behaviors in robot 
architectures. MaSE also provided the high-level, 
top-down approach missing in many cooperative 
robot applications.

Future work on MaSE will focus on specializ-
ing it for use in adaptive multi-agent and coopera-
tive robotic systems based on an organizational 
theoretic approach. We are currently developing 
an organizational model that will provide the 
knowledge required for a team of software or 
hardware agents to adapt to changes in their 
environment and to organize and re-organize to 
accomplish team goals. Much of the information 
needed in this organizational model—goals, 
roles and agents—is already captured in MaSE. 
However, we will have to extend MaSE analysis 
to capture more detail on roles, including the 
capabilities required to play roles. 
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AbstrAct

An alternative approach to modeling and analysis of agents’ behaviour is presented in this chapter. 
The agents and agent systems are understood here to be discrete-event systems (DES). The approach is 
based on the place/transition Petri nets (P/T PN) that yield both the suitable graphical or mathematical 
description of DES and the applicable means for testing the DES properties as well as for the synthesis 
of the agents’ behaviour. The reachability graph (RG) of the P/T PN-based model of the agent system 
and the space of feasible states are found. The RG adjacency matrix helps to form an auxiliary hyper-
model in the space of the feasible states. State trajectories representing the actual interaction processes 
among agents are computed by means of the mutual intersection of both the straight-lined reachability 
tree (developed from a given initial state toward a prescribed terminal one) and the backtracking reach-
ability tree (developed from the desired terminal state toward the initial one; however, oriented toward 
the terminal state). Control interferences are obtained on the base of the most suitable trajectory chosen 
from the set of feasible ones.

INtrODUctION

Behaviour of an agent in surroundings as well 
as among other agents in multi-agent systems 
(MAS) is one of the most important parts of the 
research in the intelligence integration.   Agents 
are usually understood (Fonseca, Griss, & Lets-

inger, 2001) to be persistent (especially software, 
but not only software) entities that can perceive, 
reason, and act in their environment and com-
municate with other agents. Hence, MAS can be 
apprehended as a composition of collaborative 
agents working in shared environment. The agents 
together perform a more complex functionality. 
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Communication enables the agents in MAS to 
exchange information. Thus, the agents can co-
ordinate their actions and cooperate with each 
other. However, an important question arises 
here, namely: What communication mechanisms 
enhance the cooperation between communicat-
ing agents? 

In general, the agent interaction is a special-
ized kind of the behaviour. Roughly speaking, the 
agent behaviour has both internal and external 
attributes. From the external point of view the 
agent is (Demazeau, 2003) a real or virtual entity 
that (i) evolves in an environment; (ii) is able to 
perceive this environment; (iii) is able to act in 
this environment; (iv) is able to communicate 
with other agents; and (v) exhibits an autonomous 
behaviour. On the other hand, from the internal 
point of view, the agent is a real or virtual entity 
that encompasses some local control in some of its 
perception, communication, knowledge acquisi-
tion, reasoning, decision, execution, and action 
processes. While the internal attributes character-
ize, rather, the agent inherent abilities, different 
external attributes of agents manifest themselves 
in different measures in a rather wide spectrum 
of MAS applications, like for example, computer-
aided design, decision support, manufacturing 
systems, robotics and control, traffic management, 
network monitoring, telecommunications, e-com-
merce, enterprise modeling, society simulation, 
office and home automation, and so forth. Even 
(Demazeau, 2003), the applications in computer 
vision, natural language processing, spatial data 
handling and so forth, are known as well. 

It is necessary to distinguish two groups of 
agents or agent societies, namely, human and 
artificial. The principle difference among them 
consists especially in the different internal abili-
ties. These abilities are studied by many branches 
of sciences including those finding themselves out 
of the technical branches; for example, economy, 
sociology, psychology, and so forth. This chap-
ter does not set itself these abilities as a goal of 
studies. It takes no account of the causes of them. 

Simply said, the internal behaviour happens and 
it is practically idle to consider how it happens. 
Here, the appearance of the internal abilities in 
the form of discrete events is important only. 
However, on the other hand, the external (i.e., 
inter-agent) behaviour is very important as to the 
quality of the communication or cooperation 
process in MAS. At the cooperation in MAS 
two principle characteristics of the agents are 
usually distinguished. Namely, either each agent 
is able to solve the whole problem but the use of 
many agents in parallel speeds up the problem 
solving, or the agents are specialized to solve 
different subproblems. While, in the former case, 
the cooperation consists of the purely physical 
(i.e., spatial or temporal) decomposition of the 
work between the agents, for example, each agent 
either solves a part of the problem or works for 
a given time, in the latter case each agent solves 
the problem for which it is specialized. However, 
a mix both of them seems to be more effective. 
Namely, it is very useful when an agent being 
free is able to substitute (at least partially) the 
activities of another agent in case of a failure or 
to help another agent asking for help (e.g., in case 
when it is not able to solve a problem).

As to the agent abilities, we can speak about 
cognitive and reactive agents. The cognitive 
agents are those that can form plans for their be-
haviours, whereas reactive agents are those that 
just have reflexes. Ferber (1999) showed how both 
approaches could converge in the end. Namely, 
one kind of research focuses on the building of 
individual intelligences whose communication 
is organised, whereas the other imagines very 
simple entities whose coordination emerges in 
time without the agents being conscious of it. 
However, in fact, a number of different schools of 
MAS persist, all coming from different theoreti-
cal backgrounds.

During the agent cooperation, different kinds 
of conflicts and synergies occur. The agent inter-
actions in MAS occur in order to achieve some 
desired global goals. The goals are external to each 
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individual agent and they must be reached by the 
interaction of agents. Desired behaviour of MAS 
is external to the agents. However, the behaviour 
of individual agents is motivated from their own 
goals and capabilities, that is, agents bring in their 
own ways into the MAS. The MAS behaviour 
emerges (Weigand, Dignum, Meyer, & Dignum, 
2003) from the goal-pursuing behaviour of the 
individual agents within the constraints set by 
the organizational model (OM). OM describes the 
global behaviour and structure (it is not dependent 
on the agents themselves). OM also describes the 
desired or intended behaviour and overall struc-
ture of the society from the perspective of the 
organization in terms of roles, interaction scripts 
and social norms. Emergence means (Walker & 
Wooldridge, 1995) that conventions develop from 
within a group of agents.

MAS are also used in intelligent control, 
especially for a cooperative problem solving 
(Yen, Yin, Ioerger, Miller, Xu, & Volz, 2001). 
The negotiation belongs to the most important 
interactions in such a case. It is the process of 
multilateral bargaining for mutual profit. In other 
words (Brams & Kilgour, 2001; Thompson, 1998), 
the negotiation is a decision process where two 
or more participants make individual decisions 
and interact with each other in order to reach a 
compromise.

The agent behaviour can be understood as 
driven by discrete events. Consequently, it can be 
modeled by the discrete event systems (DES). 
We can even speak about the discrete event 
dynamic systems (DEDS) because the events 
occur in intrinsic time instants. An approach 
to modeling and analysing interactions among 
agents in MAS is presented in this chapter and 
the possibility of their control is pointed out. In 
order to model the DES or DEDS different kinds 
of Petri nets (PN) (Petersen, 1981) are frequently 
used. The place/transition PN (P/T PN) are utilised 
here in order to model the behaviour of the agents. 
Namely, PN can be seen as a graphical modeling 
tool having the well understanding mathematical 

background (Murata, 1989), the formalism based 
on discrete mathematics. Consequently, many im-
portant static and dynamic properties are proved 
in PN theory. Existing automated tools make it 
possible to prevent or avoid erroneous situations, 
for example, deadlocks. Particular modules of a 
complex system can be modeled separately by 
simple PN modules. The PN modules can coop-
erate by means of the communication modules. 
In a simple case, the communication modules 
consist either of PN transitions or of PN places. 
In a complex case the communication modules 
can be formed as the PN modules (subnets) with 
a suitable structure.

The reachability graph of the PN-based model 
of MAS and the space of feasible states are found. 
The set of feasible trajectories representing the 
feasible ways of the system dynamics development 
is computed by means of the mutual intersection 
of both the straight-lined reachability tree (SLRT) 
and the backtracking reachability tree (BTRT). 
The SLRT is developed from a given initial state 
toward the prescribed terminal one. The BTRT 
is developed from the terminal state toward the 
initial one. However, it is oriented toward the 
terminal state. The most suitable trajectory can 
be chosen from the set of feasible ones on the 
base of a criterion (if any). Namely, the criterion 
is usually given only verbally or in nonanalytical 
terms. Sometimes several criteria (even contradic-
tory) can be formulated. The chosen trajectory 
yields the control interferences applicable to the 
real system.

PEtrI NEt-bAsED MODELING 
tHE DEDs

  
DEDS (Cassandras & Lafortune, 1999) are driven 
by discrete events. PN in general are frequently 
used for modeling systems that are character-
ized as being DEDS (Murata, 1989; Petersen, 
1981). Hence, PN are able to describe and study 
the behaviour of such systems because they are 
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able to competently express the systems being 
concurrent, parallel, asynchronous, distributed, 
and so forth. Especially, PN are characterized by 
their ability to handle operation sequence, concur-
rency, conflict and mutual exclusion in systems, 
and the like. These features predetermine them 
to be a suitable tool for describing and analysing 
concurrent and real-time systems such as flexible 
manufacturing systems (FMS), communication 
systems, transport systems, and so forth. 

As a graphical tool, PN can be used as a visual-
communication aid. In addition, tokens are used in 
these nets to simulate the dynamic and concurrent 
activities of systems. As a mathematical tool, it 
is possible to set up the PN state equation as a 
mathematical model governing the behaviour 
of the systems in question.

Thus, the Petri net is a graphical and math-
ematical modeling tool. It consists of the set of 
places 1 2{ , ,..., }nP p p p= , the set of transitions 

1 2{ , ,..., }mT t t t= , P T∩ =∅, and arcs that connect 
them. The set of oriented arcs F P T⊆ × connects 
places with transitions (the arcs start at a place and 
end at a transition), while the set of oriented arcs 

PTG ×⊆ , =∩GF ∅, connects the transitions 
and places (the arcs start at a transition and end 
at a place). Formally, the quadruplet GFTP ,,,  
represents the PN structure. It can be said that PN 
are the bipartite directed graphs with two kinds 
of nodes (places and transitions) and two kinds 
of edges (arcs emerging from places and entering 
transitions, and arcs emerging from transitions 
and entering places). The places usually model 
the elementary activities and they can contain 
tokens. The tokens symbolize the activities. 
Mathematically, they are expressed by integers. 
The absence of tokens in a place represents the 
passivity while the presence of a different number 
of tokens in the place represents a kind of activity. 
For example, when the place models a resource, 
existence of tokens in the place indicates the 
availability of the resource. The current state of 
the modeled system (the marking) is given by 
the number of tokens in each place. Transitions 

model discrete events (starting or ending activi-
ties), which can occur (the transition fires) in the 
system and change the state of the system (the 
marking of the Petri net). In such a way, firing 
of a transition represents occurrence of the event 
or execution of the activity. Transitions are only 
allowed to fire if they are enabled, which means 
that all the preconditions for the activity must be 
fulfilled (there are enough tokens available in the 
input places). Thus, transition is enabled if each 
of its input places contains a number of tokens 
that is greater than or equal to the weight of the 
arrow (expressing the number of tokens which can 
simultaneously pass throughout this oriented way) 
connecting the input place to the transition. An 
enabled transition may fire. Firing of a transition 
t is the action that removes from each its input 
place pi the number of tokens equal to the weight 
of arrow from pi to t and then inserts into each 
output place pj the number of tokens equal to the 
weight of arrow from t to pj.

The marking development (the PN dynamics) 
can be expressed by another quadruplet , , ,X U

x0 . Here, x0 is an initial state vector, {=X X1, 
X2, …, XN} is the set of feasible state vectors 
(i.e., the vectors representing the mutually dif-
ferent feasible states of marking all of the PN 
places in different steps of the system dynamics 
development) where X1 = x0 and the states X2, 
…, XN are reachable from X1 by means of firing 
certain sequences of enabled transitions, U = 
{U1,U2,...,UM} is the set of control vectors (i.e., 
the vectors representing the states all of the PN 
transitions in different steps, as to enabling or 
firing), and finally, : X U X× →  is the transi-
tion function of the PN. The transition function 
formally expresses that the new state of the system 
depends on the previous state and the firing of 
transitions representing the occurrence of discrete 
events. This function can be formed as the linear 
discrete equation

xk+1 = xk + B.uk , k = 0, 1,…  (1) 
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Here, B = GT – F and F.uk ≤  xk, k = 0, 1,… with xk 
= ( 1 2

, ,....,
n

k k k
p p p )T being the state vector of the 

PN places in the step k where { }0,1,...,
i i

k
p pc∈  

is the state of the elementary place pi , i = 1, 2, 
…, n, and 

ipc is the capacity (as to the number of 
tokens). The capacity of the place pi can be finite 
or infinite. The state 0

i

k
p =  expresses the pas-

sivity of the place pi in the step k and 1
i

k
p ≥  

expresses a measure of the activity of the place pi 
in the step k. The vector uk = (

1 2
, ,....,

m

k k k
t t t )T is 

the state vector of the PN transitions in the step k 
with { }0,1

j

k
t ∈  being the state of the elementary 

transition tj, j = 1, 2, …, m, where 0
j

k
t =  expresses 

that the transition tj is disabled in the step k and 
1

j

k
t =  expresses that the transition tj is enabled 

in the step k. Because the transitions represent 
the discrete events able to change PN marking 
(the states of the PN places) uk can be named as 
the control vector. F is the ( mn× )-dimensional 
incidence matrix corresponding to the set F  and 
G is the (m ×	n) -dimensional incidence matrix 
corresponding to the set G . The elements of the 
matrices F, G are, respectively, integers expressing 
existence as well as weights of the arcs oriented 
from places to transitions and those oriented from 
transitions to places. Hence, the element fij ∈ {0, 1, 
…, Mfij

}, i =1, 2,…, n; j = 1, 2, …, m of the matrix 
F expresses the weight (i.e., multiplicity) of the 
arc oriented from pi to tj while the element gij ∈ 
{0, 1, …, 

ijgM }, i =1, 2,…, m; j = 1, 2, …, n of the 
matrix G expresses the weight (i.e., multiplicity) 
of the arc oriented from ti to pj. The superscript 
(.)T symbolizes transpose of matrices and vectors, 
while k represent the discrete step of the system 
dynamics development.

reachability of states

Reachability is very important term in PN theory 
as well as in the DEDS control synthesis. It de-
termines whether a system can reach a specific 
state or exhibit a particular functional behaviour. 
The PN reachability tree (RT) or the reach-

ability graph (RG) are very important as to the 
reachability property. Exact definitions of the RT 
are introduced in PN theory basic sources, for 
example, by Petersen (1981) and Murata (1989). 
To have an idea about the RT it is sufficient to 
introduce here only a short description of it. The 
PN reachability tree Grt = (Vrt, Ert) is the tree 
where the set of nodes Vrt = {v0, v1,...,vNr

} is rep-
resented by the set of PN states, that is, vi, i = 0, 
1,…, Nr represent the state vectors xi, i = 0, 1, …, 
Nr. Thus, Vrt = {x0, x1,...,xNr

} with the initial state 
x0 being the root of the RT. The set of edges Ert 
= {e1, e2,...,eM} consists of edges marked by the 
PN transitions tj ∈ T; j = 1,…, m. Namely, two 
nodes vi, vj ∈ V are connected by the oriented arc 

ji vvee →= ∈ E directed from vi toward vj . The arc 
is marked by the PN transition 

jiji
ttt vv xx →→ ==

∈ T just when it is enabled in the state xi and the 
new state xj will be reached by means of its firing. 
The RT has to involve a corresponding node for 
every PN state and a corresponding edge for any 
PN transition enabled in the given state. To avoid 
complications (especially the infiniteness of the 
generated RT) the so-called duplicity nodes are 
defined as the leaf nodes (the graph leaves). In such 
a way subtrees, which already were included into 
the RT, are eliminated. Namely, the node vi ∈ Vrt 
for which exists a node vj ∈ Vrt such that vj   vi 
is named as the duplicity node. The operator   
represents here the binary antireflexive transitive 
antisymmetric relation expressing the ordering 
of nodes in the set Vrt. Consequently, from the 
duplicity node no edges emerge. Connecting all 
of the duplicity nodes of the node vj ∈ Vrt together 
and also with the node vj itself we obtain (after 
doing this for j = 1,…, Nr) the RG from the RT. 
It is important that both the RG and the RT have 
the same adjacency matrix.

Another descriptive definition of the RG is 
presented by Heljanko (2006). What is distinctive 
on it is that it starts by defining two functions: (i) 
enabled(v): given a state v, this function returns 
the set of transitions t that are enabled in v; and 
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(ii) fire(v, t): given a state v, and a transition t 
∈ enabled(v), this function returns the state v0 
reached from v by firing t and consequently, the RG 
is defined as Grt = (Vrt ,T, Ert , v0) being the graph 
with the smallest sets of nodes Vrt, transitions T, 
and edges Ert such that (i) v0 ∈ Vrt, where v0 is the 
initial state of the system, and (ii) if v ∈ Vrt, then 
for all t ∈ enabled(v) it holds that t ∈ T, fire(v, t) ∈ 
Vrt, and (v, t, fire(v, t)) ∈ Ert. In PN theory, the RT 
or RG are very important, especially for testing 
the PN properties. In this chapter, they will be 
utilized at the DEDS control synthesis.

The Matlab procedure for computing the Grt 
was developed by Čapkovič (2003). Its entries are 
the PN incidence matrices F, G and the initial state 
x0. The procedure computes the adjacency matrix 
Art of Grt and the set of the reachable states given 
as columns of the matrix Xreach. The matrix Art 
has a quasi-functional form Art(k), because the 
nonzero elements of this matrix represent the 
indices of the transitions. The matrices Art and 
Xreach fully characterize the RT or RG of the PN. 
The functional adjacency matrix Ak correspond-
ing to the quasi-functional matrix Art(k) can be 
constructed when the nonzero integer elements of 
Art representing the indices of PN transitions tj ∈ 
T; j = 1, …, m are replaced by the corresponding 
transition functions jt

kg , j = 1, …, m; k = 0, 1, 
…, K. The matrix Ak represents the PN causality. 
It can be said that when DEDS is modeled by PN, 
the strictness of the DEDS causality (Čapkovič, 
2007) is rigorously adhered by the PN RT or RG. 
Therefore, the RG cannot be avoided at the DEDS 
control synthesis, of course.

The PN RG can be utilized at modeling, ana-
lysing and control of interactions among agents. 
However, it is necessary to keep in mind that the 
number of feasible states N = Nr + 1 because also 
the initial state is one of them. The attention will be 
focused especially on the negotiation process.

PN-based Approach in the Light 
of other Approaches

PN are widely used for modeling DES or DEDS 
in general (in flexible manufacturing systems, 
communication systems of different kinds, 
transport systems, etc.). In spite of the fact that 
the main aim of this chapter is to point out their 
applicability to modeling, analysing and control 
of agents and agent systems understood to be a 
kind of DES or DEDS, it is necessary to make a 
mention of using PN in the context of a specific 
application. Consider workflow modeling to be 
such an application, because it is frequently used 
in different areas. The workflow is (Eshuis & 
Wieringa, 2003) a set of activities (production, 
business, etc.) that are ordered according to a 
set of procedural rules to deliver a service. It is 
the computerized facilitation or automation of a 
process. The workflow is defined by a model. In 
general, there are two important dimensions of 
workflows (Leymann & Roller, 2000; van der 
Aalst, 2000), the control-flow dimension and the 
resource one.

Some authors have argued that PN are suit-
able for workflow modeling, for example, van der 
Aalst (1998) and Salimifard and Wright (2001). 
They use arguments, (i) that PN yields both the 
graphical model and the mathematical one; (ii) 
that PN have a formal semantics; (iii) that they 
are able to express most of the desirable routing 
constructs; (iv) that there are many techniques 
for proving their basic properties (Murata, 1989; 
Petersen, 1981) like reachability, liveness, bound-
edness, conservativeness, reversibility, cover-
ability, persistence, fairness, and so forth.; and 
(v) that PN represent the enough general means 
to be able to model a wide class of systems. These 
arguments are the same as those used in DES or 
DEDS modeling in general in order to prefer 
PN to other approaches. In addition, there were 
many methods developed in PN-theory that are 
very useful at model checking, for example, the 
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methods of the deadlocks avoidance, methods 
for computing P (place)-invariants and T (transi-
tion)-invariants, and so forth. Moreover, PN-based 
models dispose of the possibility to express not 
only the event causality, but also of the possibility 
to express analytically the current states express-
ing the system dynamics development. Even linear 
algebra and matrix calculus can be utilised in this 
way. It is very important, especially at the DES 
or DEDS control synthesis. The fact that most 
PN properties can be tested by means of methods 
based on the reachability tree and invariants is 
indispensable too. Thus, the reachability tree 
and invariants are very important in PN-based 
modeling DES.

On the other hand, there are some authors 
(Eshuis & Wieringa, 2003; Eshuis & Dehnert, 
2003) that have argued that most of the intro-
duced arguments that seem to be in general an 
advantage of PN did not refer to the domain of 
workflow modeling (only the routing argument 
does). Namely, after van der Aalst, ter Hofstede, 
Kiepuszewski, and Barros  (2000) identified work-
flow patterns (see also van der Aalst, ter Hofstede, 
Kiepuszewski, & Barros, 2003), it has been shown 
that they can be modeled using activity diagrams 
(White, 2004). There have been efforts for defining 
semantics for activity diagram, so that execution 
of the workflow models can be done (Eshuis & 
Wieringa, 2001a, 2001b, 2002). The PN critics 
have affirmed that PN semantics is not specifi-
cally intended for workflow modeling, because 
the analysis of the PN-based workflow model 
presupposes that the real workflow is modelled 
by PN faithfully. They have argued that from an 
unrealistic model, no reliable analysis results can 
be inferred, that the PN semantics models closed, 
active systems that are nonreactive, whereas the 
semantics of UML (unified modeling language) 
activity diagrams models open, reactive systems. 
Namely, the activity diagrams describing the 
workflow behaviour of a system are also useful 
(Fowler & Scott, 2000) for analysing a use case 
by describing what actions need to take place and 

when they should occur, for describing a com-
plicated sequential algorithm, and for modeling 
applications with parallel processes. However, 
activity diagrams do not give details (Fowler & 
Scott, 2000) about how objects behave or how 
objects collaborate. 

Because workflow systems are open, reactive 
systems, the PN critics conclude that PN are not en-
tirely suitable for workflow modeling. Therefore, 
they have defined a reactive PN semantics (Eshuis 
& Dehnert, 2003). Namely, a reactive system runs 
in parallel with its environment (Harel & Pnueli, 
1985) and responds or reacts to input events by cre-
ating certain desirable effects in the environment. 
The reactive PN semantics can model behaviour 
of a reactive system and its environment. Eshuis 
and Dehnert (2003) compared this semantics 
with the token-game semantics of nonreactive 
PN and proved that under some conditions the 
reactive semantics and the token-game semantics 
induce similar behaviour. Next, they applied the 
reactive semantics to workflow modeling and 
showed how a workflow net can be transformed 
into a reactive workflow net. They proved that 
under some conditions the soundness property of 
a workflow net is preserved when the workflow 
net is transformed into a reactive workflow net. 
This result shows that to analyse soundness, the 
token-game semantics can safely be used, even 
though that semantics is not reactive.

However, some reasons for preferring PN 
modeling in connection with workflow modeling 
to other notations are presented also in newer 
papers (see e.g., Purvis, Purvis, Haidar, & Sa-
varimuthu, 2005). The authors emphasize the 
following facts: (1) PN have formal semantics. It 
makes the execution and simulation of PN models 
unambiguous. (2) It is shown that PN can be used 
to model workflow primitives. (3) Typical process 
modeling notations, such as dataflow diagrams, 
are event-based, but PN can model both states and 
events. (4) There are many analysis techniques 
associated with Petri nets, which make it possible 
to identify “dangling” tasks, deadlocks, and safety 



  ���

Modeling, Analysing, and Control of Agents Behaviour

issues. (5) Other standardization protocols do not 
cater to expressiveness, simplicity and formal 
semantics. 

There are even authors (Meena, Saha, Mondal, 
& Prabhakar, 2005) that transform activity dia-
grams to PN. They have proposed a new way of 
looking at analysis of workflows. They model 
workflows by activity diagrams (they understand 
the activity diagrams to be the language, which is 
easy and more intuitive to work with). However, 
afterward they analyse the model using PN. They 
have mentioned three properties of PN, which 
are useful in commenting on workflow models: 
boundedness, safeness, and deadlock. Here, the 
verbal definitions of these properties are (Murata, 
1989; Peterson, 1981; Murata) as follows. A given 
PN with initial marking M0 (given by the initial 
state vector X1 = x0 of the PN-based model) is 
said to be bounded, if for any reachable marking 
M (i.e., any reachable state vector Xi ∈ X) the 
number of tokens in each place does not exceed 
a finite value. A given PN with initial marking 
M0 is safe, if it is bounded and maximum allow-
able token in each place is one. A given PN net 
with initial marking M0 is said to be live, if from 
any reachable marking it is possible to fire any 
transition after some firing sequence. A transi-
tion is said to be dead if it can never be fired. If, 
in a firing sequence, we reach a point where a 
particular transition cannot be fired, then the net 
is in a potential deadlock.

The absence of boundedness indicates (Meena 
et al., 2005) that a particular place has infinite 
number of tokens. However, this indicates that the 
end place can never be reached without having left 
some tokens in other places. In workflow domain, 
this implies that an activity can never be ended 
without leaving some reference to it. Safeness 
property in workflow domain will ensure that we 
don’t have more than one reference to an object 
to be processed. This makes sense because there 
is no need of processing two of the same objects 
when one is needed. Deadlock property is very 
useful from workflow point of view. Namely, it 

indicates that the corresponding workflow has 
some activity which cannot be reached; hence 
the design has some flaws. More such proper-
ties can be looked for (Meena et al., 2005) and 
at the same time, more constructs from activity 
diagrams can be added.

Symbolically said, nothing is either white or 
black. Everything has some advantages on one 
hand and some disadvantages on other hand. 
Whenever we have to model a system, we have 
a possibility to decide what approach is the most 
suitable for our needs. The author of this chapter 
attaches oneself to (or endorses) the PN-based ap-
proach. The main reason of this is the fact that PN 
allows the expression of  the state of the modeled 
object at any step of the system dynamic develop-
ment. Especially, the P/T PN approach enables 
using the linear algebra and matrix calculus, that 
is, exact and in practice verified approaches. This 
makes the analysis of the systems in analytical 
terms possible, especially computing reachabil-
ity graph, invariants, testing properties, model 
checking and model-based control synthesis. 
Moreover, PN can be used not only for handling 
software agents, but also for “material” agents, 
like robots and other technical devices. PN are 
suitable also at modeling, analysing and control of 
any modular DES or DEDS and they are able to 
deal with any problem in that way. Consequently, 
in this chapter, devoted to modeling, analysing 
and control of agents or agent systems, the P/T 
PN-based approach is used only and no attention 
is paid to other approaches (activity diagrams, 
reactive PN, etc.). Mutual interactions of agents 
are considered within the framework of the global 
model. Such an approach is sufficiently general in 
order to allow us to create the model that yields 
the possibility to analyse any situation. Even the 
environment behaviour can be modeled as an 
agent of the agent system too. In such a case, it 
can acquire arbitrary structure and consequently, 
generate different situations. 

The big advantage of this approach is that the 
model is given in analytical terms, as a discrete 
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system described by the vector linear difference 
equation (1). The same holds also for modules ex-
pressing the agents. Consequently, the model can 
be utilized at mathematical dealing with problems 
of different kinds (testing properties, reachability 
analysis, computing invariants, control synthesis, 
etc.). Of course, PN-based models cannot change 
their structure dynamically, during the operation, 
that is, online. However, recently the research was 
initiated (Llorens & Olivier, 2004, 2006) in the 
area of reconfigurable PN.

PN-based Modeling Agents

Consider the agent A having (on a chosen level of 
abstraction) the following elementary activities 
represented by the PN places pi, i=1, 2,…, 12, that 
is, pi ∈ P = {p1, p2,...,p12}, where the meaning of 
the places is the following: p1 means the agent A is 
free; p2 means a problem PA has to be solved by A; 
p3 means A is able to solve PA ; p4 means A is not 
able to solve PA ; p5 means PA is solved; p6 means 
PA cannot be solved by A and another agent(s) 
should be contacted; p7 means A asks another 

agent(s) to help him to solve PA ; p8 means A is 
asked by another agent(s) to solve a problem PB; 
p9 means A refuses the help; p10 means A accepts 
the request of another agent(s) for help; p11 means 
A is not able to solve PB; and p12 means A is able 
to solve PB. However, it is necessary to say that 
another concept of both the agent structure and 
the activities is not excluded. The PN model of 
A is given in Figure 1. The PN transitions tj, j=1, 
2,…, 7, that is, tj∈ },...,,{ 721 tttT = represent the 
discrete events expressing the starting or ending 
of the activities.

The RG corresponding to the initial state x0 = 
(1,1,1,0,0,0,0,0,0,0,0,0)T is in Figure 2a. It means 
that A is able to solve PA. The RG corresponding 
to x0 = (1,1,0,0,1,0,0,0,0,0,0,0)T is in Figure 2b. It 
means that A is not able to solve PA. Finally, the 
RG corresponding to x0 = (1,0,0,0,0,0,0,1,0,0,0,0)T 
is in Figure 2c. It means that A is asked by another 
agent(s) for help. Because the initial state X1 = x0 
is different for each of these tree cases, it is also 
clear that the states reachable from X1 will be 
different. In case a) X2 = (0,0,0,0,1,0,0,0,0,0,0,0)T 
that is, when the agent is able to solve the problem 

Figure 1. Two identical versions of the graphical PN-based model of the agent A; in the version on the 
right the input/output possibilities of the interconnection with another agent(s) are emphasized
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(the state X1) the problem is solved by it (the state 
X2). In case b) X2 = (0,0,0,0,0,1,0,0,0,0,0,0)T, X3 
= (0,0,0,0,0,0,1,0,0,0,0,0)T that is, when the agent 
is not able to solve the problem (the state X1) the 
problem cannot be solved by the agent (the state 
X2) and the agent has to ask another agent(s) for 
help (the state X3). Finally, in case c) X2 = (0,0,0
,0,0,0,0,0,0,1,0,0)T, X3 = (0,0,0,0,0,0,0,0,1,0,0,0)T, 
X4 = (0,0,0,0,0,0,0,0,0,0,1,0)T, X5 = (0,0,0,0,0,0,0,
0,0,0,0,1)T that is, when the free agent is asked for 
help by another agent (the state X1) it can either 
refuse the request (the state X3) or accept the 
request (the state X2) however, in case of accept-
ing the request it may be either able to solve the 
problem of the applicant (the state X5) or unable to 
solve the problem (the state X4). All of the states 
can be computed by means of the equation (1) 
starting from the corresponding initial state and 
the system parameters given by the matrices F, 
G given as follows

F = 

1 1 1 1 0 0 0
1 1 0 0 0 0 0
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0
0 0 1 1 0 0 0
0 0 0 0 0 0 0
0 0 0 0 1 1 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 ;

GT = 













































0100000
0010000
0000100
0001000
0000000
1000000
0000010
0000001
0000000
0000000
0000000
0000000

 .              (2)

Moreover, by means of a simple Matlab program 
(Čapkovič, 2003, 2005) the quasi-functional adja-
cency matrix Art of the RT (its nonzero elements 
represent the indices of the PN transitions) as well 
as the space of reachable states represented by the 
matrix Xreach can be computed. For example, in 
case c) the matrices are the following

Art = 























00000
00000
00000
65000
00430

 ; 

Xreach = 













































10000
01000
00010
00100
00001
00000
00000
00000
00000
00000
00000
00001

                      (3)

It is necessary to say that PN-based modeling 
tools (graphical as well as mathematical) allow 
us to express the agent having practically an ar-
bitrary internal structure and arbitrary numbers 
of places and transitions.

          
MODELING tHE cOOPErAtION 
OF AGENts IN MAs 

As it was mentioned above, there exist several 
kinds of cooperation among agents in MAS. 
PN are used for e-negotiations activities, for 
example, by Hung and Mao (2002). The follow-
ing five principle properties of e-negotiation are 
defined there: 1. interactivity (it involves the 
agents to participate and communicate with each 
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other); 2. informativeness (it generates, transmits 
and stores information); 3. irregularity (it behaves 
differently according to the combination of agents, 
strategies, events, tasks, issues, alternatives, pref-
erences and criteria); 4. integrity (it affords speed, 
consistency and absence of errors through efficient 
and effective mechanisms); and 5. inexpensive-
ness (it automates or semi-automates negotiation 
activities to save time and cost). 

The negotiation process itself consists of 
several principle activities (Hung & Mao, 2002). 
The following ones are especially the most im-
portant: defining the negotiation environment, 
initial contact of agents, offer(s) and counter 
offer(s) among them, evaluation of proposals, and 
outcomes of the negotiation process. In general, 
the coordination plan of the negotiation process 
can be formally described by DEDS modeled by 
PN. The PN places represent the activities and 
the PN transitions represent the discrete events. 
In addition, PN can effectively help to express 
the properties to be satisfied, especially the first 
3 that are generic. 

PN were chosen to model MAS in the whole, 
for example, by Nowostawski, Purvis, and Crane-
field (2001), Purvis,Cranefield, Nowostawski, 
Ward, Carter, and Oliveira (2002) and many other 
authors. However, PN-based models are suitable 
also for the analysis of MAS. In order to analyse 

complicated interactions among agents in MAS, 
modeling of them can be used too. On the base 
of previous experience (Čapkovič, 2002, 2003; 
Čapkovič & Čapkovič, 2003) with PN-based 
modeling and control synthesis of the DEDS 
and the agent cooperation (Čapkovič, 2004a, 
2004b, 2005, 2006) a new approach to modeling, 
analysis and control of the cooperation process 
is proposed here. The cooperative process of 
the agents in MAS (the negotiation process as 
well) can be understood to be DEDS. It seems 
to be natural, because such a process is discrete 
in nature and simultaneously it is causal. The 
approach consists of: (1) creating the PN-based 
mathematical model of the cooperation process; 
(2) generating the space of feasible states which 
are reachable from the given initial state; and (3) 
utilizing the RG in order to find the feasible state 
trajectories to a prescribed feasible terminal state. 
After a thorough analysis of the set of possibilities, 
the most suitable strategy (the control trajectory) 
can be chosen.

the PN-based Model of two 
Agents Negotiation

The collaboration/negotiation of two agents A1 and 
A2 with the same structure is given in Figure 3. 

Figure 2. The RG of the PN-based model of the agent in different situations given by different initial 
states: a) X1 = x0 = (1,1,1,0,0,0,0,0,0,0,0,0)T, b) X1 = x0 = (1,1,0,0,1,0,0,0,0,0,0,0)T, c) X1 = x0 = (1,0,0
,0,0,0,0,1,0,0,0,0)T
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In case of more agents (e.g., NA) the place 
numbering of the agent k = 1, ..., NA is pi + 12.j, i 
=1, ..., 12, j = k - 1 = 0, ..., NA -1. In case of several 
agents, both the PN model and the RG will be more 
intricate. However, the model structure can be 
expressed in the block form as follows:

F =  

1

2

1

1

2

1

|

|

|
|

|
A N -A

A NA

c

c

N c

N c

−

 
 
 
 
 
 
 
 
 

F 0 0 0 F

0 F 0 0 F

0 0 F 0 F

0 0 0 F F





     





;

G = 





























AN-AN

A

A

cccc

N

-N

GGGG
---------------

G000
0G00

00G0
000G

121

1

2

1













 .  (4)

Thus, in case of two agents A1, A2 (NA = 2) with 
general structure (A1 ≠ A2) we have:

F = 








2

1

c2

c1

FF0
F0F

;  G =  

1 2

1

2

c c

 
 
 
 
 

G 0
0 G

G G

.

However, when the agents have the same structure 
like the agent A (A1 = A2 = A) with the parameters 
(2), the structural matrices of the agents coopera-
tion are as follows:

FAA = 








2

1

c

c

FF0
F0F

; GAA = 
















21 cc GG
G0
0G

    (5)

1cF =  













































0010
0000
0000
0000
0000
1000
0000
0000
0000
0000
0000
0000

2cF = 













































0100
0000
0000
0000
0000
0001
0000
0000
0000
0000
0000
0000

Figure 3. The PN-based model of two agents’ negotiation
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1c
TG = 













































0000
0000
0000
0000
0001
0000
0000
0100
0000
0000
0000
0000

 2c
TG = 













































0000
0000
0000
0000
1000
0000
0000
0001
0000
0000
0000
0000

.

Consider the initial state vector x0 being composed 
of two subvectors corresponding to the individual 
agents A1, A2 as x0 = (A1xT

0 , 
A2xT

0)
T with A1xT

0 = (1,1, 
1,0,0,0,0,0,0,0,0,0)T

 , 
A2xT

0 = (1,1,0,1,0,0,0,0,0,0,0,0
)T, that is, the situation when A1 is able to solve its 
own problem PA1; however, A2 is not able to solve 
its own problem PA2. Therefore, A2 has to ask A1 
for help. We can compute the adjacency matrix 
ARG of the RG (ARG = Art) and the matrix Xreach 
representing the space of reachable states. The 
RG of the negotiations is given in Figure 4.

A RG = 















































0000000000000
16000000000000
0000000000000
0000000000000
0650000000000
0000000000000
0004310000000
00000150000000
00000015100000
00000001400000
00000000141000
0000000009000
0000000000910

;

X reach = 










reach

reach

X
X

2

1

.

The blocks of the matrix Xreach are the follow-
ing. The columns of reachX1 , reachX2  contain, 

respectively, the states of the agents A1, A2 being 
the nodes of the RG.

=reachX1













































0100000000000
0010000000000
0000100000000
0001000000000
0000011000000
0000000000000
0000000000000
0000010101010
0000000000000
1111101010101
1111101010101
0000001010101

=reachX2













































0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000110000
0000000001100
1000000000000
0000000000011
0000000000000
0000000000011
0000000000011

In the case when NA > 2 we can use interconnec-
tions among the agents in MAS by means of the 
Interface with different structure. A symbolic 
schema of a general cooperation Interface among 
three agents with the same structure (2) is given in 
Figure 5. The numbers at inputs and outputs of the 
blocks A1, A2, A3, and representing the agents are 
the numbers of the places occurring in the agents’ 
PN-based model. The details of the three agents’ 
negotiation as well as the internal structure of 
the interface are introduced in Figure 6. 

The cooperation structure need not be fossil 
(rigid), of course. Among the interface blocks also 
the mutually exclusion can occur. For example, 
in the case when an agent asks all of the agents 
for help, several of them can be ready to help it in 
the same time. However, only one of them has to 
be chosen because help from two or more agents 
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cannot be accepted simultaneously. In Figure 7, 
the three agents’ negotiation is roughly outlined 
and the structure of the PN-based model of 
the general MEX (mutual exclusion) block is 
presented. On the left side of Figure 7, the case 

of the three agents’ negotiation is displayed. The 
agent A3 asked the agents A1 and A2 for help. 
The transitions t3-1 and t3-2 symbolize the discrete 
events expressing the start of the requests. Both of 
the agents offer the help. However, A3 can accept 
the offer from one of them only, that is, from A1 
or from A2. On the right side of the Figure 7, the 
PN-based model of the general structure of the 
MEX block is introduced.

Other Forms of the Agent structure 
and the Agents’ cooperation

The approach to modeling the agents in MAS is 
not rigid. It is suitable for modeling and analys-
ing the agents with different structure as well 
as for the agent cooperation in general. Namely, 
the PN subnets modeling the structure of agents 
can be built arbitrarily (according to demands of 
the model creator). The cooperating agents can 
have the mutually different structure. Even, any 
interface among the agents in MAS needs not to be 
modeled only by the additional PN transitions. On 
the contrary, in general the interface can be mod-
eled by a PN subnet consisting of the additional 

Figure 4. The RG of the negotiation process 
between A1, A2

Figure 5. The three agents cooperation—a symbolic schema of a general cooperation of three agents 
with the same structure given by the relationship (2) 
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Figure 6. The three agents’ cooperation—the detailed PN-based model of the three agents’ negotia-
tion

Figure 7. The example of using the MEX block: On the left, three agents’ negotiation when MEX is used; 
on the right, the detailed PN-based model of the general structure of the MEX block
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PN transitions and the additional PN places. The 
structure of such an interface can be created with-
out restrictions at pleasure of the model creator. To 
illustrate this, consider the simple structure of the 
agent defined by Saint-Voirin, Lang, and Zerhouni 
(2003). The interpretation of the places in the PN 
model presented in Figure 8 is the following: p1 
– A1 does not want to communicate; p2 – A1 is 
available; p3 – A1 wants to communicate; p4 – A2 
does not want to communicate; p5 – A2 is available; 
p6 – A2 wants to communicate; p7 - communica-
tion; and p8 - availability of the communication 
channel(s) Ch (representing the interface). The PN 
transition t9 fires the communication when A1 is 
available and A2 wants to communicate with A1, 
t10 fires the communication when A2 is available 
and A1 wants to communicate with A2, and t12 fires 
the communication when both A1 and A2 wants 
to communicate each other. Here, it is clear that 
the interface—the communication channel—has 
a form of the PN module (PN subnet) consisting 
of both the places and transitions.

To use the above described approach to PN-
based modeling, it is sufficient to take and apply 
the following model parameters and to choose an 
initial state. After doing this, there are no restric-
tions as with using the approach.

F = 
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1011|0000|0000
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1001|1000|0000
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GT = 
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Figure 8. The PN-based model of the two agents’ cooperation in general 



���  

Modeling, Analysing, and Control of Agents Behaviour

= 
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As it is displayed in Figure 8, the initial state is x0 
= (0,1,0,0,1,0,0,1 )T. Having F, G, x0 at disposal, ARG 
an Xreach can be computed. They are as follows.

ARG = 







































00000000011
12000040800
0000004600
0000020080
0000002060
9301000008
0030100006

10750000004
0007500002
0000075310

;

Xreach = 

































0111111111
1000000000
0101010000
0000000111
0010101000
0110000100
0000011001
0001100010

tHE ANALYsIs AND cONtrOL 
OF tHE AGENts’ bEHAVIOUr 

The process of modeling yields the mathematical 
or graphical description of different kinds of the 
agent activities. Subsequently, the model can be 
utilized for analysing the properties as well as for 
the control synthesis. Basic properties of PN, that 
is, findings whether PN are live, safety, bounded, 
reversible, and so forth, are performed especially 
(Murata, 1989; Petersen, 1981) by means of the PN 
RG and PN invariants (P-invariants and T-invari-
ants). Because here, in this chapter, the RG will 
be utilized in order to analyse the control pos-

sibilities, we are interested only in reachability 
and its consequences. In discrete mathematics 
(Rosen, 2002) and in the graph theory the reach-
ability of particular nodes of a graph (with N 
nodes) from other nodes is tested by means the 
reachability matrix of the graph having the form 
R = ∑

=

N

i

i

1
A = A + A2 + … + AN,, where A is the 

(N×N)-dimensional graph adjacency matrix. Such 
a reachability matrix R yields information about 
the number of paths having the length N or the 
length less than N. Replacing the ordinary arith-
metic by the Boolean arithmetic, the element a(k)

ij 
of the k-th power Ak of the matrix A is Boolean 
and expresses the nonexistence or existence of 
the path from the node i to the node j having the 
length k. The elements of such a logical reach-
ability matrix RL = A ∨  A2 ∨  … ∨  AN yield 
information about the reachability in itself, that 
is, they decide the reachability.

To avoid computing the powers of the RG 
adjacency matrix, we will use another approach 
at the control synthesis. We will define the RG-
based dynamic model working with vicarious 
vectors Xk being something like hyper-state vec-
tors corresponding to the original state vectors xk 
in the PN-based model (1). 

the Graph-based Model and 
Vicarious Vectors 

The RT or RG of PN expresses the straightforward 
causality among the discrete events and the states 
of the modeled system. Namely, they represent 
relations between the cause (occurred discrete 
event at the actual state) and the consequence 
(the new state of system due to the cause), that 
is, the actual state  an event  the new state. 
However, also backward causality can be tested 
by the backward RT or RG. They express the 
relation between the actual state on one hand 
and the causes of why the system is in this state 
(i.e., from which states and by means of which 
discrete events the system passed to this state) 
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on the other hand, that is, which states?  which 
events?  the actual state. Knowledge of both 
the straightforward causality and the backward 
one give us very useful information about the 
feasible states of the modeled system as well as 
about the feasible trajectories among them. These 
trajectories represent or characterize the reach-
ability of the states and they are very useful at 
the analysing of the system behaviour as well as 
at the control synthesis.

Define the functional (k-variant) adjacency 
matrix Ak of the RG. As a matter of fact, it is the 
matrix Art(k). Such an unusual term like functional 
or k-variant matrix is a consequence of the fact that 
elements of Ak are the transition functions jit

k
>−g , 

i=1,2,…,N; j=1,2,…,N. Here, the transition ti→j is 
the transition between two feasible states Xi and 
Xj, directed from Xi to Xj as follows: Xi → → jit  
Xj. It means that Ak expresses a dynamic structure 
of the RG, as well as the causal relations among 
corresponding feasible states Xi, i=1,2,…,N, from 
the set of feasible states X = {X1, X2, …, XN}. The 
matrix Ak can be created from the quasi-functional 
adjacency matrix Art = ARG in such a way that 
the nonzero integer elements of ARG representing 
the indices of the transitions are replaced by the 
transition functions of these transitions. In order 
to work with Ak, let us define the N-dimensional 
vicarious vectors Xk, k = 0, 1, … as follows. Xk 
= ( 1Xk , 2Xk , …, N

k X )T where

 1  if 1
0  otherwise

k
i

i k
X

= +
= 


 ; i = 1, 2, …, N

In the mathematical model based on the RG 
the vicarious vectors act as the PN state vectors 
in the model (1). Note this fact as Xk ≅  xk, k = 
0, 1, … Namely, while the PN state vectors xk 
appearing in the PN-based model (1) represent 
the system dynamics development in the steps 
k = 0, 1, … the vicarious vectors appear in the 
following model

Xk+1 = AT
k.Xk ; k = 0, 1, …  (6)

which yields Xk = AT
k-1.A

T
k-2 …AT

0 . X0. The model 
(6) is a hypermodel corresponding to the model 
(1). It is useful to mention also the backward 
model of such a kind, namely

Xk-1 = Ak-1.Xk ; k = K, K-1, …  (7)

where K is an integer denoting the terminal 
state to be reached. Such a model represents the 
backward development of the system dynamics 
when we are interested in finding how (i.e., from 
which previous states, predecessors) the present 
state can be reached. The backward model yields 
X0 = A0.A1 … AK-2.AK-1 . XK. 

Feasible Trajectories and Control 
synthesis

The models (6), (7) express, respectively, the 
straight-lined and the backward causality. They 
can be utilized at finding the system of feasible 
trajectories from a given initial state x0 represented 
by the vicarious vector X0 to a prescribed terminal 
state xt = xK represented by the vicarious vector 
XK. To avoid symbolic computations on this way 
the matrix Ak is replaced by the constant matrix 
A containing all of the nonzero elements equal to 
1. It corresponds to the situation when all of the 
transitions are enabled and fired in any step k.

Hence, we are able to compute the straight-
lined reachability tree (SLRT) starting from 
X0 and developed toward XK as well as the back-
tracking reachability tree (BTRT) starting from 
XK and developed toward X0, however, oriented 
from X0 to XK. SLRT is computed as sl{X1}= AT. 
X0, 

sl{X2}= AT. sl{X1} = AT.AT.X0, …, sl{XK}= AT. 
sl{XK-1} = 





factorsK

TT

−

AA .X0. 

Here, sl{Xi} means the aggregated states due to 
the fact that all transitions are fired in the step i. 
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Analogically, the BTRT is computed as bt{XK-1}= 
A. XK, bt{XK-2}= A. bt{XK-1} = A. A. XK, …, bt{X0}= 
A. bt{X1} = 





factorsK−

AA .XK.

Store the SLRT as the columns of the matrix M1 
= (X0, 

sl{X1}, …, sl{XK-1}, sl{XK}) and the BTRT 
as the columns of the matrix M2 = (bt{X0}, bt{X1}, 
…, bt{XK-1}, XK). Let us perform the column-to-
column intersection M = M1 ∩ M2 = (X0 ∩ bt{X0}, 
sl{X1} ∩ bt{X1}, …, sl{XK-1} ∩ bt{XK-1}, sl{XK} ∩ 
XK) = (X0, {X1}, …, {XK-1}, XK ) with {Xi} = sl{Xi} 
∩ bt{Xi} = min(sl{Xi}, bt{Xi}), i = 0, 1, …, K where 
sl{X0}= X0 and bt{XK}= XK. The matrix M stores 
the graph being the intersection of the SLRT and 
BTRT, that is, it stores the feasible trajectories of 
the system. Namely, it is the consequence of the 
fact that the element a(k)

ij of the k-th power Ak of 
the adjacency matrix A represents (Preparata & 
Yeh, 1974; Rosen, 2002) the number of the paths 
having the length k from the node i of the graph 
represented by A to the node j of this graph.

What is very important and interesting is 
that the principle of causality allows us to find 
shorter trajectories when the longer ones were 
already computed. Namely, having at disposal 
the matrices M1, M2, we can compute not only 
the trajectories of the corresponding length but 
also the trajectories shorter for 1, 2, …, j steps in 
such a way that before the intersection of these 
matrices we shift the matrix M2 to the left for 1, 
2, …, j columns as follows.

-1M = M1 ∩ -1M2; where -1M2 = (bt{X1}, …, 
bt {Xk-1}, bt Xk, 0)

-2M = M1 ∩ -2M2; where -2M2 = (bt {X2}, …, 
bt { Xk-1}, bt Xk, 0, 0)

                     
-jM = M1 ∩ -jM2; where -jM2 = (bt {Xj}, …, 
bt { Xk-1}, bt Xk, 



vectors column zero

00
−j

,... , )

Here, 0 is the zero column vector of the corre-
sponding dimensionality. When an intersection 
M1 ∩ -jM2 does not exist, the matrix -jM is the 
zero-matrix with the corresponding dimensional-
ity. It means that no trajectory shorter for j steps 
exists in such a case.

It is necessary to say that the number of steps 
K in which the system reaches the terminal state 
xt is not predetermined. It is bounded only by 
the relation K ≤ (N - 1) which results from graph 
theory (where (N - 1) is the maximal length of 
the paths in the graph with N nodes) as well as 
by the relation sl{XK} ≥ XK (to be sure that XK is 
comprehended in sl{XK}). When such a K is found, 
the number of the columns of M1 is determined 
and the backtracking development starting from 
XK ≅  xt = xK can be performed in order to obtain 
the matrix M2.

To illustrate the approach, consider the two 
agents’ negotiation process introduced above. 
Then, for the given initial state x0 = X1 and the 
prescribed terminal state xt = X13, we have only 
one trajectory. The trajectory can be expressed 
also in the form X1 → 9t  X3 14t→ X5 15t→ X7 
→ 3t  X9 → 6t  X12 16t→ X13. It is displayed 

in Figure 9. The trajectory follows from the below 
introduced intersection M of the matrices M1, M2 
and it corresponds to the trajectory X0 → 9t  
X1 → 14t  X2 → 15t  X3 → 3t  X4 → 6t  
X5 15t→ X6.

M1= 















































1000000
0100000
0100000
0010000
0010000
0040000
0001000
0003000
0000100
0000200
0000010
0000010
0000001

;
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M2= 















































1000000
0100000
0000000
0000000
0010000
0000000
0001000
0000000
0000100
0000000
0000010
0000000
0000001

;

M = 















































1000000
0100000
0000000
0000000
0010000
0000000
0001000
0000000
0000100
0000000
0000010
0000000
0000001

Consequently, it answers to the trajectory x0 
→ 9t  x1 14t→ x2 15t→ x3 → 3t  x4 → 6t  x5 

16t→ x6 representing the real states of the system 
passed through at during the system dynamics 
development. 

The transitions between the states in questions 
are unambiguously given by the elements of the 
matrix ARG. The sequence of transitions Tc = {t9, 
t14, t15, t3, t6, t16} represents the control sequence 
of discrete events realizing the transition of the 
system from the initial state to the terminal one. 
In other words, the sequence Tc is the product of 
the control synthesis process and can be realized 
in real process. Analogically, we can compute and 
analyse the ways of how to reach the arbitrary 
state Xi ∈ {X2 , X3 , …, XN} from X1.

 In general, several trajectories (and conse-
quently several sequences of transitions) can occur 
as a product of the control synthesis, of course. 
For example, consider the system displayed in 
Figure 8. When we are interested in passing the 
system from the initial state X1 being the real state 
x0 = (0,1,0,0,1,0,0,1)T to the terminal state being 
X1 again that is, the state xt = (0,1,0,0,1,0,0,1)T we 
have the following matrices M1, M2, M storing, 
respectively, the SLBT, BTRT and the feasible 
trajectories

M1 







































200
200
200
200
200
010
010
010
010
401

 M2 = 







































010
003
002
002
002
011
010
011
010
104

 

Figure 9. The feasible state trajectory
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M = 







































000
000
000
100
000
010
010
010
010
001

    (9)

It means that after two steps the terminal state can 
be reached, however, by means of four different 
trajectories, namely, X1 → 1t  X2 → 2t  X1 or 
X1 → 3t  X3 → 4t  X1 or X1 → 5t  X4 → 6t  
X1 or X1 → 7t  X5 → 8t  X1. Here, assigning the 
transitions is again unambiguously obvious from 
ARG, that is, from the quasi-functional adjacency 
matrix Ak. The sequences {t1, t2}, {t3, t4}, {t5, t6}, 
{t7, t8} are concerning hesitations of agents as to 
the cooperation (cooperate or not to cooperate). 
In such a case—in case of two steps—the most 
suitable trajectory can be chosen relatively simply. 
There exist two longer (three steps) trajectories 
computed by means of the following matrices 
expressing SLRT, BTRT and their intersection

M1 = 







































2200
0200
0200
0200
0200
8010
8010
8010
8010
2401

 M2 = 







































0104
0032
0021
0021
0020
0119
0108
0119
0108
1042

M = 







































0100
0000
0000
0000
0000
0010
0000
0010
0000
1001

   (10) 

The trajectories realize the mutual communica-
tion in the case when one of the agents wants to 
communicate and another one is available. They 
are the following X1 → 3t  X3 

10t→ X10 11t→ 
X1 and X1 → 7t  X5 → 9t  X10 

11t→ X1. It 
means that the product of the control synthesis is 
one of the sets of transitions {t3, t10, t11}, {t7, t9, t11}. 
To illustrate the process of finding shorter trajec-
tories by means of shifting M2 before intersection 
with M1, let us perform such an intersection when 
M2 in (10) is shifted for one column to the left 
and then the matrix –1M2 is intersected with M1. 
The result of such a procedure is the final matrix 
-1M which is equal to the matrix M given in (9). 
It is the consequence of the causality. This fact 
is very important, because the goal of the control 
synthesis process need not be always the short-
est trajectory, as usually are optimisation based 
on graphs. 

In addition to this, when we have at our disposal 
the matrices M1, M2 for an arbitrary number K of 
steps (long trajectories), even for K > N, we are 
able to find all of the shorter trajectories by means 
of shifting M2 for 1, 2, …, J, J < K, columns. This 
can be done when the shifted matrices –1M2, 

–2M2, 
…, –JM2 are used in the process of intersection 
with M1. In the case when shorter trajectories do 
not exist, the intersection gives the zero matrix, 
that is, –JM = 0.
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In the case when several feasible trajectories 
occur, the most suitable trajectory has to be chosen 
on base of a criterion or on base on a set of criteria. 
The situation is easier when a state or several states 
to be passed through are predefined. The more 
states to be passed through that are predefined, 
the better. In any case, to form concrete quanti-
fied criteria is not any simple task. Namely, the 
demands are usually formulated only verbally 
or in other nonanalytical terms. Consequently, 
the most suitable approach seems to be a form 
of rule-based representation of knowledge about 
the control task specifications. The approaches 
based on the so-called soft computing—espe-
cially those utilizing fuzzy logic—can be used 
in this way. To represent logical or fuzzy-logical 
rules, the special kinds of PN can be used too, 
for example, the logical PN or fuzzy-logical PN 
(Čapkovič, 1995, 1996/1997, 1999; Tzafestas & 
Čapkovič, 1997). 

tHE EXAMPLE OF tHE 
APPLIcAtION NEGOtIAtION 
scENArIO

Consider two virtual companies (Lenz, Ober-
weis, & Schneider, 2001) company A and the 
company B. 

There are different phases in the process of 
setting the cooperation between two organizations 
up. The following negotiation scenario takes 
place after the potential partners have found each 
other. In the displayed case, company A creates 
an information document containing the issues 
of the project (e.g., which the mutual software 
agents already agreed on) and those that are still 
unclear. 

The PN-based model created by means of 
the PN editor is given on the left part in Figure 
10, while the corresponding reachability tree is 
on the right side. The interpretations of the PN 
places and the PN transitions are the following. 

Figure 10. The view on the screen of the PN-editor handling the model. The model is on the left while 
the corresponding reachability tree is on the right.
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The places are: p1, p3 – the updated proposal; p2, 
p4 – the unchanged proposal; p5 – the informa-
tion document; p6 – the proposal to A; p7 – the 
proposal to B; p8 – the contract; and p9 – the start. 
The transitions are: t1 – creating the information 
document; t2, t9 – checking the proposal and the 
agreement with it; t3, t8 – checking the proposal 
and asking changes; t4 – sending the updated pro-
posal; t5, t10 – accepting the unchanged proposal; 
t6 – preparing the proposal; and t7 – sending the 
updated proposal. The nodes of the reachability 
tree are the states (state vectors) reachable from 
the initial state x0. In Figure 11, the RG-based 
control synthesis, realized by the GraSim tool, is 
displayed. The reachability graph of the modeled 
agent system is on the left side, while one of the 
state trajectories from the initial state x0 (node 
N1) to the terminal state (in the given flash it is 
the node N6) is on the right side. The state vectors 
can be seen (in the real tool, because in Figure 
11 only a flash of its operation is displayed) by 
means of the roller as the columns of the matrix 

situated in the small window over the trajectory. 
The control interferences are displayed in the 
lower right corner of the screen.

The example simultaneously illustrates that PN 
places can also create the Interface among agents. 
Namely, the places p1, p2 and the transitions t1, 
…, t5 together with their interconnections repre-
sent company A (agent A) and the places p3, p4 
and the transitions t6, …, t10 together with their 
interconnections represent company B (agent B). 
Finally, the places p5, …, p9 concern the model 
of the Interface among the agents.

        

cONcLUsION

The alternative approach to PN-based modeling 
of agents and MAS was presented in this chap-
ter. Using RT or RG the agents’ behaviour can 
be efficiently analysed. In addition, the control 
synthesis can be comfortably performed. Both 
the straightforward and backward causality of 

Figure 11. The view on the screen of the GraSim tool for the control synthesis based on the reachability 
graphs
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the system dynamics development were utilized 
in this way. The approach yields the results in 
analytical terms (computed by means of Matlab) 
as well as graphically (obtained by means of the 
graphical tools, the PN simulator and the Gra-
Sim tool). The RT or RG, as well as the space of 
reachable states, were generated on the base of 
both the model parameters and the given initial 
state of the system. The coherence between the 
causality and the RG was pointed out. Finally, the 
feasible state trajectories were found by means of 
the mutual intersection of both the SLRT repre-
senting the straightforward causal development of 
the system and BTRT representing the backward 
causal development of the system. The possibility 
of the wider utilization of the proposed approach 
was pointed out. 
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AbstrAct

This chapter presents a methodology for an image enhancement process of computed tomography perfusion 
images by means of partition generated with appropriately defined fuzzy relation. The proposed image 
processing is used to improve the radiological analysis of the brain perfusion. Colour image segmenta-
tion is a process of dividing the pixels of an image in several homogenously- coloured and topologically 
connected groups, called regions. As the concept of homogeneity in a colour space is imprecise, a measure 
of dependency between the elements of such a space is introduced. The proposed measure is based on 
a pixel metric defined in the HSV colour space. By this measure a fuzzy similarity relation is defined, 
which next is used to introduce a clustering method that generates a partition, and so a segmentation. 
The achieved segmentation results are used to enhance the considered computed tomography perfusion 
images with the purpose of improving the corresponding radiological recognition. 

INtrODUctION

Data clustering is a popular technique for statisti-
cal data analysis, which is used in many fields, 
including machine learning, data mining, pattern 
recognition, image analysis and bioinformatics. 

Clustering is the classification of a set of objects 
into different groups, or more precisely, the par-
titioning of a data set into subsets (clusters), so 
that the data in each subset share some common 
trait (often proximity), according to some defined 
distance measure. 
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The computed tomography perfusion imaging 
is a new technique, which appears to provide early 
diagnosis of major vessel occlusions in the brain. 
Computed Tomography perfusion (CT-perfusion) 
imaging also provides valuable information about 
the hemodynamic status of ischemic brain tissue 
(Tekşam, Çakır, & Coşkun, 2005), for example, 
CT perfusion imaging for childhood moyamoya 
disease before and after surgical revascularization 
(Sakamoto et al., 2006). The concept of develop-
ing Perfusion CT primarily as a procedure for 
functional imaging has proved especially advanta-
geous for its practical clinical application, by using 
harmonised contrast medium and scan protocols 
and by implementing a series of postprocessing 
steps within the framework of image calculation 
(König, Klotz, & Heuser, 2000). 

In this chapter fuzzy data partitional cluster-
ing method based on fuzzy relations is proposed 
to develop an image enhancement algorithm 
dedicated to CT-perfusion images. As a field of 
application, medical imagery was chosen. Medical 
imaging techniques such as X-ray, CT, Magnetic 
Resonance Imaging (MRI), Positron Emission 
Tomography (PET), Ultrasound (USG), and so 
forth, are indispensable for the precise analysis 
of various medical pathologies. Computer power 
and medical scanner data alone are not enough; 
we need the art to extract the necessary bound-
aries, surfaces, and segmented volumes of these 
organs in the spatial and temporal domains. This 
art of organ extraction is segmentation. Image 
segmentation is essentially a process of pixel 
classification, wherein the image pixels are seg-
mented into subsets by assigning the individual 
pixels to classes. These segmented organs and their 
boundaries are very critical in the quantification 
process for physicians and medical surgeons in 
any branch of medicine which deals with imaging 
(Suri, Setarehdan, & Singh, 2002). 

Colour image segmentation, viewed as the 
process of dividing the image into regions 
characterized by colour homogeneity, is one of 
the most widely used tools in image processing 

(Chamorro-Martinez et al., 2003). Many types 
of segmentation techniques have been proposed 
in the literature, for example those based on his-
togram analysis (Gillet, Macaire, Bone-Lococq, 
& Pastaire, 2001), clustering (Zhong & Yan, 
2000), split and merge (Barges & Aldon, 2000), 
region growing (Moghaddamzadeh & Bourbakis, 
1997), edge-based algorithms (Shiji & Hamada, 
1999), and so forth. Most of the proposals that 
fall in the aforementioned categories provide a 
crisp segmentation of images, where each pixel 
has to belong to a unique region. However, the 
separation between regions is usually imprecise 
in natural images, so crisp techniques are not 
often appropriate. To solve this problem, some 
approaches propose the definition of region as a 
fuzzy subset of pixels, in such a way that every 
pixel of the image has a membership degree to 
that region. These regions form a fuzzy partition 
of the input set of pixels (Bezdek, 1981). 

Recently, as it has been illustrated in numerous 
scientific publications, fuzzy techniques are often 
applied as complementary to existing techniques 
and can contribute to the development of better 
and more robust methods. It seems to be true 
that applications of fuzzy techniques are very 
successful in the area of image processing (Kerre 
& Nachtegael, 2000; Tizhoosh, 1998). Moreover, 
the field of medicine has become a very attractive 
domain for the application of fuzzy set theory. 
This is due to the large role that imprecision and 
uncertainty play in this field (Mordeson, Malik, 
& Cheng, 2000).

Another proposal for partition generation, 
considering the fuzzy concept, is to use a fuzzy 
relation, which represents the degree of depen-
dency between the elements of a considered 
data set. An introductory research (Helgason, 
Jobe, Malik, & Mordeson, 1999; Helgason, Jobe, 
Mordeson, Malik, & Cheng, 1999) was related to 
medical diagnosis of patients (an analysis of data 
from patients for measuring the degree of casual 
efficacy or conditions reflecting the abnormalities 
of blood flow, coagulation, and vascular wall dam-
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age). Some other investigations were done relating 
to the possibility of using fuzzy equivalence rela-
tions to segment medical images (Tabakov, 2001) 
and remotely sensed images of urban environment 
(Li, Li, Dong, & Gao, 2002).

The predominant colour representation used in 
systems that deals with images is the RGB colour 
space representation. In this representation, the 
values of the red, green, and blue colour channels 
are stored separately. They can range from 0 to 255, 
with 0 being not present and 255 being maximal. 
A fourth channel, alpha, also provides a measure 
of transparency for the pixel. The alternative to 
the RGB colour space is the Hue-Saturation-Value 
(HSV) colour space. Instead of looking at each 
value of red, green and blue individually, a metric 
is defined which creates a different continuum 
of colours, in terms of the different hues each 
colour possesses. The hues are then differentiated 
based on the amount of saturation they have, that 
is, in terms of how little white they have mixed 
in, as well as on the magnitude, or value, of the 
hue. In the value range, large numbers denote 
bright colorations, and low numbers denote dim 
colorations. This space is usually depicted as a 
cylinder, with hue denoting the location along 
the circumference of the cylinder, value denot-
ing depth within the cylinder along the central 
axis, and saturation denoting the distance from 
the central axis to the outer shell of the cylinder 
(Kamvysselis & Marina, 1999). This description of 
the HSV colour space can also be found in Smith 
(1997), also as a conical representation.

This chapter presents a method of colour image 
segmentation, using a measure of dependency be-
tween the image elements. The proposed measure 
is based on a pixel metric defined for HSV colour 
space. By this measure, a fuzzy similarity rela-
tion is defined, which next is used to introduce a 
clustering method that generates a partition and 
so a segmentation of the considered images. A 
formal comparison analysis between the proposed 
fuzzy clustering method and other clustering ap-
proaches has been discussed in Tabakov (2007). It 

has been presented a high quality, comparing the 
achieved results with respect to the corresponding 
fuzzy c-means algorithm segmentation results, for 
monochromatic computed tomography images. 
And this has been realised by introducing a new 
distance measure (i.e., metric space distance) 
and also a suitable definition of the notion of 
“segmentation accuracy” (the cluster pairs have 
been compared by using the well-known algebraic 
sum t-conorm: a more formal treatment is omit-
ted). Thus, this chapter is a natural extension of 
the proposed concept (based on fuzzy relation) to 
colour images. The achieved segmentation results 
are used to develop an image enhancement algo-
rithm, dedicated to CT-perfusion images.

bAsIc NOtIONs

One can think of crisp relation as a tool for 
representing the presence or absence of associa-
tion or interaction between the elements of two 
or more sets. A generalisation can be obtained 
by using the notation of fuzzy subsets to allow 
for various degrees or strength of dependency 
between elements. Let X and Y be finite sets. A 
fuzzy relation or a binary fuzzy relation ρ(X,Y) 
(or in short: ρ) is a function from X × Y to the 
closed interval [0,1] (Zadeh, 1965). A convenient 
representation of ρ is the membership matrix of 
ρ, that is, Mρ =df [ρ(x, y)] / (x, y) ∈ X × Y, where any 
ρ(x, y) ∈ [0,1]. Some basic properties and opera-
tions over fuzzy relations, used in this chapter, 
are presented next.

Let ⊗: [0, 1]2 → [0,1] be a binary operation 
over [0,1] which is commutative, associative, 
monotonic, and has 1 as unit element. Any such 
operation is called to be a t-norm. The t-norm 
operation provides the characterization of the 
AND operator. The dual t-conorm ⊕ (called 
also: s-norm), characterizing the OR operator, is 
defined in a similar way having 0 as unit element 
(a more formal treatment is omitted). In general 
any t-transitivity closure depends on the used 
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triangular norms. Without loss of generality, 
Zadeh’s t- and s- norms (corresponding to the 
logical operations minimum and maximum) are 
used below (Bronstein, Semendjajew, Musiol, & 
Mühlig, 2001; Schweizer & Sklar, 1963).

Let ρ(X,Y) and σ(Y,Z) be two fuzzy relations. 
The composition of ρ and σ, that is, ρ ◦ σ produces 
a new fuzzy relation τ(X,Z) defined as follows: 

τ (x,z) =df [ρ ◦ σ](x,z) = ⊕ y ∈ Y ρ(x,y) ⊗ σ(y,z), for 
any x ∈ X and z ∈ Z. 

It can be shown that any such composition is 
associative but not commutative. So it can be 
generalised for more than two (but a finite set) 
of fuzzy relations. Compositions of binary fuzzy 
relations can be performed conveniently in terms 
of the well-known membership matrices of the 
relations.

Next, we shall restrict our attention only to 
the case when ρ and σ are some binary fuzzy 
relations over X. The t - union of ρ and σ is de-
fined as follows: (ρ ∪ σ)(x, y) =df ρ(x, y) ⊕ σ(x, 
y), where x, y ∈ X. The basic properties of the 
well known (crisp) binary relations over X are 
extended as follows. A binary fuzzy relation ρ is 
called reflexive if ρ(x, x) = 1, for any x ∈ X. We 
shall say that ρ is symmetric if ρ(x, y) = ρ(y, x), 
for any x, y ∈ X and also t - transitive if ρ(x, z) 
≥ ρ(x, y) ⊗ ρ(y, z), for any x, y, z ∈ X.

Without loss of generality the Zadeh’s max-
min transitivity is assumed below. The transitive 
closure of any binary fuzzy relation ρ which is not 
transitive can be realised by using the following 
simple algorithm (some more efficient algorithms 
can be also used, for e.g., see Mordeson, Malik, 
& Cheng, 2000). Here, the transitive closure of 
ρ is denoted by ρ+.

Algorithm 1 (transitive closure)
Input: ρ
Output: ρ+

Begin

1. Let ρ* =df ρ ∪ (ρ ° ρ);
2. If ρ* ≠ ρ Then set ρ =df ρ* and go to (1) 
Else ρ+ =df ρ*. 
End. □

Let ρ be a binary fuzzy relation over X. We shall 
say that ρ is a fuzzy equivalence relation if ρ is 
reflexive, symmetric and t-transitive. If ρ satisfies 
only the first two properties (i.e., the reflexive 
and symmetric axioms) then ρ is known as fuzzy 
similarity relation.

Every fuzzy relation can be uniquely repre-
sented in terms of its α-cuts, that is, 

, 

where ρa is a crisp relation over X.
It can be shown that if ρ is an equivalence 

relation, then each a-cut ρa is a crisp equivalence 
relation on X. Let π(ρa) denote the partition cor-
responding to the equivalence relation ρa. Two 
elements x and y belong to the same class of this 
partition if and only if ρ(x, y) ≥ a. Analogically, 
a fuzzy similarity relation determines a crisp 
similarity relation for each of its a-cuts. And this 
relation can be used to generate a crisp partition by 
applying the above transitive closure algorithm.

tHE sEGMENtAtION MEtHOD

Image segmentation is essentially a process of 
pixel classification, wherein the image pixels 
are segmented into subsets by assigning the 
individual pixels to classes (clusters). Hence, 
any segmentation is a process of partitioning an 
image into some regions (or classes) such that 
each region is homogeneous and none of the 
union of two adjacent regions is homogeneous 
(Gonzalez & Woods, 2002). On the other hand, 
any such process can be considered as related to 
a construction of an equivalence relation over the 
set of all image pixels. The following definition 
is introduced below.
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Definition 1
Let P be the set of all image pixels, IS ⊆ P × P be 
an equivalence on P, Q ⊆ P be a subset and H(⋅) be 
one-argument homogeneity predicate such that: 
H(Q) = ‘True’ if and only if Q ∈ P/IS (the quotient 
set with respect to IS). Then, image segmentation 
is a process of constructing IS. Any element of 
P/IS is said to be a cluster.

Let π(IS) be the corresponding partition gener-
ated by IS. We have: π(IS) = P/IS. And hence, the 
accuracy of the segmentation process will depend 
on the accuracy of constructing IS.

The classical approach assumes some partition 
of the given set of pixels which is generalised to 
the notion of pseudopartition (or fuzzy partition: 
in accordance with the classical fuzzy c – means 
algorithm) (Bezdek, 1981). However, in this case 
an important problem is the need of informa-
tion about the cardinality of the assumed initial 
partition.

The proposed approach is based on a fuzzy 
similarity relation and so it is independent on 
any such initial information. Any such relation 
determines a crisp similarity relation for each of 
its a-cuts. In accordance with Definition 1, this 
relation can be used to generate a crisp partition 
by the applying of a transitive closure algorithm. 
Thus, the fuzzy clustering problem can be thought 
as a problem of constructing an appropriate fuzzy 
relation on a given set of data. As in Kamvysselis 
and Marina (1999), an appropriately defined pixel 
metric in the conical HSV colour space is assumed 
below. The obtained fuzzy similarity relation is 
given in the next definition.

Definition 2
Let P =df {p1, p2, ... , pn} ⊆ HSV be a set of pixels, 
where pk =df (hk, sk, vk) (used notation: hk – Hue(pk), 
sk – Saturation(pk), vk – Value(pk), k=1,2,3…,n). 
Any element of P can be interpreted as a vec-
tor defined in the HSV colour space. The fuzzy 
relation ρ on P, that is, ρ: P × P → [0,1], can be 
defined as follows:

2 2 21( , ) 1 ( 2 cos( ) ( ) )
2i j df i i j j i jp p s s s s v v= − ⋅ − ⋅ + + −

(for any pi, pj ∈ P).
The used measure has an output value in the 

range of [0, 1], with 1 being most similar, and 
0 being completely dissimilar. The weighting 
of the saturation results in darker colours being 
considered to be more similar than lighter colours, 
which is a known perceptual phenomenon. The 
multiplication by ½ is used only to map the distance 
values to the range of [0,1], and is determined by 
dividing 1 by the largest distance possible. In the 
equation, both saturation and value range from 
0 to 1. Therefore, the largest distance possible is 
the diagonal of the circle of maximal saturation, 
which is 2. 

The angle θ used in Definition 2 is defined 
as follows:

,),max(2 jidf ssh∆=

where ∆h is computed as:
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Because the hue space is circular, the absolute 
distance between two hues is at most half the 
circumference of the hue space. The multiplica-
tion of ∆h by ),max( ji ss  in the above equation 
decreases the magnitude of the angle between 
the two colours being compared, and therefore 
increases their similarity, in direct relation to 
the saturation of the two pixels. The square root 
is then taken so that the saturation weighting 
rises to 1 faster than linearly. As a result of the 
weighting, colours, which are saturated very little, 
and are close to the white-grey axis, are always 
similar regardless of hue. Colours which are very 
saturated, and which are very distinct from the 
colours in the range of white to grey, on the other 
hand, are always distinct. Because the max func-
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tion is used, the comparison between two pixels is 
the same both ways. By weighting the saturation 
values used throughout this computation, a true 
distance in conical space is created. The only 
difference between a pure Euclidean distance 
and the distance being used is that the hue angle 
gets modified by the saturation of the pixels being 
compared. This results in the elongation of the 
matching space along the hue but not the satura-
tion or the value axes of the space. This property 
is desirable due to the human visual clustering 
preferences (Kamvysselis & Marina, 1999).

In accordance with Definition 2, ρ is a fuzzy 
similarity relation, as it satisfies the reflexivity 
and symmetry axioms. Moreover, in order to 
achieve better clustering results with respect to 
the considered CT-perfusion images, the following 
two assumptions have been proposed:

1. It is assumed that the set of all hue values 
is divided into intervals in 60 degrees (see 
Figure 1 below). 

2. The values of the defined fuzzy relation have 
been computed for each interval separately, 
which means that the degree of relationship 
for any two elements that belong to different 
intervals is assumed to be 0.

Definition 3
The a value, required to determine the appropri-
ate a-cut of ρ, is defined as the fuzzy expected 
value (Schneider & Craig, 1992) of all co-domain 
values of the considered relation. These values 
can be interpreted as degrees of membership of 
some fuzzy set, as they range the number interval 

of [0; 1], and so a fuzzy expected value can be 
determined. Thus, the a value is considered as a 
fuzzy expected value:

).)(( df codFEV=

The obtained value of a under Definition 3 was 
verified in experiments (using radiologists expert 
opinion for assessing).

tHE IMAGE ENHAcEMENt 
tEcHNIQUE

A fuzzy similarity relation-based colour im-
age segmentation algorithm is presented below. 
Provided there is no ambiguity and for conve-
nience, here only the main steps of this method 
are included. 

Algorithm 2 (image segmentation)
Input: Po (the input image)
Output: Ps (the segmented image)
1. Input of the original image Po: Po =df {p1, p2, 

... , pn} ⊆ Rd, where n is the number of pixels 
in Po and d = 3 for colour images (using HSV 
colour space);

2. Define the appropriate fuzzy relation ρ under 
Definition 2. ρ : Po × Po → [0,1];

3. According to Definition 3, chose the a-cut 
for ρ;

4. In accordance with the selected value for a, 
define the corresponding crisp similarity 
relation ρa ;

Figure 1. The considered colour intervals
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5. Apply the transitive closure Algorithm 1 to 
ρa (if ρa is not transitive) and so define ρa as 
a crisp equivalence relation;

6. Select the image clusters as the equivalent 
classes, obtained under the partition induced 
by ρa ;

7. Generate the segmented image Ps with re-
spect to the image clusters, obtained in step 
(6), which stops the algorithm. □

The corresponding process of image segmen-
tation is always realised in a unique way (i.e., the 
process of constructing IS) and the algorithm 
converges in a finite time (Tabakov, 2003, 2006). 
Hence, for any Po there exists exactly one Ps ob-
tained from Po under the above algorithm.

Next, the generated clusters (subsets of image 
pixels) are used to enhance the considered CT-
perfusion images. For each cluster a dominant 
colour is chosen. The dominant colour is the 
colour of maximal number of pixels for a given 
cluster. Next, all pixels with colours that belong 
to this cluster take the value of the dominant 
colour. Thus, the effect of the proposed process 
is the clarification of the images. According to 

the opinion of radiologists and neurosurgery 
experts, the achieved image processing results 
allow processing with better understanding of 
the presented image information.

tHE EXPErIMENtAL rEsULts

An illustration of the above approach concerning 
CT-perfusion images is given below. The aim of 
the performed image processing is the increasing 
of the clarity of the considered images, which al-
lows better understanding of the brain perfusion 
process. The perfusion process is visualized using 
a colour palette that ranges from violet to red, 
concerning the corresponding brain perfusion 
characteristics (see Figure 2(a) below). 

The proposed image processing technique 
enhances CT-perfusion images by reducing the 
unwanted colour fuzziness, as it is shown on Figure 
2(b) above. Figure 3 shows a zoomed subimage 
of the considered CT-perfusion case, for better 
presentation of the image enhancement results. 

Some other image enhancement result is 
shown next.

 

Figure 2. (a) CT-perfusion image; (b) The corresponding image enhancement result

    (a)    (b)
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Figure 3. The image on the left presents a subregion of the considered CT-perfusion image. The result 
achieved by the proposed technique is shown on the image of the right

Figure 4. (a) CT-perfusion image; (b) The achieved result presents the regions of high activeness more 
precisely, reducing the unwanted colour fuzziness
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cONcLUsION

This chapter considers properties of fuzzy sets 
and relations and uses them as a foundation for 
the development of new methods for colour image 
enhancement, based on fuzzy segmentation. The 
major advantages of the proposed algorithm are 
its simplicity and speed, which allows it to run 
on large data sets. The corresponding process 
of image segmentation is always realised in a 
unique way and the algorithm converges in a 
finite time. The obtained image segmentation is 
realised as an automated computational process. 
The classical clustering algorithms require that 
the desired number of clusters be given in ad-
vance. This can be a problem when the clustering 
problem does not specify any desired number of 
clusters. The number of clusters should reflect the 
structure of the given data. The above-proposed 
method is based on using a properly defined fuzzy 
similarity relation and so it satisfies this need. In 
experiments, this algorithm demonstrated a high 
quality considering the expert’s judgment. The 
segmentation results show appropriate structural 
separation, according to the corresponding radio-
logical analysis, which gives the opportunity of 
making better decisions. 
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AbstrAct

This chapter presents an innovative approach to the field of information fusion. Fuzzy mediation differ-
entiates itself from other algorithms, as this approach is dynamic in nature. The experiments reported 
in this work analyze the interaction of two distinct controllers as they try to maneuver an artificial agent 
through a path. Fuzzy mediation functions as a fusion engine to integrate the two inputs to produce 
a single output. Results show that fuzzy mediation is a valid method to mediate between two distinct 
controllers. The work reported in this chapter lays the foundation for the creation of an effective tool 
that uses positive feedback systems instead of negative ones to train human and nonhuman agents in 
the performance of control tasks.

INtrODUctION

Technology plays a dominant role as each new 
product is designed and placed on the market. 
When a technological solution oversees the 
cooking of rice, for example, one may or may not 
require much improvement. But, when we imple-
ment solutions that control a passenger jetliner, 

we need to be sure that the concepts and solutions 
are well founded. 

The fly-by-wire airplane idea is similar to 
the one of an automobile that operates with 
little input from the driver, or a joystick-oper-
ated heavy-duty machine that lifts heavy loads. 
What these three examples have in common is 
the existence of mediation between signals from 
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the operators and the actual sequence of actions 
taken by the machine in response to the operator. 
Sometimes, the response of the machine depends 
on the operator’s input; there are, however, times 
when the controls are autonomous responses to 
situations at hand.

Who (and when) should have control over the 
machine: the human or the automatic operator? 
Should we share control, and if so, how? Norman 
(2005) points out that what we understand as 
shared control is not really shared. For example, 
in early stages of development, the machine used 
to supervise and control any part of the operations 
in fly-by-wire airplanes, and now they oversee 
operations and still control flight. But, when the 
conditions don’t meet the standards of operations, 
the pilot is left alone. Therefore, it is either the 
pilot controlling the plane on his/her own, or the 
control system. There is no interaction between 
the two.

We need a system that allows for greater 
interaction between the human operator and the 
digital one. There are examples (e.g., Caterpil-
lar machines) that allow operators to perform 
certain tasks only through automated systems 
(Grenoble O’Malley, 2005). Also, the two major 
airliner producers, Airbus and Boeing, are gearing 
toward advanced fly-by-wire technologies (Wal-
lace, 2000), as the auto industry is attempting 
to infuse automation concepts in their products 
(Norman, 2005). These important initiatives stress 
that automation is becoming a predominant part 
of our everyday life. It is important, though, to 
realize that there is a need of some type of bal-
ance between controllers, humans, computers, 
or hybrids.

As the interaction between machines and 
digital controllers increases, we need to:

1. Find a better way to mediate control in dual 
control systems, when two (or more) opera-
tors are controlling the same machine;

2. Then, replace one of the human operators 
with a digital one and investigate the in-

teraction between the two entities using a 
mediation system (such as the one introduced 
in this chapter). This can be done if we:

3. Create a framework for using simulation and 
virtual reality to test-drive solutions; and

4. Implement these systems as a part of the 
actual operations of the machines under 
scrutiny. 

This chapter will review some of the cur-
rent problems in this “new” Information Fusion 
problem area, which extends the classic, static 
and traditional approaches to add a dynamic 
component that we call Fuzzy Mediation.

This chapter is organized as follows. First, we 
give background information about Information 
Fusion, as well as other preliminary concepts 
relevant to the framework for Fuzzy Mediation. 
Then, we introduce our original concept of Fuzzy 
Mediation as a theoretical solution to shortcom-
ings highlighted. Next, we give a detailed overview 
of our algorithm and a breakdown of the three 
functional units that create it, and report on our 
conceptual experiments. Then, we introduce our 
application of Fuzzy Mediation to a robotic line 
follower simulation and discuss other problem 
fields that may implement this algorithm. Finally, 
we conclude the chapter.

PrELIMINArIEs

In this section, we overview preliminary concepts 
needed to follow the rest of the chapter.

Control is a concept that involves the inter-
action of multiple entities (by definition at least 
two). In a situation of control, one of the subjects 
is identified as the one who interacts directly with 
one object, that is, directing the object’s every 
move (WordNET, n.a.). 

It is the discipline of Information Fusion we 
turn to when we seek solutions for joint control 
in environments with more than one operator. 
Information Fusion is the process of taking mul-
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tiple inputs and creating a single output (Kokar, 
Tomasik, & Weyman, 2004). As Kokar states, 
many Information Fusion algorithms are biased 
in their operations. As they are designed, their 
operations are set, and the fusion is carried out 
by simple execution of an algorithm. In most 
cases, fusion algorithms are predefined and static, 
and are not adaptable to the circumstances that 
influence the controlled object. They also reside 
at lower levels, such as the level of sensors. As an 
alternative, an adaptive Information Fusion system 
is able to offer shared control effectively.

A shared-control environment demands for 
applications of fusion to higher levels, in cases 
where supervised and collaborative learning is 
required, as in Trajkovski (2005). Supervised 
machine learning techniques represent a set of 
operations that “learn a task starting from a suite 
of examples” (Abad, Suarez, Gasca, & Ortega, 
2002). Information Fusion provides for supervised 
machine learning algorithms that learn from 
examples as the expert (operator) is operating 
(controlling) the machine.

This approach represents a paradigmatical 
shift, as the learner becomes capable of interacting 
efficiently with the environment. It is an effective 
shift from the supervised learning domain to the 
collaborative learning domain (Gokhale, 1995; 
Hammonds, Jackson, DeGeorge, & Morris, 1997). 
It has been noted that many proposed solutions 
promote individual, instead of true collaborative 
learning (Dugan & Glinert, 2002). Kwek (1999) 
explored interaction between humans and com-
puting when learning is performed by means of 
an apprentice model; however their focus is on 
the classification of items.

Another relevant concept here is the concept 
of agent. Agents attempt to solve issues of co-
ordination, cooperation and learning (Arai & 
Ishida, 2004). Multiple agents’ performance in an 
unknown environment is discussed by Trajkovski 
(2007), where online collaborative learning is ap-
plied to several agents, facilitating the learning 
process itself.

Positive reinforcement

The research community widely accepts that 
learning in the brain resides in the plasticity associ-
ated with alterations in synaptic efficacy. The most 
widely accepted theory of learning at the cellular 
level is aligned with Hebb’s reinforcement ideas 
(1949). This theory introduces the possibility that, 
as neurons fire, the synaptic connection between 
them is strengthened. The stronger synapses, in 
turn, lead to preferred pathways, which seem 
to then create memories. This process is called 
long-term potentiation (LTP) and has been widely 
investigated in Kandel’s work, reported in Kandel, 
Schwartz, and Jessell (2000). 

Much mathematical modeling has been draft-
ed. Among the many, neural networks have been 
widely accepted as the closest representation of 
the concept of LTP. Among neural networks, we 
should mention the “artificial” neural networks, 
or ANNs, and various forms of feed-forward 
networks trained by back-propagation algorithms. 
ANNs were introduced by John Hopfield (1982) as 
a response to the then current faulty models that 
did not represent well the physiological basis of 
learning, especially true with back-propagation 
networks. This is because these models don’t 
explain the interaction with another brain, and 
the inherent lack of self-organization.

In the reinforcement learning paradigm, the 
environment acts as a critic rather than a teacher. 
The downside of this approach is that the learning 
is slow and not portable to a new task. The subject 
will have to start all over when presented with 
another task. Chialvo and Bak (1999, p. 5) argue 
that this is true because of the lack of positive 
reinforcement rules. They say that these models 
thrive on the concept of LTP, but they also state 
that “long-term synaptic depression (LTD) in 
the mammalian brain is almost as prevalent as 
potentiation, but there appears to be little or no 
understanding of its functional role.” Barnes et al. 
(1994, p. 81) argue that “although it is conceivable 
that LTP is the critical phenomenon used for stor-
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ing information, and that LTD may exist simply to 
reset LTP, it must be noted that it is also conceivable 
for the converse to be true.” Thus, Chialvo and 
Bak (1999) infer that the “depression” of synaptic 
efficacy is the fundamental dynamic mechanism 
in learning and adaptation, with LTP playing a 
secondary role. The collaboration of these two 
learning mechanisms produces the outcome that 
we are all familiar with, the acquisition of a new 
task. It is important though that LTP and LTD 
collaborate closely though, because it is much 
more likely that, as we learn, we perform some 
actions that are not successful, thus the need to 
“erase” that action from the set of successful ones 
through LTD, stimulating only the pathways that 
have given good results through LTP.

Learning by Imitation
itation

The phenomenon of imitation was never seri-
ously considered by scientists until the 1990s. 
It was mainly considered to be an unintelligent 
process in higher primates, and, as such, not worth 
researching. After its earliest consideration by 
Thorndyke (1898), it only appears sporadically 
in psychological literature. The only notable 
consideration was done by Piaget (1945) in his 
consideration about the developmental stages in 
children. Thorndyke imitation considered to be 
learning by observation, when one entity tries to 
mimic (copy) another entity’s behavior.

With the discovery of mirror neurons by Riz-
zolatti and Arbib (1998) and Rizzolatti, Fadiga, 
Gallese, and Fogassi (1996), it seems likely that, 
after all, we are wired for imitation. The mirror 
neurons are located in Broca’s F5 region in the 
frontal cortex, that has been found to be primary 
responsible for human linguistic expression. 
People with defects in Broca’s region are usually 
not linguistically competent. In the observations 
of mirror neurons in primates, it has been noted 
that they fire in a monkey that is observing another 
monkey tearing or crumbling paper.

With the discovery of mirror neurons and the 
possible extent of their significance, imitation 
becomes a bona fide focus of research in learning. 
The indication for neonatal research is that it is by 
imitation that we start learning everything about 
the world and build our first conceptualization of 
it. Therefore, it seems that  imitation could be the 
base of all learning that happens in the human 
and it is connected to our very basic biological 
self. As we know, in learning the more basic the 
motivation is, the easier it is to assimilate new 
knowledge toward the satisfaction of an active 
drive (Trajkovski, 2007). The main thesis of that 
work is that humans learn about the environment 
via interactions with it, based on their inborn 
Piagetian schemes, and from other humans via 
imitation conventions.

Mirror neurons, as hardware for imitation, 
were discovered by Rizzolatti et al. (1996), while 
performing experiments on primates. They dis-
covered that a specific area of the brain, called F5, 
is involved with imitation of tasks. The neurons in 
this area are extremely active in macaque monkeys 
when they are performing movements that are 
goal-oriented. Such neurons were observed to be 
extremely active also when the monkey observed 
another monkey or a human perform those very 
movements. This finding, together with Kandel’s 
LTP and the strengthening of synapses through 
repetitive stimulation, hints to the fact that ob-
servation and imitation are phenomena that lead 
to learning a task.

This past decade has been a great time for 
research in imitation. Heyes (2001) reports that 
advancements were made under various biological 
aspects. From an evolutionary standpoint, chim-
panzees and birds were successfully studied for 
imitation patterns. Moving onto humans, the first 
point of view analyzed was the developmental one, 
where newborns were studied for the reflex of 
sticking out their tongue when an adult performs 
that action in front of them. Further studies were 
conducted on 18-month-old infants to study their 
imitation of movements that adults reported being 
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intentional. When asked, the infants could not 
always motivate the performance of the imitated 
movements. Finally, Heyes reports that studies 
have shown that autism is linked to deficits the 
subjects have in the processes of imitating the 
performance of tasks they observe. Other studies 
were also performed on adults as well as at the 
organ level, with the study of the brain and patterns 
associated with task performance. The approach 
that we are presenting in this chapter is based on 
learning by imitation in adult humans.

the Fuzzy Paradigm

As a focal tool used in the proposed solution, in 
this section we briefly review the fuzzy sets para-
digm. In classical, Aristotelian mathematics (and 
logic) everything is black and white, true or false, 
1 or 0. The fuzzy paradigm introduces degrees 
of grayness, degrees of truth, the interval [0, 1] 
(Zadeh, 1965). In terms of sets, in Aristotelian 
terms, say, an element either belongs completely 
to a (crisp) set, or does not. In fuzzy terms, an 
element can belong to a set with some member-
ship degree.

In addition to piece-wise linear (triangular, 
trapezoidal, etc.) membership functions can take 
any other shape, as long as the rank is [0, 1], 
depending on the problem at hand. In engineer-
ing applications, however, for the most part the 
explorations of the possible improvements based 
on the fuzzy paradigm start with piece-wise linear 
membership functions when providing proofs of 
concept, and deviate toward alternative, smoother 
functions later in the process.

Fuzzy sets in cognitive 
Processes in Humans

In the past, we have investigated the use of 
weighted outputs and fuzzy-rule based in a wide 
range of cognitive processes, relevant to this work 
(e.g., Trajkovski, 2004; Trajkovski et al., 1997), 
especially in the area of human learning, contin-

gent negative variation (CNV) brain waves, and 
other EEG (Electroencephalogram brain poten-
tials) analyses. In the Dynamic CNV experiment, 
for example, we use fuzzy sets and inference in 
substituting a CNV expert with a fuzzy controller 
that automatically detects if a brain form contains 
negative variation, indicative of learning when to 
expect an imperative stimulus.

tOWArD A NEW trAINING 
sOLUtION

This section introduces the ideas behind our 
original concept of Fuzzy Mediation and gives an 
overview of the contexts suitable for the imple-
mentation of our algorithm.

The problem of shared control is very relevant 
in a training setting. Here, we aim to create an 
efficient training framework for operating ma-
chinery using a computer simulation (virtual 
environment).

Initially, we focus on training car drivers, using 
a positive reinforcement approach, in a trainer-
trainee shared control collaborative environment. 
This collaboration will be achieved greatly by 
devising a tool based on our Fuzzy Mediation ap-
proach. The setup involves two controllers that are 
trying to steer a car within a virtual environment. 
One of the controllers is an expert driver, and the 
second a novice. When both subjects are trying to 
control the car, whom should control go to? If the 
expert drives, the novice will passively observe the 
expert’s driving, and not really learning how to 
drive; the novice is just being exposed to examples 
of driving situation cases. If the novice driver is 
(fully) in command, the expert can only interact 
with the novice by simply correcting his/her ac-
tions by negative reinforcement.

Our proposed approach shares the control 
between the expert and the novice by stimulat-
ing the involvement of the novice. Using a Fuzzy 
Mediation control, inputs from both participants 
in the process are evaluated and considered, and 
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the overall control gives more or less weight to 
the novice based on his/her past performance. 
Our approach is a generalization of the negative 
reinforcement approach; the classical approach 
is just a marginal case of this one. The overview 
of our approach follows.

This solution involves both users at the same 
time. The expert and the novice are given a set of 
identical controls, and they both try to control the 
very same car within the same simulation. The in-
puts received by the controls of the car are analyzed 
and compared to the other participant’s (novice to 
expert, expert to novice). Initially, the mediation 
system allows the vehicle to be controlled by the 
expert. As the novice’s actions mimic/imitate 

more and more the correct ones of the expert, 
control shifts to the novice. Visual clues (indica-
tors) are given for the novice to indicate progress 
(i.e., shifting control toward his/her side). If the 
novice’s actions start deviating from the expert’s, 
should control shift back to the expert? Figure 
1 illustrates the architecture of such a system. 
Based on motivating results of success in positive 
reinforcement learning (Chialvo & Bak, 1999), we 
expect the novice to learn significantly faster than 
in a negative reinforcement environment.

An extension of the system architecture in 
Figure 1 is given in Figure 2, where the control 
mediates between a digital and a human control-
ler, suitable for, for example, some fly-by-wire 

Figure 1. Architecture for the training system

Figure 2. Fuzzy mediation system with two controllers
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airplanes in service today. In this case, the pilot is 
the human controller, and the copilot can be either 
the human copilot or a digital smart box.

This work will also consider alternative ar-
chitectures (Figure 3) in environments with one 
expert and multiple novices are being trained.

FUzzY MEDIAtION

In this section, we elaborate on our concept of 
Fuzzy Mediation. We explore the three steps that 
allow us to successfully mediate between inputs 
coming from two controllers.

The concept of Fuzzy Mediation dynamicizes 
the static world of Information Fusion. It extends 
greatly the possibility of applications of this field 
of computing.

Fuzzy Mediation aims to solve problems that 
are innate with the concept of shared control 
among multiple agents. The birth of this con-
cept was set in a training environment where 
two agents are interacting. Both agents can be 
human, nonhuman or a mix of the two. In the 
typical scenario, depicted in Figure 2, the first 
controller functions as a pilot, or expert user, 
and the second controller functions as a copilot, 
of novice user. It is our assumption for this work 
that the expert controller is the one that performs 
actions as expected, and the novice controller is 
at an early phase of learning the tasks.

As it would be impossible for a vehicle to 
be controlled simultaneously by two different 
controllers, we looked at concepts of Informa-
tion Fusion for a solution. The fuzzy controller 
performs three distinct operations.

1. Analysis of the inputs to determine the 
closeness of control.

2. Performs a revision of the weight of control 
between the expert and the novice control-
ler.

3. Computes the value of the single output.

Analysis of the Inputs

Classical set theory leaves little room for gray 
areas. For example, a room’s temperature can be 
either hot, medium or cold. This classic framework 
does not take into consideration the possibility of 
the same room being perceived as comfortable 
or chilly by two different persons. Fuzzy sets 
provide a solution that takes into consideration 
values that fall within multiple sets. 

These kinds of sets can be utilized within the 
field of Information Fusion applied to a situation 
of multiple controllers trying to interact with a 
vehicle by a means of comparison.

The analysis of the inputs coming from the 
two controllers aims at understanding the distance 
between the values. The input coming from the 
expert user is mapped to the center of the range 
[-10, 10], as shown in Figure 4.

 
(a) 

 
(b) 

 
(c) 

Figure 3. Alternative system architectures with increased cardinality of novices: (a) One-on-one train-
ing; (b) One to many training, parallel stand-alone simulations; (c) Threaded training simulations 
architectures for one-to-many training sessions
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The range of [-10, 10] represents the highest 
possible deviation between the input of the expert 
and the one of the novice. After the input of the 
expert becomes the center of this domain, we 
calculate the difference between the value of the 
original input of the expert and the one of the 
novice. This value is then also mapped to the 
domain shown above.

When the distance between the inputs is 
mapped, it will fall within one or two sets that 
span over the range, as shown in Figure 4. The 
five sets we deal with are: WL (Wide deviation 
to the left), SL (Slight deviation to the left), S 
(Similar), SR (Slight deviation to the right), and 
WR (Wide deviation to the right). In fuzzy set 
theory, the value can belong to a set with a certain 
degree of belonging. Such degree of belonging 
is calculated by a membership function. In our 
case, we use a simple membership function, also 
shown in Figure 4.

The application of a linguistic modifier to 
the deviation between the controller inputs also 
keeps in consideration the degree of belonging–or 
membership value–of the difference to the differ-
ent sets. It is important to note that a value may 
fall completely (degree of belonging = 1) within 
one set, or the value may belong mostly (.80) to 
the set of deviations deemed as Similar (S), and 
partly (.20) to the set of Slight deviations to the 
left (SL).

revision of the Weight of control

Fuzzy Mediation sees the fusion of the inputs of 
the expert and the novice as a balance between 

the two. The more the novice performs similarly 
to the expert, the more control will shift in favor 
of the second controller. Likewise, the more the 
control of the novice differs from the one of the 
expert, the more control will shift back toward 
the expert.

Given this preamble, this second part of the 
Fuzzy Mediation algorithm analyzes the linguistic 
modifiers applied to the deviation of the inputs 
during the first phase. Control is mapped to the 
range of [-1, 1], where a control weight of –1 iden-
tifies a control fully in the hands of the expert, a 
value of 1 instead refers to control managed by 
the novice. Figure 5 shows the visualization of 
this concept. As we apply the concept of fuzzy 
sets to this section of the algorithm, a value in the 
range (-1, 1) identifies a control that is mixed in 
a certain proportion between the expert and the 
novice. The arrow in Figure 5 shows a possible 
weight of the mediation of control between the 
trainer and the trainee. At the beginning of the 
simulation the weight has a value of –1.

When the classification of the distance between 
inputs is analyzed, there are several actions that 
can be taken, based on Mamdani rules (Mamdani 
& Assilian, 1975). If the inputs are classified as 
similar, control is given more to the novice. If the 
deviation between inputs is slight, then control 
stays unvaried. If instead the deviation is wide, 
more control is given to the novice. The shifting of 
the weight from one controller to the next occurs in 
a linear fashion, with increments or decrements of 
0.2 points on the range [-1, 1] presented earlier. In 
the case of a distance between inputs that belongs 
to two sets, then we will multiply the degree of 

Figure 4. Breakdown of the sets used for comparing controller inputs
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belonging to each of the sets to the action associ-
ated with that particular set. Using the example 
given earlier, a value that belongs to the set S with 
membership 0.8 will receive an increase in control 
of 0.2 (the standard increment) multiplied by the 
membership value, which means an increase of 
the weight of control of 0.16. The same value also 
belongs to the set SL with membership 0.2. The 
action associated with a deviation that is classi-
fied as slight is a movement of 0 of the balance 
between controllers, so the action for this set is 
calculated by multiplying 0.2, the membership 
value, to 0. The addition of these values, 0.16 and 
0, shows the overall shift in control, which is of 
0.16 in favor of the trainee.

calculation of the single Output

After the weight of control is updated, we need 
to calculate a value that will serve as a single 
input stemming from the original inputs of the 
two controllers. For this computation, we need 
to refer to the original values. The equation that 
regulates this third section of the algorithm is as 
follows:

Mediated output = µT*Expert’s input + µt*Novice’s 
input

where µT refers to the membership value of the 
weight of control to the Trainer set (Expert) and 
µt refers to the membership value of the weight 
of control to the trainee set (Novice).

In the case of a driving simulator, we may have 
an expert applying a turn of 15 degrees to the right 
and a novice applying a turn of 25 degrees. If the 
weight of control has a value of –1, the mediated 
output will have a value of 15 degrees to the right. 
Likewise, if the weight of control has a weight of 
1, the mediated output will be of 25 degrees to 
the right. If the weight is anywhere in between, 
for example, µT = 0.5 and µt = 0.5, the mediated 
output will be of a 20 degree turn to the right.

sIMULAtIONs AND rEsULts

This section reviews our initial demonstration of 
concept that show and further illustrate the con-
ceptual niche that Fuzzy Mediation satisfies.

The proposed framework is expected to im-
prove the efficiency of the training process. This 
will be measured through trainees’ progress re-
cords stored in the database throughout training 
sessions, as specified in previous session.

In this section, we focus on simulation studies 
as a proof of concept for the Fuzzy Mediation 
engine. In our simulations of the operations of 
the engine, we assume that no learning happens 
in the novice.

Demonstration of concept

The first simulation that we performed focuses 
on two linear paths that intersect at some point, 
without any deviation on the side of the novice 

Figure 5. Fuzzy sets that regulate the balance of control between the expert and the novice controller
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to try and resemble the actions performed by the 
expert (Figure 6). As we can see, the lines that 
represent the expert and the novice intersect at 
one point only, and they do not converge past the 
intersection. The output that is produced by the 
Fuzzy Mediation engine overlaps the path taken 
by the expert, because the path traced by the 
novice is quite distant. As the controllers perform 
actions that are closer, the mediated output starts 
shifting toward the novice’s line. After the inter-
section, the output of the fuzzy controller shows 
that control is shared somewhat equally between 
the expert and the novice for a few steps, but then 
it leans toward the expert’s output once again. 
This is due to the fact that the novice’s controls 
deviate widely from the ones of the expert, thus 
taking control away from the first and giving it 
more to the second. The output created by the 
fuzzy mediator does not adhere much to the line 
of control carried out by the novice because the 
time during which the output of the novice and 
the ones of the expert were somewhat similar is 
rather short. In cases where the lines would not 

intersect, the control will never move away from 
the expert’s line.

In the second simulation, we have taken into 
consideration a situation where the expert is 
controlling the vehicle in a linear fashion, and the 
novice performs a motion trying to align to the 
direction of the expert in a logarithmic manner 
(Figure 7). Also in this case, when the simulation 
starts, the output of the fuzzy controller is over-
lapping the control of the expert. As the novice’s 
output gets closer to the expert’s, the output of 
the Fuzzy Mediation shifts. This time, the two 
values are close enough for quite a few cycles of 
comparison within the Fuzzy Mediation system, 
where each time the two values are considered 
similar, giving more control to the novice. Figure 
8 shows a closer look at the area of the plot where 
the output of the Fuzzy Mediation engine starts 
moving toward the novice’s controls. We should 
note that the difference between values, at that 
point, is only of 0.4 units. At this point, control 
is in the hands of the novice completely. After 
the lines intersect and then diverge, control will 

Figure 6. A simulated 1:1 learning process with Fuzzy Mediation—two linear functions
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Figure 7. A simulated 1:1 learning process with Fuzzy Mediation—one linear function (expert) and one 
logarithmic function (novice)

Figure 8. Magnification of the area where control shifts from the linear function (expert) to the loga-
rithmic one (novice)

be retained by the novice, at least until the fuzzy 
mediator perceives a difference between the two 
inputs that is significant enough to start shifting 
control back in favor of the expert. This hap-

pens when the two values diverge by more than 
0.6 in this simulation. The area where control 
starts shifting back to the expert is highlighted 
in Figure 9.
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Figure 10 gives results of yet another simu-
lation. In this case, the expert and the novice 
perform actions that are at times similar, and 
then diverge to become similar again later in the 
simulation. In this particular one, the actions are 
periodic, so that we can see that the Fuzzy Media-
tion engine performs consistently. The expert’s 
control is represented by wave closer to the X-
axis. The control is initially given to the expert 
and is slowly shifting toward the novice. As the 
novice’s performance deviates from the expert’s, 
the expert’s input starts weighing more and more 
in the overall output of the fuzzy controller. Figure 
11 shows the particular where control shifts back 
toward the expert.

Simulations with an Artificial Agent

In order to carry out a simulation that is realistic, 
we have analyzed several training scenarios that 
would mimic an autonomous agent based on the 
Wang-Mendel algorithm (1992) with imprecise 
knowledge at first that would improve as the 

operations continue. The training algorithms are 
quite different, and they are: “Greedy,” “Random,” 
“Core,” and “Left to Right.”

• Greedy training: This type of training will 
feed to the fuzzy system random numbers 
until the Fuzzy Associative Memory (Wang 
& Mendel, 1992), or FAM, is just filled. The 
accuracy of this type of learning is highly 
dependent on the set of training numbers. 
If the set happens to include values that are 
right around the cores of the sets, then this 
algorithm will perform very well; otherwise 
the rules may not be the most suitable.

• Random training: This training style is the 
one where the memory is presented with a 
fixed number of training pairs. If a rule has 
not been found for a particular association of 
sets, then the system will output the default 
value stored in the FAM. There is no assur-
ance that the best example will be used for 
a certain association.

Figure 9. Magnification of the area where control shifts back from the logarithmic function (novice) to 
the linear one (expert)
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Figure 10. A simulated 1:1 learning process with Fuzzy Mediation—two sine waves

Figure 11. Magnification of the area where control shifts back from the wave 2*sin(x) (novice) to the 
wave sin(x) (expert)
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• Core training: This type of training feeds to 
the system the values of the cores. Theoreti-
cally, once a rule reaches a point where the 
membership of the input value to a set is 1 
(the value belongs only to one set), then the 
rule will not be replaced by any other one, 
because that sample is the best available for 
that set. This type of training is significant 
because we will be able to compare how 
many training sets will be necessary to 
achieve results similar if not equal to the 
results that we can achieve if the training set 
was the set of all core values for the input 
and output sets.

• Left to right: This final algorithm for 
training the memory is used as control-type 
training. The training sets are given to the 
memory in an ordered manner, starting 
from the lower boundary of the range of the 
training set and ending at the high boundary. 
This type of training ensures that the FAM 
is given as many training pairs as possible, 
covering the entire range of the simulated 
environment. For more information on the 
evaluation of agents, a more detailed discus-
sion is available in our recent work (Vincenti 
& Trajkovski, 2006).

The set of simulations discussed above show 
that a situation where an agent is trained using the 
“Greedy” algorithm can be compared to a novice 
who is learning just enough about an environment 
to navigate through it, making some mistakes. As 
the novice learns more, and thus observes more 
examples about the environment, we can relate 
to the results found in the agent trained using a 
“Random” algorithm. Finally, as a novice learns 
more about the environment and many of the 
original rules are replaced with others with higher 
importance, the novice becomes an expert. This 
situation is depicted in the simulations where the 
agent is trained using a “Core” algorithm. More-
over, we can assume that a novice’s understanding 
of a specific domain is somewhat broad at first, 
thus reflecting to an agent with a low granularity 
for the input and output domains. As the agent goes 
from novice to expert, we can only assume that 
the understanding of the environment increases, 
with an increase in the granularity of the input 
and output ranges. This can be simulated by 
having an agent perform simulations first using 
a low number of sets, and gradually increasing 
the number of sets to reach the highest possible 
foreseen in the environment created for these 
experiments. Table 1 shows the different error 
levels for agents trained with the equation Y = 
sin(X) with different training algorithms as well 
as different granularity sets.

Left-to-right Core Greedy Random

7 0,627506065 0,675936524 0,650292194 0,650422003

9 0,237706944 0,237706944 0,400731338 0,230864971

11 0,197668687 0,171135865 0,252355939 0,241180776

13 0,139887356 0,138705757 0,246697204 0,154017493

15 0,108492532 0,115646522 0,249215771 0,107077011

17 0,074813892 0,064634848 0,141544446 0,096659755

19 0,112382012 0,061053242 0,167742751 0,075847614

21 0,060825138 0,04926832 0,194218968 0,074670394

Table 1. Average error for behavior using Y = sin(X) across agents of different granularity and training 
approaches



  ���

Fuzzy Mediation in Shared Control and Online Learning

This scenario will represent the sequence of 
events that we will simulate in this final round of 
experiments. When we introduced the concept of 
Fuzzy Mediation, we also addressed the analysis 
of the difference between the input of the trainer 
and the one of the trainee. For this simulation, the 
difference between the inputs was normalized to 
[-10, 10], and then the range was broken down into 
the sets reported in Table 2, which also specifies 
the boundaries of each set.

The fuzzy sets used map a value to a member-
ship of 1 when the value falls between the two 
inner boundaries. If a value falls between an inner 
boundary and outer boundary on the same side, 
then it will have a partial membership to the set 
in question in according to the membership equa-
tion of choice. In this case, the equation chosen 
is a simple line equation. If a value falls outside 
of the outer boundaries, then the membership to 
the set in question is 0. For these simulations, 
the maximum absolute difference between the 
trainer’s input and the trainee’s is of one unit that 
is then mapped to the domain described above.

In the following simulations, we will use as an 
index the average value of the mediator weight. 
As we described above, the control of an ideal 
object must be mediated between two controllers, 
a trainer and a trainee. The average value for this 
index shows which controller has most of the 

weight. A weight between –1 and 0 shows that 
the trainer has more control, with total control 
to the trainer if the weight is –1. If the weight is 
between 0 and 1, then the trainee has the majority 
of control, with control completely assigned to 
the trainee if the value is 1. If the value is 0 then 
the control is shared equally between the trainer 
and the trainee.

The first aspect that we will discuss about 
the simulations performed is the influence of the 
number of fuzzy sets used for the input/output 
domain by the agents. Table 3 shows that, as the 
agent identifies the range in question with more 
fuzzy sets, also the weight of control shifts from 
a considerable average ownership of control to 
the trainer, as reported by the simulation with 
an agent based on seven fuzzy sets, to an almost 
complete ownership of control in favor of the 
trainee, as shown by the interaction with the agent 
based on 21 fuzzy sets.

Set name Outer left boundary Inner left boundary Inner right boundary Outer right boundary

Wide variation to 
the left -∞ -∞ -4 -3

Slight variation to 
the left -4 -3 -2 -1

Similar -2 -1 1 2

Slight variation to 
the right 1 2 3 4

Wide variation to 
the right 3 4 ∞ ∞

Table 2. Boundaries of  trapezoidal fuzzy sets used to compute the linguistic modifier describing the 
difference between the inputs of the trainer and the trainee

Sets Avg. mediator weight

7 -0.517277228

11 0.603871287

21 0.945544554

Table 3. Core training for the sine environment 
with three different number of sets
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Figure 12. (a) Input and output values and (b) control mediation value for simulation using and agent 
with 7 sets and core training

Figure 13. (a) Input and output values and (b) control mediation value for simulation using and agent 
with 11 sets and core training
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Figure 14. (a) Input and output values and (b) control mediation value for simulation using and agent 
with 21 sets and core training
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(b) 



  ���

Fuzzy Mediation in Shared Control and Online Learning

Figures 12 through 14 show graphs reporting 
the input values of the trainer and the trainee, as 
well as the mediated output. Next to each simu-
lation we also show graphs of the value of the 
mediator weight after each pair of trainer/trainee 
input are evaluated by the Fuzzy Mediation sys-
tem. The graphs correspond to the simulations 
reported in Table 3. These figures show how 
dynamic this process of mediation between two 
controllers can be.

We also analyzed the performance of several 
training algorithms and the average weight of the 
mediator, reported in Table 4. For this particular 
example we chose an agent set with 11, and we 
can see that the agent that received “Core” train-
ing showed the best performance, keeping the 
average mediator value well over the side of the 
trainee for matters of control.

 

sELEctED APPLIcAtIONs

This section highlights our first “real-life” ap-
plication of Fuzzy Mediation. We elaborate on 
other possible applications to which this concept 
is seamlessly applicable.

Fuzzy Mediation Applied to robotics

The environment used for these experiments is a 
simple agent that follows a line. Figure 15 shows 
the pattern that was used. The pattern contains 

only the white background and the black line. 
The areas that have been highlighted show the 
segments of particular interest. Segment 1 was 
created to see the behavior of the agent in a mild 
turn to the right; Segment 2 instead simulates a 
sharp turn to the left followed by a moderate turn 
to the right. Segment 3 mimics a straight path. 
Segment 4 reveals a tight turn to the left, just like 
segment 5. Segment 6 is another tight turn to the 
right after a straightway, and finally, segment 7 
shows quick changes in direction.

In these experiments we use different levels of 
control. When we want to create an environment 
when the two inputs need to be closer in order 
to shift the weight from the expert to the novice 
we simply need to set the boundaries of the sets 
shown in Figure 6 to tighter limits. The three 
levels of control we use are the following: Tight 
control, Moderate control and Loose control. Table 
5 shows the values associated with each level of 
control. Each set carries four values, (OL, IL, IR, 
OR), where OL refers to the outer left boundary, 
IL to the inner left, IR to the inner right and OR 
to the outer right.

The simulated agent is composed of a central 
unit that contains sensors. The sensors check the 
terrain in front of the agent for color. The sensors 
can either pick up white, which is the background, 
or black, which is the line. The sensors are ar-

Training type Avg. mediator weight

Greedy 0.149693069

Random 0.110108911

Core 0.603871287

L-to-R 0.300168317

Figure 15. Path of the simulation

Table 4. Different training algorithms for FAMs 
with the same amount of sets (11) within the sine 
environment
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ranged on a probe that scans the range [-45, 45] 
in front of the agent at 5-degree intervals. Figure 
16 shows an image of the agent that is following 
a line. The light gray is the body of the agent 
while the dark gray spots in front of it represent 
the range of action of the sensors.

The sensors communicate to the agent the color 
of the terrain at each angle. Then, the agent will 
group together the angles that recorded a reading 
of a line and calculate the average. Such average 
will be analyzed by the agent, which will select 
the new heading. An agent can perceive changes 
in direction up to ± 45 degrees.

In order to simulate the behavior of agents 
we assigned them a preset behavior that allows 
them to navigate successfully through the pattern 
selected. In order to simulate an expert agent and 
a novice one, we chose equations that are slightly 
different. The typical expert is represented by a 
simple linear function. When the agent receives 
the reading from the sensors, the difference in 
heading is applied directly to the heading, so if 
the sensors read that, in order to follow the line 

the agent needs to apply a 15-degree turn to the 
right, the agent will perform a 15-degree turn to 
the right.

The simulation that represents the case of a 
novice is powered by an agent that relies on the 
cube of the difference normalized to the range [-
90, 90]. The two equations that are used to drive 
the agents are reported in Figure 17. The dotted 
line represents the behavior of the expert and the 
solid one the behavior of the novice.

This interpretation of the agents shows an ex-
pert that acts as expected, with a linear response 
to the situation. The novice instead reacts more 
slowly only to overcompensate as the deviation 
required in order to remain on track increases. 
We also carry out other simulations where the 
difference between the inputs of the expert and 
the one of the novice are very different. The 

WL SL S SR WR

Tight (-∞, -∞, -5, -3) (-5, -3, -2, -1) (-2, -1, 1, 2) (1, 2, 3, 5) (3, 5, +∞, +∞)

Moderate (-∞, -∞, -6, -4) (-6, -4, -2, -1) (-2, -1, 1, 2) (1, 2, 4, 6) (4, 6, +∞, +∞)

Loose (-∞, -∞, -8, -6) (-8, -6, -4, -2) (-4, -2, 2, 4) (2, 4, 6, 8) (6, 8, +∞, +∞)

Table 5. Description of fuzzy sets used in classifying the difference between the expert and the novice 
inputs

Figure 16. Diagram of the simulated agent with 
its sensors

Figure 17. Control functions associated with the 
expert (dotted) and the novice (solid) control-
lers
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equations reported in Table 6 show the driving 
engines we used.

The first experiment we performed involves 
an agent navigating through the pattern using 
Fuzzy Mediation to blend the controls of the 
expert powered by equation 1 in Table 6 and the 
novice simulated by equation 2. The elements 
we studied were the differences in behavior of 
the agent based on different levels of control, as 
described above. The element we monitored is 
the value of the mediator’s weight. Table 7 shows 
the average value for the three levels of control 
using the very same equations to simulate the 
controllers’ inputs.

We can see that a tighter control reports an 
average weight of the controller that is lower when 
compared to the other indices. This means that, 
when we use the sets that correspond to a tight 
control of the novice’s inputs, the expert retains 
control for more sections of the patters than in 
simulations performed using the moderately loose 
or loose controls.

In all the experimental runs we noticed that 
the area that consistently showed the most shift 
in control was number 2 in Figure 15. Figures 
18, 19 and 20 show the shift in control weight as 
the agent goes through the turn. It is important 
to note that the agent was following the pattern 
in a clockwise motion.

These figures show that, in the case of a tight 
control, the expert will regain significantly the 
control of the agent and will perform the steeper 
section of the turn, as shown in Figure 18. Figure 
19 instead shows that the Fuzzy Mediation that 
uses a moderately loose control still allows the 
expert to retain quite a bit of control, but overall 
the input of the novice is evaluated with a higher 
importance. Finally, Figure 20 shows that a loose 
control allows the novice to take care of the major-
ity of the control in this situation. The different 
nature of the equations, as described earlier, does 
not allow the novice to be in control through the 
entire turn, as the difference in controllers’ inputs 
are quite different.

Num Equation Simulation

1 Y = X Expert agent

2 Y = X3 Simple novice agent

3 If X > 0
Y = X
Else
Y = 0

Agent that turns to the right, but can’t turn left. Instead it goes straight.

4 If X > 0
Y = X3

Else
Y = 0

Agent that turns to the right, but can’t turn left. Instead it goes straight.

5 Y = |X| Relatively novice agent that only turns right

6 Y = |X3| Novice agent that only turns right

Table 6. Equations used for the simulations

Table 7. Mediation weight average for different control levels

Tight control Moderate control Loose control

Average mediation weight 0.59 0.62 0.82
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Figure 18. Average mediator weight during seg-
ment 2 of the simulation with tight control

 

Figure 19. Average mediator weight during seg-
ment 2 of the simulation with moderate control

 

Figure 20. Average mediator weight during seg-
ment 2 of the simulation with loose control

Table 8 shows the average weight of the 
controller’s mediator weight for the values plotted 
in Figures 18, 19 and 20.

The following experiments were performed in 
order to study the interaction between an expert 
and a novice controller when the novice behaves 
quite differently from the expert. The first simu-
lation was performed with the expert controller 
based on equation 1 in Table 6, while the second 
controller was powered by equation 3. In the 
case of a turn to the right the agent showed no 
problems. We recorded that in this case the agent 
was leaving the pattern completely in the case 
of a slight turn to the left. In the case of a sharp 
turn to the left the agent showed some problems 
at the beginning of the turn, but no problem after 
that. This is probably due to the fact that, in the 
case of a slight deviation control stays unaltered, 
thus leaving control for a longer period of time to 
the novice. The second setting involved a novice 
controller powered by equation 4 in Table 6. 
This simulation performed very similarly to the 
previous one, because both simulations for the 
novice controller show the same response to a 
left turn.

The third set of experiments focused on 
controllers that behaved completely different in 
the case of a left turn. In order to simulate this 
situation we used equations 5 and 6 to simulate 
the novice controllers. We were unable to record 
extensive data for these experiments because the 
agent was not able to complete a full loop of the 
pattern. Our observations show that in the case 
of equation 5, the agent would initially follow the 
line, but at the first left turn it would lose control, 
turn completely around and then get stuck looping 
around itself. The same behavior was observed 
when the equation for the novice controller was 
powered by equation 6. We then increased the 
value by which the weight value of the control 
is shifted from 0.2 to 0.5 At this point, the agent 
with the novice controller with equation 6 per-
formed almost a full trip around the pattern. It 
showed problems when it was presented with a 
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slight turn to the left. At that point it would also 
start looping around itself.

“ready to Implement” Applications

The possible applications of this research are 
quite varied, given the possible applications in 
training, stressing those that involve machinery. 
This system may be used as a training environ-
ment as well as a monitoring one. Several types 
of machines require “check rides,” where the 
user needs to perform certain operations under 
scrutiny of evaluators. If the operator fails to 
perform a certain number of tasks correctly, the 
license to operate that type of machine will be 
revoked. With this framework, the operator and 
the check ride officer may use this approach for 
evaluation. We may even push the technology a bit 
further, and allow the operator to be checked by a 
machine, supervising the operator’s performance. 
Moreover, this framework will create a system that 
learns from the driver’s everyday performance. 
Upon reaching a certain level of confidence for 
the “autopilot” system, this system will then 
become the monitor when the driver seems to be 
impaired in any way and correct the actions of 
the driver. Should the actions of the driver lead 
to dangerous driving, the car may calculate the 
best route to stop and do so to ensure the safety 
of the passengers as well as other drivers.

Such framework will be extensible to an 
embedded system that will allow an autopilot 
type of controller to take over when the machine 
(automobile/airplane) is capable of producing a 
path of motion similar to the one followed by the 
human operator. Such autopilot will also be able 
to learn from the human controller, so that, the 
next time similar conditions arise, the machine 

will be able to foresee the path required to avoid 
the problem.

This research will be extensible to other fields, 
such as the creation of an autopilot system that uses 
“drives” as parameters to control an automated 
robot, as explained in Trajkovski et al. (2005). 
Such robot will also be able to detect and avoid 
obstacles in an unfriendly environment using the 
structure described in Trajkovski et al. (2005). 
Many of the applications within this section are 
highly dependent on elements that are not in place 
yet. For example, a digital system that can drive 
a car efficiently within a regular urban environ-
ment is not existent. The authors envision this 
happening within a few years though, and believe 
that, when the times are ready, this research will 
show its true power in its applications. In the 
meantime, we will create simulations that will 
allow us to recreate some of the high-end sensors 
still unavailable to us.

cONcLUsION

This chapter introduced a dynamic concept of 
Information Fusion. We have discussed in detail 
the algorithm that powers the core of the media-
tion system as well as some architectures that are 
relevant to several training and shared control type 
settings. We have also shown how the algorithm 
behaves both in conceptual experiments as well 
as simulations of robots. We believe the future 
of Fuzzy Mediation is bright, as it is a technol-
ogy that is applicable to several settings. Current 
research activities are exploring the relationship 
between the closeness in control of the control-
lers and the speed of mediation. Moreover, the 
experimentation with humans has been started 

Tight control Moderate control Loose control

Average mediation weight 0.21 0.31 0.57

Table 8. Mediation weight average for different control levels during a hard turn
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with the construction of simulation environ-
ments where an expert human interacts with a 
novice in order to teach concepts of navigation 
in a moving fluid.
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AbstrAct

The Web is a useful data source for knowledge extraction, as it provides diverse content virtually on 
any possible topic. Hence, a lot of research has been recently done for improving mining in the Web. 
However, relatively little research has been done taking directly into account the temporal aspects of 
the Web. In this chapter, we analyze data stored in Web archives, which preserve content of the Web, 
and investigate the methodology required for successful knowledge discovery from this data. We call 
the collection of such Web archives past Web; a temporal structure composed of the past copies of Web 
pages. First, we discuss the character of the data and explain some concepts related to utilizing the past 
Web, such as data collection, analysis and processing. Next, we introduce examples of two applications, 
temporal summarization and a browser for the past Web. 

INtrODUctION

As the Web changes continuously, it is necessary 
to preserve the past content of pages for a future 
reuse. The Internet Archive1 is the best-known 

and largest public Web archive containing data 
crawled since 1996. Other Web archives exist, 
for example, ones containing Web pages from 
particular countries (e.g., Arvidson, Persson, 
& Mannerheim, 2000; Hallgrimsson & Bang, 
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2003). Besides, there are also numerous reposi-
tories of past copies of pages such as caches, site 
archives, personal page repositories or search 
engine caches.

Web archives provide a view on the history of 
the Web reflecting past societal states. Past content 
of pages can reveal the histories of underlying 
elements represented by these pages, such as 
institutions, companies, people or other entities. 
For example, one could approximately detect 
when a particular member left some laboratory 
by detecting the time point at which her or his 
name was removed from the list of laboratory’s 
personnel. In general, the use of Web archives 
can greatly benefit researchers and practitioners 
in many areas, such as history, sociology or 
marketing. 

Furthermore, analyzing information from the 
past can help not only in better understanding the 
history of our society but also understanding its 
present state. This is because Web archives can 
provide contextual information about Web pages 
and the objects or concepts discussed on them as 
well as their inter-relations. For example, we can 
analyze information from Web archives concern-
ing a given company in order to use it as a context 
for better understanding the present information 
about this company. In general, mining past Web 
content has a potential to stimulate and improve 
the traditional Web mining process in the sense 
that it provides contextual information and sheds 
new light on present data. 

Past Web is considered here as a part of the 
WWW space where pages no longer have any 
change potential; they are “frozen” past snapshots 
of pages. The live Web, on the other hand, is the 
present Web, containing pages that we can cur-
rently view online. These pages may be changed or 
updated and they usually provide full interaction 
capabilities. 

In the past Web each page has its history and 
lifetime. Links between the old content of pages 

can be reactivated again. In this way, a temporal 
structure can be obtained reflecting connectivity 
between pages in the past. Another aspect of the 
past Web is missing data. A given content after its 
deletion from a page may never be reproduced if it 
has not been preserved in any repository. Besides, 
due to the rapid growth of the Web, selective type 
archiving often needs to be done. 

In this chapter, we approach the problem of 
discovering knowledge from the past Web. First, 
we discuss the character of data that is used and 
methods for acquiring and processing it. We 
propose techniques for analyzing and selecting 
candidate Web pages for mining. This approach 
is based on analyzing long-term characteristics 
of pages with a special focus on their content 
changes as they are most interesting from the 
viewpoint of pages’ evolution. Next, we introduce 
temporal summarization, which is an adaptation 
of a traditional text mining task into the past Web 
scenario. We propose summarizing histories of 
Web pages to generate abstraction of events and 
salient concepts described in selected portions of 
the past Web. We also discuss the possibility of 
discovering object histories in past content of Web 
documents. Finally, we describe an application 
for browsing and navigating the past Web. We 
show an implementation that is similar to those 
of traditional browsers for the live Web and of 
video players. 

The rest of this chapter is organized as fol-
lows. In the next section, we discuss the related 
research and attempt to place this work in the wider 
context of text and Web mining. The following 
two sections describe the data accumulation, 
preparation and analysis. In the next section we 
discuss temporal summarization and investigate 
the possibility of object history detection from the 
past Web. The next section describes a browser 
for the past Web, while the last section concludes 
the chapter with a brief summary. 
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rELAtED rEsEArcH

Web Dynamics

The dynamics of the Web has been measured 
in many experiments (Brewington & Cybenko, 
2000; Cho & Garcia-Molina, 2000; Fetterly, 
Manasse, Najork, & Wiener, 2003; Ntoulas, Cho, 
& Olston, 2004) which demonstrated that the 
content and link structure of the Web continu-
ously change. Although many pages on the Web 
are short-lived, meaning they are deleted shortly 
after being created (Ntoulas et al., 2004), many 
important Web documents persist over time. 
Popular and main, or top-ranked, pages usually 
belong to this category as it often takes a long 
time for a page or site to gain popularity and ac-
cumulate a high number of in-links.

The results of Web dynamics research indicate 
the level of volatility of the Web as a whole. 
On the other hand, the study of update patterns 
of individual pages has been carried out for 
prediction of their future changes (Cho & Garcia-
Molina, 2000, 2003; Ntoulas et al., 2004). The 
frequencies and degree of changes are the most 
often used measures to set up crawling schedules 
for maintaining fresh indexes of search engines. 
In practice, however, it is usually difficult to 
predict content changes in pages although some 
Web documents, for example, newswire sources, 
change in a more or less periodical fashion. In 
this research, we go beyond the simple analysis 
of change statistics as we focus on the distribution 
of content and its context over time.

text Mining

Text mining is defined as a nontrivial extraction 
of implicit, previously unknown and potentially 
useful information from textual data. Text mining 
evolved from data mining and is a promising field 
as much information nowadays is stored in the 
form of electronic text. We consider our approach 
to be similar to temporal text mining, because, 

to a certain extent it resembles efforts that were 
taken in analyzing and mining streams of text 
data. Generally, mining news articles or other 
text streams along the time dimension has been 
studied well (Allan, Gupta, & Khandelwal, 2001; 
Allan, 2002; Kleinberg, 2003; Li, Wang, Li, & 
Ma, 2005; Mei & Zhai, 2005; Papka, 1999; Swan 
& Allan, 2000; Wang & McCallum, 2006). For 
example, the well-known TDT (Topic Detection 
and Tracking) research initiative (Allan, 2002) 
was aimed at detecting, classifying, and track-
ing events in news corpora. Recently, Wang and 
McCallum (2006) identified topics persisting 
over dynamic collections of documents. Another 
work showed the development of topic patterns 
in news articles over time (Mei & Zhai, 2005). Li 
et al. (2005) proposed a probabilistic model for 
retrospective event detection in news corpora. 
An approach toward temporal summarization of 
news events was proposed in Allan (2001) where 
novelty and usefulness of sentences retrieved 
from newswire streams were calculated for the 
construction of a final summary. Another related 
work called TimeMines (Swan & Allan, 2000) 
was proposed for finding and grouping significant 
features in historical document collections based 
on applying chi-square test.

While news articles and, in general, any text 
streams are usually represented as transient text 
snapshots, the content of pages often persists over 
time. Duration of content has certain relation to 
its semantics and relative importance in a page. 
Thus, in contrast to typical text data streams, one 
has to consider three types of content in pages 
at every time point: static (persisting over time), 
deleted, and added. Additionally, pages have 
certain inherent topics that determine the context 
of their transitory content and that can enhance 
the mining process. 

Web Mining

Web mining is often described as the application of 
data mining techniques for extracting knowledge 
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from the Web. It is traditionally divided into 
usage, structure and content mining. Web usage 
mining identifies the behavior patterns of users 
visiting Web pages for the purpose of optimizing 
Web sites. It is usually based on historical data, 
which is collected during certain time periods 
for its subsequent analysis (Cooley, Srivastava, & 
Mobasher, 1997; Kosala & Blockeel, 2000). Web 
usage mining can show how the users’ access 
to Web sites changes over time. Web structure 
mining focuses on the link structure and graphical 
representation of the live Web. There have been, 
however, several approaches proposed to analyze 
the evolution of links over time (Amitay, Carmel, 
Herscovici, Lempel, & Soffer, 2004; Chi et al., 
1998; Toyoda & Kitsuregawa, 2003). For example, 
temporal link analysis was used for detecting 
trends in page collections (Amitay et al., 2004) 
or for visualizing evolutions of Web communities 
(Chi et al., 1998; Toyoda & Kitsuregawa, 2003). 

Web content mining uses the content of Web 
pages for knowledge extraction. Blog related 
research is probably the most prominent example 
of Web content mining in which the temporal 
aspect of pages is considered (Gruhl, Guha, 
Liben-Nowell, & Tompkins, 2004; Kumar, Novak, 
Raghavan, & Tomkins, 2003). Blogs help to detect 
and analyze social structures and social relations 
as well as provide information on society opinions, 
hot topics or recent trends. Blogs, however, are a 
unique media type as they usually contain com-
plete versions of their past content with explicit 
timestamps provided as well as they are highly 
personalized and subjective. We believe that a 
general framework for mining any page types in 
the past Web is required.

Although most approaches to Web content 
mining generally neglected the temporal 
dimension of pages (Cooley et al., 1997; Kosala 
& Blockeel, 2000), there were, however, several 
works that investigated the usefulness of data on 
page histories for knowledge discovery (Arms 
et al., 2006; Aschenbrenner & Rauber, 2006; 
Jatowt & Tanaka, 2007; Rauber, Ascenbrenner, 

& Witvoet, 2002; Yamamoto, Tezuka, Jatowt, 
& Tanaka, 2007). Rauber et al. (2002) discussed 
the possibility of analyzing past Web data for 
identifying changes in Web-related technologies, 
particularly in the features and characteristics of 
Web pages, such as a file format, language, size, 
and so forth. The objective was to create statistics 
describing Web changes over time. Aschenbrenner 
and Rauber (2006) surveyed the work that has 
been done toward mining large portions of Web 
content with consideration of its temporal aspect. 
They also provided a general outlook on the po-
tential of mining Web archives. Arms et al. (2006) 
have reported on building a research library for 
facilitating study of the Web evolution. This is an 
ongoing project aiming to build an infrastructure 
for analysis of massive portions of the data that 
is stored in Internet Archive. Practical usage of 
the past Web has been recently demonstrated by 
Yamamoto et al. (2007), who have proposed an 
application similar to question answering systems 
for extracting and combining knowledge from 
the Web and Web archives. It uses Web archive 
data for detecting changes in opinions and user 
knowledge over time. 

Mining the content of the past Web is different 
from the usual Web content mining in several 
aspects. First, the temporal dimension of content 
and links in page histories poses new challenges 
and opportunities for understanding their roles 
and interrelations in contrast to traditional Web 
content mining. Second, pages and Web sites 
should be treated as dynamic objects having 
certain age, histories, trends, patterns, and so forth. 
Thus, the notions of a page and its content need 
to be separated in a way in which the latter one 
is considered as a transient component occurring 
in a higher level object, that is, a page. Content 
has then its own duration of occurrence while the 
page history is considered as the composition of 
different content occurring throughout the page’s 
lifetime. Third, there is an issue of missing and 
incomplete data. In order to obtain satisfactory 
results, multiple snapshots of the past content of 
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pages have to be found and acquired as well as 
approximation methods need to be applied for an 
optimal page history reconstruction.

DAtA AcQUIsItION AND 
PrEPArAtION

Data acquisition and preparation are important 
steps in the knowledge discovery process. In the 
mining of the past content of the Web these steps 
mean the retrieval of data from Web archives and 
the reconstruction of Web document histories 
(Jatowt & Tanaka, 2007). The following issues 
are involved here. First, it is by definition an ex 
post facto process, as the data is the past content 
of pages. If one could predict beforehand which 
Web pages are going to be used, one could simply 
set up a crawler with a suitable crawling frequency 
so that page evolution would be captured with a 
desired precision. However, it is assumed that 
the user is unable to make such a prediction, and 
rather that she or he wishes to acquire knowledge 
in real time using the available, preserved data. 
Hence, past snapshots of Web pages are gathered 
in real time from available resources with the aim 
of reconstructing the past with the highest possible 
precision. Thus, when talking about crawling in 
the context of the past Web, we mean querying 
past Web repositories for the data they contain. 
Second, because data is scattered in different 
repositories, it has to be searched for and identi-
fied before being used. Therefore, it is necessary 
to use efficient search and download techniques 
to locate and gather multiple snapshots of past 
content with a minimal cost. Due to the large size 
of data, in practice, usually, only its small portion 
can be fetched and analyzed locally. Therefore, 
the focus of this research is on the analysis of the 
limited amount of data rather than on building a 
framework for examining the past Web from a 
macroscopic viewpoint. In addition, there is an 
issue of the trustworthiness of past content, which 
is directly related to the trustworthiness of past 

Web repositories. For example, data obtained from 
a personal Web repository would normally be less 
trustworthy than the data collected from a large 
Web archive containing millions of pages and 
having a professional maintenance and control. 
Finally, only fragmentary data can be obtained 
due to the unpredictable change pattern of the 
Web and limited resources of archival systems. 
This calls for employment of efficient techniques 
for estimation of actual content that pages had 
in the past.

collecting snapshots

Definition 1: Past page snapshot is a copy of page 
content that was published in the Web at a given 
time point in the past. The timestamp of the snap-
shot indicates the date when it was captured.

As mentioned above, because of resource limi-
tations, Web archives contain only fragmentary 
past data. As a general attempt to alleviate this 
problem a kind of meta-archive approach (Jatowt, 
Kawai, Nakamura, Kidawara, & Tanaka, 2006) 
can be used to maximize past Web coverage and 
consequently to increase the precision of history 
reconstruction. This approach presumes commu-
nication with several past Web repositories at the 
same time. An intermediary module is required 
between these repositories and the local system 
to translate queries into the format required for 
each repository. After receiving a request for a 
page history, the module queries the repositories 
about their data. The repositories should then send 
a list of stored page snapshots with their metadata 
so that a fetching policy can be determined. 

The optimal strategy would be first to check 
the signatures (checksums) of snapshots, if they 
are provided, in order to detect the ones that ac-
tually contain content changes from among all 
data provided by the cooperating repositories. 
This would prevent downloading identical page 
snapshots from different repositories, thereby 
maximizing fetching efficiency2. However, cur-
rently, Web archives do not provide such infor-
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mation. Instead, some repositories, such as the 
Internet Archive, provide lists of page snapshots 
that have any changed content when compared 
to the neighboring snapshots. By utilizing this 
information, only the snapshots with content 
changes inside archives would be fetched. In 
general, the efficiency of the data collection would 
depend on the metadata that is provided in past 
Web repositories. 

Such a meta-archive approach would provide a 
unified interface to the history of the Web, making 
the data acquisition process less dependent on the 
resources of single Web archives. However, as 
Web archive interfaces are diverse, different data 
acquisition methods would have to be used. In ad-
dition, we make an assumption here that the URLs 
of pages remain the same over time, although, in 
practice, they may change even though the content 
of pages remains almost the same. 

McCown and Nelson (2006) and McCown 
Smith, and Nelson (2006) have recently measured 
the persistence and availability of page copies 
inside the repositories of major search engines 
and the Internet Archive. The objective was to 
estimate the possibility and to provide method-
ology for reproducing the latest versions of Web 
sites in case of the loss of Web data. 

reconstruction of Page Histories

Definition 2: Page history reconstruction is 
the process of reproducing the past content of a 
page using available snapshots for obtaining the 
continuous representation of page history.

Def init ion 3:  Optimal page history 
reconstruction is a reconstruction which accu-
rately reproduces page history; that is, the errors 
resulting from such a reconstruction are equal to 
zero. Having determined an optimal page history, 
it is possible to recreate page content for any time 
point in the past that shows the actual content the 
page had at that time.

However, unless the page was unchanging, 
it has been crawled continuously or the implicit 

information about its past changes is provided, 
there will be usually some error involved in the 
history reconstruction. Only for certain types 
of pages, for example wikis, complete past data 
is available as the preservation of their versions 
is usually automatically done. In case of such 
pages, the reconstruction error would be equal 
to zero as all past changes can be derived from 
available page versions. In addition, some pages 
may contain temporal annotations in their present 
content that can be used to enhance the history 
reconstruction. For example, blogs often provide 
timestamps of content insertion. Nevertheless, 
for the majority of hypertexts, usually, neither 
implicit version management nor temporal an-
notations are provided. 

We propose a simple approach for the page 
history reconstruction (Jatowt & Tanaka, 2007). 
First, collected snapshots are chronologically 
ordered according to their timestamps. If past 
snapshots are not associated with any temporal 
metadata then they cannot be directly included 
in the ordered sequence of past snapshots without 
a prior determination of their timestamps. For 
example, Yahoo! search engine provides cached 
snapshots of Web pages but it does not attach any 
timestamps to them. Estimating a timestamp of 
a snapshot could be possibly done by comparing 
similarities between its content and the content of 
other snapshots with known timestamps.

Second, every previous page snapshot is 
considered to represent the actual state of page 
content for the time period until the next page 
snapshot in the sequence. For example, suppose 
that five snapshots have been collected, s1, s2, 
s3, s4 and s5, with timestamps, t1, t2, t3, t4 and t5, 
where t1<t2<t3<t4<t5 (Figure 1). Let us also sup-
pose that snapshots s2 and s3 are exactly same. 
After the simple approximation, the page content 
is assumed to be the same as that in s1 during the 
period [t1, t2), the same as that in s2 during [t2, t4) 
and equal to s4 in [t4, t5). The reconstructed page 
history is then represented as a minimal sequence 
of 2-tuples containing different page versions and 
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their starting dates ({(s1, t1), (s2, t2), (s4, t4)} in the 
above case).

Page history reconstruction could be improved 
by considering additional information, for 
example, by analyzing changes in other pages 
belonging to the same site. Also, using the results 
of the temporal analysis of pages, especially their 
updating patterns, could make the reconstruction 
more accurate. Finally, historical snapshots of 
mirror pages, if there are any, could be utilized.

History reconstruction Error

Usually, it is difficult to determine an accurate page 
history that would reflect the actual page content 
as it was at any arbitrary time point in the past 
unless the complete set of actual page versions is 
provided, for example, by a page author. Hence, 
mining the content of the past Web will typically 
be carried out using incomplete data with varying 
levels of precision and trust. It is thus necessary 
to consider the issue of missing data. 

We can distinguish two types of errors in the 
page history reconstruction assuming that the 
page crawling was independent from the page 
update pattern (Jatowt & Tanaka, 2007). The first 
one, which we call a content error, is caused by 
uncertainty related to the content that appeared 
on a page in the past. Consider two retrieved past 
versions of the page (vL and vR) captured at time 
points tL and tR (tL<tR). The probability, P(vi), that 
there is any version vi satisfying tL<ti<tR and con-
taining any content different from that in vL and vR 

depends on many factors such as the length of the 
period from tL to tR, page type, content difference 
between vL and vR or the average change degree of 
the page. Intuitively, the shorter the time distance 
between the page snapshots and the more even 
their distribution over time are, the lower is the 
average probability of any transient, undetected 
content occurring in the page. 

The second error type, which we call a 
timestamp error, is due to uncertainty in estimat-
ing the dates of content changes. The timestamp 
error, like the content one, depends also on the 
number of acquired past snapshots and their 
distribution over time. Figure 2 illustrates both 
error types. The top timeline shows available past 
snapshots of a page. For simplicity, let us assume 
that the page snapshots are empty (i.e., blank 
page) or they contain only one content element, 
be it a picture or a text snippet. Those snapshots 
that contain the element are marked by a green 
color, while the empty snapshots are marked by a 
grey color. After reconstructing the history of the 
page (the middle timeline) and comparing it with 
the bottom timeline that shows the actual page 
history, we can see that the reconstructed history 
contains both content and timestamp errors. 

site History reconstruction

Pages usually belong to larger information units, 
or Web sites. Reconstructing histories of a Web 
site requires detecting the changes in site’s topol-
ogy over time and retrieving past content of pages 

Figure 1. Example of page history reconstruction



  ���

Utilizing Past Web for Knowledge Discovery 

that belonged to the site. As an input the starting 
page (e.g., the top page of a site), time frame T, 
and the depth D (i.e., the number of hops from 
the starting page) need to be specified. 

The data accumulation system collects all 
available snapshots of the starting page that have 
timestamps within T. It then searches their content 
for any links to other pages on the site (i.e., pages 
having the same domain name). For each such a 
link, it collects available, previous snapshots of the 
linked page that have timestamps within T. These 
snapshots are then searched in the same way for 
links to other pages on the same site. The entire 
process is repeated until the specified depth D. 
In general, a page is considered to belong to the 
site’s history if, during the time frame T, it was 
linked from another page belonging to the site at 
that time and if it was located a smaller number 
of hops from the starting page than the specified 
depth D. Intuitively, the number of page snapshots 
collected at the initial steps of the crawl (few hops 
from the starting page) has an influence on detect-
ing pages at later steps. This is because pages may 
remain undiscovered if the links pointing to them 
occurred only in the undetected, transient content 
of other pages in the site. We call the error caused 
by the missing links a page error.

A site history is represented as a set of recon-
structed page histories that belonged to the site in 
the past. The precision of the site reconstruction 

can be enhanced by utilizing topological infor-
mation preserved in the past content of site-map 
pages if they existed. Many Web sites include 
site-map pages designed to help users navigate 
sites. Utilizing the site-map page history could 
help to detect transient pages that have not been 
discovered by the above crawling approach and 
thus minimize the page error, as well as it could 
help to more precisely determine the actual time 
points of page creation and deletion within sites 
(timestamp error for whole pages).

PAGE tEMPOrAL ANALYsIs

Page temporal analysis is the study of page content 
over time. Its results should be particularly useful 
if pages are associated with specific objects such 
as companies, institutions, persons or other enti-
ties. Understanding the temporal characteristics 
of a page over a long time frame can shed light 
on the associated objects or on other information 
appearing on the page. For example, if certain 
content occurred for a long time on a page which 
was updated frequently and regularly, then we 
can treat the content in a different way or with 
a different level of trust than if it occurred on a 
page that was generally static or even obsolete. A 
similar idea applies to a page devoted to a specific 
topic vs. a page that deals with many varying top-

Figure 2. Content and timestamp errors in the reconstructed page history
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ics throughout its history. In other words, page 
temporal analysis can be used to find temporal 
context for information from the past. Having 
determined the context, it is possible to better 
understand the connection between Web pages 
and their transient content as well as to identify 
pages most relevant to target objects. 

When mining the histories of Web pages 
for real-world information, we must distinguish 
between the valid time and transaction time 
of events, both of which are often used in the 
database research. The valid time of an event 
is considered as the time at which the event oc-
curred in the real world. The transaction time is 
the time at which the information about the event 
was stored in a database or, in our case, added to 
a certain Web page. It can be estimated by search-
ing the page history for the earliest occurrence of 
the content related to the event (Jatowt, Kawai, 
& Tanaka, 2007). The valid time, on the other 
hand, can be detected from temporal expressions 
appearing in the content of past page versions. 
This would require using special taggers and 
resolvers of temporal expressions in text. In ad-
dition, techniques such as the one described by 
Bar-Yossef, Broder, Kumar, and Tomkins (2004) 
could be applied for classifying page content as 
current or obsolete. 

Next, we present a simple framework for 
analyzing page histories. After page history 
reconstruction, HTML tags, scripting code, and 
multimedia objects are removed from available 

page versions. Vector representation is then cre-
ated for textual content of the past versions using 
a weighting method such as a term frequency. 
Let V=(v1,v2,..,vn) denote the sequence of vectors 
of the consecutive page versions, where vj is the 
vector of a page version at time point tj (t1≤tj≤tn). 
Next, the contents of the neighboring versions 
are compared with each other using a change 
detection algorithm such as diff. Added content 
appearing in the page’s history is thereby found. 
All changes in each version are then grouped 
together and represented as a change vector. 
Consequently, a sequence of change vectors is 
obtained, C=(c(1,2),c(2,3),..,c(n-1,n)), where c( j,j+1) is 
a vector for an added-type change obtained by 
comparing page versions vj and vj+1.

The content of past versions can be compared 
against any query containing terms describ-
ing given topic of interest. In order to do so, at 
each selected time point, a query vector, qj, is 
constructed by assigning uniform weights to 
all query terms. The sequence of query vectors 
is denoted as Q=(q1,q2,..,qn). Different values 
can be assigned to Q at different time points to 
reflect changes in the chosen topic of interest. 
Otherwise, the query vector is made static by 
having the same content at all times. To mea-
sure the relationship of past page content to the 
query topic, the similarity between V and Q is 
calculated using a cosine similarity measure. In 
result, the sequence of similarities is obtained: 
sim(V,Q)=(sim(v1,q1),sim(v2,q2),..,sim(vn,qn)), 

Figure 3. Similarity calculation between the sequence of version vectors and the sequence of query 
vectors
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where sim(vj,qj) is the cosine similarity between 
the vector of past version vj and query vector qj 
(Figure 3). Similarly, the sequence of similarities 
between the vectors of the changes and the query 
vectors is calculated, sim(C,Q)=(sim(c(1,2),q2),sim
(c(2,3),q3),..,sim(c(n-1,n),qn)), where sim(c( j,j+1),qj+1) is 
the cosine similarity between change vector c( j,j+1) 
and qj+1 (Figure 4). 

First, a change frequency can be defined 
(Equation 1).
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Here, fc is the number of non-zero elements in C. 
Another measure called a change degree indicates 
the average change size of a page (size(a) denotes 
the size of element a).
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Besides these simple measures, the long-term 
relevance of a page to the query topic can be 
calculated. It is expressed as the weighted aver-
age of the elements of sim(V,Q) by taking into 
account the duration of page content over time 
(Equation 3).
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A page is considered relevant if its content over-
laps with the sequence of query vectors during a 
large portion of a chosen time period. Using this 
approach, we can estimate the degree of page 
relevance to any topic within a given time frame. 
As the recent content is often likely to be more 
important, Equation 3 is adjusted by applying a 
weighting scheme depending on the age of page 
versions.
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In addition, the long-term topic stability of a 
page can be computed by detecting the average 
similarity between consecutive past versions over 
time (Equation 5).
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The long-term relevance and long-term topic sta-
bility are calculated considering the whole page 
content in the past, including the static content 
(the content that did not change between consecu-

Figure 4. Similarity calculation between the sequences of change and query vectors; changes are de-
picted as small rectangles inside page versions
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tive page versions). In contrast, we can compute 
a measure showing the degree of page updating 
based on the amount of changed content over time 
that is related to the query (Equation 6). 
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A combination of different measures can also be 
used. For example, the measure of the temporal 
quality of a page is based both on the relevance of 
the changed content over time to the query topic 
and on the size of the changes: 
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According to this measure, a page is more attrac-
tive from the viewpoint of the query topic if its 
changes were relevant to that topic and if they 
were relatively large. Small changes are usually 
less likely to be attractive than large ones. Ad-
ditionally, the temporal quality of the page is 
higher if the page was modified often in the past. 
In general, the greater the number and the larger 
the size of related changes that occurred within 
short time periods, the higher is the attractive-
ness of the page. The page temporal quality can 
be used to identify candidate pages for mining. 
Naturally, the precision of results depends on the 
amount and characteristics of the input data that 
is on the size of errors resulting from the history 
reconstruction process.

Finally, the trend of page relevance to query can 
be measured by fitting a regression line to the his-
torical plot of the similarity between page content 
and query vectors. This allows for estimating the 
long-term change direction of the page relevance. 
A rising trend would mean that the page content 
becomes closer to the query topic.

tEMPOrAL sUMMArIzAtION

Document summarization is a well-known text 
mining task. Automatic summarization of Web 
pages aims at creating compact versions of Web 
documents that would contain only the most 
important content. Traditionally, summaries were 
constructed from static snapshots of Web pages 
(Berger & Mittal, 2000; Buyukkokten, Garcia-
Molina, & Paepcke, 2001; Delort, Bouchon-
Meunier, & Rifqi, 2003). However, as pages are 
dynamic, their content is often changed. In this 
section, we briefly describe the concept of tem-
poral summarization which is the extension of 
the traditional summarization task into the time 
dimension (Jatowt & Ishizuka, 2004a, 2004b; 
Jatowt & Ishizuka, 2006). It is used to summarize 
temporal versions of Web documents in order to 
provide information on important content, hot 
topics or popular events described in pages over 
time. Web users are often overloaded with large 
amounts of data. Automatic temporal summa-
rization would help them in discovering salient 
information from parts of the past Web such as 
histories of pages or their collections. 

Following the classical division of document 
summarization research, two types of temporal 
summarization can be distinguished: single- and 
multi-page temporal summarization. Single-page 
temporal summarization attempts at capturing 
salient content that occurred on a page over a 
certain time period. The summary should thus 
reveal main page topics during a predefined time 
frame. On the other hand, in multi-page temporal 
summarization, multiple snapshots of a topical 
collection of pages are analyzed for changes 
over time. The summary should reveal impor-
tant events or concepts that occurred in a given 
topical area over time. The key issue in this type 
of summarization is gathering pages which are 
up-to-date and related to the target topic so that 
a reliable and consistent topical collection can 
be synthesized. Below we discuss the multi-page 
temporal summarization in more detail.
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Multi-Page temporal summarization

Web collection for multi-page temporal sum-
marization can be obtained in several ways; for 
example, it can be created from a user-provided 
set of related Web documents that she or he usu-
ally revisits for fresh information or it could be 
downloaded from existing Web directories. While 
Web directories group topically related Web 
documents, they provide only a limited number of 
categories. In a more flexible way, the collection 
could be synthesized by filtering search engine 
results based on the analysis of their temporal 
characteristics such as long-term relevance or 
temporal quality. Naturally, duplicate pages should 
be discarded in this process. After the initial set 
of topically related pages is ready, it is extended 
in time by reconstructing page histories for a 
chosen time period. 

In the following step, textual data is extracted 
from the accumulated past versions. Then, an 
extractive type summarization algorithm is 
used to detect useful sentences for constructing 
a summary. First, so-called long-term scores are 
calculated for all terms by comparing terms’ dis-
tributions in documents over time. These scores 
are later used to identify important sentences to 
be included in the summary. We propose two 
approaches for the long-term score calculation. 
One uses a sliding window that is sequentially 
moving through the temporal collection to search 
for bursts of terms in added or deleted content in 
the collection (Jatowt & Ishizuka, 2004a). Any 
terms that were added to or deleted from many 
pages in the collection at around the same time 
have high values of the long-term scores. Another 
approach to the calculation of long-term scores 
is based on the analysis of term frequency plots. 
The parameters of term frequency plots such as 
variance, slope of a regression line and intercept 
are calculated and compared for identification 
of salient terms (Jatowt & Ishizuka, 2004b). The 
terms with outstanding features, such as the 
ones with upward trends or high variance would 

be then scored highly. More details on the both 
term scoring methods can be found in Jatowt and 
Ishizuka (2004a, 2004b) and Jatowt and Ishizuka 
(2006).

After the long-term scores of terms are com-
puted, the summarization system searches for 
sentences suitable for constructing the summary. 
Sentence selection is based on analyzing plots of 
the terms that have the highest long-term scores. 
The plots are examined to identify intervals with 
the closest match to the shape of an ideal plot. For 
example, the system may search for a time period 
where the frequency plot of a term has a shape 
that most resembles the ideal shape in which the 
plot suddenly increases and remains at a relatively 
high level over a long time. Such a plot shape may 
indicate the onset of an important event repre-
sented by the term. Thus, sentences containing the 
term are extracted from the collection within the 
selected time period. The system tries here also 
to maximize the number of different terms with 
top long-term scores in the selected sentences. 
Lastly, after the predefined number of sentences 
is extracted, the system orders them based on 
their timestamps and relative locations in their 
original page versions. Each sentence may also 
have a link to its page version added to be used 
in case users wish to obtain more details. Fur-
thermore, a number of additional heuristics may 
be used to increase the coherence and readability 
of the final summary, for example, by inserting 
explanatory content or by modifying or reordering 
the selected sentences. 

Discovering Object Histories

Related to temporal summarization is object 
history reconstruction. Objects are defined here 
as higher level concepts and abstractions that 
represent persons, institutions, ideas, organiza-
tions, and so forth. Objects can be represented by 
groups of related words or n-grams. Thus, object 
histories could be modeled using the histories of 
the representative terms and their inter-relation-
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ships. Time points of changes and the durations 
of terms’ occurrences on pages would provide 
clues about the timing of events related to objects 
represented by these terms.

Object’s history should be most accurate if 
it has been derived from a source that directly 
represents the object (e.g., company homepage, 
personal blog). The relationship between the page 
and objects discussed on this page can help in 
understanding the content related to the objects. 
In general, contextual information about objects 
can be derived from the characteristics and topi-
cal scopes of analysed pages. Furthermore, the 
co-occurrence of similar information among dif-
ferent resources increases its trustworthiness as 
well as helps to better determine the starting and 
ending points of events. The larger is the number 
of different data sources devoted to an object, 
the more reliable and accurate the discovered 
knowledge should be.

A possible example of object history 
reconstruction is an automatic creation of personal 
bibliographies or their parts. There is much per-
sonal data published on the Web. For example, 
employment data is sometimes reported on 
company or personal Web pages (e.g., on blogs), 
and other personal information can be found. This 
information could be collected and processed to 
construct biography parts. 

By analyzing semantic and temporal clues 
derived from past Web content it could be possible 
to improve the detection process by employment 
of various heuristics. For example, the temporal 
information derived from the chronological order-
ing of events reported on past pages might help in 
understanding the events and may provide hints 
for a further search. One such possible heuristic 
is the detection of person’s employment dates. 
Suppose that at some time point a person’s name 
was removed from the page of some laboratory. 
Then, the system could search for the page of an-
other institution that reported hiring the person at 
around that time. Note, however, that there might 
be certain latency between the actual events and 

their reports in the Web (i.e., valid and transac-
tion times).

brOWsING PAst WEb

Apart from mining the content of the past Web, it 
is important to have a tool that allows for viewing 
data in detail, for example, in order to manually 
inspect the data from the viewpoint of discovered 
results. Such a tool should be intuitive, easy to use 
and possibly resemble similar applications used for 
the current Web. In this section, we describe the 
framework for a past Web browser (Jatowt et al., 
2006) that supports browsing and navigation in the 
past Web. A browser built using this framework 
would be a client-side system that downloads, in a 
real time, past page snapshots from Web archives 
for their customized presentation. Such a browser 
would enable viewing the evolution of pages and 
browsing the past structures of the Web. 

The proposed browser integrates histories of 
Web pages with their present versions and has a 
standard functionality of a traditional browser for 
the live Web. Consequently, browsing the live and 
past Web can be done almost at the same time. 
Thanks to this, users browsing the live Web can 
access the histories of viewed pages in case they 
need to find some content from the past, observe 
the page evolution or, simply, to access the lat-
est page snapshot if the present page cannot be 
properly viewed due to any reasons such as a 
server failure.

browsing 

Two basic types of browsing are distinguished 
here: vertical and horizontal. The former means 
browsing different pages around a certain point 
of time by following links, while the latter means 
viewing past snapshots of a single page along the 
time direction, that is, browsing the past Web in a 
horizontal direction. A mixture of both kinds of 
browsing enables users to traverse the past Web 
both in time and space dimensions. 
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To start the horizontal browsing, the URL of 
a page and a point of time have to be provided. 
The browser fetches a page snapshot whose time-
stamp is closest to the user-provided time point. 
Next, the browser automatically downloads the 
following page snapshots and displays them in a 
passive manner. This type of viewing results in 
a minimum user interaction, because page snap-
shots are presented to the user one by one, like in 
a slideshow, with a certain delay predefined for 
each snapshot. As when watching a video, the 
user can pause or stop the motion, enabling the 
detailed examination of the currently presented 
snapshot or following its links. Besides, the user 
may enter a new date or a different URL to make a 
jump to another snapshot. In addition, a timeline is 
automatically constructed and displayed above the 
page content (Figure 5). It shows the distribution 
of page snapshots indicating the points of time 
for which snapshots are available. The currently 
viewed snapshot is indicated in the timeline by a 
blue rectangle. The information provided by the 
timeline prevents users from being lost in the 
hyperspace of the past Web by informing them 
about the current time point of browsing and the 
overall distribution of snapshots. At the same time, 
it is also a navigation tool thanks to which users 
can make a jump to any page snapshot simply by 
clicking on any point on the timeline. The timeline 
can be also zoomed to provide the more detailed 
view. Besides the timeline, the clickable list of all 
page snapshots together with their timestamps is 
also displayed (Figure 5).

Horizontal browsing is enhanced by a page 
presentation in which content changes are detected 
and emphasized. Keeping in mind the large size of 
the past Web, with lots of static, redundant data, 
the most effective method for horizontal browsing 
seems to be the one using change visualization. 
We think that changed data is the most important 
in page histories and that enhancing horizontal 
browsing with the change indication can portray 
page evolution and, in addition, help reduce the 
amount of browsing needed, especially in the 

case of static (unchanging) pages. Both content 
additions and deletions between neighboring 
page snapshots are then detected using a change 
detection algorithm and emphasized to indicate 
the content variance in pages. This enables users 
to spot not only the added content in consecutive 
page snapshots but also to identify the removed 
one. However, effectively showing both change 
types in a combined view on a single page would 
be difficult, especially in the case of large and 
overlapping changes. Thus, we propose using 
animation effects in order to efficiently show both 
change types. The change presentation algorithm 
displays the changes gradually, in the form of 
animation. Content that was deleted in the page 
history first blinks for a certain time period and 
then disappears, followed by the inserted content 
that first appears on the page and then blinks for 
a short time. Page snapshots are processed in 
this way line by line from left to right and from 
top to bottom. Content that was static between 
consecutive snapshots remains displayed on the 
page. After the page transition between two 
consecutive page snapshots is completed, the 
browser waits a predefined time period with the 
latter page snapshot displayed and then it proceeds 
to analyze the following page snapshot. The user 
can control the speed of the presentation using 
a slider provided in the top-right corner of the 
browser (Figure 5). Besides, as sometimes page 
snapshots may be too large to be shown at once, a 
user can choose between the automatic scrolling 
option and the option of displaying only the top 
part of page content.

Animation of changed content results in a 
smooth transition between sequential page snap-
shots. By animating changes user’s attention is 
drawn to the changed content. In addition, changes 
are also highlighted by different colors to increase 
their visibility. However, for simplicity, in the case 
when the amount of change in a page snapshot is 
higher than the predefined threshold, no animation 
is done and changes are emphasized using only 
different background colors.
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The user can stop the horizontal browsing 
at any time by pressing stop or pause buttons in 
a similar way to video players. Next, she or he 
can view the currently displayed page snapshot 
in detail or follow any link. Upon clicking on a 
link, the browser loads the snapshot of the linked 
page that is closest in time to the one being cur-
rently viewed and, after a short time period, it 
automatically starts the horizontal browsing on 
the new page.

The browser is also equipped with two back 
and two forward buttons to enable navigation in 
the space as well as in time dimensions. Besides, 
there is an additional navigation mechanism 
provided (automatic jumping facility). It enables 
the browser to skip periods in the page history 
during which the content did not change or did not 
change much. When this functionality is switched 
on, the browser displays only those page snapshots 
that contain more than a certain amount of change. 
This enables faster viewing of page evolution by 
omitting changeless periods.

Finally, a search option enables users to specify 
queries for filtering changes. If a query is issued, 
only the changes that contain the query terms 
are animated. Other changes are treated as static 
content and thus are not animated. This browsing 
style results in the filtered view of page history. 

Users can thus observe page histories from the 
viewpoint of topics that they are interested in. 
For example, a newswire page history could be 
browsed for information about “Iraq” or “presi-
dential election” over selected time periods.

related research and Future Work

Visual Knowledge Builder (VKB) (Shipman & 
Hsieh, 2000) was an early proposal of an appli-
cation that provides a mechanism for enabling 
history navigation in private hypertexts. The 
objective was to allow users to play back the his-
tory of a hypertext for witnessing the authoring 
of hypertexts, understanding the context of their 
creation and authors’ writing styles. The browser 
interface had some similarity to VCR players.

WERA3 (Web ARchive Access) and Wayback 
Machine4 are applications for accessing Web 
archives. WERA supports time and URL input 
for specifying a particular page snapshot. There 
is a timeline provided showing the available page 
snapshots and indicating the currently browsed 
one. Users can view the consecutive page snap-
shots by clicking arrows in the timeline. 

Wayback Machine is a Web-based interface 
to the Internet Archive. After a user inputs a 
URL, optionally with a time period specified, 

Speed control

Timeline and list
of available page
snapshots

URL input

Time input
Indication of current
time point of browsing

Query input

Snapshot of the Page
from the Past with
Animated Changes

Figure 5. Past Web browser
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links to the available page snapshots are listed 
on the “directory” page. The user can then click 
on any snapshot to view its content or follow its 
links if the linked snapshots are also stored in 
the archive. The directory page indicates also 
page snapshots that contain changes by marking 
them with asterisks. Horizontal browsing using 
Wayback Machine is difficult, as users need to 
access the directory page each time if they wish 
to view other snapshots. 

Both the Wayback Machine and WERA are 
server-side applications designed for single Web 
archives. Our proposed browser is a higher-level, 
client-side application that allows for the usage of 
multiple past Web repositories at the same time, 
thus, enabling browsing of the past Web rather 
than browsing single archives. Browsing the past 
Web is also facilitated by combining passive, 
automatic page viewing together with a change 
presentation. The framework has also functions 
that minimize the user effort and time required 
to find specific information in the past snapshots 
of pages. In addition, navigation mechanisms are 
provided to enable traversal of the link structure 
of the past Web. Testing the browser built on the 
proposed framework demonstrated its usefulness 
(Jatowt et al., 2006). Users were able to move 
freely in the past Web, find desired information 
and relatively easily obtain an overall view of 
pages’ evolution. 

In a multi-authoring area, an interesting ap-
plication has been recently proposed for effective 
visualization of histories of wiki pages (Viégas, 
Wattenbeg, & Dave, 2004). It allows viewing 
contributions of different authors and their persis-
tence over time as demonstrated on the example 
of Wikipedia pages5.

There are several possible directions for ex-
panding the proposed framework. For example, 
location-based browsing would allow a user to 
select a certain area on a page and then view its 
evolution over time, provided that the structure 
of the page did not change substantially. This 
would limit the presentation to only those changes 

that occurred in the selected area, for example, 
in the sports section of a newswire page. Next, 
links on visited snapshots could be annotated 
with timestamps of page snapshots that will be 
accessed when following these links. Thanks to 
it, a user would know how much time jump she 
or he is going to experience upon clicking on 
a certain link. Lastly, a comparative past web 
browser could enable comparison of histories of 
two or more pages highlighting their common 
or similar parts.

cONcLUsION

The Web has become nowadays a major means 
of communication and an important information 
repository. Due to its dynamic, ever evolving 
character, much of the content regularly disap-
pears from the live Web and can only be accessed 
through Web archival repositories. Knowledge 
discovery from past Web is a challenging and 
promising research direction. Mining the content 
of the past Web differs from traditional Web 
content mining and thus requires a novel approach. 
In this chapter, we have described several issues 
related to mining data in Web archives. First, we 
provided the outlook on the data collection and 
preparation steps and emphasized their impor-
tance. Next, we demonstrated the methodology 
for determining page temporal characteristics as 
a source of contextual information for describ-
ing pages and their transient content. Then, data 
summarization and object history detection were 
described as examples of mining tasks on the past 
Web. Finally, we proposed the application for 
browsing and navigation in the past Web.
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AbstrAct

In this chapter, we propose a generic framework in C# to distribute and compute tasks defined by us-
ers. Unlike the more popular models such as middleware technologies, our multinode framework is 
task-oriented desktop grid. In contrast with earlier proposals, our work provides simple architecture to 
define, distribute and compute applications. The results confirm and quantify the usefulness of such ad-
hoc grids. Although significant additional experiments are needed to fully characterize the framework, 
the simplicity of how they work in tandem with the user is the most important advantage of our current 
proposal. The last section points out conclusions and future trends in distributed environments.

INtrODUctION

The main goal of this project is to create an 
exemplary system that would allow a network 
of computers to serve as distributed computer, 
allowing a client to send computational tasks to 
this network. The task would be later split into 
smaller tasks and processed by computers in the 
network. The reason behind creating a network 
able to process tasks in distributed way is obvi-

ous (Lanunay & Pazat, 2001). Creating a network 
from many low-end computers in most cases 
gives us processing capability much greater than 
one high-end computer of the same cost as many 
slower computers (Haeuser et al., 2000; Laure, 
2001; Matsuoka & Itou, 2001). Also, distributed 
computing allows for the more effective use of 
resources of many idle computers in the network 
(Mitschang, 2003). Creating a task-oriented net-
work is also a good way to understand the basics 
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of remoting and reflection, two mechanisms in C# 
that are crucial for such solution to work (Gybels, 
Wuyts, Ducasse, & Hondt, 2006). 

On the one hand, to ensure communication be-
tween elements of the framework, .NET remoting 
technology is used. Remoting facilitates method 
invocation on remote objects works exactly the 
same way as on local objects. On the other hand, 
reflection provides necessary mechanisms that 
allow computer programs to modify themselves 
during runtime. C# implementation of reflection 
allows us to load assembly code, create objects, 
obtain information about assembly code, object, 
methods, properties and fields, and invoke a 
method of object. In our work, reflection is neces-
sary to divide tasks into task portions. If a task 
cannot be divided into portions beforehand, this 
kind of task cannot be effectively distributed and 
our framework will be unable to facilitate parallel 
execution of that task. 

The division of tasks into task portions is 
done during the coding of the task itself. The user 
needs to specify two classes for each task. One 
class serves as an “initiator” of task portions. The 
other class is a task portion, and needs a parameter 
and returns partial result. Every time a new task 
is run, an initiator class uses reflection to create 
instances of task portion class and puts instanti-
ated objects into readyJobs array. This is done 
by a method called readyJobs.Add (i, Activator.
CreateInstance (taskPortionType, parameters)). 
The first parameter to this method is task por-
tion type and it needs to be declared inside of the 
“initiator” class. To create such a type of variable, 
reflection is needed. If the class, which type is set 
to the type of the task portion, is not loaded yet, 
reflection can be used to load appropriate assembly 
and then get the type of the class.

The rest of the chapter is organized as follows. 
The following section (Section “Background”) 
introduces the cross-platforms for desktop grids. 
The next section (Section “Elements of the Mul-
tinode Framework”) details the elements of the 
multinode framework. The fourth section (Section 

“Communication between Elements via .NET 
Remoting”) proposes a communication schema 
between elements via .NET remoting. The next 
section (Section “Defining a Task to Distribute 
and Compute”) describes how to define a task to 
distribute and compute. The next section (Section 
“Study of the Framework Performance”) studies 
the performance. The last section (Section “Con-
clusion”) points out conclusions and future trends 
in distributed environments.

bAckGrOUND

There are many solutions for task propagation 
in distributed environments. The most known is 
the BOINC (Berkeley Open Infrastructure for 
Network Computing) project (Anderson, 2004). 
The system consists of a set of applications run-
ning in a Linux environment. They mostly have 
the form of independent daemons communicat-
ing with each other using a database or shared 
memory. Every project based on BOINC needs 
to have its own server. In order to take part in 
a project, community members need to install 
dedicated client software. This software connects 
to server and downloads data and executables 
necessary for carrying out tasks. The client may 
be connected to several projects at the same time. 
It is some form of reusability; however, it comes 
within client’s administrator duties to connect 
manually to a new server. In this approach, there 
is no knowledge sharing or projects coordination. 
Each project runs independent. It may have some 
advantages when system failures are taken into 
consideration. In BOINC architecture, when one 
project is shut down, the others can continue to 
operate normally. The autonomy of projects in-
creases the probability of error detection. Every 
project can define its own assertions to the data 
being the result of processing.

Recently, some .NET grids have been created. 
OGSI.net, developed at the University of Virginia 
(OGSI.net, 2007), is an implementation of the 
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OGSI specification on Microsoft’s .NET platform. 
However, the OGSI.net project is committed 
to interoperability with other OGSI compliant 
frameworks (such as the Globus Toolkit 3) which 
run primarily on Unix systems and so represents 
a bridge between grid computing solutions on 
the two platforms. OGSI.NET provides tools and 
support for an attribute-based development model 
in which service logic is transformed into a grid 
service by annotating it with metadata. OGSI.
NET also includes class libraries that perform 
common functions needed by both services and 
clients.

The Alchemi project from the University of 
Melbourne (Alchemi, 2007) is an open source 
software framework that allows you to painlessly 
aggregate the computing power of networked 
machines into a virtual supercomputer (desktop 
grid) and to develop applications to run on the 
grid. It has been designed with the primary goal 
of being easy to use without sacrificing power 
and flexibility. Alchemi includes the runtime 
machinery (Windows executables) to construct 
computational grids, a .NET API, and tools to 
develop .NET grid applications and grid-enable 
legacy applications.

The motivations of our work have similarities 
with BOINC, OGSI.net, and Alchemi, and dif-
ferences from work of Poshtkohi, Abutalebi, and 
Hessabi (2007). This work proposes the DotGrid 
project to share, select and aggregate distributed 
resources in an integrated way based on Microsoft 
.NET in Windows and MONO .NET in Linux. 
This has come true via implementing a layer over 
the chosen operating systems. This approach 
eliminates the dependency of grid to the native 
system. The .NET programming environment 
includes features that are suitable for simplicity 
and efficiency computing: multithreading, remot-
ing, and reflection. We use the last one to divide 
tasks into task portions.

Grid computing is one of the most innovative 
aspects in recent years. Multi-agent computing 
now becomes a promising solution in many do-

mains. Hence, it is a natural choice to combine 
these two technologies together. Although grid 
technology heavily relies on efficient computation 
with interaction, most of the current systems or 
applications lack the vision of utilizing computer 
interaction. Recently, there has been a shift toward 
agent-based grid computing, with many research-
ers contributing to the field.

In the following section, we briefly present 
some of the main elements of the multinode 
framework, which addresses the problems de-
scribed previously.

ELEMENts OF tHE MULtINODE 
FrAMEWOrk

The framework that enables distributed code 
propagation (Deng, Han, & Mishra, 2005; Król, 
2005; Król & Kukla, 2006; Lauzac & Chrysanthis, 
2002; Lin & Kuo, 2000) is composed of the main 
elements (shown in Figure 1):

• The broker represents the central part of the 
system; it is the application which receives 
tasks, processes them and distributes parts 
of the tasks to remote nodes, then fetches 
the partial results and combines them into 
final result;

• The client is the application which connects 
to the broker and sends tasks with appropri-
ate format; and 

• The nodes are background applications 
running on many computers, constantly 
receiving task portions from the broker, 
processing them and finally returning the 
partial result to the broker.

Even though all elements of the system are 
connected with each other, all communication 
is channeled through the broker and there is no 
direct connection between client and any of the 
other nodes.
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cOMMUNIcAtION bEtWEEN 
ELEMENts VIA .NEt rEMOtING

Within our framework, communication is needed 
to:

• Send tasks from client to broker;
• Send task portions from broker to nodes;
• Send task results from nodes to broker; 

and
• Send other signals (login and logouts) be-

tween client, broker and nodes.

The communication between system elements 
can be described with an example of sending tasks 
from client to broker. Elements of the system that 
need to receive something become a server. The 
application that is sending something becomes a 
client. The broker creates a well-known service 
of MyTaskReceiver with method receive-Task 
(object Task). To pass a task instance, a client 
needs just to call remote method and give task as 
parameter. The method will return true of false 
value, depending on the result of the method. If 
a communication problem happens, a particular 
exception will be thrown. To allow two applica-
tions to communicate through remoting, one 

of them must be configured to be a server and 
another as a client.

Server needs to:

1. Register HTTP server port.
2. Register well-known service with remote 

object type.

Client needs to:

1. Register HTTP client port.
2. Create object of remote object type.
3. Activate remote object.
4. Run remote method.

Our project uses the following elements imple-
mented as interfaces (shown in Figure 2).

As we can see in the Figures 3, 4, and 5, the 
interfaces define only what methods are available 
within the remote objects. The interfaces them-
selves do not define what is exactly executed by 
method. This is computed entirely on the server 
side. An application which is defined as server 
needs to have specific method definitions. In this 
system, this is done by:

Figure 1. Elements of the project
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Figure 2. Interfaces used in the framework

Figure 3. TaskReceiver interface

Interfaces

using	System;

using	System.Collections.Generic;

using	System.Text;

namespace	Nestor

{

		public	interface	TaskReceiver

  {

				bool	clientConnects();

				bool	clientDisconnects();

				string	receiveTask(object	task);

  }

}

• Class MyTaskReceiver on broker, extending 
TaskReceiver interface;

• Class MyTaskResultReceiver on broker, 
extending TaskResultReceiver interface; 
and

• Class MyTaskPortionReceiver on nodes, 
extending TaskPortionReceiver interface.

DEFINING A tAsk tO DIstrIbUtE 
AND cOMPUtE

To facilitate the process of sending tasks from a 
client to the broker, a generic task class needs to 
be defined. A task should be defined this way, so 
the broker will be able to divide a task into the 
smaller tasks (called here task portions), which 
will be later sent to the nodes. After gathering the 
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using	System;

using	System.Collections.Generic;

using	System.Text;

namespace	Nestor

{

		public	interface	TaskResultReceiver

  {

				///	<summary>

				///	Adds	node	to	logged	nodes	list

				///	</summary>

				///	<returns>Returns	assigned	number	of	node	(>=0)	or	error.</returns>

				int	loginNode(string	host);

				///	<summary>

				///	Removes	node	from	logged	node	list

				///	</summary>

				///	<returns>True	on	success,	false	otherwise.</returns>

				bool	logoutNode(int	loggedNodeId);

				///	<summary>

				///	Passes	to	broker	information	about	current	status	of	node.

				///	This	will	be	saved	and	displayed	on	connected	nodes	list.

				///	</summary>

				///	<returns>True	on	success,	false	otherwise.</returns>

				bool	setNodeStatus(int	loggedNodeId,	string	status);

				///	<summary>

				///	Passes	to	broker	result	of	finished	task.

				///	</summary>

				///	<returns>True	on	success,	false	otherwise.</returns>

				bool	putTaskResult(int	loggedNodeId,	long	portionNumber,	string	result);

  }

}

Figure 4. TaskResultReceiver interface
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results from all the task portions, the final result is 
created by the broker and returned. In this project, 
a task is defined by two interface classes: Task and 
TaskPortion, with the following methods:

• Task.doBrokerJob: This method runs just 
after receiving the task. All initial instruc-
tions, which are preparing variables and job 
should be set here;

• Task.getResult: This method runs after all 
jobs return the results. This method aggre-

gates partial results and displays result of 
the task; and

• TaskPortion.doNodeJob: This method runs 
on a node, which contains all the operations 
needed to get the partial results. This method 
is passed a parameter which is a reference 
to a table of results.

C# interfaces do not contain any information 
about the constructor, but when we are defining a 
task we need to add constructor for TaskPortion 

using	System;

using	System.Collections.Generic;

using	System.Text;

namespace	Nestor

{

		public	interface	TaskPortionReceiver

  {

				///	<summary>

				///	Sends	to	a	node	a	task	portion

				///	</summary>

				///	<returns>true	on	success,	false	otherwise</returns>

				bool	putTaskPortion(TaskPortion	portions,	long	taskPortionNumber);

				///	<summary>

				///	Tests	if	a	connection	has	been	made

				///	</summary>

				///	<returns>Always	true	when	connected,	otherwise	would	return	false	

but	without	connection	will	throw	an	exception</returns>

				bool	testConnection();

				///	<summary>

				///	Signals	to	a	node	that	broker	disconnects

				///	</summary>

				void	brokerDisconnects();

  }

}

Figure 5. TaskPortionReceiver interface
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class. This constructor needs a parameter that 
will differentiate various task portions. 

The body of the doBrokerJob method needs 
to create a set of tasks which will be put into 
readyJobs table (passed by reference). This is 
done using the reflection mechanism. First, we use 
reflection to create an object containing the type 
of TaskPortion class. Second, we use reflection 
to dynamically create a number of instances of 
Task-Portion classes with distinct parameters, and 
then to store those instances as ready jobs.

stUDY OF tHE FrAMEWOrk 
PErFOrMANcE

The main aim of creating this framework is to 
utilize the power of more than one computer and 
create a simple way for parallel processing of vari-
ous tasks. To apply for the success, the following 
study was made. The two defined tasks described 
use extensive mathematical calculations.

• Task 1. Checks which numbers from range 
1000000001 … 1000000100 are prime. 
This task is irregular, and there is no way to 
predict how long it might take to calculate 
one portion of the task.

• Task 2. Calculates 100 packs of 100 hexa-
decimal digits of the number π. This task 
is regular; all the portions take the same 
amount of processor time.

Normally, those tasks, depending on processor 
speed, require several minutes to complete. In our 
study, we have checked how the number of nodes 
influences the time of the task. 

The results of the study are the following. 
Task 1, on a single node, was performed in 1 
minute 11 seconds. After adding the second 
node, we have gained a decrease of 21 seconds. 
By adding the third node, we got an additional 
26 seconds. Then, adding the next node did not 
result in speed gain. We can explain this with the 
nature of this task. When we send a task portion 
to a node, we don’t know the size of this portion. 
If this number will be prime, it will be checked 
against all numbers smaller than itself (which is 
time consuming). If it will not be prime, the task 
will be stopped as soon as we find a number that 
is a divider of this number. From the result, we 
see that the complete loop of testing one number 
takes about 24-30 seconds. Also, from Figure 6 
we see that in studied range we have only three 
prime numbers, because after adding the third 
node we do not gain any speed, which basically 

Figure 6. Performance index for prime numbers checking on nodes
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means that we have three nodes processing, and 
the rest of the nodes are idle.

The second task proved the worth of build-
ing such networks. In this task, all the portions 
are even. From Figure 7, we can clearly see that 
with adding each new node, the total processing 
time was reduced. The relation is close to invert 
proportional (total time = total time for 1 node/
number of nodes).

cONcLUsION

This framework is prepared to only run a pair of 
predefined algorithms. To add more algorithms, 
the following actions should be made.

• Create two serializable task classes inherit-
ing from Task and TaskPortion classes and 
implement all needed methods. Add those 
classes to application namespace, so that cli-
ent application is able to create instances.

• The task class has to use the doBrokerJob 
method to fill the readyJobs table passed as 
a parameter. This table needs to be filled 
with instances of the TaskPortion class.

• The task class has to use the getResult 
method to aggregate results of the task por-

tions (table jobResults) and return the single 
string containing the aggregated result. 

• The taskPortion class can use the construc-
tor parameters to pass parameters from the 
broker to a node.

• The taskPortion class has to use the doNode-
Job method to perform task portion calcula-
tions and return the result of a task portion 
by reference to the table jobResult.

The only limitation of this framework is that 
algorithms used here must be easily divided 
into smaller tasks (which can require a lot of 
calculations). Task portions are distinguished by 
a parameter passed to a task portion. The type 
and number of those parameters are not limited, 
allowing the designer to make TaskPortion flex-
ible to allow any kind of parameters.

In our approach, we can observe emergent 
simplicity while defining algorithms. In both 
algorithms, the first run of the doBrokerJob 
method creates all task portion instances that will 
be needed throughout the whole run of the task. 
While defining more parameters, we will need 
to add task portions conditioned on the results 
of previous task portions or other conditions. 
Modification of the doBrokerJob method will 
solve the issue noted here.

Figure 7. Performance index for digits of the number π calculation on nodes
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As computational framework evolves from 
network-oriented to task-oriented, our efforts 
are shifted to the semantic agent-based grid. To 
succeed into this trend, various research aspects 
should be investigated. Our architecture should 
not be restricted for grids. It can also benefit 
the advantages from multi-agent systems, P2P 
technique, and Web services. Autonomous in-
telligent agents can monitor, evaluate and repair 
the system. This demands many migrations from 
agent environments to grids. We can also use 
communicative intelligence, fuzzy logic, nature-
inspired algorithms and game theory.
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AbstrAct

In this chapter, we present a survey on some of the commercial players in the Grid industry, existing 
research done in the area of market-based Grid technology and some of the concepts of dynamic pric-
ing model that we have investigated. In recent years, it has been observed that commercial companies 
are slowly shifting from owning their own IT assets in the form of computers, software and so forth, to 
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INtrODUctION

The term Grid computing was introduced for 
describing a new model for distributed comput-
ing. The basic concept refers to the sharing of 
distributed heterogeneous compute resources 
virtualized as a single resource pool (Foster & 
Kesselman, 1999; Foster, Kesselman, Nick & 
Tuecke, 2002). Typically, as grids are often used 
for running computational intensive applications, 
the common type of grid resource usually means 
compute cycle. However, the concept does not 
place any restrictions, as it can be all kinds of 
computing resources like network bandwidth, 
data storage, application licenses and even sci-
entific devices.

Today, the practice of Grid computing is based 
on voluntary sharing of compute resources, which 
is sufficient for establishing small-scale private 
grid dedicated to a specific purpose. However, to 
build a global level generic grid, this is simply 
not sustainable. Organizations, especially from 
the industry, will find very little reason to share 
their resources for free, and will expect some 
gains from their participation. Therefore, in order 
for grid to be the mainstream computing model, 
an efficient supporting platform and mechanism 
should be designed for encouraging resource own-
ers to offer their idle resources and customers to 
satisfy their resource needs. Therefore, the idea 
of using markets in Grid computing as a means 
for organizations to commercialize their grid 
resources was revitalized by many researchers. 

A market is, as defined in economics, a social 
arrangement that allows buyers and sellers to 
discover information and carry out a voluntary 

exchange. Our definition of the Grid Market 
refers to a software platform with the business 
mechanisms to support trading between grid 
users. Its principle is similar to the conventional 
marketplace and the goods that are traded on are 
generic grid resources, including concrete com-
puting/storage/network physical resources, grid 
services and complex workflows. The Grid Market 
provides the required business functions to sup-
port the business process to allow any customers 
to participate in the trading. Such functions have 
to cover the all the possible activities in a typical 
market such as registration of new customers, ad-
vertising the trade goods, searching and browsing 
the market, bartering, monitoring the prices and 
making or receiving payment.

An emergence of such a marketplace for grid 
brings the following advantages:

• Encourages more users to adopt Grid tech-
nology, especially in enterprises.

• Provides incentives for resource owners to 
provide their idle resources, which is help-
ful for establishing large-scale, mature grid 
systems.

• Enforces efficient utilization of grid resourc-
es in which buyers who value a resource most 
highly will buy from sellers most willing to 
sell. Provide access for even small businesses 
to temporary grid resources which may be 
too expensive to acquire on their own, or 
just to meet their short term peak demand.

• Customers, including both buyer and seller, 
can easily design their trading policies based 
on their current status so as to maximize 
resources’ utilization and their benefits.

purchasing services from utility providers. Technological advances, especially in the area of Grid com-
puting, have been the main catalyst for this trend. The utility model may not be the most effective model 
and the price still needs to be determined at the point of usage. In general, market-based approaches are 
more efficient in resource allocations, as it depends on price adjustment to accommodate fluctuations in 
the supply and demand. Therefore, determining the price is vital to the overall success of the market.
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Currently, many works have been done on 
applying market-based economic paradigm to 
Grid computing. The objective of this chapter is to 
provide a review of the past and current efforts in 
commercialization of Grid computing, as well as 
some of the business and pricing models that have 
been considered for e-commerce and e-business 
which can be apply to the Grid Market.

OVErVIEW OF GrID 
cOMMErcIALIzAtION

Economic systems in human society can be broad-
ly classified into two models: Central Planning 
Model and Free Market Model (Shetty, Padala, & 
Frank, 2003). In central planning model, a single 
institution has total authority and decides what to 
produce, how to produce and to whom. In a free 
market model, producers and consumers make 
these decisions suiting their benefits. Our Grid 
Market is a typical free market model.

Change in technology also brings change 
in our economic environment. The advent of 
computers and Internet brings new dimension to 
market trading. Online auctioning services like 
e-bay and Yahoo Auctions have major impact on 
how we buy various commodities (Shetty et al., 
2003). Many works have been done to introduce 
market concept into grid systems. In this part, 
we will give a survey and detailed discussion on 
these research and application, including work 
done by the industry, standard organization and 
academia. 

Grid from the Industry

Today, the industry has taken the first step in 
commercializing grid computing, such as the 
major Grid offerings like the Sun Grid Compute 
Utility, IBM’s On-demand Computing (ODC), 
Platform Enterprise Grid Orchestrator (EGO) 
and HP Adaptive Enterprise.

Sun is changing the very nature of computing 
by delivering access to enterprise compute power 
over the Internet with its Sun Grid Compute 
Utility (http://www.sun.com/service/sungrid/). 
Sun Grid provides an easy and affordable ac-
cess to an enormous computing resource for the 
predictable and all-inclusive price of $1/CPU-hr. 
Firstly, Sun Grid utility computing can provide 
zero barriers to entry and exit. Users can access 
the computing power they need, when they need 
it, with no hidden costs, without a long-term 
contractual obligation, and increase or decrease 
their usages as their demands require. Users only 
pay for what they use. And secondly, Sun Grid 
utility computing radically simplifies the way 
you select, acquire, and use next generation IT 
infrastructure. This utility model enables users to 
react quickly to business needs without investing 
in expensive infrastructure. In short, Sun Grid 
Compute Utility helps users reduce complexity, 
better utilize overbuilt infrastructures, and opti-
mize IT resources.

Similar with Sun, in October 2002, IBM re-
leases its “On-demand Computing” policy, which 
can provide IT resources dynamically based on 
user requirements (http://www-128.ibm.com/de-
veloperworks/ondemand/). ODC is a computing 
and communications infrastructure that facilitates 
flexible business service delivery and provides 
the basis for: (1) autonomic computing, (2) fast 
response to external business-affecting changes, 
(3) adaptive business processes to protect revenues 
and contain costs, (4) complex interactions inside 
and outside of organizational boundaries and (5) 
resilience against external threats such as viruses, 
intrusions, and power outages. IBM sees its ODC 
as being a way to help customers meet the mar-
ket challenges of continuous changes, rigorous 
competition, unrelenting financial pressure, and 
unpredictable threats (e.g., to security and market 
dominance). All of this is happening in a market 
where customers need to become very responsive, 
able to focus on their business, avoid fixed costs 
where possible (to support that flexibility), and 
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be resilient instead of vulnerable. In conjunction 
with Grid computing, it can be seen that ODC is 
conceptually similar to the global outsourcing 
phenomenon (Kourpas, 2006).

For the computing utility model in Sun and 
IBM, it is a kind of method to buy computing 
resource, software and management. Companies 
provide powerful, robust and security computing 
service, and users can buy the resources they need 
and pay money based on their usages with lower 
risks. The business models of user purchase are 
more fixed such as pay-per-use model.

Enterprise agility is the key to increasing 
competitive advantage and delivering custom-
ers with timely products and services. In order 
to support IT technology challenges faced by 
enterprise, Platform Enterprise Grid Orchestra-
tor and HP Adaptive Enterprise projects give an 
efficient resolution.

Platform Enterprise Grid Orchestrator is a Grid 
platform that introduced by Platform Comput-
ing Inc., and delivers virtualization, automation 
and sharing of all IT resources to any enterprise 
application (http://www.platform.com/Products/
Platform.Enterprise.Grid.Orchestrator). Busi-
nesses can improve performance, organizational 
efficiency and achieve accelerated results by using 
it. Platform EGO uses a single common agent on 
each server to orchestrate the sharing of resources 
specific to business and technical challenges that 
enterprise IT organizations face. The introduction 
of Platform EGO represents a paradigm shift in 
the Grid computing market, with enterprises now 
able to build a unified framework for Grid-enabled 
applications that allocates resources and responds 
to business needs in real time, allowing them to 
fully realize the benefits of utility, adaptive, and 
on-demand computing environments. So, Plat-
form EGO offers the strength and reliability of 
grid computing to the enterprise. It provides the 
required infrastructure for deploying on-demand, 
scalable and utility computing solutions required 
for enterprise businesses (“Aligning IT”, 2005). 

For enterprise users, HP releases “Adaptive 
Enterprise” policy. With HP’s Adaptive Enter-
prise strategy, companies are synchronizing 
business and IT to gain a competitive advantage 
(http://www.hp.com/go/adaptive). The main idea 
of adaptive Enterprise is to improve the agility of 
business so that IT environment can be suitable 
for dynamic business need (Hewlett-Packard, 
2005).

In brief summary, the projects described so far 
are designed to share special resources and face 
IT technology challenges with simple, flexible, 
reliable and economic resolution for enterprise 
users. Enterprise only needs to pay relative ac-
ceptable expense to use resources or technologies 
freely without worrying about expensive infra-
structure and relative IT technology construction 
and updating. EGO and HP provide a very good 
platform for enterprise. 

All of the above can be regarded as success-
ful applications for transactions between IT 
resources, technologies and services. Compared 
with our Grid Market concept, they just provide 
a kind of transaction model but not a platform. 
That is, resources, technologies and services 
are provided by special providers for trading, 
and clients can buy something based on their 
requirements.

Efforts by the research community

Along with the development of market-based grid 
research, several important standard organiza-
tions have done some related work. There is a group 
in OASIS (Organization for the Advancement of 
Structured Information Standards) working on 
concrete examples of business requirements for 
service-oriented architecture (SOA) implementa-
tions. Others are the Distributed Management Task 
Force, Inc., (DMTF) Utility Computing Working 
Group and Grid Economic Services Architecture 
Working Group (GESA-WG) under the Global 
Grid Forum (GGF).
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OASIS SOA standardization effort focuses 
on workflows, translation coordination, orches-
tration, collaboration, loose coupling, business 
process modeling, and other concepts that support 
agile computing. As a result of the maturation of 
these standards, the on-demand computing model 
can enable a modular approach to infrastructure, 
including software design, development and 
execution (see http://www-128.ibm.com/devel-
operworks/ibm/library/i-odoe2/). At present, 
some concrete examples of business requirements 
for SOA implementations have been identified, 
and because the on-demand computing model 
is based on industry standards, it can be used 
to define the business, applications and systems 
at various levels: within a department, across 
an entire enterprise or throughout an industry 
ecosystem. It enables true end-to-end business 
process integration.

DMTF Utility Computing Working Group 
aims to create interoperable and common object 
models for utility computing services within the 
DMTF’s Common Information Model (CIM). 
The DMTF Utility Computing Working Group 
(http://xml.coverpages.org/DMTF-Utility.html) 
focuses on commercial enterprise Grid applica-
tion use cases and requirements and defines how 
to assemble complete service definitions. This 
includes work focusing on the composition of the 
models in CIM, as well as business- and domain-
specific functional interfaces. This working group 
also renders the utility computing classes of CIM 
in Unified Modeling Language.

The next related effort is the work of GESA-WG 
under GGF (https://forge.gridforum.org/projects/
gesa-wg). The goal of this working group is to 
provide the supporting infrastructure to enable 
Computational and Data Grids operated by dif-
ferent organizations to “trade” services between 
each other. The main work of GESA-WG is to 
define the protocols and service interfaces needed 
to extensibility support a variety of economic 
models for the charging of grid services in the 
OGSA. The Grid economic services architecture 

(Newhouse, MacLaren, & Keahey, 2004) defined 
a Chargeable Grid Service (CGS), which wraps 
the grid service that is to be sold, that interacts 
with the Grid Banking Service (GBS) and the 
Resource Usage Service (RUS). Note that the 
GESA-WG is now officially closed and no further 
documents are planned.

For projects in the academic community, we 
have conducted a survey on such systems as 
GridBus, Compute Power Market, Computa-
tional Markets and Business Grid Computing. 
GridBus project (http://www.gridbus.org/intro.
html) aimed at applying some economic rules for 
better Grid resource management. This project 
is a technically-oriented development project of 
fundamental, next-generation cluster and Grid 
technologies that support a true utility-driven 
service-oriented computing. The project consists 
of the following parts: GRid Architecture for Com-
putational Economy (GRACE), Grid Resource 
Broker (GRB), GridBank and Grid Accounting 
Service Architecture (GASA). The GRACE-in-
frastructure (Buyya, Abramson, & Giddy, 2000b) 
supports generic interfaces (protocols and APIs) 
that can be used by the grid tools and applications 
programmers to develop software supporting 
the computational economy. Nimrod/G (Buyya, 
Abramson, & Giddy, 2000a) as a GRB is a grid 
application scheduler and it is responsible for 
resource discovery, selection, scheduling, and 
deployment of computations over them. Nimrod/
G supports both deadline (soft real-time) based 
scheduling by keeping the cost of computation 
as low as possible and budget (computational 
economy) constraints in scheduling, and at the 
same time it can optimize execution time or budget 
expenses (Buyya, Murshed, & Abramson, 2002). 
The GRACE infrastructure will enable Nimrod/G 
to dynamically trade for grid resources in the 
open market environment and select resources 
that meet user requirements (deadline and cost). 
The GridBus project processes successfully task 
scheduling and resource allocation with user’s 
constraints. It tries to optimize each kind of 



  ���

Survey on the Application of Economic and Market Theory for Grid Computing

criteria to provide a more economical resource 
usage model, but the project does not touch how 
to setup resource market and trading.

The Business Grid Computing project was 
started to address the requirements of systems 
providing essential social services as part of the 
Focus 21 project of the Japanese government. The 
project is developing Business Grid technologies 
for building and operating business-oriented IT 
systems flexibly and inexpensively with high re-
liability. This project is developing the Business 
Grid middleware (Savva, Suzuki, & Kishimoto, 
2004) based on the Open Grid Services Archi-
tecture (OGSA) and the features of it include: (1) 
all information relating to a business application 
can be described and retained in a defined format, 
(2) the IT resources used by business applications 
are virtualized as hosting environments, and (3) 
business applications can be deployed automati-
cally on distributed IT resources.

The Compute Power Market (CPM) project 
(http://www.computepower.com) is a market-
based resource management and job scheduling 
system for Grid computing. It allows application 
users to access computing power with ease and 
simplicity, and to choose computing power/re-
source providers that offer cost-effective service 
on demand. Thus, it aims at creating a competi-
tive market approach to service-oriented Grid 
computing. The CPM project seeks to address 
complexities involved in developing a technology 
infrastructure that lets the users and resource 
providers operate under a computational economy 
over the Internet. The design of CPM comprises 
of three types of components: the Market, the 
Market Agent and the Market Broker. It supports 
three major economy models, Commodity Market, 
Tender/Contract-Net and Auction models (Buyya 
& Vazhkudai, 2001; Ling et al., 2003).

Another important research project is the 
Computational Markets project (http://www.
lesc.ic.ac.uk/markets). It is funded under the DTI 
e-Science Core Technology program and is con-
cerned with the development of mechanisms to 

support the trading of grid services. The project 
aims at designing and implementing facilities for 
pricing, accounting and charging for all types 
of grid resources (software, hardware, data and 
network capacity). These trading mechanisms 
are implemented as extensions to the OGSA and 
its reference implementation Globus Toolkit 3, 
and provide inputs to the standardization process 
through the GGF.

building blocks of the Grid Market

So far, the projects described are mainly focusing 
on expending grid system framework based on 
OGSA in existence, as well as providing middle-
ware or framework for grid resource transaction. 
However, to build a Grid Market requires more 
than these. An independent, complete market 
platform with all the necessary mechanisms to 
support the entire trading process is required. 
In addition, it should be able to support different 
business and pricing models for different consum-
ers and providers.

We have identified several fields that are vital 
to building the Grid Market.

• Business model: The business model refers 
to the method used for trading in market. It 
has been defined and categorized in many 
different ways. Any business model is hard 
to tackle all special requirements for differ-
ent customers independently. A different 
business model has different application 
characters and use background. It provides 
various trading methods for customers (in-
cluding buyers and sellers) in market with 
their particular requirements.

• Pricing model: The pricing model is the 
price formation model used for trading in 
market. Dynamic pricing is an important 
feature for trading in market (Narahari, 
Raju, Ravikumar, & Shah, 2005). Pricing 
model includes simple fixed price model, 
commodity market model, bargaining 
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model, tender/contract-net model and auc-
tion model. As buyers and sellers interact 
in grid market, the resulting dynamic prices 
more closely reflect the true market value 
of the products and services being traded.

• Contract management: All trade in the grid 
market will generate a contract between the 
consumer and the provider as the result of 
mutually accepted agreements on the terms 
of the grid service/resource purchase con-
tract. The contract should include the detail 
information of the trade and the commitment 
conditions. Furthermore, the contract man-
agement system will save the contracts and 
track the status of the contract negotiation 
and execution thereof (Czajkowski, Foster, 
& Kesselman, 2005; Guth, Simon, & Zdun, 
2003; Paschke, Dietrich & Kuhla, 2005; 
Paschke, Bichler & Dietrich, 2005). It pro-
vides the mechanisms to generate contracts, 
query the contract details for involved parties 
as well as tracking changes of the contract 
options.

• Accounting and banking: In market frame-
work, accounting and banking systems 
are necessary (Frogner, Mandt, & Wethal, 
2004). Accounting systems will enable 
resource owners to monitor the usage and 
utilization of their grid resources. There 
will be no restriction on the “types” of re-
source utilization that can be recorded and 
accounted for by the associated management 
tools. Banking systems will be implemented 
to provide a secure charging and payment 
mechanism for resource usage. The existing 
commercial electronic payment methods 
and their compatibility with Grid market 
for secure payment will be investigated.

• Reputation management: Credit problems 
exist in any market. Reputation management 
involves recording a person or agent’s ac-
tions and the opinions of others about those 
actions (Resnick & Zeckhauser, 2001). 
Reputation management that is efficient 

and adapts market characters will provide 
the support on keeping markets safe and 
efficiently running and ensure customers’ 
trading activities.

• Others: The other aspects of running and 
managing the grid market include market-
place security, propaganda and advertise-
ment and property rights protection. The 
investigations of these problems will help 
to build the perfect function grid market.

Compared with the common market, the grid 
market has its own characteristics. We not only 
research commercial transaction platform in 
existence, but also consider the distributed and 
dynamic features of grid resources as trading 
contents and objects. In the process of designing 
and realizing market service mechanism, these 
features of grid resources should be supported 
by grid market. For customers in markets, a dif-
ferent business model and a pricing model can 
be combined flexibly for their requirements and 
benefits.

bUsINEss AND PrIcING MODELs

In this section, we discuss some of the common 
business models that are applicable to the Grid 
context. The term business model is commonly 
used, but there is no single dominant definition. 
Here, what we are concerned with is how the 
buyers and sellers conduct business and operate 
in the Grid Market. Or, more specifically, the 
activities and interaction of the buyers and sellers 
for establishing the trade, as well as the pricing 
and charging model of the sellers. We expect that 
different businesses have different requirements, 
goals, policies and strategies, and therefore there 
is no single business model that can fit all.

To get a clearer understanding, we will first 
look at the possible interactions and activities 
of the buyers and sellers in the Grid Market. 
The group led by Dr. Rajkumar Buyya has done 
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extensive research on different models for the 
Grid economy. In Buyya, Abramson, Giddy and 
Stockinger (2002), several models are proposed 
for adaptation to the Grid context:

• Commodity market model: In the com-
modity market model, resource owners 
specify their service price and charge users 
according to the amount of resource they 
consume. The pricing policy can be derived 
from various parameters and can be flat or 
variable depending on the resource supply 
and demand. In general, services are priced 
in such a way that supply and demand 
equilibrium is maintained. In the flat price 
model, once pricing is fixed for a certain 
period, it remains the same irrespective of 
service quality. It is not significantly influ-
enced by the demand, whereas in a supply 
and demand model prices change very often 
based on supply and demand changes. In 
principle, when the demand increases or 
supply decreases, prices are increased until 
there exists equilibrium between supply and 
demand. Pricing schemes in a commodity 
market model can be based on flat fee, usage 
duration (time), subscription or supply and 
demand-based (McKnight & Boroumand, 
2000). In the commodity market model, the 
consumer only considers the resource price 
specified by the provider as selection refer-
ence, and cannot negotiate with the resource 
owner for use price.

• Posted price model: The posted price model 
is similar to the commodity market model, 
except that it advertises special offers in or-
der to attract consumers to establish market 
share or motivate users to consider using 
cheaper resources. In this case, consumers 
need not negotiate directly with providers 
for price, but use posted prices as they are 
generally cheaper compared to regular 
prices. The posted-price offers will have us-
age conditions, but they might be attractive 

for some users. By using the posted price 
model, the provider can formulate the flex-
ible price strategies in terms of the utiliza-
tion of resources, and make full use of the 
resources’ capabilities. For example, during 
holiday periods, demand for resources is 
likely to be limited and providers can post 
tempting offers or prices aiming to attract 
users to increase resource utilization.

• Bargaining model: In the bargaining model, 
consumers bargain with resource providers 
for lower access price and higher usage 
duration. Both buyers and sellers have their 
own objective functions and they negotiate 
with each other as long as their objectives 
are met. The buyers might start with a 
very low price and sellers with a higher 
price. They both negotiate until they reach 
a mutually agreeable price or one of them 
is not willing to negotiate any further. This 
negotiation is guided by user requirements 
and buyers can take risk and negotiate for 
cheaper prices as much as possible and can 
discard expensive machines. This might lead 
to lower utilization of resources, so sellers 
might be willing to reduce the price instead 
of wasting resource capability. Buyers and 
sellers generally employ this model when 
market supply-and-demand and service 
prices are not clearly established. The users 
can negotiate for a lower price with prom-
ise of some kind favour or even using the 
provider’s services in the future. It should 
be pointed out that the negotiation process 
will consume some resource and time, and 
if both sides cannot reach an agreement, the 
consumption of negotiation will not bring 
any profits.

• Tendering model: The tendering model 
is one of the most widely used models for 
service negotiation in a distributed problem-
solving environment (Smith & Davis, 1980). 
It is modeled on the contracting mechanism 
used by businesses to govern the exchange 
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of goods and services. It helps in finding 
an appropriate service provider to work on 
a given task. The advantage of this model 
is that if the seller is unable to provide a 
satisfactory service or deliver a solution, the 
buyer can seek other sellers for the service. 
The tender model allows directed contracts 
to be issued without negotiation. The selected 
resource provider responds with an accep-
tance or refusal of award. This capability 
can simplify the protocol and improve the 
efficiency of certain services.

• Auction model: The auction model supports 
one-to-many negotiation, between a seller 
and many buyers, and reduces negotiation 
to a single value (i.e., price). The auctioneer 
sets the rules of auction, acceptable for the 
buyers and the sellers. Auctions basically use 
market forces to negotiate a clearing price 
for the service. In the real world, auctions 
are used extensively, particularly for sell-
ing goods/items within a set duration. The 
three key players involved in auctions are 
resource owners, auctioneers (mediators), 
and buyers. Many e-commerce portals such 
as Amazon.com and eBay.com are serving 
as mediators (auctioneers). Both buyers’ 
and sellers’ roles can also be automated. 
Depending on various parameters, auction 
models can be classified into several types 
(Sandholm, 2000), such as English auction, 
First-price sealed-bid auction, Vickrey auc-
tion (Vickrey, 1961) or Dutch auction.

Business models have been defined and cat-
egorized in many different ways. Internet business 
models continue to evolve. New and interesting 
variations can be expected in the future. The 
basic categories of business models discussed 
as follows.

According to the type of resource, business 
model can be classified into three classes: Service 
Model, Leasing Model, and Bartering Model. An 
agile trading activity can be provided for both 
business parties by using different models.

• Service model: Service model is the most 
popular resource providing and consuming 
model in OGSA currently. Seller or provider 
offers the available resources; and buyer or 
consumer purchases and uses the resources 
in terms of his requirements with paying 
the corresponding fees. In service model, 
the buyer will never own the resource. A 
provider offers a defined service for which 
the consumer pays a regular service fee. 
The service models differ regarding their 
clearing: (1) fix service model, in which 
the consumer pays a regular service fee for 
a specified service, and (2) consumption 
dependent service model, in which the fee 
is rated per unit and the consumer has to 
pay an amount calculated according to his 
consumption. Service model tries to provide 
resources for consumer in simple and agile 
way. Consumer can take into account the 
price wave sufficiently and grasp the ideal 
trading opportunity. To buy according to 
needs and to pay according to usage are the 
main features of the service model. 

• Leasing model: The owner of the resource 
(the leaser) allows the customer (the leasee) 
to use the resource for a specified time in 
return for payment. The obvious differ-
ence between leasing model and service 
model is ownership may be transferred to 
the customer after the leasing period. In the 
leasing period, the lessee can use the leasing 
object freely. If permitted in the contract, 
the leasee even can resell or re-lease it. 
Leasing contract is used to formulate the 
detailed leasing matters, such as leasing 
period, leasing fee and payment mode and 
responsibility of resource maintenance in 
the leasing period. Comparing with service 
model, leasing model is often suitable for the 
case that the resource needs to be used for a 
long time or several times. And then, because 
in the leasing model what to purchase is the 
use of resource in specific period of time, 
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the consumer suffers little from the price 
wave. 

• Bartering model: In the bartering model, 
several customers in the market form a re-
source sharing community. Once customers 
join this community, they need to contribute 
their resources to this shared resource pool, 
which can be used by other customers in this 
community. After the customers’ resources 
are used by others, they also can use the 
resources from other customers in resource 
pool. The system may provide a virtual grid 
currency to measure the contribution and 
the capability of employing resource of each 
customer. The bartering model is suitable 
for the customers who are not only resource 
providers, but also resource consumers 
sometimes.

According to the time of resource providing 
and consuming, trading mode in grid market can 
be classified into three classes: Instant Mode, 
Subscription Mode and Agreement Mode. Dif-
ferent trading modes bring the convenience for 
providing or consuming resources.

• Instant mode: Instant mode is the most 
popular e-business trading mode. The cus-
tomers can buy or sell the resources that 
are available currently. Sellers can publish 
their idle resources in market and buyers 
can purchase these resources and use them 
instantly. Instant mode is simple and suit-
able for requirements of the resources that 
need to be used right now. But the problem 
of this mode is that the wishes of both busi-
ness sides are influenced by price wave in 
large measure. When the resource price is 
higher, sellers like to complete business 
quickly, but the buyers tend to find other 
sellers with lower price.

• Subscription mode: Grid resources as trad-
ing objects in grid market are capacity-type 
resources, or in the language of commodity 

markets, they are nonstorable commodities. 
Capacity not used yesterday is worthless 
today. It is necessary to reasonably foresee 
and arrange the use of resources in future. 
Subscription mode provides a mechanism 
that prearranges the use of resource in future 
periods. Sellers can publish resource infor-
mation in the market, which can be used in 
the future. Buyers are able to subscribe the 
use of resources in a future period. “Buy now 
use later” is a characteristic of subscription 
mode. Subscription mode is more flexible 
than instant mode because both business 
sides not only arrange the use of resource 
ahead of time, but also have enough time to 
negotiate and try to satisfy both sides.

• Agreement mode: There is a great differ-
ence between agreement mode and the above 
two modes. Both business sides agree to 
put up business in a special time confirmed 
before through a certain way. Here, an agree-
ment between two sides is made outside 
of the market. They just use the market 
platform to execute business, and the seller 
transacts with the specified buyer and buyer 
does likewise. The system does not need to 
search and choose trading objects for them, 
and just provides the basic functions for the 
execution of the trade, such as monitoring, 
accounting and banking. Agreement mode 
brings more convenience to over-the-counter 
business and transaction between long-term 
companions.

Besides the business models mentioned above, 
in Grid market customers have many ways to 
choose trading objects. Generally speaking, sellers 
and buyers can use three ways, including Commis-
sion Proxy, Confirmation Proxy and Non-Proxy, 
to search and match the trading objects.

• Commission proxy: The commission proxy 
way is used when customers provide busi-
ness requirements and policies to the system 
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and entrusts to proxy to deal with trading 
instead of oneself. The proxy chooses the 
proper objects according to the customer’s 
demands. After determining the trading ob-
ject, the proxy returns back the result to the 
customer. During the matchmaking process, 
proxy fully follows customer’s requirements 
and policies, and maximizes his benefits. 
Using commission proxy, customer attaches 
itself littler to the matchmaking and the 
operation is relatively simple. But customer 
has to define requirements and policies in 
advance, which cannot be changed during 
the matchmaking process. So commission 
proxy way is a lack of agility.

• Confirmation proxy: Confirmation proxy 
is mainly used by the seller or resource 
provider. Compared with commission proxy, 
confirmation proxy needs a confirmation 
from customers after the system has selected 
a trading object according to the require-
ments. For sellers, business is successful if 
they have confirmed, and then customers 
can use the resource. Otherwise, the system 
will continue matching other trading objects. 
Moreover, customers can modify the original 
requirements and policies in the course of 
confirming and then carrying out the new 
search. This shows that confirmation proxy 
is more flexible than commission proxy for 
the customer’s confirmation. However, the 
enhancement of the degree of customer’s 
participant will increase the customer’s 
overhead accordingly.

• Non-proxy: The non-proxy way is simpler 
and mainly regards the buyer or resource 
consumer. Customers only ask the system 
to provide a matching trading object list in 
which the proper object is chosen by oneself. 
For customers, it is easy to use this way 
to change trade requirements and policies 
in a flexible way according to the present 
dynamic change of the market during the 
process of choosing trading objects so as to 

ensure the best profits. However, this way 
needs customers to participate directly, and 
is unfavorable for a long time and requires 
large-scale resources matchmaking and 
negotiation.

 It should be pointed out that no single model 
is suitable for all trade because the customer’s 
demands and goals are varied. Both providers 
and consumers in the market need to select the 
proper business model according to their own 
demands and interests, and maximize their com-
mercial profits.

Dynamic Pricing

The one most important thing of a market is price 
is the terms on which the trading objects (products 
or services) are exchanged. In an ideal market, 
the price is a reflection of the current state of the 
market, and therefore should be dynamic, that is, 
it varies when the market demand changes.

Dynamic pricing is the dynamic adjustment 
of prices to consumers depending upon the value 
these customers attribute to a product or service 
(Reinartz, 2001). Dynamic pricing includes two 
aspects as follows (Narahari et al., 2005).

Price dispersion—Price dispersion can be spatial 
or temporal. In spatial price dispersion, several 
sellers offer a given item at different prices. In 
temporal price dispersion, a given store varies its 
price for a given good over time, based on the time 
of sale and the supply-demand situation.

Price discrimination—Price discrimination de-
scribes the case that different prices are charged to 
different consumers for the same product. Varian 
(1996) describes three types:

• First degree price differentiation: This 
is also called perfect differentiation. A 
producer sells different units of output for 
different prices and these prices can differ 
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from person to person. Here, each unit of the 
good is sold to the individual who values it 
most highly, at the maximum price that this 
individual is willing to pay for the item.

• Second degree price differentiation: This 
is also called nonlinear pricing and means 
that the producer sells different units of out-
put for different prices, but every individual 
who buys the same amount of the product 
pays the same amount. Thus, prices depend 
on the amount of the product purchased, but 
not on who does the purchasing.

• Third degree price differentiation: This 
occurs when the producer sells products to 
different people for different prices, but ev-
ery unit of the product sold to a given person 
sells for the same price. Price differentia-
tion is achieved by exploiting differences in 
consumer valuations.

Elmaghraby and Keskinocak (2003) catego-
rize dynamic pricing methods into two broad 
categories: posted price mechanisms and price 
discovery mechanisms. Under the first category, 
a product or service is sold at a take-it-or-leave-it 
price determined by the seller. The posted prices 
could be dynamic in the sense that the seller 
changes prices dynamically over time depending 
on the time of sale, demand information, and sup-
ply availability. In price discovery mechanisms, 
prices are determined through a bidding process. 
Auctions provide an immediate example.

Cost is perhaps the greatest factor precluding 
the widespread use of dynamic pricing, because in 
traditional markets, it is expensive to continuously 
re-price goods. But in digital markets, the costs 
associated with making frequent, instantaneous 
price changes are greatly diminished (Smith, 
Bailey, & Brynjolfsson, 2000).

A variety of mathematical models have been 
used in e-business dynamic pricing. Most of these 
models formulate the dynamic pricing problem 
as an optimization problem. Depending on the 
specific mathematical tool used and emphasized, 

dynamic pricing mainly includes five categories 
of models.

• Inventory-based models: These are models 
where pricing decisions are primarily based 
on inventory levels and customer service 
levels. Dynamic pricing in retail markets 
based on inventory considerations has been 
researched quite extensively. Elmaghraby 
and Keskinocak (2003) discuss three main 
characteristics of a market environment 
that influence the type of dynamic pricing 
problem a retailer faces: replenishment vs. 
nonreplenishment of inventory (R/NR), 
dependent vs. independent demand over 
time (D/I), and myopic vs. strategic custom-
ers (M/S). According to the authors, most 
existing markets can be classified under 
three categories: NR-I-M, NR-I-S, and R-I-
M. Gallego and van Ryzin (1999) consider 
optimal dynamic pricing of inventories 
with stochastic demand over finite horizon. 
Federgruen and Heching (1999) consider 
the optimal inventory and pricing policy 
of a seller who faces an uncertain demand 
where prices are changed periodically over 
time. Bernstein and Federgruen (2003, 2005) 
consider inventory-based pricing in a two 
echelon supply chain with random demands. 
The approach used is based on game theory. 
Biller, Cha, Simchi-Levi, and Swann (2005) 
propose a strategy that incorporates dynamic 
pricing, direct-to-customer model, produc-
tion scheduling, and inventory control under 
production capacity limits in a multiperiod 
horizon to improve the revenue and supply 
chain performance in automotive industry. 
Besides, a comprehensive review of models 
of traditional retail markets, where invento-
ries are used as the main consideration for 
determining optimal prices, can be found in 
Elmaghraby and Keskinocak (2003), Swann 
(1999), and Chan, Shen, Simchi-Levi and 
Swann (2005).
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• Data-driven models: These models use 
statistical or similar techniques for utilizing 
data available about customer preferences 
and buying patterns to compute optimal dy-
namic prices. Availability of customer data 
through e-business Web sites has opened up 
enormous opportunities for revenue enhanc-
ing measures. Some companies accumulate 
huge amounts of data about customers which 
they can leverage to improve their revenues 
and profits. In the real world, there are some 
examples of a data-driven approach for 
dynamic pricing. Boyd and Bilegan (2003) 
survey revenue management techniques to 
illustrate a successful e-commerce model 
of dynamic, automated sales enabled by 
central reservation and revenue optimiza-
tion systems. Morris, Ree, and Maes (2000) 
examine the dynamic pricing strategies in 
the airlines industry by discovering patterns 
in customer preferences. By identifying 
product features for which consumers are 
willing to pay a premium, the Ford motor 
company has developed a pricing strategy 
that encourages consumers to purchase more 
expensive vehicles, resulting in a marked 
increase in revenue and profits (Coy, 2000). 
Rusmevichientong, Van Roy, and Glynn 
(2005) have developed a nonparametric, 
data-driven approach to determining op-
timal dynamic prices that uses online data 
on consumer preferences collected through 
a Auto Choice Adviser Web site developed 
by General Motors. Using the data available 
from the Web site, the authors formulate a 
revenue optimization problem. Once cus-
tomer data becomes available through Web 
sites and customer relationship management 
software, a variety of techniques can be 
used for analyzing and using this data for 
determining better ways of pricing.

• Auction-based models: Auctions constitute 
a natural model for dynamic pricing. The 
outcome of an auction is determined by sup-

ply-demand characteristics and therefore the 
prices as determined by an auction can truly 
be based on market conditions, provided the 
bidders reveal their true valuations. Auc-
tion mechanisms can be designed to have 
truth revelation properties and the theory 
of auctions has a great deal to offer to the 
area of dynamic pricing. Auctions are now 
possibly the most popular mechanism for 
implementing price negotiations in B2B and 
B2C situations. Auctions can take several 
forms and each type of auction mechanism 
would implement a particular type of pricing 
outcome. Bichler et al. (2002) have described 
in detail the role of auctions in dynamic 
pricing, in the context of e-procurement, e-
selling, bid preparation and reverse logistics. 
Narahari and Dayama (2005) discuss the 
combinatorial auctions, which represent an 
important class of auction mechanisms being 
employed in e-business situations. The paper 
by Elmaghraby (2005) is a focused survey 
on auctions and pricing in e-marketplaces. 
More surveys on general auctions can be 
found in the literature (McAfee & McMil-
lan, 1987; Milgrom, 1989; Klemperer, 1999; 
Kagel, 1995; Kalagnanam & Parkes, 2005; 
Wolfstetter, 1996).

• Game theory models: Game theory models 
provide a natural tool to be used in modeling 
situations of conflict and cooperation aris-
ing in the interaction of rational and selfish 
agents. In a multiseller scenario, the sellers 
may compete for the same pool of customers 
and this induces a dynamic pricing game 
among the sellers. Game theory models lead 
to interesting ways of computing optimal 
dynamic prices in such situations. There 
are a few studies of using a game theoretic 
approach for dynamic pricing in e-business 
markets. Bernstein and Federgruen (2003, 
2005) consider the dynamic pricing prob-
lem in a two echelon supply chain with one 
supplier servicing a network of competing 
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retailers under demand uncertainty. Game 
theory models have recently been used in 
the area of pricing of network/Internet re-
sources (Cao, Shen, Milito, & Wirth, 2002). 
In network settings, dynamic pricing can be 
used as an effective means to recover cost, 
to increase competition among different 
service providers, to reduce congestion, and 
to control the traffic intensity. Game theory 
models which have been used in the context 
of Internet pricing (He & Walrand, 2005) 
and network pricing (La & Anantharam, 
1999; Yaiche, Mazumdar, & Rosenberg, 
2000) can be applied to e-business contexts 
in a fairly straightforward way.

• Machine learning models: Machine 
learning has recently emerged as a popular 
modeling tool for dynamic pricing in e-busi-
ness. An e-business market provides a rich 
playground for online learning by buyers 
and sellers. Sellers can potentially learn 
buyer preferences and buying patterns and 
use algorithms to dynamically price their 
offerings so as to maximize revenues or 
profits. With learning-based models, one 
can put all available data into perspective 
and change the pricing strategy to adapt 
best to the environment. Machine learning 
models can be logically classified into single 
learning agent models and multiple learn-
ing agent models. A few studies of using 
single learning agent models are described 
in the papers by Brooks et al. (1999), Gupta, 
Ravikumar, and Kumar (2002), Carvalho 
and Puttman (2003), Leloup and Deveaux 
(2001), and Raju, Narahari, and Ravikumar 
(2003, 2006b). A few representative models 
that employ two or more learning agents 
can be found in the papers by Ravikumar, 
Batra, and Saluja (2002), Hu and Zhang 
(2002), Greenwald, Kephart, and Tesuaro 
(1999), Kephart and Tesauro (2000), Das-
gupta and Das (2000), and Raju, Narahari, 
and Ravikumar (2006a).

The above way of categorizing dynamic pric-
ing models is in no way a conclusive way. The 
categorization is neither mutually exclusive nor 
jointly exhaustive. A certain dynamic pricing 
scheme may include two or more of the above 
types. A given type of a model may use another 
type. For example, inventory-based models could 
be data-driven. Machine learning models may be 
data-driven. Machine learning models may use 
inventory levels in their learning algorithms.

FUtUrE trENDs

At present, a prime issue that is not yet resolved 
is how to organize and make efficient use of Grid 
infrastructure in a commercial context where 
several customers compete for the same Grid 
resources to support their computational tasks 
or the services they offer to their customers and 
business partners. The emergence of Grid market 
will solve these problems. It will support compute 
resource trading by enabling grid services to be 
registered, discovered, negotiated and paid for 
the usage.

By applying economic theories, we can gain 
insights to the problem by analyzing the char-
acteristics of the Grid market. For example, the 
grid services, as the trading objects, are capacity-
type resources and so are completely nonstorable 
commodities and unused capacity from yesterday 
is worthless today. These characteristics are 
expected to have a major impact on the busi-
ness models. Prices are generally the combined 
result of supply and demand, so a price forma-
tion mechanism for matching these is required. 
A large body of research in auctions for a wide 
variety of goods is available, but for every new 
market a new mechanism is needed or an older 
one must be adapted to fit the idiosyncrasy of 
this market.

Another important issue is security, or more 
specifically, privacy. In order to convince commer-
cial companies to participate in the Grid Market, 
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they must be able to trust the system to protect 
their Intelligent Properties. For example, an ani-
mation company running rendering jobs for their 
new movie certainly would not want the movie to 
leak out to the public before it is released. Using 
encryption and some form of virtualization can 
alleviate the problem somewhat, but for stricter 
security requirements, especially from financial 
or medical institutes, would require innovation 
at the system or hardware level.

In the early part of the chapter, we also men-
tioned that the establishment and operation of 
the Grid Market, as a special market environ-
ment, also needs to support the basic functions 
that are considered in the conventional markets. 
So, a series of problems, such as arrangement, 
fulfillment and management of the contracts, 
monitoring of the transaction, payment and 
banking service, management of reputation of 
participants and security of market, need to be 
taken into consideration. Individually, each of 
these fields is well-researched, but to put them 
together into a real world system is not a trivial 
task. Already, we have seen many new projects 
taking on this challenge and we expect to see 
more in the future.

cONcLUsION

Today, many enterprises are working toward 
building agile businesses, where the buzzword 
in IT services are total cost of ownership and 
return of investment. It has already been observed 
that the trend in cost-cutting in the IT depart-
ment is to outsource the management of their IT 
resources. However, now we are starting to see 
that companies are outsourcing their IT, that is, 
purchase compute services from external provid-
ers. Although this trend has been around for a 
long time (the term application service provider 
(ASP) refers to a company that offers applica-
tion services over the Internet), the idea never 
really took off. However, with recent advances 

in Grid technology, we have observed that many 
big industry vendors have recognized this trend, 
the latest being Sun Microsystems, which has 
launched their Sun Grid Compute Utility.

Grids are often envisioned as a transfer of 
the deregulated electricity grid paradigm to high 
performance computing, but oddly enough, one 
distinct feature of electrical power has been mostly 
neglected. The term “utility” is rooted not only 
in the shared transportation network of electrical 
power, and in the plug-and-play user experience, 
but additionally in the fact that electrical power is 
a traded commodity. Commercial prices are set 
by markets, not policies.

On the other hand, Grid computing is recog-
nized as a potential major platform for scientific 
computing as well as commercial computation in 
the future. However, despite the existing technical 
advances and commercial needs, up until now, 
almost all research efforts were focused on using 
Grids within the academic community. The adop-
tion of Grid technology by commercial companies 
are still comparatively slower. We note that if there 
is a means for commercial companies to sell or 
buy extra resources using Grid technology, it will 
definitely speed up the adoption of Grid.
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