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Ontology learning has been identified as an inherently transdisciplinary area. Personalized ontology 
learning for Web personalization involves Web technologies and therefore presents more challenges. 
This chapter presents a review of the main concepts of ontologies and the state of the art in the area of 
ontology learning from text. It provides an overview of Web personalization, and identifies issues and 
describes approaches for learning personalized ontologies. The goal of this survey is—through the study 
of the main concepts, existing methods, and practices of the area—to identify new connections with other 
areas for the future success of establishing principles for this new transdisciplinary area. As a result, the 
chapter is concluded by presenting a number of possible future research directions.
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The problem of collaborative filtering is to predict how well a user will like an item that he or she has 
not rated, given a set of historical ratings for this and other items from a community of users. A plethora 
of collaborative filtering algorithms have been proposed in related literature. One of the most prevalent 
families of collaborative filtering algorithms are neighborhood-based ones, which calculate a predic-
tion of how much a user will like a particular item, based on how other users with similar preferences 
have rated this item. This chapter aims to provide an overview of various proposed design options for 
neighborhood-based collaborative filtering systems, in order to facilitate their better understanding, as 
well as their study and implementation by recommender systems’ researchers and developers. For this 

Detailed Table of Contents



purpose, the chapter extends a series of design stages of neighborhood-based algorithms, as they have 

alternatives for each design stage and provides an overview of potential design options.
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 Rafael Andrés Gonzalez, Delft University of Technology, The Netherlands

In this chapter, information management problems and some of the computer-based solutions offered 
to deal with them are presented. The claim is that exploring the information problem as a three-fold is-
sue, composed of heterogeneity, overload, and dynamics, will contribute to an improved understanding 
of information management problems. On the other hand, it presents a set of computer-based solutions 

information fusion, and information personalization. In addition, this chapter argues that a rich and in-
teresting domain for exploring information management problems is critical incident management, due 
to its complexity, requirements, and the nature of the information it deals with.
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The Web has become a huge repository of information and keeps growing exponentially under no edito-

people with access to information is not the problem; the problem is that people with varying needs and 
preferences navigate through large Web structures, missing the goal of their inquiry. Web personalization 
is one of the most promising approaches for alleviating this information overload, providing tailored Web 
experiences. This chapter explores the different faces of personalization, traces back its roots, and fol-
lows its progress. It describes the modules typically comprising a personalization process, demonstrates 
its close relation to Web mining, depicts the technical issues that arise, recommends solutions when 
possible, and discusses the effectiveness of personalization and related concerns. Moreover, the chapter 
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Clustering Web Information Sources .................................................................................................... 98 
 Athena Vakali, Aristotle University of Thessaloniki, Greece
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The explosive growth of the Web scale has drastically increased information circulation and dissemina-

management issues, such as clustering on the Web, should be addressed and analyzed. Clustering has 
been proposed towards improving both the information availability and the Web users’ personalization. 



Clusters on the Web are either users’ sessions or Web information sources, which are managed in a 
variation of applications and implementations testbeds. This chapter focuses on the topic of clustering 
information over the Web, in an effort to overview and survey the theoretical background and the adopted 
practices of most popular emerging and challenging clustering research efforts. An up-to-date survey 
of the existing clustering schemes is given, to be of use for both researchers and practitioners interested 
in the area of Web data mining.
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the hot topics that has questioned the success of these services. In this chapter, we discuss the different 
requirements of privacy control in context-aware service architectures. Further, we present the different 
functionalities needed to facilitate this control. The main objective of this control is to help end users 
make consent decisions regarding their private information collection under conditions of uncertainty. 
The proposed functionalities have been prototyped and integrated in a UMTS location-based mobile 
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Preface

The existence of large volumes of globally distributed information and the availability of various 
computing devices, many of which are mobile, present the possibility of anywhere-anytime access to 
information. This enables individuals and organizations to coordinate and improve their knowledge over 
various autonomous locations. However, the amount and nature of information can result in overload 
problems, in heterogeneity of formats and sources, in rapidly changing content, and in uncertain user 

the “right information” in the “right format” at the “right time.”
In an already classic paper, Imielinski and Badrinath (1994) presented the trends and challenges sur-

rounding mobile computing, which they said held the promise of access to information “anywhere and 
at any time.” The idea was that mobile or nomadic computing was possible thanks to mobile computers 
having access to wireless connections to information networks, resulting in more collaborative forms of 
computing. What Imielinski and Badrinath presented as challenges continue to be critical issues in the 
development of mobile applications and information services today. They pointed at heterogeneity as a 

of services in response to client mobility, and they reminded us of the privacy and security implications 
of mobility. Consequently, they argued that mobility would have far-reaching consequences for systems 

of information retrieval and access personalization in particular.
Chapters IV, VII, and X of this book explicitly address mobility challenges and propose ways to 

deal with them. Mobility is currently tied, from a telecommunications perspective, with next-genera-
tion wireless technologies that promise ubiquitous networking and mobile computing on a large scale, 
providing high-bandwidth data services and wireless Internet (Pierre, 2001). This can be grouped under 
the term “mobile next-generation networks (NGNs)” (Huber, 2004), which refers to the convergence of 
the Internet and intranets with mobile networks and with media and broadcasting technologies (Universal 

access services, normally accessible in a wired manner, from anywhere (Pierre, 2001). Mobile computing 
uses such mobility to allow users of portable devices to access information services through a shared 

the following types:

• Terminal mobility: The ability to locate and identify mobile terminals as they move, to allow 
them access to telecommunication services (Pierre, 2001).



  xiii

• Personal mobility: Centers around users carrying a personal unique subscription identity and the 

Bochman, 2004; Pierre, 2001).
• Service mobility: The capacity of a network to provide subscribed services at the terminal or lo-

cation determined by users (Pierre, 2001); this allows the possibility of suspending a service and 
resuming it on another device (El-Khatib et al., 2004).

Ubiquitous computing, for some the next wave after the “Internet wave,” uses the advances in mo-
bile computing and integrates them with pervasive computing, which refers to the acquiring of context 

computing paradigm has the goal of embedding small and highly specialized devices within day-to-day 

users (Singh et al., 2006; Huber, 2004). Ubiquitous computing integrates several technologies, which 
include embedded systems, service discovery, wireless networking, and personal computing (El-Khatib 
et al., 2004).

Research in ubiquitous computing has shown three main focuses: (1) how to provide users with 

with context-awareness ability to adapt the service behaviors or device behaviors according to various 
situations, or (3) a combination of the above. Therefore, personalization and context-awareness are of 
special importance for the development of ubiquitous computing.

-

meant to denote the ability to customize the user interface, the information content, the information 
channels, and the services provided according to the individual user’s needs, personal interests, and 

-
mation retrieval and access applications for example, search engines or e-services is becoming one 
of the competitive advantages used to attract users to survive in the current competitive business world. 
There are several personalization strategies, such as interface personalization, link personalization, 
content personalization, and context personalization. Personalization models, methods, and techniques 
built based on solid mathematic foundations and advanced programming languages are studied in the 

overload at the technological level, ranging from simple user-controlled information personalization to 
autonomous system-controlled adaptation.

Context-awareness is the second important issue of mobile and ubiquitous computing, because this 
type of computing requires sharing knowledge between individual environments and providing ser-
vices that take the environmental characteristics and constraints into account. A human user is typically 
associated with many environments and consequently adopts different roles in each one; the system 

a piece of information that can be used to characterize the situation of a participant, so by sensing this 
context, applications can present contextual information to users or modify their behavior according to 
the environmental changes (Singh et al., 2006). A true ubiquitous system should provide the best pos-
sible service(s) based on the user role and its associated privileges, restrictions, location, and time. This 

of the following types (El-Khatib et al., 2004):
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•  Personal properties and preferences.
•  Metadata about the content, including storage features, available variants, author 

and production, and usage (metadata is a topic addressed by Chapter VIII).
•  Dynamic information that is part of the context or status of the user, including 

physical, social, and organizational information.
•  Hardware and software characteristics of a computing device.
•  Resources and capabilities of the communication network.
• Description of all adaptation services that intermediaries can provide.

Context-awareness and personalization are topics treated in Chapters I, III, IV, V, VI, VII, X, XI, and 
-

a personalization technique that keeps track of user preferences and uses them to offer new suggestions 

The idea is to recommend items to a target customer, by looking at customers who have expressed simi-
lar preferences. This helps individuals more effectively identify content of interest from a potentially 

Some of the recent technologies on which personalized information services, context-awareness, 
and ubiquitous computing in general are grounded are: software components, service orientation, and 
multi-agent systems. A software component is any coherent design unit which may be packaged, sold, 
stored, assigned to a person or team (for development), maintained, and perhaps most importantly, reused 

CBD for short) includes improvements in: quality, throughput, performance, reliability and interoper-

Sims, 2000; Szyperski, 2002). Most recent trends in software engineering show that future developments 

development technologies that have existed for some years now (CORBA, EJB, DCOM, and .NET, 
among others), and also by the increasing amount of components available in the market (Andrews, 

component notion (Apperly et al., 2003). By using interfaces and Web-enabled standards for discovery 
and representation, services (e.g., information services) are offered for consumption to different ap-
plications, making service consumption truly aligned with the possibilities of ubiquitous computing. In 
addition to components and services, software agents are another technology that can underlie mobile 

(which deals with autonomy and intelligence in agent behavior) and distributed object systems (which 
extend with mobility the object-oriented approach) (Marinescu, 2002). As such, an agent can be seen as 

learning capabilities). An agent can also be described in human-like terms of knowledge knowledge of 
itself; knowledge of other agents, goals, or possible solutions; and knowledge of its own desires, com-
mitments, and intentions
Kamel, 2003). In this book, components and services related to context-awareness and personalization 
are treated in Chapters VI, VII, and XI. Agents are treated in several chapters, due to their prominence 
in modern software technology. In particular, Chapters III, XII, and XIII mention agent-based solutions 
to some of the challenges that will be presented in the next section of this preface.
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INFORMATION MANAGEMENT CHALLENGES

Mobility, ubiquitous computing, personalization, and context-awareness present a wide array of chal-
lenges related to telecommunication networks, device software, data management, and human and social 
issues related to this new form of exchanging information, collaborating, and consuming services. This 
book gives special attention to the challenges of information volume and overload, and to information 
heterogeneity. It also considers challenges with regards to information quality and dynamics, and to 
privacy in context-awareness. This is also linked to changing and uncertain information needs that add 
additional requirements to information service design.

As mentioned earlier, the volume of information carries with it issues of storage, distribution, and 
retrieval from the data management perspective, but also carries with it the possibility of information 
overload at the individual or group user level. This challenge is discussed in Chapters I, III, IV, VI, and 
VIII of this book, and in Chapter IX with special emphasis on image collections.

Another challenge already mentioned is that of information heterogeneity. Whether due to volume 
or not, heterogeneity implies a variety of data formats, sources, authors, languages, and other character-

translation templates, and other means may help in dealing with this issue. Chapters III, VI, and VIII 
consider it as part of their concerns.

Because of the volume and heterogeneity of information, in addition to a changing business environ-
ment and the changing nature of globally distributed information, information needs may also be unclear. 
If we add the existence of an ill-structured problem as motivation, then uncertainty (and changes) in 
information needs, and their associated queries, is another challenge to be considered. This is treated in 
Chapters VI and VIII of this book.

Besides volume, heterogeneity, and changing needs, there is another issue related to the quality of 
information. The trustworthiness, length, media format, digital resolution, or tractability of a piece of 

it should be included in the information-seeking and retrieval process is a challenge. Part of this chal-
lenge is addressed in Chapter VIII.

The last two challenges of interest for this book are information dynamics, treated in Chapter III, and 
privacy in context-aware solutions, the subject of Chapter VII. Information dynamics relates to the fact 

and information seeking and retrieval should take this into account. It also means that information itself 

independently dynamic. With regards to context-awareness, personalization and mobile or ubiquitous 

goals of context-aware services, but which can also be embedded into the service without compromising 

This book compiles several approaches to deal with the challenges just mentioned. This is the subject 
of the next section in this preface.

TACKLING THE CHALLENGES

This book presents concepts, approaches, architectures, and models that contribute to dealing with the 
challenges of mobility and ubiquity. Personalized information retrieval and access is regarded as a rem-
edy when it comes to relieving the problem of information overload. Many personalization algorithms 
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and techniques have emerged in different research directions, including user modeling, data mining, 

with advanced personalization techniques and algorithms, many academic and commercial off-the-shelf 

rank and present information in a user-preferred way.
However, as shown earlier, dynamic and distributed environments challenge those personalized infor-

mation search applications. Although the personalization techniques and algorithms are becoming mature, 

needs taking place in dynamic and distributed environments. Changes in an organizational or a personal 
information need may lead to a need to redesign a complete application. Therefore, there is a requirement 

adapted easily to satisfy personalized organizational information needs with minimum effort.
This book presents approaches centered around service orientation, multi-agent systems, informa-

some of these challenges.
Service orientation is taken as a design principle or underlying approach in Chapters VI, VII, X, and 

XI. Multi-agent systems are treated in Chapter XII from a role-based perspective to personalization; in 
Chapter III they are included in several of the examples provided; in Chapter XIII, a context model for 
multi-agent systems is provided. Information retrieval, from a content-based view, is treated in Chapter 

-

Chapters IV and V treat personalization for Web data mining, and Chapter XI presents an approach for 

of ontologies; this is a subject treated in Chapters I and III.
This book agrees with Pierre (2001) in his statement that the delivery of information is the most pow-

erful tool in building a knowledge-based economy. The convergence of solutions, like the ones presented 
in this book, can help improve the understanding of the new challenges of ubiquitous computing on top 
of those already existing in the already global, distributed information infrastructure of the Internet. By 
scaffolding this new paradigm of information access, exchange, and service provision and access, indi-
viduals and organizations will be able to harness the full potential of existing and emergent information 
technology, thus being a part of the construction and operation of the knowledge-based economy.

ORGANIZATION OF THE BOOK

-

a theoretical background for the rest of the book, and show issues and trends for research and practice. 

Chapter I, “Learning Personalized Ontologies from Text: A Review on an Inherently Transdisciplinary 
Area,” presents the issue of information overload and personalized information retrieval and access 

the Semantic Web, and thus ontology is at its foundation. The result proposed is to create personalized 
ontologies, which can be built through learning techniques. The authors review the methods, concepts, 
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and practices of learning personalized ontologies, and highlight contextual information extraction and 
personalized Web services as future trends in this area.

Chapter II, “Overview of Design Options for Neighborhood-Based Collaborative Filtering Systems,” 

Chapter III, “Exploring Information Management Problems in the Domain of Critical Incidents,” 
presents an understanding of information management problems as divided into heterogeneity, overload, 
and dynamics. On the other hand, it presents computer-based solutions to deal with those information 

argues that exploring these issues in the domain of critical incident management helps cover the com-
plexities of information management.

Chapter IV, “Mining for Web Personalization,” offers an introduction to information personalization, 
underlining the question of whether personalization is just hype or a real opportunity to deal with an 
increasing volume of information on the Web and the resulting information overload that comes with 
such a growing repository. By presenting Web mining as a method for Web information personalization, 
this chapter argues that personalization can be a real opportunity for the present and the future.

Chapter V, “Clustering Web Information Sources,” contributes an overview of clustering for improving 
personalization to support the area of Web data mining. It discusses personalization in the context of the 
growing Web and presents Web clustering as an approach to support personalization. It separates Web 
document clustering from user clustering, and then presents a literature survey of several approaches and 
algorithms to deal with these types of clustering, covering the processes and methods that are available 
and how they can be integrated.

The second section of the book consists of eight more chapters which present particular solutions 
(approaches, architectures, conceptual models, and prototypes) in the context of information personal-
ization and its surrounding topics as presented in the beginning of this preface. A short description of 
these eight chapters follows.

Chapter VI, “A Conceptual Structure for Designing Personalized Information Seeking and Retrieval 
Systems in Data-Intensive Domains,” starts by highlighting information overload and heterogeneity 
issues, in addition to changing information needs. The problem is providing anywhere/anytime infor-
mation access in data-intensive domains (e.g., crisis response). The proposed solution is situated in the 
context of mobility and software component and services. The chapter presents a conceptual structure 
which should act as a bridge between personalized information needs and implementation of informa-
tion services.

Chapter VII, “Privacy Control Requirements for Context-Aware Mobile Services,” focuses on the 
privacy implications of context-awareness as a part of ubiquitous computing. The challenge is how to 
implement privacy requirements in context-aware services. The chapter presents a UMTS location-based 
mobile services testbed on a university campus in which a prototype is used to test the basic functionality 
of helping automate the process of getting user consent in acquiring context data.

Chapter VIII, “User and Context-Aware Quality Filters Based on Web Metadata Retrieval,” starts by 
presenting the volume of information on the Web as a challenge, resulting in information quality vari-
ability and uncertain information needs. By integrating the use of Web metadata and fuzzy theory into 

illustrated in an example of a query (in the economics domain).
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Chapter IX, “Personalized Content-Based Image Retrieval,” reminds us of the growth of digital media 
(image collections in particular) in information networks and how this type of media cannot easily be 
described with text. Content-based retrieval uses image information, such as color, texture, and shape, 
but this results in a “semantic-similarity” challenge. This challenge is tackled in the chapter through the 
use of relevance feedback learning, and tested with the classic measures of precision and recall using a 
content-based image retrieval system that uses an image segment as query input.

Chapter X, “Service-Oriented Architectures for Context-Aware Information Retrieval and Access,” 
presents context as a natural part of human interaction, which, as described in the beginning of this 
Preface, is a fundamental aspect of mobility and ubiquitous computing. The chapter proposes the use of 
a service-oriented architecture to make use of different services along with context-aware action systems, 

Chapter XI, “On Personalizing Web Services Using Context,” also combines services and context 
awareness. Focusing on Web services, this chapter contains an approach that divides context into three 
types: user context, Web service context, and resource context. Each of these contexts addresses user 
preferences, Web service composition, and computing resources, respectively.

Chapter XII, “Role-Based Multi-Agent Systems,” discusses the understanding of the notion of ‘roles’ 
from organization theory and its use as a modeling mechanism for multi-agent systems. As a result of 

environment is extended and presented as an architecture for role-based multi-agent systems that can 
provide a contribution to roles as preferences in a multi-agent-based personalization system.

for multi-agent systems. By presenting an object model for the notion of ‘context’, the authors contribute 

model is applied to an example of an agent-based virtual environment of accident emergency rescue. 
Regarding the implications of integrating the concept of ‘context’ into the multi-agent systems, the latter 
can be better exploited in the context of personalization and context-aware information services.
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ABSTRACT

Ontology 
learning for Web personalization involves Web technologies and therefore presents more challenges. 
This chapter presents a review of the main concepts of ontologies and the state of the art in the area of 

describes approaches for learning personalized ontologies. The goal of this survey is—through the study 
of the main concepts, existing methods, and practices of the area—to identify new connections with other 
areas for the future success of establishing principles for this new transdisciplinary area. As a result, 
the chapter is concluded by presenting a number of possible future research directions.

INTRODUCTION

The success of the Web today has changed the way 
we receive and access information. While the Web 
has become the de facto information resource, it 
leads to an information overload problem in our 
everyday life and business. The enormous volume 
of information available on the Web, the broad 

coverage of the Web content, the phenomenal 
number of Web users and businesses, and their 
continued rapid growth have presented a major 

relevant information appropriate to individual 
needs. This is regarded as a problem of Web 
personalization, which deals with personalized 
information retrieval and access.
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 The Semantic Web is being developed as 
an extension to the current Web. It introduces a 
semantic layer over existing Web content, to sup-
port information processing and accessing more 
effectively. The semantic layer transforms Web 
content into a semantic information space that can 
provide a shared common understanding across 
humans and machines. The foundation of such 
a layer is provided by ontologies. Personalized 
ontologies, as the name suggests, are personal-
ized to each user, and can be used to improve 

better meet individual needs. When applied to 
the Web, personalized ontologies can facilitate 
Web data discovery for individuals, for example, 

for e-business.
-

though many efforts have been attempted, many 
research issues remain open. Ontology learning 
is a new research area that aims to develop meth-
odologies and tools for constructing ontologies 
in an engineering manner with a higher degree 
of automation. It is transdisciplinary and inte-
grates techniques from knowledge representa-
tion, machine learning, statistics, logic, natural 
language processing, information extraction, and 
information retrieval. In the context of the Web, 
the problem of learning personalized ontologies 
has raised many new issues. In particular we 
consider the following issues:

• Richness of semantic representation: Can 
the user’s interests and preferences be rep-
resented in a richer, more precise, and less 
ambiguous way than a keyword/item-based 
model?

• Dependency of context: Can the user’s in-
terests and preferences be captured with the 
background knowledge of the Web page?

• Dynamic capture of user’s interests: Can 
the user’s interests and preferences be cap-

of the Web page?

• Validity of the Built Ontologies: What 
level of validity are the built ontologies, in 
terms of quality or accuracy in representing 
user’s interests and preferences?

The goal of this chapter is to survey the main 
concepts, existing methods, and practices of 
learning personalized ontologies, with a focus 
on dealing with the issues described above. The 
survey will involve techniques from areas of 
ontology engineering, information extraction, 
information retrieval, unsupervised machine 
learning (e.g., neural networks and hierarchical 
clustering), and personalization. The rest of this 
chapter is organized as follows. The next section 
presents a review of the main concepts of ontolo-
gies, followed by a section that studies the state of 
the art in the area of ontology learning. Then, an 
overview of Web personalization, and issues and 
approaches for learning personalized ontologies 
are presented. Finally, a number of future research 
directions are described.

ONTOLOGIES: 
DEFINITIONS AND OVERVIEW

The importance of ontologies has been recognized 
in the computer science community. A good 
example is the key role they play in building Se-
mantic Web applications. However, there are still 
different arguments as to the meaning of the term 
ontology. To begin the review, a study of the related 

necessary. This section is to provide an introduc-
tion and overview for such purpose.

The Origin

between the notions of Ontology (with capital 
“O”) and ontology (with lower case “o”) (Guarino, 
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1998). The former is the philosophy that studies 
the nature of beings, while the latter refers to an 
object that accounts for a view of the world within 
a certain context (Gruber, 1993). According to 
the Oxford English Dictionary (www.oed.com), 
ontology (with small “o”) is a countable noun. It 
is “a theory or conception relating to the nature 
of being.”

The Notion of Ontologies in 
Computer Science

-
veloped in  intelligence (AI), which is a 

researchers use the term “ontology” to describe the 
world that is being represented within a context. 

-
nition of ontology has changed and evolved over 
time. The most common citation in the literature 

conceptualization.” Studer, Benjamins, and Fensel 

a shared conceptualisation. Conceptualisation 
refers to an abstract model of some phenomenon in 

of that phenomenon. Explicit means that the type 
of concepts used, and the constraints on their use 

that the ontology should be machine readable, 

the notion that an ontology captures consensual 
knowledge, that is, it is not private of some indi-
vidual, but accepted by a group.

It can be seen that the term “conceptualiza-

which consists of a set of objects assumed to exist 
in a given domain and the inter-relationships of 
these objects. The set of objects and their inter-
relationships are expressed in a declarative formal 
vocabulary that represents the knowledge of the 

the account for the meaning of relevant objects 
and relations, a conceptualization is seen as a 
set of rules describing the structure of a piece 

words, a conceptualization is an abstract model 

2004) and can be used to communicate meanings 
among agents (Maedche, 2003).

A “shared conceptualization” promises a 
common understanding among agents in the 

agreements about objects and relations being 
communicated must exist (Gruber, 1993). Given 
that the underlying concept of an ontology is to 
provide a shared conceptualization of the world 
that is being represented, an ontology promises a 
shared and common understanding among agents 
by capturing consensual knowledge in a general 
and formal manner (Corcho, Fernández-López, 

Therefore, fundamental to the notion of a 
computer science ontology (denoted as the term 
“ontology” in the rest of this chapter, unless 

conceptualization and 
communication. To reach a common conclusion 
in the communication, accurate, consistent, and 
meaningful distinctions among concepts and rela-
tions in the ontology must be made. To meet this 
requirement, logic-based languages are usually 
employed to express ontologies. However, logi-
cal theories are mainly used by skilled or trained 

with the fact that ontologies are used by human 
and machine agents. To minimize possible mis-
understandings, ontologies should allow direct 
mappings to natural languages. In an attempt to 
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address this issue, Maedche (2003) has proposed 
an ontology structure for formalizing domain 
theory and a lexicon to discover semantics for 
communication:

Ontology Structure

An ontolog y  s t r uc ture  i s  a  5 - tuple 
O:={C,R,HC,rel,AO}, consisting of:

• Two disjoint sets C and R whose elements 
are called concepts and relations, respec-
tively.

• A concept hierarchy HC:HC is a directed 
relation HC C C which is called concept 
hierarchy or taxonomy. HC(C1,C2) means 
that C1 is a subconcept of C2.

• A function rel:R C C that relates con-
cepts non-taxonomically. The function 
dom: R C with dom(R):= 1(rel(R)) 
gives the domain of R, and range:R C 
with range(R):= 2(rel(R)) give its range. 
For rel(R)= (C1,C2) one may also write 
R(C1,C2).

• A set of ontology axioms AO, expressed in 

order logic. (p. 18)

Lexicon for Ontology Structure

A lexicon for the ontolog y st ructure 
O:={C,R,HC,rel,AO} is a 4-tuple L:={LC,LR,F,G} 
consisting of:

• Two sets LC and LR, whose elements are 
called lexical entries for concepts and rela-
tions, respectively.

• Two relations F LC C and G LR R called 
references for concepts and relations, respec-
tively. Based on F, let for L LC, F(L)={C C 
| (L,C) F} and for F-1(C)={L LC | L,C) F}, 
G and G-1 (p. 18)

-
ences separated from concept denotations. This 
separation enables avoiding an instantaneous 

ontologies a fundamental requirement of the 

inclusion of a lexicon makes an ontology repre-
sentation explicitly at a lexical level, enabling a 
direct mapping to a natural language. An example 
can be found in Maedche (2003).

Ontologies

The notion of ontology is sometimes “diluted” 
to the simplest case, in which taxonomies are 
considered full ontologies (Guarino, 1998; Studer 
et al., 1998). For example, Lassila and McGuin-
ness (2001) consider the Yahoo! Directory (www.
yahoo.com) as ontologies based on the consensual 
conceptualization it provides for a given domain. 
To clarify the concept, the ontology community 
develops two criteria to categorize the ontologies: 
the depth of the domain model and the amount of 
restrictions on domain semantics (Corcho et al., 
2003). Based on these criteria, ontologies can be 
lightweight or heavyweight (Corcho et al., 2003; 

2004). Lightweight ontologies describe concepts 
and relationships that hold among them. Heavy-
weight ontologies add axioms with constraints 
to lightweight ontologies. Generally, lightweight 
ontologies hold simple relations such as “is-a” 
relation. Heavyweight ontologies offer the abil-
ity to include other complex types of relations 

 
et al., 2004). The Cyc (Lenat, 1995) ontology 
is a good example of a heavyweight ontology. 
With the intention of covering common-sense 
knowledge, Cyc organizes the knowledge under 
microtheories, each of which is an ontology for 

to use the “subject of conceptualization” as the 
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the level of generality (Guarino, 1998), ontologies 
are distinguished as follows:

• Top-level ontology, which is the vocabulary 
of highly generic concepts and is indepen-
dent of a particular problem or domain. This 
kind of ontology is also known as founda-
tional ontology
upper-level  et al., 
2004).

• Domain ontology, which is the vocabulary 
of a given domain. The vocabulary is a 
specialization of concepts introduced in the 
related top-level ontology.

• Task ontology, which is the vocabulary of 
a given task or activity. The vocabulary is 
a specialization of concepts introduced in 
the related top-level ontology.

• Application ontology, which is the vocabu-

particular domain and task. Such concepts 
often correspond to roles played by domain 
entities for a certain activity.

Methodologies

Ontology building is a challenging task. A number 
of methodologies have been proposed to guide 
the building. However, different approaches fo-
cus on different aspects of the building process. 
For example, KACTUS (Schreiber, Wielinga, 

process from an initial knowledge base, while 

builds the skeleton of the ontology automatically 
from a large ontology. To compare the different 
approaches, Corcho et al. (2003) take account 
of the degree of dependency of the built ontol-
ogy and its application. This is measured by the 
dependency of the development process and the 
uses of the ontology. In this aspect, KACTUS and 

application driven (Schreiber et al.,1995), hence 

and METHONTOLOGY (Fernández-López, 

-
tion independent.

Of these approaches, TOVE has a higher de-
gree of formality. It has been applied and tested 
in business domains. However, as in Seletal and 
KACTUS, TOVE does not provide much guidance 

processes of ontology development, focusing on 
knowledge management applications. Compared 
to these approaches, METHONTOLOGY pro-
vides better guidance for each process. It focuses 
on acquisition and conceptualization, and enables 
ontology construction at the knowledge level. It 
was used by the Foundation for Intelligent Physical 
Agents (FIPA) ( ) for constructing 
ontologies. Moreover, METHONTOLOGY is the 
methodology that has most compliance with the 
IEEE standard of software development (IEEE, 
1996).

None of these approaches can be considered 
as mature, when compared to software engineer-
ing and knowledge engineering methodologies. 
The major issue is that these proposals are not 

different approach. The need for creating a con-
sensual methodology for ontology construction 
has been noted. Collaboration between different 
groups to unify different approaches is thus 
proposed (Corcho et al., 2003). A good attempt 
is an engineering approach, which develops an 
ontology construction process as an engineering 
task, namely ontology engineering. In the next 
sub-section we present this approach.
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Ontology Engineering

An ontology engineering (OE) approach provides 
“a basis of building models of all things, in which 
information science is interested, in the world” 

-
proach consists of a set of processes related to 
the development of ontologies for a particular 
domain and methodologies to guide the construc-
tion process. The set of processes is referred to 
as an ontology lifecycle. According to Pinto and 

conceptualization, formalization, implementa-
tion, maintenance, knowledge acquisition, evalua-
tion, and documentation. Each of these processes 

•
scope of the ontology;

• Conceptualization describes the ontology 
in a conceptual model;

• Formalization transforms the conceptual 
model from a descriptive model into a for-
malized model;

• Implementation implements the formalized 
ontology in a knowledge representation 
language;

• Maintenance updates the implemented 
ontology;

• Knowledge acquisition acquires knowledge 
about the subject;

• Evaluation evaluates the quality of the 
built ontology from a technical perspective; 
and

• Documentation documents terms repre-
sented in the ontology, and the relationships 
among these terms and reports of what was 
done and how it was done.

software engineering activities (IEEE, 1996), 
however they differ in two main aspects: knowl-
edge acquisition and design activities. Knowledge 

acquisition is an essential part of OE processes; 
it came to software engineering only recently 
and is seldom presented. Design activities in 
software engineering are divided into concep-
tualization and formalization activities in OE. 
Conceptualization activities capture the domain 
image in an abstract model, while formalization 
activities enable the ease of implementation, and in 
some cases allow automation. On the other hand, 
evaluation is performed throughout the lifetime. 
During the development of an ontology, one can 
go back from any activity to any previous activity 

evaluation is found. This is different from software 
development that has an iterative lifecycle.

Towards an engineering discipline, in addition 
to identifying the set of processes, methodolo-
gies to guide the construction of ontologies are 
required. Recently, the emergence of the Semantic 
Web has introduced new requirements for the 
way ontologies are built. In other words, when 
ontologies are built for the Semantic Web, new 

2004; Maedche, 2003). Given the fact that the Se-
mantic Web is a “meta-Web” of the current Web, 

ontologies need to be built. Building domain-

contribute domain knowledge. Therefore, domain 
experts, together with ontology engineers, will be 
the developers of ontologies. The role of domain 
experts is to model and maintain ontologies. On 
the other hand, since the purpose of the Semantic 
Web is to support better information process and 
access to the existing Web content, it is to be used 
by humans and machines in different applications 
(Maedche, 2003).

With these two issues in mind, Maedche (2003) 
has proposed a layered framework. The framework 
is based on the distinction between the notions of 

while ontologies are to capture the conceptual 
structures of the domain, knowledge bases aim 
to specify given concrete states. Since knowledge 
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bases describing particular circumstances can be 

can be instantiated using an ontology structure. 
Therefore, a knowledge base structure can be 

Knowledge Base Structure

A knowledge base structure is a 4-tuple KB:={O,I, 
inst, instr}, that consists of:

• An ontology O:={C,R,HC,rel,AO}.
• A set I whose elements are called instanc-

es.
• A function inst:C I called concept instan-

tiation. For inst(C)=I one may also write 
C(I).

•  A function instr:R I×I called relation 
instantiation. For instr(R)={I1,I2} one may 
also write R(I1,I2). (p. 20)

Similar to the ontology structure O, a lexicon 

KB:

Lexicon for Knowledge Base Structure

A lexicon for knowledge base structure 
KB:={O,I,inst,instr} is a tuple LKB:=(LI,J) con-
sisting of:

•  A set LI whose elements are called lexical 
entries for instances, respectively.

• A relation J LI I reference for instances, 
respectively. Based on J, let for L LI, 
J(L)={I I | (L,I) J} and for J-1(I)={L LI | 
(L,I) J}. (p. 20)

A layered approach is thus proposed based 
on the ontology structure O, the knowledge base 
structure KB, and their corresponding lexicons 
L and LKB, respectively. The layered framework 
consists of three layers. From bottom to the top, 
they are:

concepts LC, relations LR, and instances LKB.

The second layer includes elements from:

• Ontology structure O: The set of concepts 
C referenced by LC, the set of relations R 
referenced by LR, the concept taxonomy 

HC(C1, C2), 

statements such as R(C1, C2).
•  Knowledge base structure KB: The set 

of instances I referenced by LKB, the set of 
concept C(I), and relation instantiations R(I1, 
I2).

The third layer is the set of ontological axi-
oms AO.

The layered framework supports incremental 
and cyclic development of ontologies. The incre-
mental model is based on the interaction between 
layers, and the dependency or overlap between 
ontology and knowledge base. Advantages of this 
layered approach can be seen from the following 
aspects (Maedche, 2003):

•  The ontology structure supports ontology 
representation for the Semantic Web; to-
gether with the knowledge base structure, 
it can be transformed into different concrete 
ontology representation languages such 
as the W3C standard resource description 
framework RDF(S). Using a language that 
supports inference mechanisms enables us-
ing ontology to reasoning about the Semantic 
Web and thus improves the effectiveness of 
Web information process and access.

•  The lexicon layer provides an explicit lexical 

of communication about ontologies between 
humans and machines. While formal se-
mantics is an important building block of 
ontologies, the lexical entries take the role 
of references to them.
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the development of Semantic Web applications. 
However, their corresponding drawbacks also 
need to be noted: the separation of ontology and 
knowledge base structures might have no strict 
boundary in reality. This can result in some over-
lap between the two and lead to overhead in the 
development or redundancy in the application. In 
addition, the explicit representation at the lexi-
cal level restricts ontologies to natural language 
applications.

An important issue has been raised: what 
types of data can be used to build ontologies? 
Generally, ontologies can be built from differ-
ent types of source data. The current trend is to 
learn ontologies from natural language textual 
data. The motivation comes from the following 
understandings:

•  With the rapid increase of digital resources, 
valuable information tends to be stored in 
free text format. Therefore, the ability to 
capture a domain image from raw textual 
data has a higher value of using and sharing 
domain knowledge. Such a domain image 
can be presented in the form of ontologies 
(Chen, 2006). On the other hand, much of 
the Web content data is unstructured textual 

the content of Web data in ontologies is the 

Web applications. Thus, natural language 
text is considered as the most important 
source data of ontologies for the Semantic 
Web (Maedche, 2003).

• Although techniques and tools for ontology 
construction have been developed over the 
last decade, they provide little support to 

-
ing manner. Many relevant ontologies were 
constructed in a more manual manner than 

Celjuska, 2004). The labor-intensive and 
time-consuming manual construction has 

introduced a serious knowledge acquisition 
bottleneck in building ontologies. How to 
develop large and adequate ontologies within 
short timeframes to keep the cost down is an 
open question in the research community. 
One way to address this issue is to develop 
automatic techniques and tools for the con-
struction of ontologies. However, current 
technologies do not support fully automatic 
processes. While automatic construction 
of ontologies remains in the distant future, 
achieving semi-automation has become a 
compelling goal. When building ontologies 
from textual data, existing unsupervised ma-
chine learning techniques can be integrated 
into the process to achieve a higher degree 
of automation. This integration process is 
often referred to as ontology learning.

The role of ontology learning has been recog-
nized as an important process in ontology engi-
neering; in particular, a semi-automatic learning 
process is considered to simplify the process of 
ontology engineering. In the next section we pres-
ent the state of the art in ontology learning.

ONTOLOGY LEARNING FROM TEXT

Ontology learning has emerged as a new area 
aiming at the integration of multiple disciplines, to 
develop methodologies and techniques that can be 
used to facilitate the ontology construction process 
(Maedche, 2003). Generally, ontology learning is 
concerned with knowledge acquisition (Buitelaar, 

no consensus about the precise tasks an ontology 
learning framework needs included (Buitelaar et 
al., 2005). In the context of learning ontologies 

attempt that contributes to the understanding of 
ontology learning tasks. By analyzing the funda-
mental requirement of an ontology structure, they 
have proposed a set of subtasks. These subtasks 
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are organized in a layer cake with an increasing 
order of complexity of the learning target. From 
the simplest task sitting at the bottom layer to the 
complex task at the top layer, these subtasks learn 
terms, synonyms, concepts, concept hierarchies, 
relations, and rules. The state of the art of these 
subtasks is presented below.

Layer 1: Terms

This layer is concerned with term extraction 
from text. When free text is used as the source of 
data for creating ontologies, the task of ontology 
learning is concerned with knowledge acquisition 
from text. Term extraction is designed to identify 
relevant terms from text. The most commonly 
used technique is of feature selection, which is a 
process that selects a subset of the original feature 
set according to a given criteria (Liu, Liu, Chen, 

reliable feature set that retains the original mean-
ing of terms, help remove noise from source data, 
and provide a better understanding of the source 

2003; Osiski, 2004).
The extraction process is based on the weights 

the associated terms in the text. The technique 
used to derive such a weight is called term weight-
ing. Many term weighting schemes have been 
proposed. Among these, the most popular ones 
are Term Frequency (TF) and Term Frequency-In-
verse Document Frequency (TF-IDF). According 
to Salton and McGill (1983), TF is a measure of 
proportion to the standard occurrence frequency 
of each term in the document. The Inverse Docu-
ment Frequency (IDF) is the proportion to the 
total number of documents to which the term is 
assigned. IDF is often used with the TF to measure 
the similarity between documents, a scheme that 
is referred to as TF-IDF. Document Frequency 

of documents that contain a term. The idea behind 
Document Frequency Thresholding (DFT) is the 
assumption that rare terms make no contribution 
either to the category prediction or in the global 
performance. When used as a threshold, each 
unique term in the training set is compared to 
its DF. Terms are selected if their DFs are greater 
than some pre-determined threshold. For text 
categorization, it is simple and effective. It can 
be easily scaled to a large dataset with linear time 

not require class information, it can be applied to 
text clustering. The drawback is that each term 
is given the same importance in different docu-
ments to which they belong. For example, there 
might be common terms that are of high DF but 
uniformly distributed over different classes (Liu 
et al., 2003).

Term Strength
Pedersen, 1997; Liu et al., 2003) measures term 
importance based on the term’s co-occurrences 
in pairs of related documents in the collection. 
It is computed as the probability of a term in a 
document related to any documents that contain 
the term. Let di, dj be an arbitrary pair of related 
documents, and t a term, then the TS of term t 

TS(t)=Pr(t di | t dj), where Pr is the 
probability of t di to t dj.

The selection of a pair of related documents 
di and dj is based on the similarity between these 
documents. If the similarity value is above a 
threshold, then di and dj are related documents. 
Thus, a similarity measure and a threshold param-
eter are required for the TS calculation. Since the 
computation of similarity is performed on every 
possible pair of documents, the time complexity is 
quadratic in the number of training documents.

Term Contribution (TC) (Liu et al., 2003) 
computes the contribution of a term by document 
similarity using the dot product:

, 
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where f(t,d) denotes the tf*idf 
1983) weight of term t in document d. The TC of 

contribution to the documents’ similarities:

. 

If the weights of all terms are equal, set 
f(t,d)=1, then the value TC(t) can be written as 
TC(t)=DF(t)(DF(t)-1). When DF(t) is a positive in-
teger, the transformation increases monotonously. 
Thus, DF is a special case of TC. TC has a time 
complexity of O(MN2), where M is the dimen-
sion of the features and N the average number of 
documents in which per term occurs.

Liu et al. (2003) have found that TS and TC 
are better than DF. Compared to TS, TC has a 
lower time complexity. It is recommended as a 
better choice than TS as an unsupervised feature 
selection method for text clustering. These authors 
have also proposed an iterative feature selection 
method by utilizing some supervised methods. 
Details about this method can be found in Liu 
et al. (2003).

Works on this layer applied to ontology learn-
ing have been limited. The main issue is that 
the learning process is only concerned with the 
extraction of relevant terms. This can easily result 
in a lack of identifying terms’ internal semantic 
relations. For example, natural language text often 
contains a certain amount of synonyms. Thus, 
learning synonyms is important for knowledge 
acquisition from text.

Layer 2: Synonyms

A synonym is “a word having the same sense as 
another” (www.oed.com). Therefore, synonyms 
can reveal semantic similarity of terms. The main 

of the correct sense of a term in the given context. 
This issue is referred to as word sense disambigu-
ation (WSD), which was originally considered as 
one of the linguistic problems in traditional text 

analysis. In the context of ontology learning, ef-
forts have been channeled into utilizing WordNet 
(Fellbaum, 1998; WordNet, n.d.) and clustering 
algorithms.

WordNet is a lexical reference system. Inspired 
by current psycholinguistic theories of human lexi-
cal memory, WordNet organizes English nouns, 
verbs, adjectives, and adverbs into synonym sets, 
each representing one underlying lexical concept, 
referred to as synset. A word with multiple senses 
belongs to multiple synsets. WordNet consists 
of 115,424 concepts and 152,059 lexical words. 
Different relations (e.g., hypernym, hyponym, 
meronym, and holonym relations) are used to 
link the synonym sets in the form of ontologies. 
Since synsets are the basic building blocks of 
WordNet, the basic semantic relation in WordNet 
is synonymy (Fellbaum, 1998; WordNet, n.d.). 
Since WordNet is a linguistic resource for general-
purpose reference and it is free to be downloaded 
and accessed online, it has attracted much attention 
by the research community. However, its “static” 
content and “general-purpose only” restrict its 

terms are references to the domain knowledge. 
Clustering techniques are therefore utilized to 
enable the dynamic acquisition of synonyms. 
On the other hand, recent research has found 

meanings in some domain areas (Buitelaar et al., 
2005). A learning approach at this layer needs to 
take these issues into account during the learn-
ing process.

Layer 3: Concepts

Recall that concepts and their inter-relationships 
are the fundamental elements of an ontology. In 
WordNet, a set of synonyms called synset is de-

Staab, and Stumme (2003) and Chen, Alahakoon, 
and Indrawan (2005) has followed this practice. 
From a linguistic point of view, some of these 
works overlap with the learning of terms and 
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synonyms (Layers 2 and 3). Buitelaar et al. (2005) 
see a concept as a compound of:

•  A set of concept instances, and
•  A set of linguistic realization.

 In the case of natural language textual data, 
terms are linguistic realizations of concepts. In 
this light, ontology population (Etzioni et al., 2004) 
addresses the problem of learning concepts in an 
extensional context. With regard to the intentional 

-
ship to other concepts must be included. In addi-
tion, a description of the concept is also required. 

of the few works that can be found on learning 

relationships between concepts is considered a 
set of distinct tasks. Since relations in an ontol-
ogy can vary, what kind of relations an ontology 
can hold depends on the application domain and 
the purpose of building the ontology. Often, con-
cepts hold some taxonomic relationships among 
themselves. Each concept in the taxonomy is 
usually corresponding to different modules or 
sub-ontologies. Such a hierarchical architecture 
enables decomposition of the domain knowledge. 
Therefore, taxonomies are considered key compo-
nents of ontologies. Learning taxonomic relations 
is seen as a key task in learning ontologies. In the 
layer cake framework, it is referred to as concept 
hierarchies at Layer 4.

Layer 4: Concept Hierarchies

Concept hierarchies are presented in taxonomies. 

A taxonomic relation is subsumption, of which 
concept A subsumes concept B, if and only if any 
instances of B are necessarily instances of A (Gan-
don, 2002). In other words, a taxonomy holds is-a 

(1996), three approaches can be used to build a 
taxonomy of concepts. These approaches are:

• Top-down

• Bottom-up

• Combination (also known as middle-out) 

then generalizes and specializes them ap-
propriately.

These approaches have been employed by 
many methodologies for identifying concepts. For 
example, KACTUS uses a top-down approach. 
Skeletal, TOVE, and METHONTOLOGY use a 

strategy, but rather, it chooses a strategy accord-
ing to the application.

The choice of an approach is based on the 
domain, source data, and the purpose of building 
ontologies. Each approach results in a different 
level of detail. Top-down provides high-level 
philosophical considerations, making coherence 
maintenance facilitate. It enables better control 
of the level of detail and the reuse of ontologies. 
However, a risk of less stability and a miss of 
the commonality inherent in the complex web 
of interconnected concepts exist. Bottom-up 

The trade-off is the higher overall effort and 

related concepts. Combination encourages the 

modularity and stability of the result. It offers a 
balance of the level of detail. While this approach 
is being acknowledged as a better approach, it 
suffers from the workload of identifying the most 

Gandon, 2002).
Researchers have addressed the problem by 

integrating clustering and related techniques to 
form hierarchical clusters and label them. Labels 
are then extracted and presented in taxonomies. 
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The motivation of this line is to utilize unsuper-
vised hierarchical clustering techniques to achieve 
a higher degree of automation in the learning 
process. As Maedche and Staab (2000) have noted, 
common approaches currently being researched 
are to collect relevant concepts and cluster them 
into a hierarchy using combinations of statistic 
and linguistic data. For example, ASIUM (Faure 

learns semantic knowledge from text. It forms 
basic clusters by head words that occur with the 
same verb after the same preposition or with the 
same syntactical role. Using these classes as input, 
ASIUM builds an ontology level by level. It ag-
gregates the clusters and extracts concepts from 
newly formed clusters to represent the ontology of 
the domain. At each level the number of clusters 
to be aggregated is restricted to two. This restric-
tion may lead to an enormous number of useless 
classes. Hence, a process of removing all useless 
classes is performed in a post-processing phase. 
Experiments have shown that ASIUM performs 
well on a corpus of cooking recipes; however, the 
nature of the algorithm might not give a promis-
ing result in a general domain (Celjuska, 2004). 
Based on a top-down fashion, Khan and Luo 
(2002) modify the self-organizing tree (SOTA) 

topic tracking to construct a hierarchy. An auto-
matic concept selection algorithm from WordNet 
(Fellbaum, 1998; WordNet, n.d.) is integrated into 
their model for labeling.

While these approaches attempt to address 
the problem of knowledge acquisition bottle-
neck by targeting a higher degree of automatic 
process, there is a lack of consideration given to 
the resultant ontologies in the level of meeting 
the requirements or expectations. For example, 
what is the impact of the resultant hierarchy on 
the target ontology, e.g., ASIUM uses a bottom-

that may not meet the requirements of a practi-
cal application. When labeling clusters, how do 
you identify the abstraction level of clusters and 

the relationship between layers so that they can 

to construct the ontology? These two issues are 
referred to as taxonomic problem and semantic 
problem, respectively (Chen, 2006).

It is apparent that the taxonomic problem 
is closely related to the clustering techniques 
employed. To address the issue carefully, se-
lection of a clustering algorithm is required. 
Dimensions to be considered are the degree of 
automation and the ability to provide an adapt-
able hierarchy architecture. Since labels are 
based on the resultant clusters, the abstraction 
level of clusters and the number of layers in the 
hierarchy will have an impact on the semantic 
issues. Therefore, the clustering algorithm also 
needs to take these two dimensions into account. 
The Hierarchical GSOM Clustering (BHGSOM) 
(Chen et al., 2006) is a good example attempting 
to address these issues. It makes use of the spread 
factor of an unsupervised neural network model 
called Growing Self-Organizing Map (GSOM) 

The model minimizes the workload needed for 
discovering necessary layers in the hierarchy, 
implicitly supporting the ability to identify and 
limit the depth of the target taxonomies.

The semantic problem requires semantic 
commitments that are methods to guide the con-
struction of taxonomies. In the context of using 

the guiding of labeling process. Works at this 
level can be found in the semantic commitment 

On-
toDiscFM (Chen, 2006).

Semantic Commitment

language methodology called semantic commit-
ment to guide the construction of taxonomies. 
The method takes a semantic approach to nor-
malize the meaning of the concepts, which are 
the knowledge primitives of the ontology in a 
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natural way by using natural language. It consists 
of three steps:

•  Semantic normalization of terms that will 
be used later in the constructed ontology, 
by choosing linguistic labels and specifying 
the meaning of these labels used for naming 
the concepts. A taxonomy of notions is pro-
duced by using four principles of differential 
semantics:

• Similarity with parent (swp), the reason 
the notion inherits properties of the one 
that subsumes it;

• Similarity with siblings (sws), a prop-
erty to compare the notion with its 
siblings;

• Difference with siblings (dws), a prop-
erty to distinguish the notion from its 
siblings; and

• Difference with parent (dwp), a prop-
erty to distinguish the notion from its 
parent.

Interestingly, the authors have found that the 
swp and sws are shared among the notions of the 
same siblings. The dwp is the sum of sws and dws. 
The meaning of each node in the taxonomy is all 
the similarities and differences attached to all the 
notions from the most generic root to this node.

•  Knowledge formalization of primitives 
obtained, where notions become concepts, 
performing as formal primitives, and be-
come part of a referential ontology. Each 
concept has a set of domain objects. Hence, 
set operations can be used to obtain new 
concepts.

•  Ontology computation, where possible 
computational operations are performed on 
the referential concepts.

The semantic commitment approach has been 
implemented in a prototype and applied to build 

several ontologies. However, since semantic 
-

tracted ontology is valid only for a domain or task. 
In addition to a limit on the scope, the approach 
takes domain terms as input source, requiring 
other tools to discover domain terms.

OntoDiscFM (Chen, 2006) is a hybrid frame-
work for ontology discovery, which is a process 
of learning important lexical entries from a given 
set of text documents. Each of the learned lexical 
entries and relationships represent the underlying 
concepts and their taxonomic relationships that are 
contained in the documents. The learning process 
takes a clustering approach on a semantics base by 
integrating the lexical database WordNet and the 
neural network model BHGSOM. To improve the 
clustering performance and integrate the clusters 
into ontologies at the semantic level, three compo-
nents called Semantic Feature Extraction, Cluster 

with the semantic aspect highlighted below:

•  Semantic feature extraction extracts relevant 
features at the semantic level taking into ac-
count background knowledge of the source 
data. The extraction is supported by:

A concept tree
of background knowledge for a given 
concept,
A concept hierarchy that narrows the 
scope of background knowledge for 
identifying an appropriate concept in 
the concept tree,
A stopping criterion that determines the 
appropriate generalization of a concept 
in the concept tree,
A context factor
degree of generalization of a layer in 
the concept tree, and
A lookup table that contains semantics 
of the source data and their background 
knowledge. It is used to support the 
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•  Cluster labeling uses a semantically driven 
approach to label clusters. Labels contain 
background knowledge derived from the 
source data for clustering. Such labels cannot 
only uncover the meaning of clusters, but 
also reveal the relationship between layers 
of the hierarchy, providing a “foundation” 
for extracting taxonomy of concepts.

•   uses a set of heuristic 

semantics and background knowledge. With 
human intervention and domain knowledge 

an ontology perspective.

The semantic approach taken in labeling and 

attempt in presenting taxonomic skeletons with 
a “self-presenting” manner, which is the use of 
the semantic references learned from the source 
data. This semantics-based approach retains the 
information contained in the source data at a 
higher level.

In summary, taxonomies are key components 
of ontologies. Learning taxonomies is a key task in 
ontology learning. Works on this layer have been 
carried out; however, there remain issues. More 
research is required, in particular addressing the 
taxonomic problem and the semantic problem.

Layer 5: Relations

The task of this layer is to learn non-taxonomic 
relations. Although taxonomic relations is the key 
relation in ontologies, non-taxonomic relations 
may also play important roles in some applica-
tion domains, for example, part-of relations in 
medical domains (e.g., an ontology for describing 
human body structure). Learning non-taxonomic 

can be extracted is unknown. In other words, 
the extraction is often used to discover new re-
lationships between concepts. In case of natural 

language text as the source of data, statistical and 
linguistic analysis techniques are often used.

While non-taxonomic relation extraction is 
mostly in the acquisition of selection restric-
tions for verb arguments (Buitelaar et al., 2005), 
taxonomic relations usually hold between nouns. 
A novel approach making use of the taxonomies 
for discovering non-taxonomic relations has 
been proposed by Maedche and Staab (2000). 
The authors use a generalized association rule 
algorithm by analyzing statistical information 
about the linguistic output. They use background 
knowledge from the domain taxonomy to deter-
mine the appropriate level of abstraction at which 

Non-taxonomic relations appear as an im-
portant building block of ontologies. In some 
particular domain, it can be a major building 
block. However, work at this layer is still not well 
researched. More efforts are required.

Layer 6: Rules

The task at this layer is to learn rules from source 
data. Work in this area is rather rare. Recently, 
noticeable attention was raised by the PASCAL 
Recognizing Textual Entailment (RTE) Challenge 

-
vation behind the RTE is that natural language can 
have variability of semantic expressions. Different 
texts can represent or infer the same meaning, 
often resulting in many-to-many relations between 
language expressions and meanings. A model 
that can recognize mappings between different 
text variants and a particular target meaning is 
needed. In other words, it is used to recognize 
whether the meaning of one text fragment can 
be inferred from the other. The RTE has been 
proposed as a generic task that captures major 
semantic inference needs across applications 
processing natural languages.

Although works in this area remain under-
researched, the RTE has made an initial attempt 



  15

Learning Personalized Ontologies from Text: A Review on an Inherently Transdisciplinary Area

to address the problem of learning semantic en-
tailments for natural language applications such 
as question answering, information retrieval, 
information extraction, and (multi) document 
summarization. This research effort has greatly 
increased the awareness of the problem and could 
open up many new possibilities for the research 
community.

From the above study we can see that learn-
ing of terms, synonyms, concepts, and concept 
hierarchies are closely related to natural language 
processing and text clustering. Depending on 
definitions, these processes may overlap to 
some extent. There are taxonomic relations and 
non-taxonomic relations. While the former is 
necessary, the latter can vary, depending on the 
target and the application domain. The extraction 
of rules is a new area in ontology learning. The 
RTE has initiated an attempt in learning semantic 
entailments. All these learning tasks constitute 
the complex task of ontology learning. Central 
to the problem of these learning sub-tasks is the 
semantic problem. Ontology learning should 
aim at a higher degree of richness of semantic 
representation.

LEARNING ONTOLOGIES FOR 
PERSONALIZATION

To understand how ontologies can be applied to 
personalization, we start this section by introduc-
ing what personalization is in general, and Web 

-
cuss how techniques presented above can be uti-
lized to learn personalized ontologies as a means 
to personalization processes and services.

Personalization

Personalization is a process of customizing 
information access to end users. It has been re-
garded as one of the approaches to the problem 
of information overload. With the rapid increase 

of information available online, personalization 
has become a key component of Web applica-
tions to tailor information content, structure, and 
presentation to the needs of a particular user or a 

example is to create a personal gateway to a 
Web mail client such as Google or Yahoo! mail. 
This kind of personalization requires the user 
to specify the settings. More complex examples 
targeting automatic adjustment of information 
to meet the user’s requirements can be found in 
e-business applications. For example, Amazon’s 
(www.amazon.com) recommendation provides 
suggestions of books according to the similarities 
in the user’s purchase history.

The type of personalization applied to the 
Web can be any action for example, browsing 
the Web, trading stocks, or purchasing a book  
that makes a user’s Web experience personalized 
to his or her taste (Mobasher et al., 2000). Eirinaki 

-
tion process in four steps: collecting Web data, 
modeling and categorizing the collected data, 
analyzing the collected data, and determining 
actions to be performed. In the following we give 

are essential steps before a personalized action 
can be performed.

Web Data

Web data can vary. Generally, there are content 

data. Content data can be text, images, or struc-
tured data presented to the end user. Structure 
data represents the structure of the content, for 
example, HTML or XML tags used within a 
page and hyperlinks that connect pages. Usage 
data is data about a user’s Web experience such 
as IP address, access time, and path accessed. 

 provides user data such as 
demographic information, and the interests and 
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preferences of the user. Such information can be 
obtained from the user’s input (e.g., registration 
form or questionnaires) or inferred by analyzing 

Modeling and Categorizing Web Data

Depending on the application domain, the col-
lected data is pre-processed, for example, data 
cleaning and important features extraction. The 

-
egories for analyzing in the next step. Data mining 

the related data pre-processing techniques can be 

Analyzing Web Data

Existing analysis techniques have been largely 

Filtering -

A  tracks a user’s 
browsing behavior to discover his or her personal 

-

2003). Often machine learning techniques are 

learning of the user’s interest from the content of 
Web pages. A  relies 
on the user’s input. For example, input includes 
the rating of objects and explicitly expressing 
their preferences and interests. By making an as-
sumption that users with similar behaviors have 

for common preferences of different users then 
returns information predicted to be of interest for 
the users. A  requires 
users to answer a set of questions derived from a 
decision tree. The users’ answers are then used 

interest.
Web mining is a research area that develops 

techniques and methods to discover knowledge 

from the Web. Works in this area can be divided 

Web content mining, Web usage mining, and 
Web structure mining. Web content mining is 
to discover knowledge from the content of Web 
pages, Web usage mining analyzes Web usage 
data to discover usage patterns, and Web structure 
mining aims at mining the structure of the Web 
graph. Of these three mining spaces, Web usage 
mining concerned with user behaviors has a close 
relationship to the Web personalization. Since us-
age data are often collected when a user browses 
a Web site, they can capture the user’s navigation 
behaviors. Web usage mining based on such data 
is an approach to discover users’ interests, and 
thus it can be used for Web personalization.

The Role of Ontologies in 
Personalization

An important issue to a personalization process 
is the degree of automation. In other words, does 
the process require human involvement, and if 

systems, a manual process is very labor intensive 
and time consuming. In the Web environment, 
a lower degree of automation will introduce a 
bottleneck in discovering interesting patterns for 
personalization.

approaches rely heavily on the users’ participation 

since users may be reluctant to give true and/or 
complete data. In addition, users’ interests and 
preferences may change over time, so the collected 
data can be easily out of date (Mobasher et al., 

mining approaches attempt to apply machine 
learning methods to alleviate this problem. The 

level of quality or accuracy that can be achieved 
by human experts. Since much of the Web content 
data is unstructured textual data, content-based 
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a machine learning approach for text analysis has 

On the other hand, when there are limited textual 
contents, the semantic problem can be critical. 
Web mining usage approaches rely on the Web 
log data that captures users’ navigation behaviors. 
Such data can facilitate the exploitation of usage 
patterns dynamically. Integrating unsupervised 
learning techniques into the approach enable au-
tomatic construction of user models. However, the 
fact that this group of techniques relies solely on 
usage data can result in failure to understanding 
the meaning of the user’s interests. Consider that 
Sonja is reading a news article on The Australian 
newspaper Web site. The usage data captures her 
Web experience of browsing the Web site of the 
newspaper; however, it fails to capture the context 
of the story that has interested her. To better un-
derstand Sonja’s interests, we need to look inside 
the story. This feature is not supported by usage 
mining techniques, but the content-based model. 
Thus, exploiting multiple sources of information, 
for example, the combination of usage data and 
Web page contents, is the key to building an ef-

When applying a content-based filtering 
approach to the above example, we found that 
the article Sonja is reading describes kangaroo, 
koala, possum, and echidnas. Therefore we say 
that Sonja is interested in these animals. Given 
our knowledge that these animals are Australian 
animals, we can infer that Sonja is interested in 
Australian animals. However, without we humans 

-
tralian animal” as a “general” interest of Sonja. 
This is a problem of context in natural language 
processing. In addition, if Sonja is interested in 
Australian animals, is she also interested in other 
animals? An issue raised here is: how can her 
interests be represented at an appropriate level 
of granularity, for example, “Australian animal” 
or “animal”? Building personalized ontologies 

from Web textual data is one way to address 
these problems.

Taxonomies are key components of ontologies. 
An ontology with taxonomic relations provides the 
ability to represent users’ interests and preferences 
in a richer, more precise, and less ambiguous man-
ner than a keyword-based model. With taxonomic 
relations, an ontology organizes users’ interests 
and preferences at different levels of granularity 
in a hierarchical structure. In other words, users’ 
interests and preferences can be represented from 

for example, interests 
for broad topics such as traveling and working 
in China or Australia vs. preference for traveling 
and working in particular cities such as Beijing, 
Shanghai, Sydney, and Melbourne. However, it 
can be assumed that a user interested in knowl-
edge representation and reasoning techniques 
is interested in the area of  
Integrating ontology learning techniques into 

process (to a certain extent, the former overlaps 
with the latter), together with Web usage mining 
techniques to learn ontologies, can better discover 
an individual user’s interests and preferences, 
explicitly or implicitly, at a conceptual level. 
Since ontologies are learned from Web data that 

they are personalized and can be referred to as 
personalized ontologies. Such personalized on-
tologies can enhance the information retrieval 
process by complementing implicit preferences 
to explicit requests.

On the other hand, ontologies promise a shared 
and common understanding across humans and 
machines. The ability to provide formal, machine-

systems. Ontology-related languages such as 
RDF, OWL, and SRWL, which support inference 
mechanisms, can be used to improve the effective-
ness of the personalization process.
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How Personalized Ontologies Can 
Be Learned

As studied in the previous section, there are dif-
ferent levels of complexity on ontology learning 

of concepts and relations is the fundamental task 
of learning an ontology. In the above example, 
learning the concept of “Australian animal” and 
its relationships to “kangaroo”, “koala”, “pos-
sum”, and “echidnas”, as well as the relationships 
among these animals, is the key towards building 
an ontology to represent Sonja’s interests. One of 
the main problems of this process is how to learn 
the concept “Australian animal” when the word-
ing does not appear in the source data. In other 
words, the concept “Australian animal” is hid-
den behind the concepts of “kangaroo”, “koala”, 
“possum”, and “echidnas”. In this scenario, the 
concept of “Australian animal” is referred to as the 
background knowledge (Chen, 2006; Chen et al., 
2005; Hotho et al., 2003) or contextual information 

of “kangaroo,” “koala,” “possum,” and “echidnas.” 
When we humans read the article, we can easily 

knowledge. However, can it be achieved without 
humans involved? This is a problem related to 
the semantic problem. The other challenge is: is 
Sonja interested in all of the animals? This is a 

give a perfect answer. Apparently this is related 
to the taxonomic problem.

and Web mining techniques, can lead to better 
quality or accuracy of personalized ontologies 
that are learned.

A number of attempts to address these is-
sues from different aspects have been reported. 
Techniques from natural language processing, 
formal concept analysis (Ganter, 1999), and text 
clustering have been integrated or extended into 
these works to improve the quality of automati-
cally learning taxonomies (Bloehdorn, Cimiano, 

we study these research initiatives to understand 
how personalized ontologies can be learned in 
practice.

Formal Concept Analysis Approach

Formal Concept Analysis (FCA) (Ganter, 1999) 
is a systematic method mainly used for data 
analysis. It offers the ability to derive implicit 
inter-relationships between objects characterized 
by a set of attributes. Data is organized into sev-
eral units, each of which is a formal abstraction 
of concepts. Central to the FCA is the notion of 
a formal context that includes the common at-
tributes of a set of objects in the same class. As 
FCA provides an intentional description for the 
abstract concepts (data units), it can be used as a 
conceptual clustering technique.

Based on the FCA, Cimiano, Hotho, and Staab 
(2005) have proposed automatic taxonomy learn-

part-of-speech is tagged. Each sentence in the 
corpus is then parsed to a tree, from which verb/
subject, verb/object, and verb/prepositional phrase 
dependencies are extracted. The verb and the head 
of the subject, object, or prepositional phrase are 
extracted as pairs such that the verb and the heads 
are lemmatized. The corresponding verbs for each 
head are then used as the attributes for building 
the formal context. The approach not only does 
output clusters, but also an intentional description 
for each cluster. However, a main shortcoming of 
using FCA is that it produces a large lattice which 
can become an exponential size of the context 
and lead to an exponential time complexity. In 
other words, the resultant taxonomy may be too 

Hence, the taxonomic problem remains an issue 
with FCA-based approaches.
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Hierarchical Clustering Approach

Clustering is a division of data into clusters based 
on the similarity of features (Berkhin, 2002). 
Hierarchical clustering builds a tree of clusters, 
which are changed on the similarity level. In other 
words, clusters at one level are different from 
those at another level. Representing data on such 
structure enables exploring data on different levels 
of granularity, providing a more intuitive view 
that is close to the way humans view the world 
(Chen et al., 2006). Thus, hierarchical clustering 

concepts from textual data (Chen, 2006; Chen 
et al., 2004, 2005).

Hierarchical clusters can be built using a bot-
tom-up or top-down mechanism. Traditionally, 
hierarchical clustering techniques are categorized 
into agglomerative and divisive approaches 

Flynn, 1999), where:

•  Agglomerative clustering starts with one-
point clusters and recursively merges the two 
most similar clusters until all the clusters are 

stopping criterion is achieved (Jain et al., 
1999).

•  Divisive clustering considers the entire data-
set as one cluster and then recursively splits 
it into smaller clusters until an appropriate 
stopping criterion is achieved.

Details of clustering techniques and hierarchi-
cal text clustering techniques relevant to ontology 
learning can be found in Berkhin (2002) and Chen 
(2006), respectively.

Chien, 2005) is a clustering-based approach. The 
approach takes text segments as queries input into 
a real-world search engine, then uses the highly 
ranked search-result snippets as the contexts of 
input text segments. The motivation behind this 

idea is to exploit the Web. Short text segments 

extract reliable features, especially the contextual 
information. The authors believe that adequate 
information can be retrieved from large amounts of 
Web pages, as there are huge amounts of the avail-
able online indexed information. A agglomerative 
hierarchical clustering is developed to cluster text 
segments into a binary-tree hierarchy, which is 
then converted into a multi-way-tree hierarchy 
by using a top-down fashion based on the Min-
Max partitioning principle. The approach offers 
a higher chance to obtain adequate information 
for a text segment. However, the shortcomings are 
also apparent: it solely relies on a search engine 
and requires a lot of Web access in order to use 
the search results.

OntoLearn (Navigli et al., 2003; Missikof et 
al., 2002) was developed to automatically learn 
ontologies from domain texts. It consists of three 
phases:

1. Extracting terminologies from a corpus of 
domain text, then using natural language 

out the extracted terminologies that are not 

2. Semantically interpreting terms to deter-
mine the appropriate sense (concept) for 
each component of a complex term, then 
identifying semantic relations among these 
concepts by using WordNet and SemCor (in 
Missikof et al., 2002). A domain concept 
forest (DCF) is created to represent taxo-
nomic and other semantic relations among 
the complex domain concepts.

3. Creating a specialized view of WordNet. 
The DCF is used as a complementary com-
ponent to expand a core domain ontology. 
If domain ontologies are not available, the 
DCF is integrated into WordNet to create a 
domain ontology. The integration is achieved 
by attaching the domain concept trees of the 
DCF to the appropriate nodes in WordNet, 
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then it removes all branches that do not 
contain a domain node from the WordNet.

OntoLearn has been applied to automati-
cally translate multiword terms from English to 

comparative analysis across different domains 

not seen in other domains. To a certain extent, 
this relies on the contents of other domain corpus. 
More importantly, the involvements of analysis 
of other domain corpus increase the complexity. 
Another shortcoming with this approach is the 
static semantic relation extraction, since the rela-
tions are derived solely based on WordNet and 
SemCor. Thus, the semantic problem requires an 
improvement to the approach.

2001) is a semi-automatic approach for ontology 
learning. The learning process is based on the 
ontology structure O and its lexicon L (see the 

lexical entries in L and concepts in C. Traditional 
text processing TF-IDF and shallow processing 
techniques are used to extract the L. Each entry 
in L is considered as a potential candidate for a 
concept in C. Based on a hierarchical clustering 
model, a taxonomy (conceptual hierarchy HC) is 
extracted. The non-taxonomic relations R are then 
learned by using HC as a background knowledge 
resource and association rule mining technique. 
The approach allows import and reuse of exist-
ing ontologies. This process requires merging 

rules between structures. It is performed at the 

Note that the “internal” background knowledge 
(learned from the source data) is employed for 
labeling in the hierarchical clustering model and 
the relations R learning process.

Self-Organizing Map-Based Approach

Self-Organizing Map (SOM) (Kohonen, 1989) is 
an unsupervised neural network model that maps 
high-dimensional input space to low-dimensional 
output space. When the resulting map is a two-
dimensional topology, the intuitive visualization 
provides good exploration possibilities. It has been 
found that it has certain advantages for clustering 
high-dimensional data such as texts (Alahakoon 
et al., 2000; Nurnberger, 2001; Dittenbach, Merkl, 

context of learning ontologies from text, SOM and 
its variants have been utilized to learning clusters 
and mining semantics from textual data.

Dittenbach, Berger, and Merll (2004) have 
proposed to improve domain ontologies by using 
SOM to exploit hidden semantics from domain 
text documents. By encoding word contexts of 

-
tences consisting of nouns, verbs, and adverbs 
(e.g., “John walks fast”), terms are clustered 
based on their syntactic categories, namely nouns, 
verbs, and others (all other words). Each of these 
syntactic categories consists of a set of semantic 
classes. A semantic class is a group of relevant 
terms according to their semantic similarities 
that are measured by using statistical context 
analysis. These semantic and syntactic classes 
are presented on the resultant map. Such a map 
provides an intuitive view of the semantic relations 
among terms. It can also facilitate discovering 
synonyms, adding new relations among concepts, 
and detecting new concepts that can be added to 

the output space (a requirement of learning SOM 
clusters) can result in distort clusters, leading to 
inappropriate concepts and relations discovered. 
Since the visual map cannot tell the user what the 
resultant clusters are and where their boundaries 

semantic relations from the map relies on human 
input. In addition, it is well known that SOM lacks 
in providing hierarchical architecture. Using the 
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standard SOM model limits this approach applied 
to learning taxonomic relations.

The advantages and disadvantages of using 
SOM have been noted. Many research attempts 
have been reported. However, in the aspect of 
building hierarchical architecture, many of the 
existing techniques make no contribution to the 
fundamental structure of the standard SOM. As a 
result they inherit the static architecture from the 
standard SOM (Chen, 2006). BHGSOM (Chen, 
2006; Chen et al., 2006) attempts to address these 
issues to support learning ontologies from text. It 
is built on the GSOM algorithm, which is a SOM 
variant that can produce an adaptive architecture 
and has potential to build hierarchical clusters.

Using BHGSOM as the hierarchical cluster-
ing base, Chen (2006) proposed a hybrid frame-
work called OntoDiscFM to discover taxonomic 
skeletons for target ontologies. In an attempt to 
address the semantic problem and the taxonomic 
problem in a single mode, the framework intro-
duces several novel concepts, combined with 
background knowledge, to detect the appropri-
ate abstraction level of a concept with the goal 
of maximally retaining the original meaning of 
words and their inter-relationships. The initial 
background knowledge is derived from Word-
Net. Newly created ontologies are then used as 
a new background knowledge resource. Another 
novel aspect with this framework is that it learns 
semantic references from the source data to pres-
ent taxonomies in a “self-presenting” manner; 
thus, it retains the information contained in the 
source data at a higher level. In addition, the set 
of semantic references is also utilized to support 
the discovery of a multiple inheritance relations, 
which is one of the critical issues in ontology-based 
systems but is still under-researched. Moreover, 
these references are used to guide the validation 
at the semantic level. On the other hand, the 
approach has the potential to address the incre-
mental update issue by dynamically updating the 
semantic references. A limitation but interesting 
point is the relationship between the layer and the 

context factor. A context factor is used to identify 
the level of abstraction that a candidate concept 
should be. A linear scale of 10 between different 
layers of abstraction is given in the framework. 
Whether there are better scales for this parameter 
is a research question with this framework. The 
multiple inheritance gives another possibility 
to further research in combination with logical 
theories. Other challenges include exploiting more 
parts-of-speech in addition to the noun (the only 
part-of-speech exploited), integrating appropriate 
word sense disambiguation algorithms postponed 
in the framework, and considering semantic rela-
tions other than the is-a relation.

Discussion

-
niques, personalized ontologies can be learned 
from Web content data. Since much of the Web 
content data is unstructured textual data, the 
fundamental problem of learning personalized 
ontologies can be seen as the problem of learning 
ontologies from text. In this chapter, we focus on 
learning taxonomies, the core component for on-
tologies. A taxonomy of a personalized ontology 
can represent the user’s interests and preferences 
on different levels of granularity. Such a represen-
tation is richer, more precise, and less ambiguous 
than a keyword/item-based model.

The above study highlights the important role 
of unsupervised hierarchical clustering in learn-
ing taxonomic concepts for ontologies. Therefore, 
selection of a hierarchical clustering model is 
critical. Not only do we need to consider algo-
rithm issues such as agglomerative clustering vs. 
divisive clustering, but also knowing how it can 
address the taxonomic problem from an ontology’s 
perspective. On the other hand, the semantic 
problem is a fundamental issue. It involves the 
problem of context, meaning the ability to discover 
the user’s interests and preferences hidden in the 
source data. The context problem is extended to a 
validation problem when the ontologies are built. 
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This is a question about whether the validation 
can be processed at the semantic level to ensure 
the built ontologies capture the user’s interests 
and preferences semantically.

Research initiatives have shown that these 
problems can be addressed from different as-
pects by using different techniques such as FCA, 
traditional hierarchical clustering approaches, or 
SOM-based techniques with labeling algorithms, 
and different resources such as WordNet or do-

-
tage might become the disadvantage of another. 
For example, FCA-based approaches can achieve 
automatic learning processes and derive an ap-
propriate abstraction level of concepts; however, 
it may fail to address the taxonomic problem. The 
OntoLearn automatically performs the process 
with larger complexity and the dependence of 
WordNet and SemCor. OntoEdit allows reuse of 
existing ontologies, but requires human interven-
tion. It uses background knowledge learned from 
the source data, but does not consider background 
knowledge during feature extraction. We can 
see that none of these approaches addresses the 
taxonomic problem and the semantic problem in 
a single model. The OntoDiscFM is developed to 
tackle this issue. It utilizes background knowl-
edge during the whole process, addressing the 
semantic and taxonomic issues within a single 
model. Moreover, it supports multiple inheritance 
and validation at the semantic level. However, the 
design of a more appropriate context factor scale 
requires more efforts.

An important issue with taking a hierarchical 
clustering approach is the need of pre-processing 
source data. Since existing clustering algorithms 
require input in numeric form, coding text and 
scaling them to numbers can result in the loss of 
semantics (“meaning”) in text. Therefore, careful 
pre-processing is essential. A common approach is 
to perform term extraction. Advanced techniques 
consider synonym/concept extraction with back-
ground knowledge (Chen, 2006; Chen et al., 2005). 
Another important issue is the post-processing of 

resultant clusters, referred to as cluster labeling, 
a semantic problem. Background knowledge has 
been found that shows certain advantages to the 
semantic problem (Chen, 2006; Maedche, 2003; 

The issue of dynamically capturing the user’s 

of Web pages is regarded as the problem of ontol-
ogy evolution. Although the OntoDiscFM has the 
potential to address the incremental update issue 
by dynamically updating the semantic references, 
it does not address many sub-problems of ontology 
evolution such as ontology versioning, merging, 
and alignment. As the Web becomes increasingly 
complex, it can lead to unreliable, inconsistent, 
invalid, and outdated information. To keep the 
constructed personalized ontologies up to date, 
issues like “how can the user’s new interests and 
preferences be accommodated and still retain the 
logical integrity of the ontology” and “how can a 
collection of ontologies of the user be maintained 
consistently during the revision process” must be 
taken into account. Belief revision

is a possible solution to such issues. It describes 
the change process in non-monotonic knowledge 
bases, providing mechanisms to incorporate new 
information into the knowledge base without 
compromising its integrity. It also deals with 
inconsistency when the new knowledge needs 

1998). One well-known model in belief revision 

framework based on the principle of minimal 
change to model ideal and rational changes to 
repositories of information. It provides potential 
direction on how ontologies should evolve (Foo, 

logical theories that involve addition and removal 
of facts (Williams, 1998). All potential facts and 
theories are assumed to reside within a given 
ontology (Foo, 1995). Following the principle of 
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proposed an approach called DMA to minimize 
the loss of information. Kang and Lau (2004) have 
discussed the feasibility of using the concept of 
belief revision based on the AGM model for on-
tology revision. As the authors have pointed out, 
investigation of maintaining ontology versions and 
a library to handle issues in ontology revision is 
needed. More research efforts are required before 
principles can be established and exploited.

In summary, techniques of ontology learning 

and Web mining techniques to learning personal-
ized ontologies for Web personalization. Research 
efforts have been reported; however, more work 
is still required. In the next section we describe 
possible future research works in this area.

FUTURE RESEARCH DIRECTIONS

inherently transdisciplinary area. Personalized 
ontology learning for personalization involves 
Web technologies and therefore presents more 
challenges. Establishing new connections with 
other areas is an important step towards the success 
of establishing principles. The future directions 
presented below may open up many opportunities 
to the research community.

Contextual Information Extraction

Contextual information plays an important role in 
the quality and accuracy of personalization sys-
tems. Contextual information learning involves 
issues such as degree of automation vs. level 
of quality and accuracy. How to automatically 
extract contexts at a higher level of quality and 
accuracy is still an open question. Exploiting this 
problem would lead to a valuable contribution to 
future work.

Ontology Evolution

Since a user’s needs, interests, and preferences 
change over time, personalized ontologies must 
also evolve. More work needs to be conducted 
to understand ontology dynamics and to build 
personalized applications which are elaboration 
tolerant (McCarthy, 2003). An exciting application 
domain in which ontology evolution is crucial is 
robotics. Robots with an explicit representation 
about their knowledge are enabled because it al-
lows them to ground their representations more ef-
fectively and to reason about their representations 

-

Parts-of-Speech

Most existing works have focused on extracting 
noun information. Although nouns play a key 
role in the information obtaining, other parts-of-
speech such as verbs, adjectives, and adverbs are 
also important, especially for learning semantic 
relations other than the “is-a” relation. Therefore, 
work on parts-of-speech is expected to generate 
potential future research fruits.

Word Sense Disambiguation

Word sense disambiguation (WSD) is necessary 
for natural language analysis. There is a research 
community dedicated to the WSD, which is a 
richer and expensive research topic. WSD in the 
ontology learning processes would open up many 
possibilities.

Semantic Relations and Rules

As studied above, there are few works on learning 
non-taxonomic relations and rules for ontologies. 
These two elements are important building blocks 



24  

Learning Personalized Ontologies from Text: A Review on an Inherently Transdisciplinary Area

research work is expected to yield important 
results in the near future.

Multiple Inheritance

Multiple inheritance is an important issue in build-
ing ontologies. It is a problem that is strongly con-
nected to the semantic problem and the taxonomic 
problem. There is also the potential to integrate 
fuzzy logic. To the best of our knowledge, very 
few efforts have been reported. In reality, multiple 
inheritance is prevalent and therefore research 
needs to be directed into this area particularly 
for ontology learning and personalization ap-
plications.

Personalized Web Services

Web services can enhance e-business manage-
ment. While this is not a new concept, there 
remain potential developments such as how to 
use personalized ontologies to enable agents to 

-
vices for personalization systems. On the other 
hand, to enable a service sharing context with 
other services, for example when it is requested 
to connect to a third-party Web service, it is es-
sential to establish standard representations for 
the shared context. Can personalized ontologies 
dynamically capture the shared context and be the 
standard representations? Exploiting such issues 
to develop personalized Web services to enhance 
e-business management would be valuable.

Multi-Linguistics Web 
Personalization

The Web is worldwide. There are many types of 
natural languages used on the Web. Works pre-
sented in this chapter are applicable to English 
language only. Exploiting techniques that can be 
applied to languages other than English-like such 
as Chinese is still under-researched. Different 
languages may require different techniques to 

support. Multiple linguistics personalization is a 
challenging future direction in the area of Web 
personalization.
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ABSTRACT

The problem of 
not rated, given a set of historical ratings for this and other items from a community of users. A plethora 

-
tion of how much a user will like a particular item, based on how other users with similar preferences 
have rated this item. This chapter aims to provide an overview of various proposed design options for 

well as their study and implementation by recommender systems’ researchers and developers. For this 
purpose, the chapter extends a series of design stages of neighborhood-based algorithms, as they have 

alternatives for each design stage and provides an overview of potential design options.

INTRODUCTION

About two decades ago, Malone, Grant, Turbak, 
Brobst, and Cohen (1987) provided an overview 
of intelligent information sharing systems, iden-

tifying a fundamental categorization of systems 
that support access to highly dynamic informa-
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1. Cognitive  systems such as the ones 
that characterize the contents of an informa-
tion resource (shortly referred to as an item) 
and the information needs of potential item 
users, and then use these representations to 
intelligently match items to users; and

2. Sociological  systems such as the 
ones that are working based on the personal 
and organizational interrelationships of 
individuals in a community.

Early information sharing systems belonged 

according to a set of textual keywords. Collab-

representatives of the second category. They ad-
dressed two shortcomings of text-based systems 
(Konstan, 2004):

1. The often overwhelming number of on-topic 
items (ones that would be all selected by a 

by the introduction of further evaluating 
the items based on human judgment about 
their quality, and

has been addressed by judging them on 
subjective criteria such as human taste.

-
ing is to predict how well a user will like an item 
that he has not rated (also called “evaluated” in 
the rest of this chapter), given a set of historical 
ratings for this and other items from a community 

space can be formulated as a matrix of users 
vs. items (or user-rating matrix), with each cell 

this formulation, the problem refers to predicting 

user’s rating for an item).

have been proposed in related literature. The most 

popular approach is the adoption of traditional 

1967), which are appropriately adapted to suit col-

prediction based on the ratings of a relatively small 
number of neighbors with preferences similar to 
the ones of the targeted user. Different aspects of 
neighborhood-based algorithms are explored by 
various researchers, leading to a wide variety of 

-
ing system. On the other hand, since the study of 
Herlocker et al. (2002), there has not appeared in 
the literature an overview of the various proposed 
design options and how they can be considered 
for implementation in an integrated manner.

In this direction, this chapter aims to provide 
an overview of various proposed design options 

systems, in order to facilitate their better under-
standing, as well as their study and implementa-
tion by recommender systems’ researchers and 
developers. For this purpose, the chapter builds 
upon a series of design stages for neighborhood-

-
lou, 2006a). Then it reviews proposed alternatives 
for each design stage and provides an overview 
of potential design options.

it follows: In the next section, the background of 
this study is presented, by introducing neighbor-
hood-based algorithms for single-attribute col-

stages of a neighborhood-based algorithm. Each 
stage is further discussed, and methods for its 
implementation are reviewed. We next provide a 
synopsis of the reviewed design options, identify 
possible further extensions, and present the con-

directions for future research.
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BACKGROUND

the major classes of recommender systems. These 
-

vidualized recommendations as output or has the 
effect of guiding the user in a personalized way 
to interesting or useful items in a large space of 
possible options (Burke, 2002). As related stud-
ies indicate, the methods that may be engaged in 
recommender systems generally include (Schafer 

-

• Raw retrieval of items where no particular 
personalization method is engaged and 
recommended items are presented as results 
of typical search queries. For example, the 
results returned in some query in Google 
(www.google.com) will be the same for all 
users, if they use the same keywords and 
are from the same geographical area.

• Manual selection of recommendations, 
for example when some experts, opinion 
leaders, or plain users recommend a list of 
items to all users. A characteristic example 
is Amazon’s Listmania feature (www.ama-
zon.com/listmania), where some user selects 
and proposes to other users a list of recom-

“Recommended Family Books” by Megan 
Destra).

• Content-based recommendation methods 
which characterize the contents of the item 
and the information needs of potential item 
users, and then use these representations to 
match items to users for example, the news 
personalization service of Findory.com, 
which monitors articles that users read in 
order to propose them with related articles, 
books, or blogs.

•
methods that recommend items to a user 
according to what people with similar tastes 

and preferences liked in the past. One of the 
most well-known systems is MovieLens 
(movielens.umn.edu), which was developed 
at the University of Minnesota and proposes 
movies to users according to the ratings they 
provide for movies they have seen and the 
ratings that other users with similar tastes 
have provided.

• Hybrid approaches that combine some of 
the above methods. For instance, Amazon’s 
recommendation services are now using a 
combination of the above methods, including 

based recommendation service.

large majority of recommender systems and have 
found their way into many implemented systems 

performing content indexing or content analysis, 

interest ratings from the members of a participat-
ing community (Herlocker et al., 2002). They can 
be considered complementary to content-based 
systems, since they aim at learning predictive 
models of user preferences, interests, or behav-
iors from community data that is, a database 
of available user preferences.

As mentioned earlier, in the problem of collabora-

as a user-rating matrix, with each cell storing a 

2002). Under this formulation, the problem of pre-
dicting how well a user will like an item that he or 
she has not rated actually refers to predicting the 

matrix. As Herlocker et al. (2002) state, in collab-

very sparse, since each user will only have rated 
a small percentage of the total number of items. 
Table 1 illustrates a classic example of a user-
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rating matrix that demonstrates how predictions 
are being computed for movies in a collaborative 

Poly would give to the movie Half Nelson.

formally formulated as follows (Adomavicius 

2006a): let C be the set of all users and S the set of 
all possible items that can be recommended. We 

)(sU c  a utility function SCsU c :)(
that measures the appropriateness of recommend-
ing an item s to user c. It is assumed that this 
function is not known for the whole C x S space, 
but only on some subset of it. Therefore, in the 
context of recommendation, we want each user c
C 
to estimate (or approach) the utility function )(xU c  
for an item x of the space S for which )(xU c  is not 
yet known, or to choose a set of items x SS  
that will maximize )(xU c .

predict the utility of items for a particular user 
(called active user), based on the items previously 

2005). That is, the utility )(xU a  of item x for the 
active user a is estimated based on the utilities 

)(xU c assigned to item x by those users Cc who 

are ‘similar’ to user a. For single-attribute col-

section), it corresponds to the prediction of the 
rating xa

aa rxrxU ,)()( , according to the ratings 
xc

cc rxrxU ,)()(  provided by the users Cc who 
are ‘similar’ to user a (where a rating is allowed 

maxmin ,..., rr ).

Collaborative Filtering Algorithms

Several algorithmic approaches have been ap-
plied to support prediction of unknown ratings 

distinguished to memory-based (or heuristic-
based) approaches and to model-based approaches 

operate as heuristics that make rating predictions 
based on the entire collection of previously rated 
items by the users. In contrast, model-based al-
gorithms use the collection of ratings in order to 
build a model, which is then used to make rating 
predictions. Model-based systems mostly include 

support vector machines (Maritza, Gonzalez-

2004), Bayesian networks (Breese et al., 1998), 
probabilistic latent semantic analysis (Hoffman, 
2003), binary logistic regression (Lee, Jun, Lee, 

(inspired by the example given by Herlocker et al., 2002)

Spiderman 3 Hoop dreams Contact Half Nelson

Nikos 5 5 4

Tina 2 5 3

Mary 2 4 2

Poly 5 1 5 ?
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mining techniques such as decision tree induction 

2002; Kim et al., 2005). Memory-based systems 
are usually built upon user-to-user algorithms 

are also some hybrid approaches, combining these 

(Xue et al., 2005).
In this chapter, the focus is on memory-based 

algorithms, which are still the most popular ones. 
The main reason for their popularity is that they are 
simple and intuitive on a conceptual level, while 
avoiding the complications of a computationally 
expensive model-building stage (Adomavicius 

are the so-called neighborhood-based ones (Her-

2004). These have their roots in instance-based 
learning (IBL) techniques that are very popular 

Albert, 1991). The nearest neighbor algorithm is 
one of the most straightforward IBL algorithms 

IBL algorithms use a function that represents the 
distance between one distance and another (also 
called a similarity function) to determine how 
close a new instance is to stored instances, and 
use the nearest instance or instances to predict 

Collaborative Filtering Stages

The plethora of proposed approaches in neighbor-

engages various methods and techniques at each 
stage of an algorithm. Building upon the stages 
of neighborhood-based algorithms that have been 

• Stage A Data preparation: Some algo-
rithms apply some data processing/prepara-
tion technique in order to face the problem of 
sparsity in the user-item matrix. This stage 
is not considered a part of the algorithm, but 
an initial preparation phase.

• Stage B Similarity calculation: This 
is the core stage of the algorithm, where 
the method for calculating the similarity 
between the examined user and the rest of 
the users is calculated.

• Stage C Feature weighting: This con-
cerns the engagement of a feature weighting 
method, which further weights similarity 
according to the characteristics of each 
user.

• Stage D Similarity processing: An ad-
ditional stage where similarity is further-
more weighted, according to some heuristic 
criteria.

• Stage E Neighborhood formation/se-
lection: This refers to the method engaged 
for the selection of the set of users to be 
considered for producing the prediction 
(neighborhood formation).

• Stage F Contributing ratings normal-
ization: A stage normalizing the ratings that 
the users in the neighborhood have provided 
for the unknown item, before these are used 
to formulate a prediction for the examined 
user.

• Stage G Combining ratings for predic-
tion:
to combine the ratings that the users in the 
neighborhood have provided for the un-
known item, in order to predict its utility 
for the examined user.

For each one of these design stages, methods 
and techniques that have been proposed so far in 
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the literature will be reviewed in the following 
sections of this chapter.

DATA PREPARATION

This preliminary stage refers to the preparation of 
the user-item matrix, in order to address problems 
of sparsity and thus to improve the performance 
of the algorithms. The following approaches may 
be followed.

None

input data is the original user-rating matrix, where 
no processing is being applied. Characteristic 
examples are the algorithms of Herlocker et al. 
(2002) and Shardanand and Maes (1995).

Default Voting

Default voting refers to the usage of a technique 
introduced by Breese et al. (1998), in order to 
address the sparsity problem. It arose from the 
observation that when there are relatively few 
ratings (votes) for either the active user or each 
of the other examined users, the algorithm is not 
able to perform well (and sometimes not able 
to produce a prediction at all), since it operates 
on the intersection of the items both individuals 
have rated. The technique assumes some default 
rating infillr  for items that have been rated by one 
user but for which there are no explicit ratings 
from the other one. In addition, it assumes the 
same default rating value infillr for some number 
of additional items that neither user has rated. 
According to Breese et al. (1998), this has the 
effect of assuming that there is some additional 

voted on, but both would nonetheless agree on. In 

neutral or somewhat negative preference for these 
unobserved items. According to Sarwar (2001), 

the following schemes can be used in order to 
implement default voting in a neighborhood-based 

• User-average scheme: In this scheme, we 
calculate the average user rating:

 

c

s

v vc
meanc s

r
r

cˆ

1 ,
,      (1)

 
   for each user c, where cŝ  is the number of 

items that this user has rated in the past (if cŝ

=0, then a default rating such as 
2

minmax rr
r infill  

can be assigned). Then, this average user 
rating is used to replace the missing values 
for the particular user c. This approach is 
based on the idea that a user’s rating for a 
new item can be simply predicted if we take 
into account the cŝ  past ratings of this user. 
Therefore, for each item Ss , the assumed 
rating for user c is calculated from:

sc

meanc
infill r

r
r

,

,
, if user c has not rated item s 

            , if user c has rated item s with  rc,s

      (2)

• Item-average scheme: In this scheme, an 
item average:

 

s

c

v sv
smean c

r
r

s

ˆ

ˆ

1 ,
,

 
      (3)  

s, using the ratings that sĉ  users (who 
have previously rated item s) have provided. 
Similarly, if 0ˆsc , then a default rating such 
as:
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 2
minmax rr

r infill     (4)

 can be assigned. If not, for each item Ss , 
the assumed rating for user c is calculated 
from:

 

sc

smean
infill r

r
r

,

,
, if user c has not rated item s 

    
            , if user c has rated item s with  rc,s

      (5)

• Composite scheme: In this scheme, col-
lected information about both the users and 
the items contributes to the default voting 
value. The main idea behind this approach 
is that it uses the average of user c on item s 
and then adds a correction factor according to 

users. More formally, assuming that there ex-
ists a set C  with sĉ  users (

sccccC ˆ21 ,...,, ) 
who have all rated item s in the past, then the 
correction term that is introduced for some 
user Ccv ( scv ˆ1 ) can be calculated as 

smeanscv rr
v ,,

composite rating) can be then calculated 
from the following formula:

sc

s

c

v v
meanc

infill

r
c

rr

s

,

ˆ

1
, ˆ

   
    , if user c has not rated item s 

           , if user c has rated item s with  rc,s

      
      (6)

If the two mean rating factors (i.e., meancr ,  
and smeanr , ) are interchanged and an appropriate 

v (with csv ˆ1 ), a 
similar composite rating formula can be produced 

Sarwar (2001) have indicated that the composite 
scheme has the best predicting accuracy from 

all three. Nevertheless, its main drawback is that 
it requires intensive calculations in order to be 
computed for all missing values in the original 
user-item matrix.

Data Blurring

-
locker, 2004) was proposed as appropriate for 
completing missing values of the user-item matrix 
in cases when items can be distinguished among 
classes (e.g., genres). The underlying assumption 
is that a user will prefer a particular item if the 
other items of the same genre are preferred. Kim 
et al. (2004) apply data blurring for items that are 
described by multiple features (attributes). The 
basic concept is that if a user prefers an item with 
feature value jdesired, then it can be inferred that 
the user will also have some preference for other 
items that have value jdesired on this feature. Kim 
et al. (2004) presented a formal way for comput-
ing blurring values based on binary preferences 
(items are either ‘preferred’ or ‘unknown’). They 

s will be 
preferred by a user c (i.e., that it would receive a 
rating desired

sc jr , , where maxmin rjr desired ) can be 
1,scP , whereas the probability that it 

will not be preferred (i.e., desired
sc jr , ) can be de-

0,scP . Then, they engage two techniques: 

using previous ratings on items of this class, and 

by using previous ratings by users on the items of 
this class. For the case that we examine that is, 
multi-valued ratings upon a single attribute the 
calculation of the data blurring values can be 
calculated as it follows:

• Row-wise: The probability that for the par-
ticular item s the user c has some preferred 
value jdesired can be related to the probability 
that the items in the class of s have been rated 
with value jdesired by the rest of the users. It 
can be calculated using the distribution of 
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ratings from all users that have rated the 
items of its class.

• Column-wise: The probability that for the 
particular item s the user c has some preferred 
value jdesired can be related to the probability 
that the user has provided value jdesired to the 
set of items that belong to the same class 
with item s. Again, it can be calculated us-
ing the distribution of ratings that this user 
has provided to the items of its class.

Dimensionality Reduction

The dimensionality reduction approaches remove 

order to condense the user-item matrix. A charac-
teristic approach is aggregating items into classes 
of related items, and considering the ratings that 
users give upon those classes, in order to produce 
more dense matrixes which are transformed from 

Techniques such as singular value decomposition 
(SVD) (Sarwar et al., 2000), principal component 

Perkins, 2001), or latent semantic indexing (LSI) 
(Hoffman, 2003) may be used for this purpose. 
However, potentially useful information may be 
lost during the reduction process (Papagelis, Rou-

SIMILARITY CALCULATION

At this stage, a particular method is engaged to 
calculate the similarity between two users (the 
active user and each other user that has provided 
a rating on the unknown item) based on the y
items they have both rated in the past (if y = 0, 
then the similarity of a with this user cannot 
be calculated, and this user is ignored from the 
calculation of the prediction). The method to be 
selected calculates the similarity using the ratings 
on these co-rated items. Several approaches have 

Closeness

A rather simple approach that can be found in 
related literature is the one used in the LikeMinds 

Yu, 1999). It calculates similarity based on the 
absolute value of the difference between ratings. 

a 
and another user c closeness 
function , ,( )a s c sC r r  that is based on the absolute 
value of the difference between two ratings for an 
item s. The closeness value total CVTa,c
as the sum of all closeness function values, over 
all items rated in common between two users a 
and c: , , ,1

( )y
a c a i c ii

CVT C r r . Then, the similar-
ity between the two users can be computed as a 
scaled average value of CVTa,c, such as:

y
CVT

casim ca,),(     (7)

y
y

CVT
casim ca

2
, log),(    (8)

the second calculation is the logarithmically scaled 
average value of the closeness function values.

L1-Norm

Another simple measure of similarity between 
the vectors of the y co-rated items of two users 
(i.e., ],...,[ ,1, yaa

a rrr  and ],...,[ ,1, ycc
c rrr , where for 

simplicity reasons we use the notation icr , to refer 
to the ratings of the item ic with yi ,...,1 ), is the 

2005). This is computed using the following 
formula:

2
,1

2
1

2
,

2
1 ,,

2

11

,1),(
ic

y

i i
y

i iai

y

i iciai

ca

ca
ca

rfrf

rrf

rr
rrrrLcasim

  
      (9)
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The weighting factor fi depends on whether a 
feature weighting method is engaged in the fol-
lowing stage. At this point, we are not concerned 
about how this factor is calculated (e.g., it may be 
assumed that fi is equal to ‘1’ and that it does not 
affect the calculation of similarity).

Mean Square Differences

Shardanand and Maes (1995), which calculates 
the similarity of two users, according to the mean 
squared distance of the ratings upon each co-rated 
item. The formula used is:

y

i i

y

i iciai

fy

rrf
casim

1
2

1
2

,,
2

),(
      (10)

Euclidian Distance

Another elementary approach is the one engaging 
the Euclidian distance formula in order to measure 
the distance between the ratings of the active user 

2004). According to the following formula, the 
larger the distance, the smaller the similarity 
between the two users is:

y

i i

y

i iciai

f

rrf
casim

1
2

1
2

,,
2

1),(      (11)

Vector/Cosine Similarity

One of the most popular similarity metrics in infor-
mation retrieval literature is the cosine similarity 
measure between two vectors, also referred to as 
the L2-Norm (Spertus et al., 2005). In collabora-

between the vector of active user’s ratings ar and 

the vector of some other user’s ratings cr  of the 
y co-rated items:

22

,cos),(
ca

ca
ca

rr
rrrrcasim

2
,1

2
1

2
,

2

1 ,,
2

ic
y

i i
y

i iai

y

i iciai

rfrf

rrf

      (12)

Pearson Correlation

The most popular similarity metric used in col-

1994; Sarwar et al., 2000; Herlocker et al., 2002; 

correlation factor between the set of ratings that 
the active user has provided in the past, and the 
set of ratings that the other user has provided. It 
is calculated using the following formula:

y

i

y

i meancicimeanaiai

y

i meancicmeanaiai

rrfrrf

rrrrf
casim

1 1

2

,,
22

,,
2

1 ,,,,
2

),(

      (13)

where (as mentioned earlier) meanar , is the mean 
value of the ratings of the active user, and meancr ,

the mean value of the ratings of the other user.

Constrained Pearson Correlation

A variation of the previous formula, where a 
constant is used instead of the mean ratings of 
the users, is the constrained Pearson correlation 
factor. It was introduced by Shardanand and Maes 
(1995), and it calculates similarity using one of 
the following formulas:

y

i

y

i iciiai

y

i iciai

midrfmidrf

midrmidrf
casim

1 1
2

,
22

,
2

1 ,,
2

),(
  
      (14)

where mid is the middle of the evaluation scale 
used for the rating, or



  39

Overview of Design Options for Neighborhood-Based Collaborative Filtering Systems

y

i

y

i ciciaiai

y

i cicaiai

medianrfmedianrf

medianrmedianrf
casim

1 1
2
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22
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2
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2
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where the median of each user’s ratings is used.

Spearman Correlation

A similar approach is using the Spearman rank 

measure of correlations between the ranks that 
ratings have for each user, instead of rating values 
(Herlocker et al., 2002). To compute Spearman’s 
correlation, each user’s list of ratings is converted 
to a list of ranks, where the user’s highest rating 
gets rank ‘1’. Tied ratings get the average of the 
ranks for their spot. Then similarity is calculated 
using the following formula:

y
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i meancicimeanaiai
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kkfkkf

kkkkf
casim

1 1

2

,,
22

,,
2

1 ,,,,
2

),(

      (16)

where ka,i represents the rank of the active user’s 
rating of item i, and kc,i the rank of the other user’s 
rating of item i. With 

meanak ,
and meanck , the formula 

refers to the average rank positions that the items 
have for users a and c, respectively.

Variance Weighting

squared difference method which incorporates 
an item variance weight factor. It was proposed 
by Herlocker et al. (2002), who calculated a 
variance weight for each item and then added a 
normalizing factor vari in the denominator. The 
following formula occurred for the calculation 
of the similarity:
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where the item variance weight factor is calculated 
using the following formulas:
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In the above formulas, 
maxĉ  is the total num-

ber of users considered in the system, imeanr , is (as 
noted earlier) the mean value of ratings that has 
been given to item i, and varmin and varmax are 
selected as the minimum and maximum values 
of the variance of all examined items that users 
a and c have rated. By incorporating a variance 
weighting factor, Herlocker et al. (2002) aimed to 

low variance, and thus improve the performance 
of the algorithm.

Clark’s Distance

A distance metric that was recently proposed for 
recommender systems is Clark’s distance (de la 

using the following formula:
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Probabilistic Rating Pattern

The motivation of this approach comes from the 
fact that two users with very similar preferences 
on items may have very different rating schemes 

)(, srr c
sc  

that a user c provides for an item s, Jin et al. (2003) 
)(sPc that the user actually 

prefers the particular item. This means that even 
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if two different users provide the same rating 
value, the probability that they would actually 
select this item from the set of available ones 

the distribution of probability )(sPc , consider-
ing rating )(sr c . For simplicity reasons, Jin et al. 
(2003) consider this as a Gaussian distribution 

csrcsrN cc ),(,),( , which centers at csr c ),(
with a width of csr c ),( . Jin et al. (2003) have 
therefore proposed the separation (decoupling) 
of the preference model from the rating scheme, 

two different similarity notions: the similarity 
between the preference patterns ( ),( casim P ) and 
the similarity of the rating patterns ( ),( casim R ).

• Rating pattern similarity: Jin et al. (2003) 
a and c as the 

likelihood of mistaking user a as user c, giv-
ing the rating pattern of a. Assuming that the 
user selects a rating maxmin ,..., rrj

the rating pattern as max1),,()(~ rjcjCcR , 
where ),( cRC is the count of items rated with 
value j ),( casim R can 

c

R

caRp
caRp

aRp
cpcaRpaRcpcasim

|)(~
|)(~

)(~
|)(~

)(~|),(
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 where 
c

caRp |)(~
 is the sum of probabilities 

that any other user Cc has rated items 
with a pattern )(~ aR (i.e., identical to the one 
of user a). This last step also requires the 
assumption that every user has the same 
prior )(ap . By assuming that every rating is 
generated independently of others, caRp |)(~  
can be expressed as:

 max

min

),()|(|)(~ r

rj
ajCcjpcaRp  (22)

 where )|( cjp stands for the likelihood for 
user a to come up with rating j for an arbi-

trary item, and ),( ajC  is the count of items 
that a has rated with j.

• Preference pattern similarity: The prefer-
ence similarity of user a and user c, ),( casim P , 
can be computed as the likelihood of mistaking 
user c as user a, given the preference pattern 
of a. Let Sa be the set of items that are rated 
by user a. The preference pattern of user a 

)(~ aP

 
aaa

a SsasrSssPaP |),(|)()(~

      (23)

 The preference similarity of users a and c 
can be similarly written as:

c

P

caPp
caPp

aPp
cpcaPpaPcpcasim

|)(~
|)(~

)(~
|)(~

)(~|),(

      (24)

Similarly, c
caPp |)(~

 is the sum of probabilities 
that any other user Cc has a preference pattern 

)(~ aP (i.e., identical to the one of user a). Assuming 
that each item is generated independently from 
others, caPp |)(~

 can be expressed as:

a

a

Ss

asrc csrcaPp ),(),(|)(~   (25)

Jin  e t  a l .  (2003)  have calcu la ted 
2|)(|)(),( csrjPcsrjPcsr ccccc , where 

csrjP cc |)(  is the likelihood for user c to rate 
any item no higher than the rating )(sr c , and 

csrjP cc |)(  is the likelihood for user c to rate 
any item as )(sr c .

A problem occurs in the calculation of ),( casim P

when there are items that are rated by user a but 
not rated by user c. In that case, there will not 
be enough rating information for user c on the 
item. This corresponds to the missing data issue 
discussed in the Data Preparation stage, and is 
appropriately addressed at that stage. If not, the 
similarity cannot be calculated.
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Other Metrics

Information theory has motivated other measures 
of correlation, such as “mutual information” (Cov-

(1989), and logg-odds (Spertus et al., 2005). These 
measures have been experimentally investigated 
in the study of Spertus et al. (2005), and have 
been found to have strong correlations with other 
simpler metrics (and mainly with L1-Norm), thus 
they are not further examined here.

FEATURE WEIGHTING

on the assumption that a good way to predict the 
preferences of the active user for a target item is 

and then use those similar users’ preferences for 
the target item in order to make a prediction. The 
similarity measure is therefore based on prefer-
ence patterns of users. Thus, a set of user’s ratings 
can be considered as features related to this user. 
Hence, feature weighting methods have been 
introduced, aiming to improve the accuracy of 

et al., 2004). These methods focus on the ‘good’ 
items, while removing the ‘bad’ ones or reducing 
their impact. Ratings on a ‘good’ item are those 
considered highly relevant to the preference of 
the target item, while ‘bad’ ratings are irrelevant 
or noisy in prediction for the target item. Feature 
weighting is introduced if the weighting factor fi in 
the formulas used for the calculation of similarity 
is assigned a value according to some particular 
technique. In all the formulas that follow, i refers 

is allowed to take values between yi1 .

None

As mentioned earlier, in most algorithms (e.g., 
Herlocker et al., 2002), no feature weighting is 

engaged. Therefore the weighting factor fi is as-
signed the value ‘1’.

Inverse User Frequency

The idea behind this technique is borrowed from 
information retrieval and aims to reduce the weight 
for commonly occurring items, capturing the in-
tuition that they are not useful in distinguishing 
preferences among users, whereas less frequently 
appearing items may be more indicative. Breese 

assuming that universally liked items will not 
be as useful in capturing similarity as less com-

weight as:

i
i c

c
f

ˆ
ˆ

log max     (26)

where iĉ  is the number of users that have rated 
item i, and maxĉ  is the total number of users in 
the system.

Entropy

Another approach for feature weighting is the 
one proposed by Yu et al. (2001, 2003). It is 
based on the concept of entropy as a measure of 
uncertainty of a random variable. It claims that 
the diversity (or distribution) of users’ ratings to 

-

the following entropy-based weighting method 

max,

,2,

max,

max

min
log

i

r

rj ijij

i

i
i H

pp

H
H

f
  (27)

where Hi is the entropy of item i, pj,i is the prob-
ability of ratings on item i to take the value j 
(distribution of ratings upon scales [rmin,…,rmax]), 
and Hi,max represents the maximum entropy which 
assumes that the distributions over all scales of 
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ratings are identical. Thus, a large value of fi 
means diverse preference for item i, and hence 
more emphasis should be put on the ratings of this 
i during the prediction. However, the proposed 
entropy-based weighting scheme may encounter 

entropy from item to item.

SIMILARITY PROCESSING

This stage deals with a further processing of 
the calculated similarities in order to put more 
emphasis to some particular similarities and to 
devalue some other ones.

None

Not all algorithms engage the stage of similarity 
processing. Many of the proposed algorithms 

process the calculated similarities, and use them 
as they are:

sim'(a, c) = sim(a, c)   (28)

Breese et al. (1998) have proposed this similarity 
-

phasizes higher similarity weights and punishes 
low ones. It transforms the calculated weights 
as follows:

)),((
),(

),( q

q

casim
casim

camsi

 , if sim(a,c) 0  
  
    , if sim(a,c) 0 

      (29)

where q . A typical value for q that Breese et 
al. (1998) used for their experiments was q=2.5.

Another technique that processes the similarity 
weights in order to appropriately devalue those 
that are based on a small number of co-rated 
items between the active user and the other user 

-
plied by Herlocker et al. (2002) and is calculated 
using the following formula:

),(

),(
),(

casim
b

ycasim
camsi y

 , if y by

    , if y by

      (30)

where by is a threshold, also referred to as a pen-
alty constant
the number of co-rated items that are considered 
satisfactory in order for the similarity not to be 
changed.

Aspect Model

In a similar manner and using some instance 
selection method, the most relevant users for a 

to help narrow down the possible set of potential 

model (a latent class statistical-mixture model) 
can be used to facilitate the instance selection. In 
the aspect model, user maxˆ1 ,..., cccCc , together 
with the items they rate 

maxˆ1,..., sssSs , forms 
an observation (c,s) which is associated with one 
latent class variable KllLl ,...,1 . The working 
assumption is that c and s are independent and 
conditioned on l. The similarities are recalculated 
according to the following formula:

),(),(),( scpcasimcamsi    (31)

where the relevance ),( scp of user c to item s 

is calculated from:
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Ll lp
slpclpspscp

)(
)|()|()(),(   (32)

where )|( clp and )|( slp are class-conditioned 
multinomial distributions, and )(lp  the class’s 
prior probabilities. In this equation:

• )(sp can be ignored because it has no impact 
on the ranking of the relevancy between 
users and the target item.

•  )|( slp can be calculated in various ways for 
example, for text items using a naive Bayes-

(e.g., using an ontology taxonomy).
• The rating of user c on class l divided by 

the total rating of the user on all classes is 
utilized to represent )|( clp , which can be 

 K

k kc

lc

u

u
clp

1 ,

,)|(    (33)

 where K is the number of classes, lcu ,  is the 
rating of user c on class l, and kcu ,  is the 
rating of user c on class kl .

• )(lp is represented as the number of items 
belonging to class l divided by the total 
number of items belonging to all classes. 
That is:

 
N
N

N
N

lp l
K

k k

l

1

)(    (34)

NEIGHBORHOOD 
FORMATION/SELECTION

This is one of the core stages in a neighborhood-
based algorithm, since it deals with how the 
neighborhood of the active user (that is, the set 
of users that are considered more “similar” to the 
active user) is selected. Two basic methods are 
usually engaged for selecting the neighbors and 
formulating the neighborhood.

Similarity Threshold (or Correlation 
Weight Threshold)

thresholdcw for the similarity, which is also called 
‘correlation weight threshold’ (Herlocker et al., 

2004). Each user c having a similarity to the ac-
tive user a with value sim'(a, c) equal or higher 
with this threshold is included in the neighborhood 
( cwthresholdcamsi ),( ). This method aims to include 
in the neighborhood only the m neighbors with a 
high similarity to the active user.

Maximum Number of Neighbors

maximum number of neighbors M, called maxi-
mum number of neighbors (Herlocker et al., 2002), 
which will be considered for the prediction. That 
is, the users are ranked into a list according to 
their similarity value. Here m takes the constant 
value M. The method aims to restrict the num-
ber of neighbors that will be considered for the 
prediction, in the case of large numbers of users. 
Two particular techniques are used (Sarwar et al., 

1.  Center-based scheme (Classic): This is 
the typical maximum number of neighbors’ 
selection scheme introduced by Herlocker 
et al. (2002). The center-based scheme cre-
ates a neighborhood of size M for the active 
user a, by simply selecting those users that 
have the M highest similarity values with 
the active user a.

2.  Aggregate-neighborhood scheme: This 
scheme creates a neighborhood of users not 

active user, but by identifying users who 
are closest to the center point C  (centroid) 
of the current neighborhood. It is a scheme 

user-item matrices. This scheme forms a 
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neighborhood of size M 
the user that is closest to the active user a. 
The procedure for selecting the next M-1 
neighbors resumes in the following manner 

a.  Assume that at a certain point, the cur-
rent neighborhood consists of h users, 
where clearly Mh .

b.  The centroid of the current neighbor-
hood is computed as:

 
h

j jc
h

C
1

1
   (35)

c.  A new user will be selected for the 
neighborhood only if he or she is clos-
est to the user that serves as the current 
centroid.

d.  The neighborhood grows to h+1 users 
and the centroid is recalculated. The 
process continues until the size of the 
neighborhood becomes M.

-
mum number of neighbors M have been fol-

M as an absolute number, independent from 
the total number of users in the system; and 

M as a percentage the 
users currently using the system (e.g., the 
most relevant 5%).

Clustering-Based Selection

The k-nearest neighbor technique (also referred 
to as the k-means algorithm) creates k clusters, 
each of which consists of users who have similar 
preferences among them. The aim of this tech-
nique is to create clusters of users with similar 
preferences, and then identify the cluster with 
which the active user is more similar (and there-

k users as 

the initial centroids of the k clusters. Then, each 
user is assigned to a cluster in such a way that 
the distance between the user and the cluster 
centroid is minimized. The distance is usually 

2004) or the Pearson (Xue et al., 2005) similarity 
measures. Then, a new centroid is calculated for 
each cluster, based on the users currently in it. 

between the center and each user is computed 

the user should belong. Recalculating the means 
and computing the distances are repeated until 
a terminating condition is met. The condition is 
generally how far each new center has moved 
from the previous center that is, if all the new 
centers moved within a certain distance, the loop 
can be terminated. When this occurs, the cluster 
with the shortest distance from its centroid to the 
active user is selected. The neighborhood used 
for prediction is the one formed by the users in 
the selected cluster.

CONTRIBUTING RATINGS 
NORMALIZATION

The next stage concerns the transformation or 
normalization of the ratings that the users in the 
neighborhood have provided for the target item x. 
It may take place for various reasons, such as for 
normalizing the effect of having great variances 
in the way users have used the evaluation scale 
to rate the target item.

None

-
locker et al., 2002). The ratings are considered 
for producing a prediction, as they have been 
provided by the neighbors ( xdxd rr ,,

~ ).
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Gaussian Normalization

The second option is to engage a method that 
considers two factors that may lead to variance 
in the ratings of users with similar interests (Jin 

ratings, the fact that some users are more ‘tolerant’ 
and tend to give higher ratings than others. As a 
result, the average ratings of those ‘tolerant’ users 
are usually higher than other rigorous users. This 
factor can be accounted by subtracting ratings of 
each user from the average rating of the user. The 
second factor is the use of different rating scales, 
related to the fact that ‘conservative’ users tend to 
assign items to a narrow range of rating values, 
whereas ‘liberal’ users tend to assign items with 
a wider range of rating values. This factor can be 
accounted by dividing the ratings of each user by 
the variance in his or her ratings. Combining the 
above, the calculation of the normalized rating xdr ,

~  
of a neighbor d for item x may be given by:

ds

i meandid
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where (as previously) dŝ  refers to the number of 
items that user d has rated. Since this normaliza-
tion method essentially normalizes the rating 
distribution of a user to a Gaussian distribution, 
Jin and Si (2004) proposed to refer to it as the 
Gaussian normalization method.

Decoupling Normalization

The third option normalizes the contributed rating 
of an item according to the probability that this 
item was favored by the particular neighbor. This 
probabilistic measurement can be determined 
based on the following two assumptions:

1.  When a large portion of items are rated by a 
user with a rating value less than j, then the 

items that will be rated with j are probably 
favored by the user; and

2.  When more items are rated with the rating 
value j, then it becomes less likely that these 
items are favored by the user.

Based on these two assumptions, Jin and 
Si (2004) and Jin et al. (2003) have proposed a 
formula called ‘halfway accumulative distribu-
tion’, in order to calculate the probability that 
measures how likely the item x will be favored 

the formula is:

2
)( ,

,

d
xddd

xdd
favors jrp

jrpxp  (37)

where d
xdd jrp ,  can be practically calculated 

as the percentage of items that d has rated with 
no more than jd, and d

xdd jrp ,  can be practically 
calculated as the percentage of items that have been 
rated with jd. The value of jd may be either manu-

value the majority of items received by this user. 
Then, the contributed rating is normalized as:

)(~
,, xprr favors
xdxd    (38)

This method has been called the ‘decoupling 
normalization method’ by Jin and Si (2004) and 
Jin et al. (2003).

Belief-Distribution Normalization

This improvement of neighborhood-based al-
gorithms was introduced by McLaughlin and 
Herlocker (2004). It aims to identify possible 
inconsistencies in the ratings that users have 
provided, for example, due to mistakes, change 
in taste, or change of mood. For this purpose, 
they have mapped each rating to a discrete belief 
distribution, representing a belief of user c’s rat-
ing on item x.
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In this manner, instead of using each neighbor’s 
rating on x, the rating on which the user has the 
maximum belief value can be used. That is, 

belief
xd jr ,

~ , where beliefj  is selected as the value 
of the rating scale j ( maxmin rjr ) for which 
the belief distribution is maximum that is, 

)(max , jbeliefj xd
belief . Therefore, for a neighbor 

d we construct a vector xdB , of belief distribu-
tions upon the rating scale as far as item x is 
concerned:

)](),...,([ max,min,, rbeliefrbeliefB xdxdxd   (39)

The belief distribution can be constructed in 
several ways, for example, manually or by calculat-
ing the distance of a rating scale to the mean rating 

COMBINING RATINGS FOR 
PREDICTION

is the combination of the ratings that the neighbors 
have provided in order to produce a prediction 

)(xU a of the rating the active user would give 
to the target item x. Several methods have been 
proposed for this stage.

Simple Arithmetic Mean

The simplest method is the calculation of the 
simple arithmetic mean of the ratings of the 
neighbors, according to the formula (Herlocker 
et al., 2002):

m
r

xU
m

d xda 1 ,
~

)(     (40)

where m is the number of users in the neighbor-
hood.

Weighted Mean

One of the most popular methods (Greening, 
1997) is extending the arithmetic mean method 
by weighting the rating of each neighbor by the 
similarity this user has with the active user. The 
formula used for the calculation is:

m

d

m
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1
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)(      (41)

Deviation-from-Mean

the GroupLens system and then used in numerous 
systems (Konstan et al., 1997; Resnick et al., 1994; 

2006), is the one that performs a weighted average 
of deviations from the neighbor’s mean, according 
to the formula (Herlocker et al., 2002):

m
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where meandr , is the mean value of the ratings that 
each neighbor has provided in the past.

Z-Score

An extension of the above method is to account 
for the differences in spread between users’ rating 
distributions, by converting ratings to z-scores 
(ratings with mean ‘0’ and standard deviation 
‘1’). Herlocker et al. (2002) have provided the 
following formula for this purpose:
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Design Options Representative References

Data Preparation Stage

None

Default voting

Data blurring Kim et al. (2004)

Dimensionality reduction et al. (2004), Papagelis et al. (2005)

Similarity Calculation Stage

Closeness Greening (1997), Aggarwal et al. (1999)

Spertus et al. (2005)

Mean square differences

Euclidian distance

Vector/Cosine similarity (2005), Spertus et al. (2005)

Pearson correlation Resnick et al. (1994), Herlocker et al. (2002), Sarwar et al. (2000), 

Constrained Pearson correlation

Spearman correlation Herlocker et al. (2002)

Variance weighting Herlocker et al. (2002)

Clarck’s distance de la Rosa et al. (2006)

Probabilistic rating pattern Jin et al. (2003)

Information theory metrics Spertus et al. (2005)

Feature Weighting Stage

None Herlocker et al. (2002)

Inverse user frequency Breese et al. (1998)

Entropy Yu et al. (2001; 2003)

Similarity Processing Stage

None

Breese et al. (1998)

Aspect model

Neighborhood Formation/Selection Stage

Similarity (or correlation weight) 
threshold Herlocker et al. (2002)

Maximum number of neighbors (2003)

Clustering-based selection

continued on following page
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where 
2ˆ

1 ,,
as

i meanaia
a rrs  is the standard devia-

tion of the ratings of the active user and the stan-
dard deviation of the ratings of the neighbor.

Belief-Distribution Prediction

Apart from using the belief distribution vector that 
McLaughlin and Herlocker (2004) have proposed 
for normalization purposes, it can also be used for 

instead of predicting )(xU a  by using the normal-
ized ratings xdr ,

~ that each neighbor d has provided 
on x, they propose to select the rating value on 
which there is maximum belief. That is:

)(max)( , jbeliefjxU xa
beliefa   (44)

where beliefj  is selected as the rating scale 
j( maxmin rjr ) for which the belief dist r ibu-
tion is maximum.

To calculate the belief distribution vector xaB ,  
of the active user a, McLaughlin and Herlocker 

(2004) have used a sum of the belief difference 
distributions of all neighbors, weighted with the 
similarity values for each neighbor. The weighting 
is complemented by combining each neighbor’s 
belief distribution with the uniform belief distribu-
tion. The intuition behind this weighting is that 
the less similar a neighbor is to the active user, 
the less belief there will be that the neighbor’s 
observed rating is the correct rating for the user. 
The formula used to calculate the belief distribu-
tion vector xaB , is:

1
),(1),(

1 ,
, m

damsiBdamsi
B

m

d xd
xa  

      (45)

In this formula, the uniform belief distribution 
(represented here as ) can be thought of as a null 
vote with a similarity weight of ‘1’. According to 
McLaughlin and Herlocker (2004), it provides 
a threshold that the subsequent weights must 

rating.

Table 2. continued

 Contributing Ratings Normalization Stage

None Herlocker et al. (2002)

Gaussian normalization

Decoupling normalization

Belief-distribution normalization

Combining Ratings for Prediction Stage

Simple arithmetic mean Herlocker et al. (2002)

Weighted mean Greening (1997)

Deviation-from-mean
(2005), Tsai et al. (2006)

Z-score Herlocker et al. (2002)

Belief distribution for prediction
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CONCLUSION

Considering all of the above options during the 
design of a neighborhood-based algorithm for 

available design options for the developer to 
choose from. Table 2 provides an overview of 
the design options that we have examined in the 
previous sections. Other options to explore in the 
future might also include adding the time factor in 
order to differentiate user preferences in various 
time slots (e.g., Cho et al., 2005). Another option 
is the introduction of an adaptive component to 
the algorithm, which can be revising/recalculating 
the similarities in each step (e.g., after a prediction 
or the submission of a new rating), according to 

similarity measures may be calculated and com-
bined in order to formulate the neighborhood. For 

similarity and the preference similarity between 
two users, but then they combine them in order 
to produce a prediction.

This chapter focused on a category of 
information retrieval systems with a long 
tradition -
ticular, studied issues related to one of the most 
prevalent families of algorithms for collaborative 

that is, neighborhood-based ones. 

of methods for implementing such algorithms 

extended seven generic algorithmic stages that 
have been found in related literature (Herlocker 

et al., 2000). Then it performed a review and 
discussion of design options for each stage of the 
algorithms based on approaches found in relevant 
literature. This study could serve as a basis for 
further extending the stages of neighborhood-

-
ing an organized overview of available options, 
it may also help developers of such systems to 

for implementation in their systems.

FUTURE RESEARCH DIRECTIONS

The work presented in this chapter could be further 
extended as far as the implementation of proposed 

we previously introduced a simulation environ-
ment that allows for the experimental investiga-
tion of some of the examined design options for 

simulation environment that they could use to 
parameterize and test various design options for 
the algorithms they wish to implement. In this way, 
a variety of design options can be experimentally 
tested under conditions simulating the expected 

In this context, we plan to further develop the 
prototype of the simulation environment, so that 
it provides all examined designed options as 
variations of tested algorithms. In addition, we are 
interested in exploring how the examined design 
options are applied in the case of multi-attribute 

work, we have developed and tested some of the 
examined options inside proposed multi-attribute 

-

the context of multi-attribute algorithms as well 
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ABSTRACT

In this chapter, information management problems and some of the computer-based solutions offered to 
deal with them are presented. The claim is that exploring the information problem as a three-fold issue, 
composed of heterogeneity, overload, and dynamics, will contribute to an improved understanding of 
information management problems. On the other hand, it presents a set of computer-based solutions 

information fusion, and information personalization. In addition, this chapter argues that a rich and 
interesting domain for exploring information management problems is critical incident management, 
due to its complexity, requirements, and the nature of the information it deals with.

INTRODUCTION

There is more than one information problem. 
Information is one of those concepts that en-
compasses many possible views and approaches. 

problem is to know what exactly information is 

This issue has been treated with an information 
theory perspective, with information measure-
ments in mind, or with philosophical, communica-

tion, sociological, or mathematical lenses. There 

-
formation. In classic information (communication) 

originally by Shannon as the entropy measure 

that property of data which represents effects of 
processing of them (data) (Hayes, 1993). It has also 
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a characteristic or variable returned by a function 
or produced by a process (Losee, 1997). Within 
the information retrieval domain, information 
as a concept has been addressed by studying the 
information that one object contains about another 
object. This shifts the focus from measurement or 
procedural views, to concentrate on the informa-

key component of an information retrieval system 

Information may also be seen as a vessel, 

are often differentiated, but also presented as 
complementary as if each is a further abstraction 
of the previous one (e.g., information as meaning-
ful data, or knowledge as applied or understood 
information). This is why many of the problems 

-
formation problem (or a language problem) in 
which semantics, interpretations, worldviews, and 
distortions all contribute to confusion, ambiguity, 

Foucault, Wittgenstein, Gadamer, Chomsky, and 
many other philosophers or epistemologists are 
testament to the importance of these issues, but 
this approach is outside the scope of this chapter 
(see “Additional Reading”) as it is of philosophi-
cal nature. Rather, the interest of this chapter 
is to explore information problems within the 
computer-supported information management 
domain.

When information management (storing, 

mediated with computers, the generic information 
problems are inherited, but are also complemented 
with problems of representation (e.g., how to use 
types or how to balance machine vs. man read-
ability), description (e.g., how formal should it be 
or how metadata should be used), and exchange 
(e.g., how to handle synchronization or how to 
deal with centralization vs. distribution), among 
others. Technology also poses new challenges for 

handling information because, while it supports 
traditional information management tasks, it 
has also made available a wide and increasingly 
cheaper array of mechanisms to support that man-
agement. Today, the sheer multitude, diversity, and 
dynamic nature of information sources, especially 

the information problem is presented as composed 
of three dimensions: heterogeneity, overload, and 
dynamics. All three dimensions are related to the 

and to the technology used to support its storage 
and exchange. Of course, as the beginning of 
this introduction suggests, there are many other 
possible information problems, or dimensions 
or categories. The claim of this chapter is that to 
explore these problems in computer-supported 
information management, it is useful to begin by 
looking at these three dimensions: heterogeneity, 
overload, and dynamics. Another claim is that to 
do so with a particular domain in mind can also 
contribute to make this exploration richer and 
more interesting.

One domain which can aid in the understand-
ing of information problems and their associ-
ated solutions is that of critical incidents (crises, 
emergencies) because of their complexity and 
the particular and urgent needs for information 
they pose and the nature of the information 
itself. This chapter will use this domain to explore 
some of the practical implications of the informa-
tion problem and its solutions.

The structure of this chapter will be as fol-
lows. The next section explains the proposed 
understanding of the “information problem” by 
discussing the notions of information heteroge-
neity, information overload, and information dy-
namics as subsections. We then take the opposite 
approach by presenting some of the solutions that 
are available to deal with the information problem 
(as described in the second section). In particular, 
four subsections will treat the following types of 
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solutions: information discovery and retrieval, 

information personalization. For each type of 
solution, there is at least one example of a working 
system or approach from the research literature 
(for commercial applications, the reader can refer 
to the “Additional Reading” section).

Following this brief account of solutions to the 
information problem, we relate the information 
problems of the second section to the domain of 
critical incidents, followed by some examples of 

critical incident management). The conclusion 
summarizes and highlights the main contribu-
tions of this chapter. In the end, an extra section 

information problems, their solutions, and the 
domain of critical incidents. In addition to the 
references, a suggested list of further reading is 
also offered.

THE “INFORMATION PROBLEM”

There exists the notion that evolution has given rise 
to more “intelligent” creatures due to the increase 
in their information processing capacity (Roth 

measure of biological complexity (Szathmáry 

with changes in language, information storage, 
and transmission, giving rise to more behavioral 

Although there could hardly be any proof of bio-
logical evolution in humans during the history of 
mankind, there is an accepted view that culture 
and society have evolved, becoming more complex 
(in the sense just presented). Stepping aside from 
the debate on linking evolution with “progress,” 
there is a clear increase in our capacity to store and 
communicate information. Just as the book is an 
extension of memory and imagination for Borges 
(1979), and electric circuitry, an extension of the 
central nervous system, for McLuhan and Fiore 

(1967), there are now claims that the Internet or 

extension of the brain. It follows that as a group 
we potentially have the means to behave more 
“intelligently,” but this does not come for free; it 
poses several challenges that may be regarded as 
part of the information problem.

Although “the information problem” is not a 
standard term, it may be regarded as the set of 
problems or issues related to information manage-
ment. In the so-called Dark Ages, for instance, 
the information problem could have been mainly 
equated to a lack of information. From one point 
of view, the main issue was access to information, 
which is why the printing press changed history, 
by enabling mass distribution of books. It should 
be noted, by the way, that this is a Western vi-
sion: the impact of the printing press is one of the 
milestones of the end of medieval Europe, despite 
the fact that similar technology already existed 
in China centuries earlier.

From a different viewpoint, the problem was 
information (knowledge) production, or the lack 
thereof; but the more we learn about this time 
period, the more we realize that the problem 
was access (distribution) rather than production 
(creation), although it does follow that without 

our days, new technologies have shifted the focus 
of the information problem. Since access to in-
formation is no longer an impediment however, 
it is still an issue from a socio-political point of 
view, for example, the digital divide then the 
question is how to deal with such an enormous 
amount of stored, lightweight, and in many cases 
free information.

In what follows, the understanding of the 
information problem follows from this modern 
perspective, and the dimensions or components 
suggested to explore it are: heterogeneity, over-
load, and dynamics. Information comes from 
many different places, in different languages, 
formats, and media types, and is accessible by dif-
ferent means: this is the heterogeneity component. 
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Information storage has increased impressively 
and digital technology has made this possible 
without occupying relevant physical space and 
making site-dependence increasingly a thing 
of the past. As new information becomes avail-

distributed primarily through the Web, and the 
trend in other categories and media types can 
only grow. As we no longer require special effort 
to access resources in one of a few libraries or 
repositories, but are confronted with countless 
resources at a click of the mouse, our problem is 
quite different from the one faced by the people 
in the Dark Ages, and our capacity to browse and 
assimilate this information is in many instances 
overwhelmed: this is the overload component. 
Furthermore, even if we are able to understand 
(overcoming language and format barriers, i.e., 
heterogeneity) and assimilate information (over-
coming overload), we must deal with another 
issue: information does not remain static for us to 
process in our time. Information changes continu-
ously, it is updated, it becomes obsolete, it gets 
refuted, it is complemented, it is integrated, it is 
commented, and it is exchanged continuously: 
this is the dynamics component. The following 
subsections will look into the three dimensions of 
the information problem with more detail.

Information Heterogeneity

In a small closed system with a limited boundary, 
information handling is a fairly manageable task, 
since we know the extent, nature, and scope of the 
information we are dealing with. However, with 
large volumes of information sources encompass-
ing a large geographic area and covering different 
organizational entities, information gathering and 

Sovereign, 2000). The heterogeneity that results 
from this can manifest itself in terms of different 
languages, electronic formats, source disciplines, 
nature of providers (and their associated trustwor-

thiness), media types, or onto-epistemological 
assumptions.

Heterogeneity, from a technical perspective, 
is due to differences in hardware, software, and 
communication systems. For example, heteroge-
neities due to differences in database management 
systems result from differences in data model, 
database schema, constraints, and query language 
(Lenz, 1998). From a semantic perspective, hetero-
geneity occurs if there is a lack or disagreement 

transformation, restriction, or intended use of 
data (Lenz, 1998). Although both types of hetero-
geneity can be tackled with technical integration 
schemas which have developed abundantly 
ever since XML (eXtensible Markup Language) 
technology is widespread the process of provid-
ing integration or fusion of heterogeneous data 
sources is different when disagreement resides 
on data formats or models than when it resides 

numerous different resources: books, images, 
movies, and newspaper articles from different 
countries, in different languages, and with differ-

prospect; however, if we are studying the topic 
in detail or need in-depth information to draw 
conclusions or make decisions, we will probably 

us are grateful that recent technological advances 
have resulted in large amounts of heterogeneous 

events of interest by inferring them from large 
quantities of heterogeneous and noisy evidence 

that heterogeneity is not automatically a negative 
issue, but simply an issue that can be desirable 
or undesirable. The right level of heterogeneity 
or manageable diversity depends on the type of 
information, the quantity, the person or persons 
receiving it, the supporting systems, and the task 
or need at hand.
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In a similar manner, redundancy has been 
treated in information theory or computer science 
as a delicate topic. It can readily be treated as unde-
sirable, when seen as unnecessary repetition. But 
in education and research, for instance, accessing 
the same information at different times, through 
different media, or with different perspectives is 
most commonly seen as positive. Heterogeneity 
and diversity are thus multifaceted issues, but the 
main point is that they are unavoidable.

Information Overload

Information overload conveys the notion of re-
ceiving too much information and is related to 
cognitive, sensory, communication, or knowl-

individual or group level, the cognitive load can 

information processing. Our senses, even when 
aided by technology, also have a threshold over 

out external input in order to be able to make 
sense of reality. Interpersonal or technology-aided 
channels and media of communication also have 
a limit to the capacity of information exchange 
they can handle. Our existing knowledge, intel-
lectual abilities, and personality also constitute a 

to construct or integrate. These issues have been 
studied from the psychological perspective, as is 
to be expected, but also have social, technological, 
managerial, and group decision-making views or 
dimensions.

As with heterogeneity, information overload is 
also subject to a delicate balance, meaning that the 
actual variable here is load (not overload) and that 
there is a point in which such load becomes too 
much to handle. To clarify, when compared to the 
accuracy of decision making, based on available 
information, this can be seen graphically as the 
so-called “inverted U-curve” presented in Figure 
1a. As can be seen, decisions become more accu-
rate as we have access to more data to inform that 
decision. There is a point at which our decision 
will be as accurate as possible, because we have 
reached an optimal balance of necessary and suf-

accuracy will quickly drop. If we are exposed to 

we will still have to maneuver through it, so the 
possibility of inconsistencies, time delays, com-
munication bottlenecks, or cognitive pressures 
will increase, resulting in poorer decision accuracy 
as a result of this overload.

A similar way of conceiving the information 
overload phenomenon compares the individual’s 
information processing capacity with the informa-

Figure 1. (a) Inverted U-curve of information overload (Eppler & Mengis, 2004, p. 326); (b) Inverted 
U-curve of information overload shifted under pressure
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2004). With these variables considered, infor-
mation overload can be seen as a result of more 
information processing requirements and/or less 
information processing capacity. These can both 

both be altered with technological support.
Others conceive overload as a subjective 

experience in which feelings (stress, confusion, 
pressure, anxiety, motivation) signal the occur-
rence of overload. This means that one person 
may be exposed to overload while another may 
be able to deal with the situation even if they both 
share the same context. It also means that under 
normal conditions, an individual or a group may 
be able to handle a certain amount and type of 
information, but given additional pressures, such 
as those related to critical incidents, their infor-
mation processing capacity will decrease from its 
normal level and overload will come faster. This 
would mean that the point at which overload is 
reached will shift to the left, as shown in Figure 
1b, immediately implying that our tolerance for 
less-than-optimal decision making will have to 
increase, among other things.

As with other issues discussed so far, infor-
mation technology (IT) is a double-edged sword. 
Although IT support can increase the informa-
tion processing capacity, quite often it increases 
the information processing requirements. For 
example, the enormous amount of information 
in the World Wide Web induces the problem of 
information overload since there is too much for 

have all experienced more or less overload due to 
e-mail use. Later on, the other point of the sword 
will be considered by mentioning some technol-
ogy-based solutions to the overload problem, but 
the irony lies in that most information processing 
technology is meant to deal with technology-in-

If such a dilemma is not enough, there is 
another: traditionally lateral relationships (those 

between people that are not formally related) 
have been seen as useful tools for dealing with 
information overload. The assumption is that by 
collaborating with others, we share the load, and 
the result is the emergence of higher information 
processing capacity (Galbraith, 1974). However, 
recently it has been found that this focus on collab-
orative and interdisciplinary work is a cause rather 
than a countermeasure of information overload, 
manifested in increased meeting times, increased 

-

2002). For example, participating in a community 
of practice may offer an interesting knowledge 
sharing opportunity, but it also requires time and 
may delay decision making.

Information Dynamics

Some people may believe that historians or ar-
cheologists have privileged jobs, in the sense that 
they are dealing with past events that will not 
change and they can only learn more about them 
in a cumulative manner. A historian will tell us, 
however, that this is far from the truth, that theory, 
research methods, consistency, and quality all 

keep themselves updated to remain in the game 
like the rest of us. If this is the outlook for histo-
rians, we can only assume that no one is exempt 
from dealing with dynamic information.

Although there are many information units 
which remain static, such as published material 

-
tion, and even then, new critical editions, remakes, 
comments, or references pop-up without end to 
alter the original material through its context. 
With regards to electronic material, it gets even 
worse (but more interesting and challenging as 
well), because it is not only the context, but the 
actual document that can change with time. This 
prompts a reevaluation of the so-called borderline 
issues and brings into question Latour’s notion of 
documents as immutable mobiles, because it is 
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precisely mutability, which makes electronic docu-

In addition to the documents themselves 

social networks whose nature (components and 

information spreads determines the speed by 
which individuals can act and plan their future 

is an interesting study object in itself. For example, 
the way information spreads is not unlike how a 
disease spreads, which is why epidemic models 
on social network graphs are relevant to study 

Again the bipolar nature of information problems 
makes its appearance: this dynamic behavior may 
be desirable, since it allows us access to remote 
information, without complete knowledge of the 
path towards it. However, it can also be challeng-

information within a complex network, and there 

it is out there.
Agrawala, Larsen, and Szajda (2000) propose 

information dynamics as an information-centric 
(as opposed to process-centric) approach to 
systems design in which the time-dependence 
of information is stressed. The principles of this 
framework are: the distinction between informa-
tion and its representation, the value of information 
in context, and the changing value of information 

setting, since computers are only able to process 
limited representations of information, prompting 
the need to consider implicit information. The 
principle of value in context reminds us that the 
value of information is dependent on its usage and 
is affected by its movement, representation, and 
storage, among others. The principle of changing 
of value in time is perhaps the most relevant in 
terms of dynamics, because it states that the value 

of information changes as times goes by (typically, 
but not always decreasing); this is self-evident dur-
ing critical incidents where opportune information 
is of very high value, but it quickly drops as time 
passes. Time here can have two connotations: it 
is either relative to a universal time or clock, or 
its is understood causally as events unfold, tying 
each other sequentially.

After describing the proposed conception of 
“the information problem” as composed of infor-
mation heterogeneity, information overload, and 
information dynamics, the next section turns to 
some of the solutions to these problems from an 
information management perspective.

SOLUTIONS TO THE INFORMATION 
PROBLEM

An attempt at making a one-to-one relationship 
between information problems and solutions 
is possible. It could be argued that information 
fusion counters heterogeneity, that information 

and that information discovery and retrieval deal 
with dynamics. However, in the same way as most 
information management (to group these solu-
tions somewhat vaguely) is a composite of many 
approaches and technologies, the components 
of the information problem are also related to 
each other. On the other hand, problems as well 
as solutions are also related to each other. For 
example, Malone, Grant, Turbak, Brobost, and 

context of the “information sharing” problem, 
which has to do with the distribution of informa-
tion that reaches people to whom it is valuable 
without interfering with those to whom it is not. 
This adds another dimension to the information 
problem, which is related to overload (the chal-
lenge here being to reduce overload by routing 
messages appropriately) and to heterogeneity 
(messages come from different sources and this 
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sake of presentation clarity, this section presents 
the solutions (or rather, approaches to solve the 
information problems) separately, and although 

they deal with, in general there is a network of 
relationships among and in between information 
problems and solutions.

Information Discovery and Retrieval

-

second objective (to get the information found, 
or its description for further consideration), and 

(to limit the search results to a more manageable 

are part of a wider information retrieval system, 
and both typically use an information discovery 

to the query, the reply, or the end user presenta-
tion set. To further understand the relationship, 
information retrieval in the Web context can be 

-
ing results and less uninteresting results, as well 

2000). This component for suggestions also links 
retrieval to recommendation, which can be a form 
of personalization.

Despite this overlap between information 
management strategies or components, there are 
some differences between information retrieval 

has traditionally focused on searching relevant 

collections, and users are presumed to have a 
very clear understanding of their information 
need, evidenced in the well-known measures 
of retrieval effectiveness: precision and recall 

discovery, which is typically associated to open 

set of documents and no guarantee that they will 

distinction between information retrieval and 
information discovery (or resource discovery) 
is a result of the Internet, which prompted new 
approaches, technologies, and research paths 
different from those in “pre-Internet” infor-
mation science. However, this growth of open 
distributed systems has also altered information 
retrieval itself, and current retrieval systems are 
very different from those used in the 1950s and 
1960s for static batch processing systems (Spink 

Information retrieval has been regarded as 
simply document retrieval because, in reality, it 
was thought that retrieving a document merely 
pointed to a potential source of information, with-
out providing explicit information (changing the 

1996). More recently, though, the retrieval result 
is thought of as information about information. 
This process is carried out through indexing, 
which is a common technique for both retrieval 
and discovery.

Indexing is the process of developing a docu-
ment representation by assigning content descrip-
tors or terms to the documents (Gudivada et al., 
1997, p. 59). Since information retrieval is about 
matching a query to a document (or resource), this 
matching is done through the index. The matching 
principles (or information retrieval models) can be 

•  Exact match: A one-to-one, direct, and 
exact match between the query and the index 
terms results in retrieving the documents 
associated with those terms and those terms 
alone.

•  Best-match: Since exact matches exclude 
documents that do not precisely match the 
query, thus hampering effectiveness (since 
queries are seldom perfect to begin with), 
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best-matches provide close matches and 
rank them in order not to give exact and 
close matches the same relevance. A vector 
is used to represent both the query and the 
document, and then the two are compared to 

to provide the ranked results.
•  Probabilistic: These models stem from the 

principle that the function of an information 
retrieval system is to rank the documents in 
the order of their probability of relevance to 
the query, according to evidence such as the 
statistical distribution of terms in relevant 
and non-relevant documents.

An extension of these basic principles is justi-

enough to discriminate relevant from non-relevant 
documents, then a closely associated index term is 

Lalmas, 1996). The information retrieval system 
can then be improved by adding more algorithms 
that integrate closely related index terms to the 
matching process. It follows that index building 
has become more sophisticated through XML, 
Web crawlers, clustering, or co-word analysis, 
among others; but the basic principle remains 

of the content than the content itself.

Example 1

Tu and Hsiang (2000) have proposed an archi-
tecture for intelligent/interactive information 
retrieval (IIR) agents that integrate several Web 
IR issues. The agents would have features such 
as: intelligent/interactive search, navigational 

information management, dynamic personalized 
Web pages, and reading-aid tools (dictionary, 
encyclopedia, translation). In the proposed archi-
tecture, agents collaborate to perform intelligent 

personal information management.

Example 2

Another architecture presented by Shakshuki, 
Ghenniwa, and Kamel (2003) supports a multi-
agent system that is based on autonomous and 
heterogeneous architecture. This system assists 
users in the process of locating and retriev-
ing information from distributed information 
systems. It acts as a mediator between the user 
and the information environment, and is layered 
into a multi-tier architecture. At the middle tier, 
the agents in this system broker agents act 
as ‘middlemen’ between the agents of the other 
tiers and communicate using Knowledge Query 
Manipulation Language (KQML). User agents 
allow users to interact with the system environ-
ment (receiving queries and delivering results) and 
have a dynamic concept-quality vector to build 
models of information resources adapted to users’ 
preferences. Resource agents represent informa-
tion sources or providers (receiving queries and 
identifying matching resources).

Information Filtering

The idea of -

automatic and intelligent to personal and intuitive, 
is applied to a set in order to obtain a smaller set 
that is supposed to be more relevant or pertinent 
according to an information need. Apart from the 
already mentioned difference between informa-
tion retrieval and discovery, there is also a larger 
difference between information retrieval (IR) and 

• IF systems deal with (multimedia) textual 

• Traditional IR systems are meant for rela-
tively static databases, while IF is meant for 
very large dynamic databases, such as the 
WWW, where timeliness and privacy are 
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• IF systems typically consider streams of 

1992).
•

or group information preferences) for long-
term users, as opposed to IR, which assumes 

•

of selection too (Malone et al., 1987; Atoji, 

• Information needs are represented as queries 

1992; Hanani et al., 2001).

are (Malone et al., 1987; Hanani et al., 2001):

• Cognitive -
cording to the interests of the user, matching 
messages and recipients through areas of 
interest (content-based) or through more than 
just areas of interest (properties-based).

•
selection according to the organization or 
community to which the user belongs. When 

well as the topics of the message for match-
ing it with the recipient, then it comes very 

More recently, it can also be regarded as col-

shortly.
• -

vs. the cost of getting the information or 
after assessing the value that the informa-
tion might have for the user, for example by 
estimating its cost in relation to its length.

computers (especially when no formal ontology 

sharing their reactions to documents (Atoji et 
al., 2000). The system simply allows the users 

by the user community (through word of mouth, 
ratings, and recommendations), not by the sys-

on the content of the documents or resources, but 
under the assumption that if a user’s interests 
are similar to those of another user (typically 
because they rate or buy items similarly), then 
the items preferred by one can be recommended 

user tasks (or behaviors) that may be performed 

system, and that should be considered for design 
and evaluation, are (Herlocker, Konstan, Terveen, 

• Annotation in context: Posting comments 
linked to an item to determine its worthi-
ness.

• Find good items: The system provides a 
ranked list of recommended items, high-
lighting those with the highest likelihood 
of being found worthy by users.

• Find all good items: In some cases, users 
are willing to deal with overload in order not 
to miss any potentially interesting items.

• Recommend sequence: Instead of rating 
items individually, items (e.g., songs, docu-
ments) are evaluated according to a sequence 
which is then recommended to be followed 
by others.

• Just browsing: In some cases, the user 

• Find credible recommender: Users do not 
automatically trust every recommender, so 

-
mender with similar interests or taste.



  65

Exploring Information Management Problems in the Domain of Critical Incidents

•  By providing ratings, the 

and, as a consequence, the quality of the 
recommendations they receive.

• Express self: Some users provide rating and 

to be able to express themselves (this may 
of course have different issues regarding 
anonymity and privacy).

• Help others: Some users contribute simply 
to contribute to the user community.

•  Another motivation for 
participating is encouraging other users to 
view (or not) a particular item.

With regards to the algorithmic and represen-
tational approaches underlying the information 

knowledge-based concept (Hanani et al., 2001). 
Statistical concept IF systems use a weighed vec-

use a statistical algorithm to compute similarity 
between a vector representing a data item and 

-
ing component for incorporating user feedback. 

-
ligence techniques by representing user needs 

by using evolutionary genetic-based algorithms 
in which a gene represents a term, an individual 
is a document, and the community represents 

Example

The Amalthea system (Moukas, 1997) uses infor-

system and keeping track of the users’ interests. 

the information that the user needs. The system 

suggest a valuable item (positive feedback). This 
is further used to enable the multi-agent system to 
evolve (improve) by giving the agents with more 
credit a higher chance of reproducing (creating 
more agents). The newly created agents will share a 
“genotype” with their parents, which is essentially 
an augmented keyword vector where relevance 
weights (for each keyword) become increasingly 
accurate through the evolution process. Of course, 
the reverse is also part of the system: agents that 
are not given credit end up being removed.

Information Fusion

Both overload and heterogeneity may prompt the 
need for fusing information sources. By fusing 
similar documents into a single summary, we 
are saving time in searching and processing this 
information (in the way many literature reviews 
are conducted by humans). This can be done 
automatically from Internet sources, for example 
for a particular news event (Barzilay, McKeown, 

advantage or utility of using information fusion 
is decision-support, because the outcome is often 
a decision based on different sources of informa-
tion. Information fusion can then be understood 
as a process that accepts some data (form multiple 
sources) and produces some outputs (decisions) 

several sources of information to answer questions 
of interest and make proper decisions with one 
of several aims: to improve current knowledge of 
the state of the world, to update information on 
a case of interest, to establish the global point of 
view of a group, or to derive generic knowledge 

way to classify the aims of fusion is as: reduction 
of dimensionality, improvement of precision and 
certainty, and increased reliability (Valet, Mauris, 

sense, the aim of fusion is to obtain information 
of greater quality, but the exact meaning of quality 
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remains an ambiguous notion (Valet et al., 2001), 
as in the case of critical incident management, 
where information needs and uses differ in be-
tween response agencies.

One way in which information fusion sys-
tems can be viewed is on three levels (Valet et 
al., 2001). The signal level aggregates raw data 
directly from the sources, without transforming 
it. The feature level extracts features (descrip-
tors) from the data before fusing it. The decision 
level fuses the decisions proposed by each input 
datum. Another way to interpret these levels is 
by considering decision-level fusion as a subclass 
of data-level fusion (Kokar et al., 2004)

Some of the challenges that information fu-
sion systems have are: discovering the sources at 
runtime, having a complex world model to deal 
with heterogeneous sources, creating such models 
at runtime, and avoiding central models to prevent 
bottlenecks in communication (Pavlin et al., 2005). 
The convergence of distributed systems, agent 
technology, and intelligent sensors may come 
together for dealing with such challenges.

A couple of terms that are closely related to 
information fusion are information merging and 
integration, although one should be careful of 
the knowledge domain in which they are used. 
Information integration, for instance, refers to the 
physical (through warehousing) or logical bringing 
together of complementary data that come from 
heterogeneous sources: from very structured 
(e.g., databases) to semi-structured (e.g., XML) 
to unstructured (e.g., Web resources) (Jhingran, 

Example 1

One increasingly popular approach to integrating 
Web data is using the RDF Site Summary (RSS). 
RDF (Resource Description Framework) is an 

with OWL (Web Ontology Language), constitute 
the basic Semantic Web Standards developed by 
the W3C (World Wide Web Consortium) (www.

w3.org/RDF). The RSS conforms with RDF and 
is a syndication format that describes a “channel” 
consisting of URL-retrievable items, consisting 
of title, link, and description (web.resource.
org/rss/1.0/spec). RSS has been used for news 
headlines, but now is being adopted to syndicate 
Weblogs or podcasts, among others. An RSS feed 
can read another XML-based metadata set, such 
as DublinCore (dublincore.org), to maintain a user 
or external system updated with distributed Web 
data. It is thus a solution to both heterogeneity 
and dynamics (by constantly updating), but it can 
actually be a source of overload.

Example 2

Since fusion typically integrates information or 
data from multiple sources or sensors, agents 
are potentially well suited for supporting fusion 
systems by representing sensors or information 
sources as proxies; by adding a fusion layer to 
existing systems; or by exchanging information, 

-
able means of message exchange in multi-agent 
systems. One such system is proposed by Pavlin 
et al. (2005): Distributed Perception Networks 
(DPNs) for distributed situation assessment. DPNs 
are multi-agent systems that implement a logical 
layer on top of an existing sensory, communica-
tion, and processing/storage infrastructure, in 
which agents wrap heterogeneous, spatially dis-
persed information sources and integrate them 
into complex inference systems. Sensor agents 
interpret raw data; fusion agents use local world 
models (encoded through Bayesian networks) for 
high-level information fusion; DPN agents orga-
nize and integrate the Bayesian networks (BN) at 
runtime into complex causal models to provide 
mapping between symptoms and hypotheses. 
Local inference is combined with inter-agent 
message passing for distributed belief propagation. 
An example application is to quickly provide a 
decision maker with relevant information about 
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the presence of a toxic gas, from multiple sources 
(sensors, databases, Web pages).

Information Personalization

Information personalization can be an extension 
-

ing, and/or fusion systems. In truth then it is not 
a separate category of what here are regarded as 
solutions to the “information problem.” Nonethe-
less, it has been regarded as a separate avenue for 
research and commercial applications, which is 
why it is presented explicitly. In simple terms, 
information personalization is the dynamic adap-
tation of generic information content to a person-
alized information content, to suit an individual’s 
characteristics, such as demographics, knowledge, 
skills, capabilities, interests, preferences, needs, 

pp. 261–262). Personalization can occur at the 
content, structure, or presentation levels (Abidi 

is a popular remedy to customize the Web en-
vironment and alleviate the overload produced 
by this large collection of semi- or unstructured 

Personalized information systems provide cus-
tomized responses to individual requests, adapt-
ing results to preferences, goals, and capacities 

means these systems are able to access and se-
lect data, know about the users (and learn about 
them), and establish pertinence of data according 
to user needs.

Personalization systems for the Web can 
customize responses based on page importance, 

ranking algorithms and gives access primarily to 

before presenting it back to the user. Meta-search-
ing is another approach, which gathers replies to 
a query from various search systems; as overload 

-

As can be seen, personalization is strongly related 

One of the most common applications of 
personalization is recommendation tools. The 
idea is that the system not only reacts to a user 
request, but can also proactively suggest relevant 

moment such applications are used mainly for 
e-commerce, but have received limited attention 

The reason for this is that in using e-commerce, 

-
tering their e-mail that can be used later to send 
suggestions. Of course, for public use (such as 
free Web search engines), privacy issues are also 
a source of concern.

Example 1

In an agent-based personalization system pre-

(2006), the main functions of an information agent 
are: information acquisition and management 
(retrieval); information synthesis and presenta-

(interface or assistant agents), which shows what 
was already pointed out in the beginning of this 
section, that the problems and solutions related 
to information are typically related to each other 
or part of a larger whole. The focus is however 
on personalization. In this approach, agent char-
acteristics include: proactivity (triggering actions 
not explicitly requested), uncertainty management 
(inferring from incomplete knowledge and past 
experience), autonomy (dealing with distributed 
data, knowledge, and resources), and social abili-
ties (performing tasks interacting with distributed 
entities in multi-agent systems). Their MAPIS 
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(Multi-Agent Personalized Information System) 
provides personalized access to an information 
set, by interacting with both users and information 
sources. The MAPIS system bases its personaliza-
tion process on the management and processing 
of data about the information domain, the history 
of requests and responses, and the users. The us-
ers are modeled according to the characteristics 
required to complete the personalization. Assistant 
agents carry out distinct activities according to the 
type of request received (subscription or request). 

and the Solver agents. The Solver agents work 

data retrieval. The approach assigns stereotypes 

Personalization occurs in several steps: data and 

adapted to interface format.

Example 2

An earlier proposal which sits in between retrieval 
and personalization is that of just-in-time informa-
tion retrieval agents (JITIR agents) that proactively 
present information based on a person’s context, 
continuously watching a person’s environment 
and presenting information that may be useful 
without requiring any action on the part of the user 

out that according to this proposal, the agent not 
only helps in substituting traditional search tools, 
but actually changes the way in which people use 
information.

The issues related to information management 
(or information problems), namely heterogeneity, 
overload, and dynamics, were presented in the sec-
ond section of this chapter. The main approaches 
for dealing with these issues, namely retrieval, 

been presented. The next step in this chapter is 

in a real-world domain, which is very appropri-
ate for illustrating the nuances and possibilities 
of the previous two sections: critical incident 
management.

INFORMATION ISSUES IN CRITICAL 
INCIDENT MANAGEMENT

This section will use the term “critical incidents,” 
rather than crises, emergencies, disasters, or 
extreme events, but in this context they can be 
regarded as interchangeable concepts. A critical 

natural event or situation that threatens people, 
property, business, or the community and occurs 
outside the normal scope of routine business op-
erations” (Michigan State University School of 
Criminal Justice, 2000, p. 37). A key characteristic 
of critical incidents is their complexity. Failure 
or instability in factors such as climate change, 
health crises, and the increasing hyper-complex-
ity of ICTs (information and communication 
technologies) might trigger cascading impacts 
through unexpected pathways in supply networks 

One failure in an operational system may trigger 
failure in interdependent systems of electrical 
power, communications, transportation, water, 
gas, and sewage; this may stagger the operational 
capacity of a whole region and create new dangers 

2004). If it is a major disaster, potentially the 
whole socio-technical system of a region or com-
munity may collapse (Comfort et al., 2004). On 
top of this, when the situation becomes a multi-
incident event, then its response also becomes 

Upadhyaya, 2005). Accurate, complete, and timely 
information is of evident value for the assessment, 
planning, response, and learning efforts, but 
sources are unknown, quantities grow quickly 
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and unexpectedly, sharing is not pre-established, 
and relationships not clear, making management 

also a very rich domain for studying information 
problems and solutions.

Information Problems in Critical 
Incidents

All phases of emergency management are infor-
mation and communication intensive, imposing 
heavy demands on the information technologies 

2001). In this section, some of the information-re-
lated challenges associated with critical incidents 
are presented, using the same three components 

-
geneity, overload, and dynamics.

Information Heterogeneity

Information production, sharing, and interpreta-

of the many different agencies that usually take 
part in the response. In “normal” incidents, the 
response can be handled by regular public emer-
gency services; a large-scale event, however, is 
usually beyond their capacity (Liu, 2004). As an 
example, consider some of the agencies that are 
typically involved in a disaster relief operation: 
UNICEF (the United Nations Children’s Fund 
to take care of child victims), UNDP (the United 
Nations Development Program for infrastructure 
and economic development after initial response), 
NGOs (non-government organizations of different 
natures, such as Medecins Sans Frontiers), the 
military forces of different contributing countries 
(and United Nations Peacekeeping forces along 
the local armed forces), regional organizations, 
national government, government agencies, Red 
Cross (Red Crescent), WHO (World Health Or-
ganization), relief agencies, and many others. The 
presence of many different agencies results in goal 

over resources (Bui et al., 2000). For example, one 
agency may be interested in immediate relief ef-
forts, while another may be interested in long-term 

the site, but also making their information needs 
quite distinct. Cultural differences may result in 
mistrust, misrepresentation of facts, and differ-
ences in perception and values, which are all issues 
related to information management. From a purely 
technological perspective, this also means their 
communication devices will be different, their 
language will sometimes differ, their access and 
training in information systems use will not be 
leveled, and standards will not be easy (if at all 
possible) to create in advance.

Information Overload

Even if systems have been implemented for deal-
ing with the incident, a constraint we cannot do 
away with is the cognitive limitation of humans 
interacting with the system and with each other. 
To deal with complexity the system needs to be 
complex enough, but also simple enough for it to 
be fault-tolerant and not slow or too costly or too 
interfering for systems in regular operation. Criti-
cal incidents are unpredictable, which is not to say 
always unanticipated. This means that information 
regarding a critical incident is always non-exist-
ing before the actual incident occurs. There may 
be historical data of similar incidents, simulation 
data, lessons learned, contingency plans to follow, 
predictions, and updated sensor information for 
early warning, but none of these will be enough 
for making complete sense of the incident once 
it occurs. This initial lack of information quickly 
turns into overload, because, for example, when 
a large-scale disaster happens, a great deal of 
information occurs in a short time (Atoji et al., 
2000). The fact that the response is a task full of 
uncertainty means that more information will 
have to be processed for decision making. At the 
same time, the pressure of acting quickly and 
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preventing further loss places additional cognitive 
constraints on decision makers.

Information Dynamics

crises (before an incident actually occurs) is 

Oloruntoba, 2005) or visible only when too late 
for a proper response. This forces response net-
works to improvise in the face of a non-existing 
or non-permanent structure for dealing with the 

actual response it is often the case that response 

(Chen et al., 2005). Besides complexity of the 
incident itself, emergency related information has 
a different nature to other types of information; 
besides increasing rapidly after the incident, it is 
unique for each incident (establishing categories 

changes so quickly that respondents (and manag-
ers) need to know how the information is linked in 
terms of time and causal relationships (Atoji et al., 
2000). Other special characteristics are: national 
security and safety imply assessing releasability 
and transparency of the information, cultural and 
technological incompatibilities may hinder the 

(Bui et al., 2000).

Examples of Solutions to 
Information Problems in Critical 
Incident Management

Disasters are one of those human and organiza-
tional circumstances when free dissemination of 
timely and pertinent information is essential to 
prevent avoidable loss of life and property (Bui 

-
posals and systems have been developed through 
the years to improve information management in 
critical incidents. It is possible to classify these 
solutions in terms of the approaches presented 

and personalization). However, since these are 
often related to each other or built on top of each 

when it comes to actual systems or frameworks. 
The examples that follow can be placed in more 
than one of those approaches, but they all share 
the same application domain, which is the focus 
of this section.

Example 1

Knowledge Extraction Agent (AKEA), which was 
started during the 2003 SARS crisis, and uses a 
conversational software robot
Intelligence Neural-network Identity) to inform 
users of crisis-related information, providing a 

2005). AINI’s knowledge base consists of a 
common base, an expression emotion database, 
a customer knowledge base, and an Alert-News 
knowledge base. AIML (an XML language, based 
on ALICE) is used to represent AINI’s common 
knowledge base. The Expression Emotion Da-
tabase is used to identify and classify emotions 
within the context of the conversation between 
the user and the software robot. The AlertNews 
knowledge base provides news and information to 
users via mobile devices. A syntactic preproces-
sor uses online news documents (in HTML) as 

words, and feeds it into the CCNet news reposi-
tory, which is then intended for use by the robot to 
read search results to the users. This system then 
combines some of the topics treated earlier: it is 
an agent-based information retrieval, fusion, and 

Example 2

The second system, COSMOA, is a multi-agent 
system based on ontology that supports the deci-
sion-making process during the medical response 
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-
wood, 2005). It simulates the monitoring of a range 
of news feeds in addition to emergency service 
reports of incidents in order to determine that it 
has taken place and the nature of this incident. 
Using the available information, as it comes into 
the system, it then predicts the potential number 
of casualties and likely injuries using heuristics 
and other methods. The system also regularly 
collects data from each local hospital within 
the area of the emergency plan to determine its 
capacity and the current facilities that they can 
offer within the context of the incident. Then, 
a Web-based schedule is produced setting out 
which hospital will handle each type of casualty. 
This system is feasible because it focuses only 

systems of other agencies, especially when there 
is a combined response in which lines of author-
ity are unclear.

Example 3

A framework for effective dissemination of 
incident reports and lessons learned from real 
emergency-related operations and exercises was 
proposed by Jenvald et al. (2001). This framework 

exchange, providing a foundation for analyzing 

It includes a generic information processor (GIP) 
used as a basic entity for modeling both sources 
and users through document types, a unique 
name (to identify and locate the information it 
publishes), and associated virtual archives. The 
virtual archives describe the input information 
the GIP requires to generate its output documents 
(thus enabling the representation of information 

-
tion of the framework was built to represent the 

in which an instrumentation system collects and 
visualizes exercise data. Units and observers 

represent data sources, and the exercise control 
collects and compiles this data using the system 
to produce a mission history that can be fed back 
to the units and observers by means of GIPs to 
help them learn from the exercise.

Example 4

Finally, a more ambitious project is a plan for a 
global information network (GIN), which consid-
ers that any system devised to manage humanitar-
ian assistance/disaster relief should ensure that 

-
ers act on such information without fail (Bui et 
al., 2000). GIN can assist disaster planners and 
managers by offering information, cognition, 
collaboration/coordination, and decision focus, 
and by providing these not only during the crisis 
response phase, but during pre- and post-crisis 
phases as well. The GIN implementation would 
include a physical command center with telecom-
munication lines connecting to expert advice 
groups from around the world. The GIN would 
link to knowledge and data warehouses cover-
ing the range of information required in disaster 
situations. Field sensors would be connected to 
the network bringing the latest information. The 
knowledge bases would have information on the 
social/cultural/organizational characteristics of 
the agencies involved, and the system would 
provide linkage fostering productive communi-

Software agents would be used to detect patterns 
in data and knowledge warehouses for mining. 
Application software, groupware, decision sup-
port, modeling, and statistical systems would be 
made available. Multimedia capabilities would 
also be incorporated. If realized, a complete and 
tested system of this type would offer a holistic 
solution to the information problem in critical 
incident management. Of course, even if all the 
technology is available to realize this system, it 
would still have to deal with the cultural, techno-
logical, and social incompatibilities of potential 
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user agencies, making the challenge more than 
just a technology problem.

CONCLUSION

This chapter has presented an understanding of 
the information problem as composed of three 
dimensions. Information heterogeneity relates to 

and types of information. Information overload 
is associated to the limit at which a person or 
group can no longer adequately process incoming 
information. Information dynamics denotes the 
changing nature of information and the highly 

These are issues that become more evident and 
widespread in the context of the Internet and 
more critical in the face of crises or emergencies. 
However, for some time there have been different 
approaches to deal with these issues, including 
information discovery/retrieval, information 

personalization.
Information problems and their associated 

solutions are not easy to decompose because they 
are strongly related to each other. Furthermore, 
the types of solutions presented also feedback on 
the information management scenario, increasing 
or creating new problems themselves. This calls 
for a holistic and multidisciplinary study of the 

and social network analysis (presented in the 
Future Research Directions) may contribute to 
better design solutions and more effectively deal 
with information problems.

This chapter argues that a good arena to grasp 
these problems from both a challenging and rich 
perspective is critical incident management, 
because of its complexity and the fact that it is a 
data-intensive, open, distributed domain. Good 

contribute to better response and improved deci-
sion making, but will allow for more structured 

learning to prevent or mitigate future emergencies. 
It would be interesting to see how a larger set of 

into the information problem dimensions and 
types of solutions offered in this chapter. This 
could contribute to a more coherent body of 
knowledge of information management in the 
critical incident management domain.

FUTURE RESEARCH DIRECTIONS

The Internet still holds the power of serving two 
of the most important functions in the modern 
world: as a giant virtual storehouse of data, 
information, and knowledge; and as the true 

However, some promises have fallen short. Ac-
cording to the initial idea of the Semantic Web, 
for instance, information could be derived from 
data through a semantic theory for interpreting 
symbols, in which the logical connection of terms 
establishes interoperability between systems 

supposed to become a reality, among other things, 
by using agents. A classic application of agents to 
deal with information overload (Maes, 1994) was 
aimed at replacing the metaphor of direct manipu-
lation, which requires information systems users 
to initiate all tasks explicitly and to monitor all 
events. Autonomous agents would help introduce 
the alternative: indirect management, in which an 
agent would act in behalf of the user. Although 

idea is still valid and underlies most agent-based 
approaches in human-agent systems.

Despite the setbacks, some believe (Shadbolt 
et al., 2006) that through ontology and standards, 
the Semantic Web is still possible in its full poten-
tial, and the path is already delineated by efforts 
(mostly from the World Wide Web Consortium) 
such as: RDF (Resource Description Framework), 

(Web Ontology Language). However, these grow-
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ing standards still need uptake from committed 
practice communities. This poses the question of 
the cost of developing and maintaining ontolo-
gies, which should not be a problem considering 
that the productivity gain is higher and that as 
the user base increases, cost decreases (spreads 
out). The convergence of agent technology and 
Semantic Web principles is still a fertile research 

remains to be seen whether this holds true for 
critical incidents.

There is a second trend worth highlighting. 
Since relationships are important for the acqui-
sition of information, and knowledge creation 
is a social process, it is important to understand 
the social component of information seeking 
and sharing. Borgatti and Cross (2003), through 
social network analysis, have found that three 
enduring relational characteristics are predic-
tive of the behavior of information seeking: 
knowing what another person knows, valuing 
what another person knows in relation to one’s 
work, and being able to gain timely access to that 
knowledge. Relational conditions of knowing and 
access can be developed both virtually (through 
computer mediation) and physically (e.g., with 

dynamics will continue to be studied under the 
social network analysis approach for example, 

by using simulation to explore the behavior of the 
-

ships. The principles behind social networks, such 
as scale-free graphs and “small-world” behavior, 
will also continue to have an impact on the way 
real networks are designed, retrieval algorithms 

-
bining these ideas with agent-based technology 
and the developments in distributed systems (P2P 
architectures), information management systems 
will increasingly become decentralized and sup-
port information sharing on open, heterogeneous 

or converge with the previously mentioned effort 
to continue work on standards and ontologies is 
yet to be seen.
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ABSTRACT

The Web has become a huge repository of information and keeps growing exponentially under no editorial 

people with access to information is not the problem; the problem is that people with varying needs 
and preferences navigate through large Web structures, missing the goal of their inquiry. Web person-
alization is one of the most promising approaches for alleviating this information overload, providing 
tailored Web experiences. This chapter explores the different faces of personalization, traces back its 
roots and follows its progress. It describes the modules typically comprising a personalization process, 
demonstrates its close relation to Web mining, depicts the technical issues that arise, recommends 
solutions when possible, and discusses the effectiveness of personalization and the related concerns. 

INTRODUCTION

Technological innovation has led to an explo-
sive growth of recorded information, with the 
Web being a huge repository under no editorial 
control. More and more people everyday browse 

through it in an effort to satisfy their “primitive” 
need for information, as humans might properly 
be characterized as a species of Informavores 
who “have gained an adaptive advantage because 
they are hungry for further information about 
the world they inhabit (and about themselves)” 
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(Dennett, 1991, p. 181). Based on the observa-
tion that humans actively seek, gather, share and 
consume information to a degree unapproached 
by other organisms, Pirolli and Card (1999, p. 3) 
took the informavores approach one step further 
and introduced the Information Foraging Theory1 
according to which, “when feasible, natural in-
formation systems evolve towards stable states 
that maximize gains of valuable information per 
unit cost” (see also Resnikoff, 1989). Under the 
information foraging assumption, people need 
information and the Web today provides open 
access to a large volume. Thus providing people 
with access to more information is not the problem; 
the problem is that more and more people with 
varying needs and preferences navigate through 
large and complicated Web structures, missing 
-in many cases- the goal of their inquiry. The 
challenge today is how to concentrate human at-
tention on information that is useful (maximizing 
gains of valuable information per unit cost), a 
point eloquently made by H.A. Simon (as quoted 
by Hal Varian in 1995, p. 200), “...what informa-
tion consumes is rather obvious: it consumes 
the attention of its recipients. Hence a wealth of 
information creates a poverty of attention and a 

the overabundance of information sources that 
might consume it.”

Personalization can be the solution to this 
information overload problem, as its objective 
is to provide users with what they want or need, 
without having to ask (or search) for it explicitly 
(Mulvenna et al., 2000). It is a multidiscipline area 

for putting together data and producing personal-
ized output for individual users or groups of users. 

more. Personalization on the Web covers a broad 
area, ranging from check-box customization to 
recommender systems and adaptive Websites. 
The spectrum from customizable Websites (in 
which users are allowed, usually manually, to 

preferences) to adaptive ones (the site under-
takes to automatically produce all adaptations 

etc.) is wide and personalization nowadays has 
moved towards the latter end. We meet cases of 
personalization in use in e-commerce applications 
(product recommendations for cross-selling and 
up-selling, one-to-one marketing, personalized 
pricing, store-front page customization, etc.), in 
information portals (home page customization 
such as my.yahoo.com, etc.), in search engines (in 

group of users), and e-learning applications (topic 
recommendations, student/teacher/administrator 
views, content adaptations based on student level 
and skills, etc.). And while recently there has 
been a lot of talking about personalization, one 
has to wonder whether it is hype or an actual op-
portunity. Doug Riecken, in his editorial article 
in the Communications of the ACM Special Issue 
on Personalization (2000), claims that it should 
be considered as an opportunity, but it must be 

and usable, conditions that in the traditional HCI 

users to achieve their goals (or perform their tasks) 
in little time, with a low error rate, and while 
experiencing high subjective satisfaction.

The personalization technology is fast evolving 
and its use spreads quickly. In the years to come 
all Web applications will embed personalization 
components, and this philosophy will be part and 
parcel of many everyday life tasks (e.g., ambient 
computing, house of tomorrow). We are now at 
the phase of exploring the possibilities and po-
tential pitfalls of personalization as implemented 
and designed so far. In our opinion this is a good 
point to review the progress, learn from our mis-
takes, and think about the “gray” areas and the 
controversies before planning for the future. This 

its modules, demonstrate the close relation be-
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tween personalization and Web mining, depict the 
technical issues that arise, recommend solutions 
when possible, and discuss its effectiveness, as 
well as the related concerns. Moreover, our goal 

suggest in this way directions that may lead us 

MOTIVATION FOR 
PERSONALIZATION

Taking things from the beginning, the roots of 
personalization—as we interpret it today—are 
traced back to the introduction of adaptive hy-
permedia applications in Brusilovsky’s work of 
1996 and its updated version of 2001. Adaptive 
hypermedia were introduced as an alternative 

building a model of the goals, preferences and 
knowledge of each individual user, and using 
this model throughout the interaction, in order 

Adaptations are differentiated depending on 
the amount of control a user has over them. Four 

-
tion initiator, proposer, selector and producer 
(Dieterich et al., 1993). Systems in which the user 
is in control of initiation, proposal, selection and 
production of the adaptation are called adaptable 
(Oppermann, 1994) (“in control” thereby mean-
ing that the user can perform these functions, but 
can also opt to let the system perform some of 
them). In contrast, systems that perform all steps 
autonomously are called adaptive. Adaptability 
and adaptivity can coexist in the same application 

decided taking into account convenience for the 
user, demands on the user, irritation of the user 
and the consequences of false adaptation. User 
control may be provided on a general level (users 
can allow or disallow adaptation at large), on a 
type level (users can approve or disapprove that 

certain types of adaptation take place) or on a 

As already mentioned, initial attempts of 
implementing personalization were limited to 
check-box personalization, in which portals al-
lowed the users to select the links they would like 
on their “personal” pages, but this has proved of 
limited use since it depends on the users knowing 
in advance the content of their interest. Moving 
towards more intelligent (or AI) approaches, col-
laborative  was deployed for implement-
ing personalization based on knowledge about 
likes and dislikes of past users that are considered 
similar to the current one (using a certain similar-
ity measure). These techniques required users to 
input personal information about their interests, 
needs and/or preferences, but this posed in many 
cases a big obstacle, since Web users are not usu-
ally cooperative in revealing these types of data. 
Due to such problems, researchers resorted to 
observational personalization, which is based on 

to personalize information, services or products 
in records of users’ previous navigational behav-
ior (Mulvenna et al., 2000). This is the point at 
which Web mining comes into play; Web mining 

discovering and extracting information from Web 
documents and services and is distinguished as 
Web content, structure or usage mining depend-
ing on which part of the Web is mined (Kosala 

applications base personalization on Web usage 
mining, which undertakes the task of gathering 
and extracting all data required for constructing 

-
ior of each user as recorded in server logs. 

Now that all necessary introductions are in 
place, we may proceed with formally introduc-

task, and personalization is no exception to this 
rule as, in the related bibliography, one may come 
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indicatively also quote the following one, which 
follows a more user-centric approach: “Personal-
ization is a process that changes the functionality, 
interface, information content, or distinctiveness 
of a system to increase its personal relevance to an 
individual” (Blom, 2000). Eirinaki and Vazirgi-

adequately all primary aspects of personalization 

adapts the information or services provided by a 
web site to the knowledge gained from the users’ 
navigational behavior and individual interests, in 
combination with the content and the structure of 
the web site”. For the remainder of the chapter, 
we will use this as our working personalization 

PERSONALIZATION PROCESS 
DECOMPOSED

In this section we discuss the overall personal-
ization process in terms of the discrete modules 
comprising it: data acquisition, data analysis 
and personalized output. We describe in detail 
the objectives of each module and review the 
approaches taken so far by scientists working in 

the solutions recommended. 

Data Acquisition

In the large majority of cases, Web personalization 
is a data-intensive task that is based on three gen-
eral types of data: data about the user, data about 
the Website usage and data about the software and 
hardware available on the user’s side. 

User data. This category denotes information 
about personal characteristics of the user. Several 
such types of data have been used in personaliza-
tion applications, such as:

• Demographics (name, phone number, geo-
graphic information, age, sex, education, 
income, etc.);

• User’s knowledge of concepts and relation-
ships between concepts in an application 
domain (input that has been of extensive use 
in natural language processing systems) or 

• Skills and capabilities (in the sense that apart 
from “what” the user knows, in many cases 
it is of equal importance to know what the 
user knows “how” to do, or even further, 
to distinguish between what the user is 
familiar with and what she can actually 
accomplish);

• Interests and preferences;
• Goals and plans (plan recognition tech-

to predict the user’s interests and needs and 
adjust its contents for easier and faster goal 
achievement).

There are two general approaches for acquir-
ing user data of the types described above: either 
the user is asked explicitly to provide the data 

or even via machine readable data-carriers, such 
as smart cards), or the system implicitly derives 
such information without initiating any interac-
tion with the user (using acquisition rules, plan 
recognition, and stereotype reasoning).

Usage data. Usage data may be directly 
observed and recorded, or acquired by analyz-
ing observable data (whose amount and detail 
vary depending on the technologies used during 
Website implementation, i.e., java applets, etc.), a 
process already referenced in this chapter as Web 
usage mining. Usage data may either be:

Observable data comprising selective actions 
like clicking on an link, data regarding the tem-
poral viewing behavior, ratings (using a binary or 
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e-mailing/saving/printing a document, book-
marking a Web page and more), or

Data that derive from further processing the 
observed and regarded usage regularities (mea-
surements of frequency of selecting an option/link/
service, production of suggestions/recommenda-
tions based on situation-action correlations, or 
variations of this approach, for instance recording 
action sequences). 

Environment data. On the client side, the 
range of different hardware and software used is 
large and keeps growing with the widespread use 
of mobile phones and personal digital assistants 
(PDAs) for accessing the Web. Thus in many 
cases the adaptations to be produced should also 
take into account such information. Environment 
data address information about the available 
software and hardware at the client computer 
(browser version and platform, availability of 

-
ecuting, available bandwidth, processing speed, 
display and input devices, etc.), as well as locale 
(geographical information in order to adjust the 

After data have been acquired (a process that 
is in continuous execution for most of the cases), 
they need to be transformed into some form of 
internal representation (modeling) that will al-
low for further processing and easy update. Such 
internal representation models are used for con-
structing individual or aggregate (when working 

may be static or dynamic based on whether -- and 

usually acquired explicitly while dynamic ones 
are acquired implicitly by recording and analyzing 
user navigational behavior. In both approaches, 
we have to deal with different but equally serious 

and revealing personal information online; they 
comply only when required and even then the 

data submitted may be false. On the other hand, 

information is not biased by the users’ negative 
attitude, the problems encountered derive once 
again from the invaded privacy concern and the 
loss of anonymity, as personalization is striving 
to identify the user, record the user’s online be-
havior in as much detail as possible and extract 
needs and preferences in a way the user cannot 
notice, understand or control. The problem of loss 
of control is observed in situations in which the 
user is not in control of when and what change 
occurs and it is referenced in numerous HCI re-
sources, such as Kramer et al. (2000), Mesquita 
et al. (2002), and Nielsen (1998) as a usability 
degrading factor. A more detailed discussion on 
the issues of privacy and locus of control can be 
found later in this chapter, under “Trends and 
Challenges in Personalization Research.”

Data Analysis

of analysis that can be applied after the phase 
of data acquisition in order to reach secondary 
inferences and accomplish more sophisticated 
personalization. The techniques that may be ap-
plied for further analyzing and expanding user 

-
tics, and information retrieval. In this chapter, 
we follow the approach of information retrieval 
and set our focus on deploying Web mining for 
analyzing user behavior and inferring “interest-
ing” patterns, similarities, clusters and correla-
tions among users and/or page requests. In the 
past years, several researchers have applied Web 
usage mining
making personalization decisions. Web usage 
mining uses server logs as its source of information 
and the process of deriving valuable information 
from them progresses according to the following 
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phases (Srivastava et al., 2000): data preparation 
and preprocessing, pattern discovery and pattern 
analysis.

Data Preparation and Preprocessing

The objective of this phase is to derive a set of 
server sessions from raw usage data, as recorded 
in the form of Web server logs. Before proceed-
ing with a more detailed description of data 
preparation, it is necessary to give a set of data 
abstractions as introduced by the W3Ca (World 
Wide Web Consortium) for describing Web us-
age. A server session
views served due to a series of HTTP requests 
from a single user to a single Web server. A 
page view
a single display in a Web browser window (the 

for analyzing user behavior what is of value is 
the aggregate page view and not each one of the 
consecutive separate requests that are generated 
automatically for acquiring parts of the page 
view such as scripts, graphics, etc.). Determin-
ing which log entries refer to a single page view 
(a problem known as ) 
requires information about the site structuring 
and contents. A sequential series of page view 
requests is termed click-stream and it is its full 
contents that we ideally need to know for reliable 
conclusions. A user session is the click-stream of 
page views for a single user across the entire Web, 
while a server session is the set of page views in 
a user session for a particular Website. 

During data preparation the task is to identify 

automatically generated by spiders and agents. 
These entries in most of the cases are removed 
from the log data, as they do not reveal actual us-

on the best way to handle them depends on the 

manipulation. 

Apart from removing entries from the log 
data, in many cases data preparation also includes 
enhancing the usage information by adding the 
missing clicks to the user click-stream. The reason 
dictating this task is client and proxy caching, 
which cause many requests not to be recorded in 
the server logs and to be served by the cached page 
views. The process of restoring the complete click-
stream is called path completion and it is the last 
step for preprocessing usage data. Missing page 
view requests can be detected when the referrer 

-
ous page view. The only sound way to have the 
complete user path is by using either a software 

In all other cases the available solutions (using 

about the link structure of the site) are heuristic 
in nature and cannot guarantee accuracy. 

Except for the path completion issue, there 
remains a set of other technical obstacles that 
must be overcome during data preparation and 

issue is A number of methods 

assessment is that the more accurate a method 
is, the higher the privacy invasion problem it 
faces. Assuming that each IP address/agent pair 

many users may use the same computer to access 
the Web and the same user may access the Web 
from various computers. An embedded session ID 
requires dynamic sites and while it distinguishes 
the various users from the same IP/Agent, it fails to 
identify the same user from different IPs. Cookies 
and software agents accomplish both objectives, 
but are usually not well accepted (or even rejected 
and disabled) by most users. Registration also 

willing to go through such a procedure or recall 

browsers may provide accurate records of user 
behavior even across Websites, but they are not a 
realistic solution in the majority of cases as they 



  83

Mining for Web Personalization

require installation and only a limited number of 
users will install and use them. 

Last but not least, there arises the issue of 
 Trivial solutions tackle 

this by setting a minimum time threshold and 
assuming that subsequent requests from the same 
user exceeding it belong to different sessions 
(or use a maximum threshold for concluding 
respectively). 

Pattern Discovery

Pattern discovery aims to detect interesting 
patterns in the preprocessed Web usage data by 
deploying statistical and data mining methods. 

Vazirgiannis, 2003):

• Association rule mining: A technique used 

and correlations among sets of items. In the 
Web personalization domain, this method 
may indicate correlations between pages 
not directly connected and reveal previously 
unknown associations between groups of us-

may prove valuable for e-commerce stores 
in order to improve customer relationship 
management (CRM). 

• Clustering: A method used for grouping 
together items that have similar character-
istics. In our case items may either be users 
(that demonstrate similar online behavior) 
or pages (that are similarity utilized by us-
ers).

•  A process that learns to as-

Figure 1. Personalization based on Web mining

Personalized
Web

Experience

Recording of
User Activity

demographics
knowledge, skills,
possibilities
interests/
preferences

Raw data
(acquired explicitely

or implicitely)

individual/group profiles
user/page clusters
web usage mining techniques
pattern discovery
association rule mining

log cleanning
path completion
user identification
session/page view
identification

adaptive selection of
page/fragment variants
fragment coloring
adaptive stretchtext
adaptive NL generation
link sorting/annotation
link (un)hiding/disabling/
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classes. Classes usually represent different 

using selected features with high discrimi-
native ability as refers to the set of classes 

• Sequential pattern discovery: An exten-
sion to the association rule mining technique, 
used for revealing patterns of co-occurrence, 
thus incorporating the notion of time se-
quence. A pattern in this case may be a Web 
page or a set of pages accessed immediately 
after another set of pages.

Pattern Analysis

discovered rules, patterns and statistics into 
knowledge or insight involving the Website being 
analyzed. Knowledge here is an abstract notion 
that in essence describes the transformation from 
information to understanding; it is thus highly 
dependent on the human performing the analysis 
and reaching conclusions. In most of the cases, 
visualization techniques are used for “communi-
cating” better the knowledge to the analyst.

Figure 1 provides a summarized representation 
of all described subtasks comprising the process 
of Web personalization based on usage mining. 

The techniques mentioned so far for perform-
ing the various phases of data analysis apply Web 
usage mining in order to deliver Web personal-
ization. This approach is indeed superior to other 
more traditional methods (such as collaborative or 

and reliance on objective input data (and not, for 
instance, on subjective user ratings). Nevertheless, 
usage-based personalization can also be problem-
atic when little usage data are available pertaining 
to some objects, or when the site content changes 
regularly. Mobasher et al. (2000a) claims that for 
more effective personalization, both usage and 
content attributes of a site must be integrated into 
the data analysis phase and be used uniformly as 

the basis of all personalization decisions. This 
way semantic knowledge is incorporated into 
the process by representing domain ontologies in 
the preprocessing and pattern discovery phases, 
and using effective techniques to obtain uniform 

Personalized Output

After gathering the appropriate input data (about 
the user, the usage and/or the usage environment), 
storing them using an adequate representation and 
analyzing them for reaching secondary inferences, 
what remains is to explore and decide upon the 
kind of adaptations the Website will deploy in 
order to personalize itself. These adaptations can 
take place at different levels:

• Content: Typical applications of such 
adaptations are optional explanations and 
additional information, personalized rec-
ommendations, theory driven presentation, 
and more. Techniques used for producing 
such adaptations include adaptive selection 
of Web page (or page fragment) variants, 
fragment coloring, adaptive stretch-text, 
and adaptive natural language generation.  

• Structure: It refers to changes in the link 
structure of hypermedia documents or 
their presentation. Techniques deployed for 
producing this kind of adaptation comprise 
adaptive link sorting, annotation, hiding 
and unhiding, disabling and enabling, and 
removal/addition. Adaptations of structure 
are widely used for producing adaptive rec-
ommendations (for products, information or 
navigation), as well as constructing personal 
views and spaces. 

• Presentation and media format: In this 
type of personalized output the informa-
tional content ideally stays the same, but its 
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format and layout changes (for example from 
images to text, from text to audio, from video 
to still images). This type of adaptations is 
widely used for Web access through PDAs 
or mobile phones, or in Websites that cater 
to handicapped persons. 

In the majority of cases, personalized Websites 
deploy hybrid adaptation techniques. 

Personalization requires the manipulation of 
large amounts of data and processing them at a 
speed that allows for low response times, so that 
adaptations take effect as soon as possible and 
the process remains transparent to the user. At 
the same time, in most personalization scenarios, 
and with the purpose of keeping the processing 
time very low, parts of the process are executed 

is only natural that user preferences and even more 
often user needs change over time, requiring cor-

updated is usually determined on an application 

speed requirements, or in other words, the fault 
and delay tolerance. 

THEORY IN ACTION: 
TOOLS AND STANDARDS

From the previous, it is obvious that personaliz-
ing the Web experience for users by addressing 
individual needs and preferences is a challenging 
task for the Web industry. Web-based applica-
tions (e.g., portals, e-commerce sites, e-learning 
environments, etc.) can improve their perfor-
mance by using attractive new tools such as 
dynamic recommendations based on individual 
characteristics and recorded navigational history. 
However, the question that arises is how this can 
be actually accomplished. Both the Web industry 

have focused on various aspects of the topic. The 
research approaches, and the commercial tools 
that deliver personalized Web experiences based 
on business rules, Website content and structure, 
as well as the user behavior recorded in Web 

tour around the most well known applications 
of Web personalization both at a research and a 
commercial level. 

Letizia
intelligent agents, assists Web search and of-
fers personalized lists of URLs close to the 
page being read using personal state, history 
and preferences (contents of current and visited 

augmented by heuristics inferring user interest 
from her behavior.

WebWatcher (Armstrong et al., 1995; Joachims 
et al., 1997) comprises a “tour guide” Web agent 
that highlights hyperlinks in pages based on 
the declared interests and path traversal pattern 
of the current user, as well as previous similar 
users. WebWatcher incorporates three learning 
approaches: (a) learning from previous tours, 
(b) learning from the hypertext structure and (c) 

A recommendation system that assists Web 
search and personalizes the results of a query based 
on personal history and preferences (contents and 
ratings of visited pages) is Fab 
Shoham, 1997). By combining both collabora-
tive and content-based techniques, it succeeds 
to eliminate many of the weaknesses found in 
each approach. 

Humos/Wifs (Ambrosini et al., 1997) has two 
components, the Hydrid User Modeling Subsys-
tem and the Web-oriented Information Filtering 
Subsystem, assisting Web search and personal-
izing the results of a query based on an internal 
representation of user interests (inferred by the 
system through a dialogue). It uses a hybrid ap-
proach to user modeling (integration of case-based 
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takes advantage of semantic networks, as well as 
a well-structured database, in order to perform 

Another agent that learns users’ preferences 
by looking at their visit records and then provides 
them with updated information about the Website 
is SiteHelper
out two types of incremental learning: interactive 
learning, by asking user for feedback, and silent 

Personal WebWatcher (Mladenic, 1999) is 
a “personal” agent, inspired basically by Web-
Watcher, that assists Web browsing and highlights 
useful links from the current page using personal 
history (content of visited pages), while Let’s 
Browse (Lieberman et al., 1999) implemented as 
an extension to Letizia, supports automatic detec-
tion of the presence of users, automated “channel 

The use of association rules
in Agrawal et al. (1993) and Agrawal and Srikant 
(1994). Chen et al. (1998) use association rules 
algorithms to discover “interesting” correlations 

session as a set of maximal forward references 
(meaning a sequence of Web pages accessed by 
a user) was introduced in Chen et al. (1996). This 
work is also the basis of SpeedTracer (Wu et al., 
1998), which uses referrer and agent information 
in the pre-processing routines to identify users and 
server sessions in the absence of additional client 

frequently visited groups of Web pages. Krishnan 
et al. (1998) describe techniques 
in order to predict future request behaviors. Thus 
content can be dynamically generated before the 
user requests it. 

Manber et al. (2000) presents Yahoo! per-
sonalization experience. Yahoo! was one of the 

scale. This work studies three examples of per-

sonalization: Yahoo! Companion, Inside Yahoo! 
Search and My Yahoo! application, which were 
introduced in July 1996. 

Cingil et al. (2000) describe the need for 
interoperability when mining the Web and how 
the various standards can be used for achieving 
personalization. Furthermore, he establishes 
an architecture for providing Web servers with 
automatically generated, machine processable, 

privacy preferences. 
Mobasher et al. (2000b) describe a general 

architecture for automatic Web personalization 
using Web usage mining techniques. WebPerson-
alizer (Figure 2) is an advanced system aiming 

for the production of personalized recommenda-
tions for the current user based on her similari-
ties with previous users. These user preferences 
are automatically learned from Web usage data, 
eliminating in this way the subjectivity from 

The pre-processing steps outlined in Cooley et 
al. (1999a) are used to convert the server logs 
into server sessions. The system recommends 
pages from clusters that closely match the cur-
rent session. 

For personalizing a site according to the 
requirements of each user, Spiliopoulou (2000) 
describes a process based on discovering and 
analyzing user navigational patterns. Mining 
these patterns, we can gain insight into a Web 
site’s usage and optimality with respect to its 
current user population.

Usage patterns extracted from Web data have 
been applied to a wide range of applications. 
WebSIFT (Cooley et al., 1997, 1999b, 2000) is a 

usage, content, and structure information about 

degree of subjective interestingness. 
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Web Utilization Miner - WUM ) (Spiliopoulou 

discovers, and visualizes interesting navigation 
patterns. In WUM the concept of navigation pat-
terns includes both the sequence of events that 

connecting those events. 
Another Web usage miner designed for e-

commerce applications is MIDAS (Buchner et al., 
1999), in which a navigation pattern is a sequence 

of events satisfying the constraints posed by an 
expert who can specify, in a powerful mining lan-
guage, which patterns have potential interest. 

IndexFinder
is a Web management assistant, a system that 
can process massive amounts of data about site 
usage and suggest useful adaptations to the 
Web master. This assistant develops adaptive 
Websites that semi-automatically improve their 
organization and presentation by learning from 
visitor access patterns. Adaptive Websites are 

Figure 2. A general architecture for usage-based Web personalization (Mobasher et al., 2000b)
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Table 1. continued
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1999, 2000a). 
Finally, Rossi et al. (2001) introduce an inter-

esting approach based on the Object-Oriented 
Hypermedia Design Method (OOHDM). They 
build Web application models as object-oriented 

to specify personalization. In this context, the 
linking topology or the contents of individual 
nodes can be basically personalized.

Moreover, many vendors such as Blue Martini 
Software Inc., E.piphany, Lumio Software, Net 
Perceptions, Sane Solutions, WebSideStory Inc, 
and so forth provide a variety of commercial tools 
that support mining for Web personalization. Table 
1 summarizes a list of the most representative 
current commercial applications. All these can be 
integrated directly into a Website server in order 
to provide users with personalized experiences. 

As mentioned before, the techniques applied 
for Web personalization should be based on stan-
dards and languages ensuring interoperability, 
better utilization of the stored information, as 
well as personal integrity and privacy (Cingil et 
al., 2000). 

Extensible Markup Language (XML)b is 

designed to meet the challenges of large-scale 
electronic publishing. XML plays an increas-
ingly important role in the exchange of a wide 
variety of data on the Web and the XML Query 
Languagec can be used for extracting data from 
XML documents. 

Resource Description Framework (RDF)d 
is a foundation for processing metadata and 
constitutes a recommendation of W3C. It pro-
vides interoperability between applications that 
exchange machine-understandable information 
on the Web and its syntax can use XML. RDF 
applications include resource discovery, content 
description/relationships, knowledge sharing and 
exchange, Web pages’ intellectual property rights, 

users’ privacy preferences, Websites’ privacy 
policies, and so forth.

Platform for Privacy Preferences (P3P)e was 
developed by the W3C in 1999 and comprises a 
standard that provides a simple and automated way 
for users to gain more control over their personal 
information when visiting Websites. Personal 

and leads to a number of ethical considerations. 
Website visitors must be convinced that any col-

secure. P3P enables Websites to express their 
privacy practices in a standard format that can 
be retrieved automatically and interpreted easily 
by user agents. P3P user agents allow users to 
be informed of site practices (in both machine 
and human readable formats) and to automate 
decision-making based on these practices when 
appropriate. Thus users need not read the privacy 
policies at every site they visit. However, while 
P3P provides a standard mechanism for describing 
privacy practices, it does not ensure that Websites 
actually follow them. 

f is a proposed 
standard by Netscape that enables Web person-

on their hard drives, which can be accessed by 
authorized Web servers. The users have access 
to these records and can control the presented 
information. These records can replace cookies 
and manual online registration. The OPS has 
been examined by the W3C, and its key ideas 
have been incorporated into P3P. 

g is an 
open standard for facilitating the privacy-enabled 
interchange of customer information across 
disparate enterprise applications and systems. 

XML-based data model for use within various 
enterprise applications both on and off the Web, 
resulting in a networked, customer-focused en-
vironment. The CPEX working group intends to 
develop open-source reference implementation 
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and developer guidelines to speed adoption of 
the standard among vendors. 

Personalized Information Description Lan-
guage (PIDL)h aims at facilitating personalization 
of online information by providing enhanced 
interoperability between applications. PIDL 
provides a common framework for applications 
to progressively process original contents and 
append personalized versions in a compact for-
mat. It supports the personalization of different 
media (e.g., plain text, structured text, graphics, 
etc.), multiple personalization methods (such as 

delivery methods (for example SMTP, HTTP, IP-

for services to both personalize and disseminate 
information. Using PIDL, services can describe 
the content and personalization methods used 
for customizing the information and use a single 
format for all available access methods. 

TRENDS AND CHALLENGES IN 
PERSONALIZATION RESEARCH

While personalization looks important and ap-
pealing for the Web experience, several issues 
still remain unclear. One such issue is privacy 
preserving and stems from the fact that per-
sonalization requires collecting and storing far 
more personal data than ordinary non-personal-
ized Websites. According to Earp and Baumer 
(2003), there is little legal protection of consumer 
information acquired online -- either voluntarily 
or involuntarily -- while systems try to collect 
as much data as possible from users, usually 
without users’ initiative and sometimes without 
their awareness, so as to avoid user distraction. 
Numerous surveys already available illustrate 
user preferences concerning online privacy (Ko-

preservation of anonymity when interacting with 
an online system prevailing. 

A solution to this problem may come from 
providing user anonymity, even thought this 
may sound controversial, since many believe that 
anonymity and personalization cannot co-exist. 
Schafer et al. (2001) claim that “anonymizing 
techniques are disasters for recommenders, 
because they make it impossible for the recom-
mender to easily recognize the customer, limit-
ing the ability even to collect data, much less to 
make accurate recommendations”. Kobsa and 
Schreck, (2003) on the other hand, present a 
reference model for pseudonymous and secure 
user modeling that fully preserves personalized 
interaction. Users’ trust in anonymity can be 
expected to lead to more extensive and frank 
interaction, and hence to more and better data 
about the user, and thus better personalization. 
While this is a comprehensive technical solution 
for anonymous and personalized user interaction 
with Web services, a number of obstacles must 
still be addressed; hardly any readily available 
distributed anonymisation infrastructures, such 
as mixes, have been put in place and anonymous 

money, physical goods and non-electronic services 
are being exchanged. 

The deployment of personalized anonymous 
interaction will thus strongly hinge on social 
factors (i.e., regulatory provisions that mandate 
anonymous and pseudonymous access to elec-
tronic services). This will give the opportunity to 
holders of e-shops to apply intelligent e-marketing 
techniques with Web mining and personalization 
features, as in Perner and Fiss (2002). Intelligent 
e-marketing is part of the Web intelligence (Yao 
et al., 2001), where intelligent Web agents (WA), 
acting as computational entities, are making deci-
sions on behalf of their users and self-improving 
their performance in dynamically changing and 
unpredictable task environments. WAs provide 
users with a user-friendly style of presentation 
(Cheung et al., 2001) that personalizes both 
interaction and content presentation (referenced 
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in the bibliography as Personalized Multimodal 
Interface). 

A relatively recent development that is fore-
seen to greatly affect Web personalization (and 

the creation of the semantic Web. Semantic Web 
mining combines the two fast-developing research 
areas of semantic Web and Web mining with the 
purpose of improving Web mining by exploiting 
the new semantic structures in the Web. Berendt 
et al. (2002) give an overview of where the two 
areas meet today, and sketches ways of how a 

will reach its full potential when it becomes an 
environment in which data can be shared and 
processed by automated tools, as well as by people. 
The notion of being able to semantically link 
various resources (documents, images, people, 
concepts, etc.) is essential for the personalization 
domain. With this we can begin to move from 
the current Web of simple hyperlinks to a more 
expressive, semantically rich web, in which we can 
incrementally add meaning and express a whole 
new set of relationships (hasLocation, worksFor, 
isAuthorOf, hasSubjectOf, dependsOn, etc.) 
among resources, making explicit the particular 
contextual relationships that are implicit in the 
current Web. The semantic Web will allow the 
application of sophisticated mining techniques 
(which require more structured input). This will 
open new doors for effective information inte-
gration, management and automated services 
(Markellos et al., 2003).

Moving away from the promising future po-
tential of the personalization technology, perhaps 
it is interesting to return to its original motivation. 
Personalization has one explicit target: people. 
Users are being offered services or applications 
that need to be or should be personalized for ease 

past years different attempts have been proposed 
for evaluating personalization (Ramakrishnan, 
2000; Vassiliou et al., 2002) a more systematic and 

-

basis the use of such a resource demanding tech-
nology. In other words, despite the great potential 
and how smart a Website can be in changing itself 
in order to better suit the individual user, or how 
well it can anticipate and foresee user needs, the 
fact remains: systems are aware of only a fraction 
of the total problem-solving process their human 
partners undergo (Hollan, 1990), and they cannot 
share an understanding of the situation or state 
of problem-solving of a human (Suchman, 1987). 
Personalization, with all the automated adapta-
tions it “triggers” transparently, is a blessing only 
if the human partner is allowed to control what is 
adapted automatically and how. This way, locus of 
control remains at the user side, where it should 
be. Other than that, numerous issues remain to 
be addressed: When is personalization required? 
What data should be used and is there a minimal 

-

speed, privacy and satisfaction? 
Technologically, the scene is set for personal-

ization; it is fast developing and constantly im-
proving. What is missing is its wider acceptance 
that will allow it to prove its full potential. The 

investigation and resolution of issues connected 
with the human factor: ethics, trust, privacy, con-
trol, satisfaction, respect, and reassurance. 

CONCLUSION

As the Web is growing exponentially, the user’s 

remains constant. Currently, Web personaliza-
tion is the most promising approach to alleviate 
this problem and to provide users with tailored 
experiences. Web-based applications (e.g., in-
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formation portals, e-commerce sites, e-learning 
systems, etc.) improve their performance by 
addressing the individual needs and preferences 
of each user, increasing satisfaction, promoting 
loyalty, and establishing one-to-one relationships. 
There are many research approaches, initiatives 
and techniques, as well as commercial tools that 
provide Web personalization based on business 
rules, Website contents and structuring, user 
behavior and navigational history as recorded in 
Web server logs. 

Without disputing the enormous potential of 
the personalization technology, neither question-
ing the “noble” motivations behind it, the issue is 
still unclear: Does personalization really work? 
The answer is neither trivial nor straightforward. 

not only for the Website visitor (being offered 
more interesting, useful and relevant Web experi-
ence) but also for the provider (allowing one-to-
one relationships and mass customization, and 
improving Website performance). On the other 
hand, personalization requires rich data that are 
not always easily obtainable and in many cases 
the output proves unsuccessful in actually un-
derstanding and satisfying user needs and goals. 
Today, the situation is such that providers invest 
money on personalization technologies without 
any reassurances concerning actual added value, 
since users are negative towards the idea of be-
ing stereotyped. Finally, the ethical dimension of 
personalization should also be taken into account: 
online user activities are recorded for constructing 

in jeopardy. 
Summarizing, in this chapter we explored the 

different faces of personalization. We traced back 
its roots and ancestors, and followed its progress. 
We provided detailed descriptions of the modules 
that typically comprise a personalization process 
and presented an overview of the interesting re-
search initiatives and representative commercial 
tools that deploy Web usage mining for produc-

ing personalized Web experiences. Finally, we 
introduced and discussed several open research 
issues and in some cases, we provided recom-
mendations for solutions. 
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ENDNOTES

a W3C. World Wide Web Consortium. Avail-
able: http://www.w3.org

b  XML. Extensible Markup Language. Avail-
able: http://www.w3.org/XML

c  XML Query Language. Available: http://
www.w3.org/TR/xquery/

d RDF. Resource Description Framework. 

http://www.w3.org/TR/REC-rdf-syntax/

e P3P. Platform for Privacy Preferences 
Project. Available: http://www.w3.org/P3P

f

http://developer.netscape.com/ops/ops.
html

g -
able: http://www.cpexchange.org/

h  PIDL. Personalized Information Description 
Language. Available: http://www.w3.org/
TR/NOTE-PIDL
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ABSTRACT

The explosive growth of the Web scale has drastically increased information circulation and dissemina-

management issues, such as clustering on the Web, should be addressed and analyzed. Clustering has 
been proposed towards improving both the information availability and the Web users’ personalization. 
Clusters on the Web are either users’ sessions or Web information sources, which are managed in a 
variation of applications and implementations testbeds. This chapter focuses on the topic of clustering 
information over the Web, in an effort to overview and survey on the theoretical background and the 
adopted practices of most popular emerging and challenging clustering research efforts. An up-to-date 
survey of the existing clustering schemes is given, to be of use for both researchers and practitioners 
interested in the area of Web data mining. 

INTRODUCTION

The explosive growth of the Web has dramatically 
changed the way in which information is managed 
and accessed. Thus, several data management 
solutions such as clustering have been proposed. 

Web sources into “groups” so that similar objects 
are in the same group and dissimilar objects are 
in different groups. 

Clustering on the Web has been proposed based 
on the idea of identifying homogeneous groups 
of objects from the values of certain attributes 
(variables) (Jain et al., 1999). In the context of 
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Web, many clustering approaches have been 
introduced for identifying Web sources clusters 
evaluated under a wide range of parameters 
(such as like their size, content, complexity). A 

it results in “reliable” Web data grouping within 
a reasonable time. 

Clustering algorithms have their origins in 
various areas such as statistics, pattern recogni-
tion, and machine learning. An “optimal” cluster-
ing scheme should mainly satisfy the following 
criteria:

1. Compactness: The data within each cluster 
should be as close to each other as possible. 
A common measure of compactness is the 
“variance”, which should be minimized.

2. Separation: The clusters should be widely 
spaced. The notion of “cluster distance” is 
commonly used for indicating the measure of 
separation, which should be maximized.

In general, the Web consists of a variety of 
Web sources. In order to facilitate data availability, 
accessing, and to meet user preferences, the Web 
sources are clustered with respect to a certain 

parameter or characteristic such as: popularity, 
structure, or content. Clustering on the Web can 
be one of the following types:  

• Web users clustering:  the establishment 
of groups of users exhibiting similar brows-
ing patterns. Such knowledge is especially 
useful for inferring user statistics in order 
to perform various actions such as market 
segmentation in e-commerce applications, 
personalized Web content to users etc. This 
type of clustering, helps in better understand-
ing the users’ navigation behavior and in 
improving Web users’ requests servicing 
(by decreasing the lengths in Web naviga-
tion pathways), 

• Web documents clustering: the grouping 
of documents with related content. This 
information is useful in various applications, 
for example in Web search engines towards 
improving the information retrieval process 
(i.e., clustering Web queries). In addition, 
clustering of Web documents increases Web 
information accessibility and improves the 
content delivery on the Web. 

Figure 1. Clustering information over the Web 
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Figure 1 depicts the overall clustering idea 
as employed on users’ accessing to data over the 
Web. Considering the complexity and the diver-
sity of the information sources on the Web, it is 
important to understand the relationships between 
Web data sources and Web users. Due to the fact 
that the Web data clustering topic is quite chal-
lenging and complex, this chapter contributes in 
understanding the role of clustering mechanisms 
and methodologies in accessing Web informa-
tion (such as documents, users’ patterns). Thus, 
it provides a complete view for the existing Web 
data clustering practices which is essential both 
for the computing practitioners (e.g., Web sites 
developers) and for the researchers as well.

Considerable research efforts have focused on 
clustering information on the Web, and earlier 
studies have shown that clustering of Web sources 

(Baldi et al., 2003; Cadez et al, 2003). Some of 

• Improvement of the Web searching process; 

processing over the large amount of docu-
ments stored on the Web servers.

• Interaction with information retrieval sys-
tems; query clustering helps in discovering 
frequently asked questions or most popular 
topics on a search engine.

• Construction and maintenance of more 
 that are able to 

dynamically adapt their designs to satisfy 
the future users’ needs, providing clues about 
whether improvements in site design might 
be useful.

• Improvement of caching (temporary stor-
age of objects closer to the end-users) and 
prefetching schemes (predicting future 
requests for Web objects and fetching those 
objects into the cache in the background, 
before an explicit request is made for them) 
in order to deliver the appropriate content 

(products) to the interested users in a timely, 
scalable, and cost-effective manner.

• Adaptation of e-commerce sites to cus-
tomers’ needs; understanding Web users’ 
navigation behavior through e-commerce 
Web sites can provide valuable insights 
into customer behavior, recommending new 
products to Web site visitors, based on their 
browsing behavior. 

 
 In order to identify the Web data clusters, a 

number of clustering algorithms has been pro-
posed and is available in the literature (Baldi et. 
al., 2003; Jain et. al., 1999). In general terms, the 
existing clustering approaches do not provide an 
indication of the quality of their outcome. For 
instance, questions, such as  “how many clusters 
are there in the data set?”, “does the resulting 

a better partitioning for the data set?”, show the 
need for clustering results validation. However, 
evaluation of the quality of a clustering algorithm 
is not an easy task since the “correct” clustering 
is not apriori known and it depends on the dif-
ferent information sources and on the nature of 
the underlying applications. In this context, a 
validation scheme is often used for evaluating if 
the objects have been assigned correctly to the 

2002). Another aspect of cluster validation is to 
justify the number of clusters in a clustering result. 
Moreover, a further analysis of the resulted clusters 
is also important since it helps to extract useful 
information which is often hidden. For example, 
the experts in an application area have to integrate 
the clustering results with other experimental 
evidence and analysis in order to draw the right 
conclusion. Data mining techniques, statistical 
analysis and visualization tools are usually used 
in order to interpret the clusters. 

The rest of the chapter is organized as follows: 
The second Section describes the types of Web 
sources used for clustering whereas the third 
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Section presents how these are processed towards 
clustering. The fourth Section presents the most 
representative Web data clustering schemes and 

indicative validation and interpretation techniques 
for clustering information over the Web. The sixth 
Section highlights the most popular Web applica-
tions which are favoured from clustering. Finally, 
the seventh Section summarizes conclusions.

INFORMATION SOURCES USED 
FOR CLUSTERING

A wide range of information sources are avail-
able on the Web. These sources might lie at the 
server-side, at the client-side, or at proxy servers. 
Each type of Web information collection differs 
not only in the location of the Web data source, 
but also in the formats of data available. In the 
following paragraphs, we classify the sources 
which are most commonly available on the Web 
and describe the way they are processed in order 
to be used by a clustering scheme.

Web Documents

Web documents are all the objects which are stored 
in Web servers around the world and can be ac-
cessed via a browser. In general, each Web site is 
considered as a collection of Web documents (a 

etc.). Typically, documents on the Web have a 
very large variety of topics; they are differently 
structured and most of them are not well-struc-
tured. Therefore, it is needed to represent Web 
documents in an effective manner in order for 
them to be clustered. A typical approach is to 
pre-process them (either by their content or by 
their structure) prior clustering.

Web Server Logs

A Web user may visit a Web site from time to 
time and spend arbitrary amount of time between 

IP address (or host name), access time, request 
method (e.g. GET, POST etc), URL of the docu-
ment accessed, protocol, return code, number of 
bytes transmitted. The format of a common log 

space as shown in Table 1.
The access logs provide most of the data needed 

for Web servers workload characterization. How-
ever, they do not provide all of the information that 
is of interest, such as identifying the Web users’ 
navigation patterns and certain processing should 
take place before getting valuable information 
from Web logs. 

Web Proxy Logs

A Web proxy acts as an intermediate level of 
caching between client browsers and Web servers. 
Proxy caching can be used to reduce the loading 
time of a Web document experienced by users as 

client sides (Pallis et. al., 2003). Proxy traces may 
reveal the actual HTTP requests from multiple 
clients to multiple Web servers. This may serve 
as a data source for characterizing the browsing 
behavior of a group of anonymous users, sharing 
a common proxy server.

(in an access log) information about all of the 
requests and responses processed by the Web 

all the requests made to Web documents by a 
certain population of users (e.g., the set of users 
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Table 2.

Table 1.

[remotehost rfc931 authuser date request status bytes]  

• remotehost: The remote host name (or IP address number if the DNS [domain name system] host name is not available 
or was not provided);  

• rfc931:
• authuser: The user name with which the user has authenticated himself or herself (if not available, a minus sign is 

• date: Date and time of the request;
• request: -

cally GET);
• status: The HTTP (hypertext transfer protocol) response code returned to the client. It indicates whether or not the 

• bytes: The number of bytes transferred.

[time duration remotehost code bytes method URL rfc931 peerstatus/peerhost type]

• time: The time when the client socket was closed. The format is Unix time (seconds since January 1, 1970) with mil-
lisecond resolution;

• duration: The elapsed time of the request, in milliseconds. This is the time between the acceptance and close of the 
client socket; 

• remotehost: The client IP address;
• code: It encodes the transaction result. The cache result of the request contains information on the kind of request, 

• bytes: The amount of data delivered to the client;
• method: The HTTP request method;
• URL: The requested URL;
• rfc931:
• peerstatus/peerhost: A description of how and where the requested object was fetched; and
• type: The content type of the object as seen in the HTTP reply header (if not available, a minus sign is typically placed 
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of a certain Internet Service Provider).  Each 
line from the access log contains information on 
a single request for a document. From each log 
entry, it is possible to determine the name of the 
host machine making the request, the time that the 
request was made, and the name of the requested 
document. The entry also provides information 
about the server’s response to this request, such 
as if the server was able to satisfy the request (if 
not, a reason why the response was unsuccessful 
is given) and the number of bytes transmitted by 
the server, if any. The access logs provide most 
of the data needed for workload characterization 
studies of Web servers. The format of a proxy log 

by a space as shown in Table 2.

INFORMATION PROCESSING 
TOWARDS CLUSTERING

Documents Preprocessing 

Clustering of documents depends on the quality 
of representation of the documents content. This 
representation is characterized by the amount 
and type of information to be encapsulated and 
in practice the most important features from each 
document should be extracted (Moore et. al., 
1997). However, since each Web document has a 
variety of content formats (such as text, graphics, 
scripts), features’ extraction should be facilitated 
by evicting their useless content. Thus, the so-
called cleaning process is an important part of pre-
processing and it involves several tasks including 
parsing, decoding encoded characters, removing 
tags, detecting word and sentence boundaries. 
Some learning mechanisms to recognize banner 
ads, redundant and irrelevant links of Web docu-
ments have already been discussed in Jushmerick, 

where the pre-processing of Web documents is 

(a frequency based data mining algorithm detects 
templates as noise). 

After cleaning, each Web document might be 

al, 1997). The goal here is to transform each Web 
document (unstructured format) into a structured 
format using a vector of feature or attribute’s 
values (which may be binary, nominal, ordinal, 
interval, or ratio variables). Most of the docu-
ments’ clustering methods (Baldi et. al., 2003;  

Sprangler, 2003) that are in use today are based 
on the Vector Space Model (VSM), which is a 

and clustering (Salton et. al., 1975). In particular, 
the VSM represents documents as feature vectors 
of the terms (words) that appear in all the docu-
ment set and each such feature vector is assigned 
term weights (usually term-frequencies) related 
to the terms appearing in that document. In its 
simplest form, each document is represented by 
the (TF) vector, vtf = (tf1, tf2, …, tfV), where tfi is 
the frequency of the i-th term in the document. 
Normally very common words are stripped out 
completely and different forms of a word are re-
duced to one canonical form. Finally, in order to 
account for documents of different lengths, each 
document vector is usually normalized so that it 
is of unit length. Then, the dissimilarity between 
two Web documents is measured by applying a 
metric (such as Euclidean or Manhattan distance) 
or a cost function to their feature vectors.

Web Server Logs Preprocessing

Web server access logs are undergone a certain 
pre-processing, such as data cleaning and session 

which do not include useful information for the 
users’ navigation behavior, such as graphics, 
javascripts, small pictures of buttons, advertise-
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ments etc. The remaining document requests are 
usually categorized into different categories. 

made by a single user over a certain navigation 
period and a user may have a single (or multiple) 
session(s) during a period of time. The most popu-

• Use a timeout threshold, in which a user 
poses a sequence of consecutive requests 
which are separated by an interval less 

set the time threshold, since different users 
may have different navigation behaviors, and 
their time intervals between sessions may 

-
timal time threshold, earlier research efforts 
proposed a time threshold of 25.5 minutes 

a wide range of values and concluded that a 
time range of 10 to 15 minutes was an opti-
mal session interval threshold. In general, 
the optimal time threshold clearly depends 

to now, the most common choice is to use 
30 minutes as a default time threshold.

• Consider the reference length (Cooley et. al., 
1999), i.e. identify sessions by the amount of 
time a user spends in viewing that document 

-
tion that the amount of time a user spends on 
a document correlates to whether the docu-

content document for that user. In addition, 
in (Chen et. al., 1998) the users’ sessions 

reference. In this approach, each session is 

document before a backward reference is 

to be a document that has already occurred 
in the current session. One advantage of the 
maximal forward reference method is that it 
does not have any administrative parameters 
(e.g., time threshold). However, it has the 

-
ences may not be recorded by the server if 
caching is enabled at the client site.

• Identify dynamically the sessions’ bound-
aries (Huang et. al., 2004),  based on  an 
information-theoretic approach by which 
session boundary detection is based on a 
statistical n-gram language modeling. In 
particular, this model predicts the probability 
of natural requests’ sequences. According to 
this approach, a session boundary is identi-

(is known as entropy) in the sequence of 

is observed in the sequence, an increase 
in the entropy of the sequence is observed.  
Therefore, such an entropy increase serves 
as a natural signal for session boundary 
detection and if the change in entropy passes 

placed before the new object. 

Web Proxy Logs Preprocessing

These data should also be pre-processed in order 
to extract useful conclusions for the workload 
and characterize the entire structure of the Web 
(Pallis et. al., 2003). In general, the Web proxy 

server ones.  Thus, a wide range of toolsa have 
been implemented in order to manage the Web 

the Web proxy logs are preprocessed in order to 
extract users’ sessions from Web proxy logs.  A 
lot of approaches have been developed in order 
to identify users’ sessions from Web access 
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logs. However, these approaches may lead to 
poor performance in the context of proxy Web 
log mining. In (Lou et. al., 2002) an algorithm is 
proposed, called Cut-and-Pick, for identifying 
users’ sessions from Web proxy logs. According 
to this algorithm, the sessions’ boundaries are de-
termined by using a Web site clustering algorithm 
based on site traversal graphs constructed from 
the proxy logs. In particular, if two consecutive 
document requests in a proxy log visit two Web 
sites that fall in two clusters, the two visits are 

into two users’ sessions.

CLUSTERING ALGORITHMS  

Identifying Web Documents Clusters

The main contribution of grouping Web docu-
ments is to improve both the Web information 
retrieval (e.g. search engines) and content delivery 
on the Web. Clustering of Web documents helps 
to discover groups of documents having related 
content. In general,  the process of grouping the 
Web documents into categories is a usual practice 
(Cadez et. al., 2003; Pallis et. al., 2004), since it 
improves the data management and in addition 
eliminates the complexity of the underlying prob-
lem (since the number of document categories 
is smaller than the number of Web documents 
in a Web site). The approaches that have been 
proposed in order to group the Web documents 
into categories can be summarized as follows 
(Baldi et al., 2003):

• Content-based: The individual documents 
are grouped into semantically similar groups 
(as determined by the Web site administra-
tor);

• Functionality-based: 
keywords that occur in the URL string of 
document request makes the assignment of 
the document requests to a category; 

• Directory-based: The documents are cat-
egorized according to the directory of Web 
server where they have been stored.

The schemes which have been developed for 
clustering Web documents can be categorized on 
the following two types:

Text-Based Clustering Approach

Text-based clustering approach uses textual 
document content to estimate the similarity 
among documents. In text-based clustering, the 
Web documents are usually represented by Vec-
tor Space Models (VSM) in a high dimensional 
vector space where terms are associated with 
vector components. Once the Web documents are 
vectorized, clustering methods of vectors provide 
Web document clusters (Jain et. al, 2003; Modha, 

between documents is measured using one of 
several similarity measures that are based on such 
vectors. Examples include the cosine measure and 
the Jacard measure (Jain et. al, 1999). However, 
clustering methods based on this model make use 

between documents is based on matching phrases 
(sequence of words) rather than on single words.  
A drawback of all these approaches is that they are  
time-consuming since it is required to decompose 
the texts into terms.

Link-Based Clustering Approach

According to this approach, the Web is treated 
as a directed graph, where the nodes represent 
the Web documents with URL addresses and 
the edges among nodes represent the hyperlinks 
among Web documents. Link-based techniques 
use the Website topology in order to cluster the 
Web documents. In Masada et al. (2004) the Web 
documents are grouped based only on hyperlink 



106  

Clustering Web Information Sources

to be a subset of a strongly connected component. 
-

archical clustering algorithm, called PageCluster, 
which clusters documents on each conceptual level 
of the link hierarchy based on the in-link and out-
link similarities between these documents. The 
link hierarchy of each Web site is constructed by 

In the same context, other works use link-based 
clustering techniques in order to identify Web 
communities (Flake et. al., 2004). A Web commu-

to more Web documents in the community than 
to documents outside of the community. A Web 
community enables Web crawlers to effectively 
focus on narrow but topically related subsets of the 
Web. In this framework, a lot of research has been 

-
puted by calculating  the s–t minimum cut of the 
Web site graph (s and t denote the source and sink 
nodes, respectively). In (Ino et. al., 2005), the au-
thors propose a hierarchical partitioning through 
repeating partitioning and contraction. Finally, 

communities is given.  A different technique for 
discovering communities from the graph structure 
of Web documents has been proposed in (Reddy 

documents composes a complete bipartite graph 
such that every hub document contains a link to 
all authorities. An algorithm for computing Web 

is also proposed. In (Greco et. al., 2004) the authors 

interesting properties. Then, a new technique for 
identifying them is proposed on the basis of the 
above properties. 

The notion of Web communities has also been 
used (implicitly or explicitly) in other contexts as 
well, but with different meaning and different 
objectives. For instance, there is a growing interest 
for compound documents and logical information 

document is a logical document authored by (usu-
ally) one author presenting an extremely coher-
ent body of material on a single topic, which is 
split across multiple nodes (URLs). A necessary 
condition for a set of Web documents to form a 
compound document is that their link graph should 
contain a vertex that has a path to every other part 
of the document. Similarly, a logical information 
unit is not a single Web document, but it is a con-
nected sub-graph corresponding to one logical 
document, organized into a set of documents 
connected via links provided by the document 
author as “standard navigation routes”.

Identifying XML Documents Clusters

With the standardization of XML as an informa-
tion exchange language over the Webb, documents 
formatted in XML have become quite popular. 
Similarly, clustering XML documents refers to 
the application of clustering algorithms in order 
to detect groups that share similar characteristics. 
Although there have been considerable works on 
clustering Web documents, new approaches are 
being proposed in order to exploit the advantages 
that offers the XML standard. The existing ap-
proaches for clustering of XML documents are 

• Text-based approach: The clustering of 
XML documents is based on the applica-
tion of traditional information retrieval 

capture the content similarity for pieces of 
text. Text-based approaches aim at group-
ing the XML documents of similar topics 
together. The existing approaches should 
consider both statistical information for the 
various parts of the XML documents (e.g., 
the frequency of a term) and hierarchical 

-
tance metrics.
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• Link-based approach: Based on distances 
that estimate similarity in terms of the 
structural relationships of the elements in 
XML documents. In this approach, each 
document is represented by a tree model. 
So, the clustering problem is replaced by 
a “tree clustering” one. Therefore, most 

capture structural similarity. Recently, in 

proposed to cluster XML documents accord-
ing to structural similarity between trees 
using the “edit distance”. A quite different 
approach is presented in (Lian et. al., 2004), 
where the XML document is represented as 
a structured graph (s-graph) and a distance 

  

Identifying Web Users Clusters

In order to cluster the Web users’ sessions, each 
one is usually represented by an n-dimensional 
vector, where n is the number of Web pages in the 
session. The values of each vector are the requested 
Web pages. For simplicity, it is common to group 
the pages into groups. In addition, a user session 
may be represented by a graph where the nodes 
are the visited pages (Baldi et al., 2003; Lou et al., 
2002). Up to now, several clustering algorithms 
have been proposed assigning the Web users ses-
sions with common characteristics into the same 

into the following approaches: 

• Similarity-based approach: In order to 
decide whether two sessions are clustered 
together, a distance function (similarity 

-
tance functions (e.g. Euclidean, Manhattan, 

etc.) can be determined either directly, or 
indirectly, although the latter is more com-

mon in applications. Hierarchical and par-
titional are the most indicative approaches 

clustering approaches proceed success-
fully by either merging smaller clusters 
into larger ones (agglomerative methods), or 
by splitting larger clusters (divisive meth-
ods).   In general, differences among the 
techniques that use hierarchical clustering 
arise mainly because of the various ways 

two individuals (sessions) or between two 
groups of individualsc. Since the distances 
have been computed, a hierarchical cluster-
ing algorithm is used either to merge or to 
divide the sessions. The result is represented 
by a tree of clusters (a two-dimensional 
diagram which is called dendrogram) and 
illustrates the relations among them. On 
the other hand, the partitional algorithms 

number of clusters (e.g. K-means, K-mode 
-

ing scheme decomposes the data set into a 

the individuals within each cluster are as 
homogeneous as possible. Homogeneity is 
determined by an appropriate score function, 
such as the distance between each individual 
and the centroid of the cluster to which it is 
assigned. 

• Model-based approach: Model-based 
clustering is a framework which combines 
cluster analysis with probabilistic tech-
niques. The objects in such an approach 

probability distributions such that each 
component distribution expresses a cluster 
(each cluster has a data-generating model 
with different parameters for each cluster). 
The issue in model-based approaches is to 
learn the parameters for each cluster. Then, 
the objects are assigned to clusters using a 
hard assignment policyd. In order to learn 
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Table 3. Web data clustering approaches

Information Source: Web Documents

Research Work Cluster Content Clustering 
Approach

k Web documents Text based

Web documents Text based

Hierarchical Clustering Algorithm Web documents Text based

Similarity Histogram-Based Clustering (SHC; Web documents Text based

Strongly Connected Components Clustering (Masada et al., 
2004) Web documents Link based

The s-t Minimum Cut Algorithm (Flake et al., 2004) Web communities Link based

Web documents Link based

Ribiero-Neto, 1999) XML documents Text based

S-GRACE clustering algorithm (Lian et al., 2004) XML documents Link based

Information Source: Web Server Logs

Research Work Cluster Content Clustering 
Approach

2002) Web users’ sessions Similarity based 

1999) Web users’ sessions Similarity based 

Weighted Longest Common Subsequences Web users’ sessions Similarity based 

2001) Web users’ sessions Similarity based 

1997) Web users’ sessions Similarity based 

2004) Web users’ sessions Similarity based 

EM (Cadez et al., 2003) Web users’ sessions Model based

2003) Web users’ sessions Model based
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the set of parameters for each cluster, the 
Expectation-Maximization (EM) algorithm 
is usually used. The EM algorithm originates 
from Dempster et al. (1977). In Cadez et al. 
(2003) a method for employing EM on users’ 
sessions is proposed. The EM algorithm is an 

likelihood estimates of the parameter vector 
by repeating the following steps: 
 The expectation E-step: Given a set 

of parameter estimates the E-step cal-
culates the conditional expectation of 
the complete-data log likelihood given 
the observed data and the parameter 
estimates. 

 The maximization M-step: Given 
a complete-data log likelihood, the 

to maximize the complete-data log 
likelihood from the E-step. 

The two steps are iterated until the conver-
gence. The complexity of the EM algorithm 
depends on the complexity of the E and M steps 
at each iteration (Dempster et. al., 1977). It is 
important to note that the number of clusters 
on model-based schemes is estimated by using 

(Bayesian Information Criterion) and AIC (Akaike 

Raftery, 1998). 

Similarity-Based vs. Model-Based

their simplicity and their low complexity as well. 
However, a drawback of these algorithms is that 
they do not contain a metric about the structure of 
the data being clustered. For instance, in hierar-
chical approaches, the entire hierarchy should be 
explored at priori and for partitioning approaches, 
it is essential to predetermine the appropriate 
number of clusters. On the other hand, the model-
based approaches try to solve the above problems 

by building models that describe the browsing 
behavior of users on the Web. Modeling can both 
generate insight into how the users use the Web as 
well as provide mechanisms for making predic-
tions for a variety of applications (such as Web 
prefetching, personalization of Web content etc.). 
Therefore, the model-based schemes are usually 
favored for clustering Web users’ sessions.

In fact, there are a number of reasons why 
probabilistic modeling is usually selected for de-
scribing the dynamic evolution of the Web instead 
of the other clustering approaches (Baldi et. al., 
2003). First of all, model-based schemes enable 
compact representation of complex data sets (such 

-
larities present in many real-world systems and 
the data associated with these systems. Second, 
model-based schemes can deal with uncertainty 
and unknown attribute, which is often the typi-
cal case in Web data applications.  The Web is a 
high-dimensional system, where measurement 
of all relevant variables becomes unrealistic, so 
most of the variables remain hidden and must be 
revealed using probabilistic methods. Further-
more, the probabilistic models are supported 
by a sound mathematical background. Another 
advantage is that model-based schemes can utilize 
prior knowledge about the domain of interest and 
combine this knowledge with observed data to 
build a complete model. 

Table 3 presents a summary of the Web data 
clustering approaches.

VALIDATION AND 
INTERPRETATION OF CLUSTERS

One of the main challenges with clustering algo-

et. al., 2002a; Halkidi et. al., 2002b; Pallis et. al. 
2004). So, an important issue is the evaluation 
and validation of a clustering scheme. 
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Another major challenge with clustering 

clusters. No matter how effective a clustering 
algorithm is, the clustering process might be 

by a sophisticated interpretation of the clusters. 
Analysis of clusters can provide valuable insights 
about users’ navigation behavior and about the 
Web site structure. In the following paragraphs, 
the most representative validating and interpret-
ing approaches are presented. 

 
Clustering Validation

In general, a validation approach is used to de-
cide whether a clustering scheme is valid or not. 
A cluster validity framework provides insights 
into the outcomes of the clustering algorithms 
and assesses the quality of them. Furthermore, 
a validation technique may be used in order to 
determine the number of clusters in clustering 

Most of the existing validation approaches for 
Web data clustering rely on statistical hypoth-
esis testing (Halkidi et. al., 2002a; Halkidi et. 
al., 2002b). The basic idea is to test whether the 
points of a data set are randomly structured or 
not. This analysis involves a Null Hypothesis (Ho) 
expressed as a statement of random structure of 
a data set. To test this hypothesis, statistical tests 
are widely used, which lead to computationally 
complex procedure. In the literature (Halkidi et. 
al., 2002a; Halkidi et. al., 2002b), several statistical 
tests have been proposed for clustering validation, 
such as Rand Statitistic (R), Cophenetic Correla-

2 test (Pallis et. al., 
2004). The major drawback of all these approaches 
is their high computational demands. 

A different approach for evaluating cluster 
validity is to compare the underlying clustering 
algorithm with other clustering schemes, modify-
ing only the parameter values. The challenge is 
to choose the best clustering scheme from a set 

criterion, the so-called cluster validation index 
(a number indicating the quality of a given 
clustering). Several cluster validation indices 
have been proposed in the literature. The most 
indicative are Davies-Bouldin index (DB) (Günter 

2001), and SD (Halkidi et. al., 2002a; Halkidi et. 
al., 2002b).

Clustering Interpretation

It is quite probable that the information which is 
obtained by the clusters needs a further analysis, 
such as in cases of having clusters of Web users’ 
sessions for a commercial Web site, which without 
any analysis may not provide useful conclusions. 
An interpretation of the resulted clusters could be 
important for a number of tasks, such as managing 
the Web site, identifying malicious visitors, and 
targeted advertising. It also helps in understanding 
the Web users’ navigation behavior, and there-
fore, helps in organizing the Web site to better 
suit the users’ needs. Furthermore, interpreting 
the results of Web data clusters contributes to 
identify and provide customized services and 
recommendations to Web users.  However, the 

consuming process due to large-scale data sets 
and their complexity. 

Several research works in various industrial 
and academic research communities are focusing 
on interpreting Web data clusters (e.g., Cadez et 
al, 2003; Wu et al., 1998)). Statistical methods 
are usually used in order to interpret the resulted 
clusters and extract valuable information. For 
example, a further analysis of the Web users’ 
sessions clusters may reveal interesting relations 
among clusters and the documents that users visit 
(Pallis et al., 2004). 

A valuable help in cluster interpretation is 
visualization which can help the Web adminis-
trators to visually perceive the clustered results, 
and sometimes discover hidden patterns in data. 
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method is used in order to interpret Web docu-
ments’ clusters, based on the Self-Organizing Map 

model that is well suited for mapping high-dimen-
sional data into a 2-dimensional representation 

it requires pre-processing and normalization of the 

clusters. Furthermore, in (Gomory et. al., 1999) a 
parallel coordinate system has been deployed for 
interpretation and analysis of users’ navigation 

conversion rates” as metrics in e-commerce 
analysis in order to understand effectiveness of 
marketing and merchandising efforts. Moreover, 
a tool (called INSITE) has also been developed 
for knowledge discovery from users Web site 
navigation in a real-time fashion (Shahabi et. al, 
2000). INSITE visualizes the result of clustering 
of users’ navigation paths in real time. In (Cadez 
et. al., 2003) a mixture of Markov models is used 
to predict behavior of user clusters and visual-

developed a tool, called WebCANVAS, which 
visualizes user navigation paths in each cluster. 
In this system, user sessions are represented using 
categories of general topics for Web documents. 
Another graphical tool, called CLUTOe, has been 
implemented for clustering datasets and for ana-
lyzing the characteristics of the various clusters. 
Finally, in Pallis et al. (2005) a visualization 
method for interpreting the clustering results is 
presented, revealing interesting features for Web 
users’ navigation behavior and their interaction 
with the content/structure of Web sites. This 
method is based on a statistical method, namely 
the correspondence analysis (CO-AN), which 
is used for picturing both the inter-cluster and 
intra-cluster associations. 

INTEGRATING CLUSTERING IN 
APPLICATIONS

A wide range of Web applications can be favored 

may be adopted in Web applications in order to 
manage effectively the large collections of data. 
Such applications include: 

• Web personalization systems: In general, 

et. al., 2000) as any action that adapts the 
information or services provided by a Web 
site to the needs of a particular user or a set 
of users, taking advantage of the knowledge 
gained from the users’ navigational behavior 
and individual interests, in combination with 
the content and the structure of the Web site. 
The challenge of a Web personalization sys-
tem is to provide users with the information 
they want, without expecting from them to 
ask for it explicitly. Personalization effective-

which, in turn, depends on the accuracy with 
which user navigation behavior is modeled. 
In this context, clustering of Web users’ 

since an analysis of the resulted clusters 
helps in modeling and understanding better 
the human behavior on the Web (Baldi et. 
al., 2003; Cadez et. al., 2003; Spiliopoulou 

• Web prefetching: Web prefetching is the 
process of predicting future requests for Web 
objects and bringing those objects into the 
cache in the background, before an explicit 
request is made for them (Nanonopoulos 
et. al., 2003). Therefore, for a prefetching 
scheme to be effective there should be an 

Sophisticated clustering schemes may be 
adopted in Web prefetching systems, re-
ducing the user perceived Web latency and 
improving the content management process. 
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The prefetching process is facilitated by 
determining clusters of Web documents 
that are probably requested together. In ad-
dition, clustering Web users’ sessions helps 
in predicting the future Web users’ requests 
so as to be prefetched before a request is 
made for them.

• Web search engines: The search engines 
are the most widely used tools for retrieving 
Web data. Their goal is to crawl the Web, 
and retrieve the requested documents with 
low communication costs, in a reasonable 
interval of time. Recently, the Web search 
engines enhance sophisticated clustering 
schemes in their infrastructure in order to 
improve the Web search process (Chakrab-

arti, 2003). The objects are clustered either 
by their popularity statistics or by their 
structure. Considerable work has also been 
done on clustering Web queries (Wen et. 

al., 2004) towards improvement of users’ 
satisfaction.

• E-mail mining: The email overload has 

becoming a personal headache for users and 

alleviate this problem, Web mining practices 
have been developed, which compute the 

accounts (Vel et. al., 2001). Thus, e-mail 
clustering is useful for report generation 

Table 4. Integrating Web data clustering on Web applications 

Web 
Applications Systems

Improve 
Information 
Retrieval

Reduce 
Improve 
Quality 
of 
Service

Improve 
Content 
Management

Improve 
Security

Web 
personalization

WebPersonalizer 
(Mobasher et al., 
2000), NETMIND6  

(a commercial 
system from 
Mindlab that 
produces multi-user 
recommendations), 
WUM (Web usage 
miner; Spiliopoulou 

SpeedTracer (Wu et 
al., 1998)

Web 
prefetching

CacheFlow, 
NetSonic, 
Webcelerator

Search 
engines Google, Niagara7 

E-mail 
mining

8 SwiftFile, 
eMailSift

CDNs
Akamai,9 Limelight 
Network,10 Mirror 
Image11



  113

Clustering Web Information Sources

and summarization of email archives, as 
well as for detecting spam mails.

• CDNs: Content (different types of informa-
tion) delivery over the Web has become a 
mostly crucial practice in improving Web 
performance. Content Delivery Networks 
(CDNs) have been proposed, to maximize 
bandwidth, improve accessibility, and main-
tain correctness through content replication. 
Web data clustering techniques seem to offer 
an effective trend for CDNs, since CDNs 
manage large collections of data over highly 

2006).

Table 2 highlights some indicative Web ap-
plications and systems, which have been favored 
by clustering in an effort to understand the im-
portance and the challenge in adopting clustering 
under their framework. 

CONCLUSION

The explosive growth of the Web has dramatically 
changed the way in which information is managed 

of high interest to a wide academic and technical 
community. In this framework, clustering data 
on the Web has become an emerging research 

the Web community.  This chapter addresses the 
issues involved in the effect of Web data cluster-
ing on increasing Web information accessibil-
ity, decreasing lengths in navigation patterns, 
improving users servicing, integrating various 
data representations standards and extending 
current Web information organization practices. 
Furthermore, the most popular methodologies and 
implementations in terms of Web data clustering 
are presented. 

In summary, clustering is an interesting, use-
ful, and challenging problem. Although, a great 

deal of research works exists, there is a lot of room 
for improvement in both theoretical and practi-
cal applications. For instance, the emergence of 
XML standard has as result in developing new 
clustering schemes. Finally, the rich assortment 
of dynamic and interactive services on the Web, 
such as video/audio conferencing, e-commerce, 
and distance learning, has opened new research 
issues in terms of Web data clustering.
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9 The term proximity is often used as a general 
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10 In a hard assignment policy, each object is 
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grees of membership in multiple clusters, 
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values.
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ABSTRACT

Personalized information seeking and retrieval is regarded as the solution to the problem of informa-
tion overload in domains such as crisis response and medical networks. Personalization algorithms and 

dealing with ever-changing user information needs in data-intensive, dynamic, and distributed environ-
ments. In this chapter, we present a conceptual structure for designing personalized, multidisciplinary 
information seeking and retrieval systems. This conceptual structure is capable of serving as a bridge 
between information needs coming from an organizational process, and existing implementations of 
information access services, software, applications, and technical infrastructure; it is also capable of 

new way of thinking about the retrieval of personalized information.

INTRODUCTION

The technological developments of the last 50 
years have made more information more available 
to more people than at any other time in human 

history (Feather, 1998). The increase in widely 
available Internet communication tools, especially 
the World Wide Web, has provided a catalyst for 
a revolution in presenting, gathering, sharing, 
processing, and using information. Enabled by 
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several distributed infrastructure and technologies 
based on Microsoft’s Component Object Model 
(COM) and .NET (Microsoft), Object Manage-
ment Group’s (OMG) Common Object Request 
Broker Architecture (CORBA) (Siegel, 2000), or 
Java-based tools (Sun Microsystems; Stojanovic, 
2003), information is accessible globally today 
simply via the Internet, middleware, or Web 
service bus. Furthermore, the availability and 
popularity of small mobile devices have acceler-
ated the growth of user mobility. Organizations 
and information seekers now have the privilege of 
anywhere/anytime information access via wired 
or wireless networks. Technology availability has 

-

coordination processes distributed over various 
independent locations. Attempting to expand 
the sophistication and scope of data-intensive 
applications to share and retrieve information 
over disciplines, organizational, and geographic 
boundaries stimulates people in domains such as 
crisis response, medical and healthcare networks, 
national and international security networks, and 
so forth to develop complex, Web-enabled, mul-
tidisciplinary information seeking and retrieval 
applications and services. Our world is becoming 
increasingly interconnected.

This increase in information availability can-
not guarantee that organizations and information 
seekers are able to retrieve and access the informa-
tion they really need. One of the biggest problems 
organizations are facing today is the sheer amount 
of information received and created that has to be 
catalogued and securely shared. An overwhelming 
amount of information from many sources must 
be dealt with as part of their work. The volume of 
information causes problems with trying to search 
an immense collection of data for a small and 

-
ing information (Nelson, 2001). Heterogeneous 
information resources exacerbate the problem of 
information access. New information types, such 

as image, animation, video, music, and so forth, 
and databases or information systems built from 
a variety of purposes, different technologies, and 
using different methodologies, make information 
seeking and retrieval even more complex.

In addition, organizational and information 
seekers’ information needs are changing over time 
under different situations, scenarios, and even 
personal preferences; and many of these cannot be 
predicted or are short lived. The traditional IT ap-
proaches that tried to address inter-organizational 
information access over boundaries are no longer 
applicable, as the initial assumption of the design 
paradigm was based on a centralized system. In 
other words, bringing diverse information into 

to manage and control the solution space cannot 
-

tion needs or the organizational structures to be 
formed in dynamic and distributed environments. 
Changes in an organization’s or a person’s infor-
mation needs may lead to the need to redesign a 
complete application.

Obviously, the huge amount of available in-
formation, the heterogeneous nature of the infor-
mation resources, and the dynamically changing 
information needs of those seeking information 

information” in the “right format” at the “right 
time.” Dealing with the problems of information 
seeking and retrieval in data-intensive domains 
shows that it is no longer realistic to design the 
large information systems of the past. To build 
such a multiple disciplinary information seeking 
and retrieval system, the ever-increasing avail-
ability of component-based design methods, 
service-oriented architectures, distributed infra-
structures, and other technological achievements 
provides us with a technical foundation we can 

and extendibility that we come up against when 
designing information systems today. Modular-
ization of complex systems into components or 
services that interoperate primarily via exchang-
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ing standardized messages at interfaces is one of 
the latest products of IT technologies’ evolution 

modeling approach is required when applying a 
service-oriented approach as the design principle 
of a multidisciplinary, personalized information 
seeking and retrieval system that is, personal-

-
cally composing required information services, 
software, or applications that have access to 
different databases or information management 
systems of different organizations. This model-
ing approach should be capable of incorporat-
ing information services, software, advanced 
technologies, and technical infrastructure in a 
meaningful way to satisfy personalized informa-
tion needs that are dynamically generated from 
an organizational process. In other words, a con-
ceptual structure is required to serve as a bridge 
between personalized information needs coming 
dynamically from an organizational process, and 
implementations of required services, software, 
applications, and technical infrastructure. In this 
chapter, we present a conceptual structure that 

-
ring users’ personalized information needs, and 
simultaneously is capable of being accepted in 
a multiple disciplinary environment allowing 
organizations from the various domains involved 
to describe which information needs can be satis-

software, or information service.
-

ent our conceptual structure for supporting the 
design of personalized information seeking and 

extendibility needed in data-intensive domains. 
To verify the conceptual structure proposed, we 
apply it in a problem domain that is, informa-
tion seeking and retrieval in crisis response to 
test the constituents of this conceptual structure. 
Finally we present the conclusion.

CONCEPTUAL DESIGN

A way of thinking delineates the view on the 

assumptions applied in the process of conceptual 
structure design. In this section, we present a way 
of thinking that delineates the view on the problem 

underlying assumptions applied in the process of 
designing our conceptual structure. The way of 
thinking presented in this section consequently 

structure. After that, we present the conceptual 
structure.

Problem Orientation

Everyday, people are forced to solve many dif-
ferent vital or minor problems connected with 
their work and normal life. Information needs are 
stimulated when an information seeker lacks the 
information required to solve a problem (Wilson, 
1998). Sprink and Cole (2004) regard information 
seeking as a subset of information behavior that 
includes purposive seeking for information in 
relation to a goal. Saracevic, Kantor, Chamis, and 
Trivison (1988) uses the term “problem orienta-
tion” and propose that “information provision and 
information service should focus on solving the 
problems that trigger information seeking.”

Literature shows that problem orientation 
occupies an important place in the research on 
information seeking and retrieval (Gaslikova, 
1998). Belkin’s (1982) “Anomalous States of 

to embed the “problem-oriented” way of thinking 
into the design of information retrieval systems. 
In this model, an information seeker encounters a 
problem, but the problem itself and the informa-
tion needed to solve this problem are not clearly 
understood. Therefore, the information seeker 
needs to interact iteratively with the information 
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system to articulate a search request (Marchio-
nini, 1995). ASK has been extended conceptually 
over the years and applied in numerous studies 
of problem-oriented information seeking and 

Bateman, 1998; Vakkari, 1999), and it serves as a 
theoretical foundation for the design of interactive 
information systems (Marchionini, 1995).

Problem orientation in the research of infor-
mation seeking and retrieval focuses on users’ 
cognitive and internal factors that is, users’ per-
ception of the problem, their individual intended 
use of the information, their internal knowledge 
state in respect to the problem, and their estima-
tion of the knowledge available to resolve the 
problem. Gaslikova (1998) summarizes problem 
solving in the context of information seeking and 
retrieval in three stages
query formulation, and validation of received 
information and he argues that any information 
seeking and retrieval system must provide suit-
able software tools for realizing each stage of a 
problem-solving process. Similar arguments can 
be found in Wilson (1998), Kuhlthau (1998), and 
Vakkari (1998), where they consider information 
seeking and retrieval as a set of processes from 

problem authentication to decision making and 
its quality estimation.

A problem-oriented way of thinking is suit-
able when we design a conceptual model for 
building a multidisciplinary information seeking 
and retrieval system in data-intensive domains. 
This is because the purpose behind informa-
tion acquisition that is, in a process of crisis 
response is to deal with and solve the problems 
arising from a multi-actor, involved disaster relief/
response process. Therefore, information seeking 

-
mation acquisition process that is used to satisfy 
information seekers’ information needs stimulated 
by a problem arising from their work.

A problem-solving model is a scheme for orga-
nizing reasoning steps and domain knowledge to 
construct a solution to a problem. In other words, 
it provides a conceptual framework for organiz-
ing knowledge and a strategy for applying that 
knowledge. To support the design of information 
seeking and retrieval systems that are able to 
realize these three stages of the problem-solv-

conceptual structure, as the basis of information 
systems design, should be able to model the 

Figure 1. Problem and solution
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problem space (i.e., to model users’ information 
needs in the context of our research), to model 
the solution space (i.e., to model the structure of 
available information), and to model the solution 
to satisfy the information needs (i.e., to indicate 
implicitly or explicitly how to use the structured 
information in the solution space to satisfy the 
information needs in the problem space). We 
present this premise in Figure 1.

Service Orientation

To develop complex, Web-enabled, multidisci-
plinary information seeking and retrieval systems 
in data-intensive domains, we need to deal with 
large quantities of information from different or-
ganizations. Organizations store and manage their 
information in distinct independent databases that 
have been developed at different times, based 
on different technologies and data management 
systems. Obviously, the centralized attitude that 
dominated the IT systems design principles and 

today’s inter-organizational applications and for 

the available technology infrastructures. In other 
words these approaches that try to bring diverse 
information into a central storage space with 

support the rapidly changing information needs 
taking place in dynamic and distributed environ-
ments. Changes in organizational or personal 
information needs may lead to a need to redesign 
a complete application.

Instead of a centralized system design prin-
ciple, taking the distributed nature of the orga-
nizational process and the distributed nature of 
information into account is the point of departure 
for this research. A service-oriented approach 
provides a design principle for the handling of 
complex, dynamic, and distributed information 
systems. Since most software capabilities can be 

Wilkes, 2004), a service-oriented way of think-
ing allows building complex applications over 
geographical boundaries to become a process of 

-
bling, and deployment of services (Papazoglou 

Figure 2. Service-oriented way of thinking



124  

A Conceptual Structure for Designing Personalized Information Seeking

from an implementation can represent natural 
fundamental building blocks that can be used 
to synchronize the functional requirements and 
IT implementation perspective: IT is evolving 
towards modularization of complex systems into 
components or services that interoperate primarily 
via exchanging standardized messages at inter-
faces, and a service-oriented way of thinking runs 
through our whole research.

Based on a service-oriented way of think-
ing, we assume that an information seeking and 
retrieval application, triggered by an informa-
tion seeker’s information needs, can be built 
using a group of services. Personalization can 
be provided by composing existing services. 

functionality: information provision in the con-
text of our research. Services are implemented 

and interfaces. The selection of services and 
the way of grouping services comply with the 
functional requirements of information seeking 
and retrieval applications that is, they form the 

functional model of the information seeking and 
retrieval systems. The concept of service should 
be consistently used throughout the system de-
velopment lifecycle, which should be devoted to 
a real service-oriented design principle.

Services can be built by smaller services. At 
the level of a simple service, its functionality 

software components that determines the behav-
ior requirements of the service (i.e., selection of 
components) and the way of grouping components 
form the structural model of a service. In the con-
text of our research, these software components 
perform the behaviors of accessing the databases 
or information management systems, and retriev-
ing the information. We present this premise of 
our conceptual structure in Figure 2.

According to this premise and the problem-
oriented way of thinking, the proposed conceptual 
structure needs to model users’ information needs 
as the elements in the problem space. The infor-
mation in the solution space shown in Figure 1 
therefore needs to be structured as services, and 
thus the conceptual structure needs to provide a 

Figure 3. Problem oriented & service oriented way of thinking
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way of describing the services stored in the solu-
tion space. Finally, the conceptual structure needs 
to link the services in the solution space to satisfy 
the information needs stored in the problem space. 
We present this premise in Figure 3.

Modeling Users’ Personalized 
Information Needs

Theoretical Foundation

Information seeking and retrieval is a human-IT 
system interaction activity in the sense of an IT-
supported environment. Consideration of users 
of the information systems and their needs is a 
natural idea to understand users’ information 
needs better, and eventually better satisfy these 
needs. Personalized information needs play an 
essential role in determining the relevance of 
delivered information. Since information needs 
are formulated in an information seeker’s mental 
information processing process (Grunig, 1989), 
unless users explicitly describe their information 
needs, we can only infer the nature of information 
needs based on the behavior that an information 
seeker engenders during information seeking and 
use (Bruce, 2005).

The research on “information seeking” mainly 
focuses on how to bring human information 
seeking behavior into information system design 

Wilson, 2003; Bruce, 2005; Wilson, 2006). The 
literature on information seeking shows that there 
is a deepening understanding of the concept of 
information needs and its role in information 
seeking and retrieval. Currently this research 
area is concerned with building information 
behavior models to present a certain section or a 
full sequence of activities, which lead to obtaining 

determine an information seeker’s information 
needs. In this section, we look at several dominant 

that determine users’ information needs in data-
intensive domains, we only look at the research 
on “problem-oriented” information seeking.

Taylor (1968) and Belkin (1984) argue that 
users’ characteristics determine the information 
needs of users. Taylor (1968) regards information 
needs as a personal, psychological, sometimes 
inexpressible, vague, and unconscious condi-
tion, which has laid the foundations for a deeper 
conceptual understanding of the motivations or 
triggers for information seeking (Bruce, 2005). 

focusing attention on a user’s needs through her 
model based on a human’s need to make sense of 
the world. Her “situation-gap-use” model indicates 
that people need to go through three phases to make 
sense of the world that is, to face and solve their 

for information needs, called situation. After that, 

and what they need to make sense of the current 
situation. The answers or hypotheses for these 
gaps are used to the next situation. According 
to Dervin’s theory of sense-making, informa-
tion seeking and retrieval is one of the actions 
people will take to narrow the gap between their 
understanding of the world and their experience 
of the world. The “situation-gap-use” has been 
adopted by researchers in information science as 
a framework for studying the information seeking 
process (Marchionini, 1995).

Researchers who apply the social perspective 
-

ticular community, social category, or group. They 
recognize the social placement or a professional 
role as the most important determinants of users’ 

organizational perspective the most important 
determinants of information behavior are con-
nected with the type of organization or system 
in which information seekers work. Wilson’s 
macro-model of information seeking behavior 
shows that information needs arise from people’s 
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environments, social roles, and individual charac-
teristics (Wilson, 1981). Wilson’s (1996) extended 
model presents a complete picture of factors af-
fecting information needs, including psychologi-
cal, demographic, role-related or interpersonal, 
environmental, and source characteristic aspects. 

central component in information behavior.
The concept of task has gained increasing 

attention as it provides an important clue to help 
us to understand why people seek information, 
what type of information they need, and how 

Hansen, 2005; Taylor, 1991). As a consequence, 
the work task has become a central factor for 
determining a user’s information needs (e.g., 

Task-oriented information seeking and retrieval 
has appeared since 1990 (Vakkari, 2003). Järvelin 
and Ingwersenet (2004) argue that information 
retrieval research needs to be extended towards 
including more contexts, and that information 
seeking research needs to be extended to include 
tasks. Byström and Järvelin’s (1995) work focuses 
on how work tasks affect the task performers’ 
choice of information sources and information 
types (Pharo, 2004). Byström and Järvelin’s (1995) 
model of task-based information seeking focuses 
on how work tasks affect the task performer’s 
choice of information sources and information 

(2003). He tries to integrate information retrieval 
and information seeking by focusing on how work 
tasks affect information types, search strategies, 
and relevance assessments. The concept of task 
provides a framework for analyzing and develop-
ing information seeking and retrieval in general, 
and designing an information retrieval system in 

Combining these approaches, we can distin-

to determine user information needs: (1) user’s 
self characteristics (e.g., user’s personality, 
knowledge, personal interest, and preferences); 

(2) user’s roles and (work) tasks in society (e.g., 
user’s professional roles connected with occupied 
positions and their role-related tasks); and (3) the 
environment or situation.

Modeling Personalized Information 
Needs

We argue that in a data-intensive domain, an 
individual’s personal interests and preferences 

Information needs are determined by information 
seekers’ situations, and their roles and tasks in 

response, users’ role-based information needs 
are formed when information seekers become 
aware of the crisis situation, the professional 
role they need to adopt, and the work tasks they 
need to execute. Information needs change as a 
user’s situation changes in response to a crisis 

judgment regarding information relevance. An 
individual’s personal interests and preferences 

-
tion needs, but personality or knowledge may 

different users may have different knowledge 
levels about their professional roles, we consider 
that their knowledge is inherent in the professional 
roles they perform within their work situations. 
We assume that the users are well trained, and 
that they have enough knowledge to detect their 
information needs based on their professional 
roles. Therefore, users’ role-based information 
needs are determined by the situation they per-
ceive and the tasks they need to execute when 
adopting one of their roles in their perceived 
situation. Consequently, information seekers’ 
personalized information needs are determined 
by their environment or situation, the professional 
role they adopt in the environment or situation, 
and the tasks they need to perform. We show this 
argument in Figure 4.
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Modeling Situation

The problem that triggers a user’s information 
needs is not directly perceptible. Information 
seekers need to identify the problem by perceiving 
where, what happened, when, and who is involved 
with their perception based on their professional 

they used the term environment, or the term con-
text, or the term situation to describe information 
seekers’ perceptions of their surroundings. The 
term environment is regarded as a set of external 

of environment
on information seeking and retrieval, and in 
dictionaries (Merriam-Webster Dictionary, Cam-
bridge Advanced Learner’s Dictionary) can 
only be used to describe the stable aspects of 
the surroundings around an information seeker. 
The term context
conditions in which something exists or occurs” 

of context-aware computing regards the concept 
context as “knowledge about the user’s and IT 
device’s state.” Although dynamically obtain-
ing the physical information from sensors and 
interpreting the physical information as context 
can be used to describe some dynamic aspects 
of a situation, the term context is not capable of 
describing where, what happened, when, and who 
was involved. Instead of the terms environment 
and context, we use the term situation in our 
conceptual structure. This is because the term situ-
ation implies dynamic changes in an information 

on the information seeker, and the information 
seeker’s stable or permanent surroundings.

Information seekers need to be aware of their 
situation before they realize the roles they need to 

-
nally realize their personalized information needs. 
Situation-awareness in an information seeker is 
a mental process. Although today’s advanced IT 
technology can replace a huge amount of informa-
tion processing work, an IT application can only 
support its users’ process of situation-awareness 
instead of replacing a human’s mental informa-
tion processing process. This also applies to our 
conceptual design. The information seeking and 
retrieval systems that are designed based on our 
conceptual structure need to support the process 
of situation awareness for information seekers, if 
the purpose of building these systems is to provide 
personalized information. In other words, when 
we model the situation in the conceptual structure, 
we need to follow a theory of a human’s mental 
processes regarding situation awareness.

The concept of situation awareness (SA) is usu-
ally applied to operational situations, especially 

systems, crisis management, the military, and so 
forth, where people must have SA to perform their 

The objective of SA is to establish a consistent 

perform their jobs better. As a result, researches 

to be aware of their situations so that they can 
make informed decisions about future actions 
(Endsley et al., 2003). Endsley and Rodgers’ (1998) 
SA framework, shown in Figure 5, provides a set 

across a wide variety of domains. Endsley and 
-

tion of elements in the environment along with a 
comprehension of their meaning and along with a 
projection of their status in the near future.” This 

Figure 4. Personalized information needs
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humans are aware of their situations mentally.

• Level 1—Perception of the elements in the 
environment

• Level 2—Comprehension of the current 
situation

• Level 3—Projection of future status

We followed Endsley and Rodgers’ (1998) SA 
framework when we modeled the situation in our 
conceptual structure. It is not feasible to specify 
all possible situations in the context of information 
seeking and retrieval for any domain. Detecting 
situations based on collected historical usage data 
is required. This is the same as the argument used 
in Endsley et al.’s (2003) three levels of SA model, 
which indicates that the situation is derived from 

known information. The question of what histori-
cal data or information is required to be collected 
at different levels of SA processes for the users to 
realize their situations becomes important. This 
leads to the question: What information can be 
used to describe and model the situation?

Based on Endsley et al.’s (2003) three levels 
of SA model, to model and describe a situation 
we need to perceive the elements in the environ-
ment (Level 1 in SA) as the information used to 
comprehend a current situation (Level 2 in SA), 
to project future status (Level 3 in SA).

the elements presented in the environment. The 
information elements that can be directly per-
ceived describe the “things that are known to 
have happened or to exist” (Merriam-Webster, 
n.d.). We conceptualize the elements perceived 

Figure 5. Endsley’s situation awareness model
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from the environment that describe “things that 
are known to have happened or to exist” as the 
concept of fact.

Perceived facts are only direct observations 
made in the environment. They cannot provide 
narrative descriptions of the situation. There-

to understand the situation fully. To support the 
second level of the user’s SA, we use the concept 

known outcomes and the casual relationships of 
a group of detected facts.

for information seekers during the course of a 
cooperation process with respect to their profes-
sional role. We claim that the situation can be 
derived from detecting the information seeker’s 
professional role-relevant scenarios that is, 
from those scenarios that directly or indirectly 
involve the information seeker. Directly involved 
scenarios are those scenarios in which an infor-
mation seeker may take actions when adopting 

his or her professional role. Indirectly involved 

an information seeker’s actions. Only when all 

structured in a meaningful way will the informa-
tion seekers be able to take any actions to solve 
the problem. We present the SA process in our 
research in Figure 6.

Modeling Task

When information seekers are aware of their 
situations, they are able to determine the pro-
fessional role they need to adopt and the tasks 
they need to perform. As mentioned previously, 
information seekers’ roles and tasks determine 
their information needs in a situation. Tasks have 
become a central factor for determining a user’s 
information needs. Therefore, we need to model 
tasks in our conceptual framework.

In the research on task-oriented information 
retrieval, a task is viewed either as an abstract 
construction or as a concrete set of actions (Hack-

Figure 6. Concepts in SA process
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a task as an abstract is used in research, where a 
task is utilized as a description since individual 
differences are brought into focus (Hackman, 

previous section that we do not take individual 
-

encing factors to determine information needs. 
Therefore, we take the view that a concrete set of 

or a group of persons undertakes a series of ac-
tions. Information retrieval is required when an 
information seeker lacks the information required 
to perform a task.

it has a performer, a meaningful purpose, and an 
undertaken situation (Hackman, 1969; Byström 

Figure 7. The concept of task

Figure 8. The dimensions of cognitive work analysis (Fidel & Pejtersen, 2004)
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emphasizes the conceptualizing of tasks more 
from the point of view of the actors and the so-

Holwell, 1998; Suchman, 1995). Literature in the 

of task. Cognitive Work Analysis considers people 
who interact with information as actors involved in 
their work-related actions, rather than as users of 
systems. It views human-information interaction 
in the context of human work activities that is, 
it focuses on the tasks actors perform, the envi-
ronment in which they are carried out, and the 
perceptual, cognitive, and ergonomic attributes 

2004). A graphic presentation of the framework 
is given in Figure 8.

Based on Cognitive Work Analysis, we de-

a networked environment as actors. Each actor 

by Merriam-Webster (n.d.) as “a function or part 
performed especially in a particular operation 
or process.” The professional roles of an actor 

provide. Therefore, actors are exclusive and are 
based on the functions they provide (i.e., their 
professional roles). A task is performed when an 

actor adopts one of its professional roles. A task 
can be composed of smaller tasks. At the level 
of a simple task, it is constituted of a series of 
interconnected actions. A meta model of actor, 
role and task is given in Figure 9.

A task is undertaken in a context (i.e., the situ-
ation) where an actor is required to adopt one of 

of task in our research, tasks are required to be 
that 

is, from the functions an actor can provide in a 
situation. However, situation is a dynamic concept, 

Since it is not possible to enumerate all possible 
situations for any domain, it is not feasible to 

-

which are more concrete and stable. Since a task 
can be composed of smaller tasks, required tasks 
in a detected situation can be composed of sub-

are undertaken in a process as the solution(s) of 
an existing fact. We present this meta model in 
Figure 10.

In this way, information seekers’ information 

their roles and tasks are detected from facts.

Figure 9. Actor, role and task
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Modeling Service

Methodologies for Information 
(Software) Systems Developments

Information systems have evolved over the years 
as a means to integrate legacy assets, third-party 
software packages, outsourced applications, and 
newly built functionalities (Stojanovic, 2005). The 
ability to manage the complexity of information 
systems and to adapt to rapid changes in both 
business and IT is widely recognized as a crucial 
factor in designing software or information sys-

1998). There has been an increasing consensus 
that to manage complexity and changes effec-
tively, complex IT systems need to be built as a 
set of discrete building blocks or functionalities 
that can be integrated to form a meaningful, 

The strategy of separation of concerns (i.e., divid-
ing and conquering) and “plug-and-play” used in 
building IT systems has motivated a number of 
development paradigms related to building soft-

ware systems from parts, using the concepts of 
functions, subroutines, modules, units, packages, 
subsystems, objects, and components (Stojanovic, 
2005). Modularization results in a shortened time 
to market, lower production costs, more evolvable 
systems, and systems of higher quality (Szyperski, 
1998). Object, component, and service are three 
key concepts in building distributed software 

The object-oriented, component-based, and 
service-oriented paradigms have different fea-

From an implementation perspective, a service’s 
functionality can be implemented by components, 
and how it is implemented affects its quality prop-

(the World Wide Web Consortium), a service-ori-
ented architecture consists of a set of components 
that can be invoked, the interface descriptions of 
which can be published and discovered (W3C, 
2004). A component in relation to a service-
oriented design can be viewed as black-box 

1998). Using components to implement services 

Figure 10. Task and fact
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makes a service different from its implementing 
building blocks that is, components (Versata, 
2004). Similarly, a component’s functionality 
is decomposed into one or more objects as it is 
implemented in an object-oriented programming 

technology and languages are the best way to 
implement components (Tewoldeberhan, 2005). 
Endrei et al. (2004) summarize a three-layer ar-
chitecture, shown in Figure 11, in which services 

expose an external view of a system, while the 
internal reuse and composition are done using 
traditional components and objects (Tewolde-
berhan, 2005). Endrei et al.’s (2004) three-layer 
architecture represents a generic component-
based service-oriented architecture.

We stated that our conceptual design is based 
on a service-oriented way of thinking. Our as-
sumption is that an information seeking and 
retrieval application, triggered by an informa-
tion seeker’s information needs, is built using a 
group of services. Service is a kind of black box 

that is, infor-
mation provision in the context of our research. 
The selection of service and the way of grouping 
services comply with the functional requirements 
of services that can be built by smaller services. 
At the level of a simple service, its functionality 

software components that determines the behavior 
requirements of the service. The way of group-
ing components forms the structural model of a 
service. This assumption complies with Endrei 
et al.’s (2004) three-layer architecture. Therefore, 
the component-based service-oriented architec-
ture forms a logical way to design personalized 
information seeking and retrieval systems in 

Figure 11. Application implementation layers: service, component, objects (Endrei, Ang et al., 2004)
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multidisciplinary, data-intensive domains. Based 
on Endrei et al. (2004), we present a meta model 
of service, component, and object in Figure 12.

Service-Oriented Architecture and 
Web Service Standards

A service-oriented architecture comprises three 
core roles: service consumers, service provid-
ers, and service registry. It involves interactions 

between them. We show the basics of an SOA 
in Figure 13.

as follows:

• The service consumer is an application, a 
software module, or another service that 
requires a service. It initiates the enquiry of 
the services registered in a registry, binds 
to the service over a transport layer, and 
executes the function of a service according 
to the interface contract of a service.

• The service provider is a network-address-
able entity. This entity publishes its services 
and interface contract to the service registry. 

The service provider accepts and executes 
the request from the service consumer.

• The service registry contains a repository 
of available services, and a lookup service 
that supports the service discovery.

Three operations are 
explained by Endrei et al. (2004) as follows:

• Publish: A service description must be pub-
lished so that the service can be discovered 
and invoked by a service consumer.

• Find: A service requestor queries the service 
registry for a service that meets its search 
criteria.

• Bind: After retrieving the service descrip-
tion, the service consumer invokes the 
service according to the information in the 
service description.

description is the key issue when SOA is ap-
plied. Service descriptions need to advertise the 
functionality of a service, its capability, interface, 
behavior, and quality (Papazoglou, 2003). The 
publications of such service descriptions include 

Figure 13. SOA
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the necessary means to discover, select, bind, and 
compose services. The service capability descrip-
tion states the conceptual purpose and expected 
results of the service, by using terms or concepts 

service interface description publishes the service 
signature, such as its input, output, error param-
eters, and message types. The behavior that is, 
the expected behavior during its execution is 
described by its service behavior description. The 
quality of service (QoS) description publishes 
important functional and non-functional attributes 
of service quality, such as cost, response time, 
security attributes, or availability (Casati, Shan, 

model in the next section.

Information Service

Service Description

As described in the previous section, to apply SOA 
to design our conceptual structure, we needed to 

required for a service provider to subscribe its 
service for future use. The service description 
should include the service functionality, capabil-
ity, interface, behavior, and quality.

• Functionality: A service must have a specif-
ic functionality. Currently, the functionality 

function (Papazoglou, 2003). We stated that 
the information stored in the solution space 
needs to be structured as services. Further-
more, we stated that information is needed 

information to perform their tasks. There-

have in the context of our research is that it 
provides information. To be distinguished 

the services that consume information and 
provide information as information services. 
Information services are stored in a solution 
space (e.g., a service repository).

• Capability: The capability of an informa-
tion service needs to be explicitly published. 
The capability description of an information 
service should state the conceptual purpose 
and expected results of the information ser-

of our research, we describe the capability of 
an information service using the concepts of 
actor, role, task, and description. The actor 
indicates the category that the service pro-
vider belongs to in a domain. The role and 
task indicate the context where the service 

purpose and expected result of the service. 
The terminologies utilized in describing 
the actor, role, task, and description are 
dependent on the domain taxonomy.

• Interface: An information service needs 
an interface to specify its input and output 
information, the error message, and the 
required protocol to invoke it. We assume 
in this research that it is the service provid-

maintain their own service interface. We are 

the service providers. Therefore, the service 

of this research.
• Behavior: The behavior description needs to 

specify the behavior a service provides to or 
requires from a context, and the conditions 
or constraints on this behavior. Therefore, 
besides the purpose and expected result of 

executing a service, and its behaviors under 
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service description. However, we assume in 
this research that the service providers are 

maintaining their own service behavior. We 
are not able to change constraints/conditions 
of a service and their corresponding service 
behaviors. Therefore, the behavior descrip-
tion is out of the scope of this research, 
although the conditions or constraints of 
services can be utilized as search criteria 
for services when necessary.

• QoS: 
the description of a service. This set of QoS 
attributes includes: (1) security (i.e., access 

is authorized to access which service; (2) 
cost, if a service is not free of charges; (3) 
response time; and 4) status (i.e., availability 
of a service). The QoS attributes must be 
published.

Besides the information on functionality, ca-
pability, interface, behavior, and QoS, a service 
name, a provider name, and the location of the 
service are required in a service description.

In a summary, to subscribe a service to a 

An information service can provide different 
behaviors according to different conditions. Under 
this circumstance, the term condition is utilized 
instead of the term constraint.

Search for a Service

The service providers subscribe their service to a 
service registry or a repository following the ser-
vice description. The information that is provided, 
as shown in Figure 14, should be stored in a service 
registry or a repository as shown in Figure 13. In 
SOA, a service registry provides the mechanism 

the service description can be used as criteria 
when searching for suitable services. However, 
not all attributes are required and suitable during 

search criteria. The name of a service provider, 
a service name, and the location of a service are 
not always known before information seekers start 
looking for a service to satisfy their information 
needs. Provider name, service name, and location 

criteria. Furthermore, attributes in description are 
also inappropriate as service search criteria. A 
service provider might provide a long description 
of functionality and usage context of its service. 
Consequently the description of functionality and 
usage context might be too long to be a search 
criterion. Conditions/constraints and their corre-
sponding behaviors are important when searching 
for a proper service. However, it is the service 
providers’ responsibility to provide, implement, 
and maintain the conditions/constraints and their 
corresponding service behavior. Service providers 
can change the conditions/constraints and service 
behaviors when necessary. These attributes are not 
stable enough to be service search criteria. The 
same arguments can be applied when we argue 

Figure 14. Service description
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QoS are not suitable service search criteria.
To search for a proper information service, it is 

more feasible if we can search using the informa-
tion provided by an information service and the 
context within which this information service is 
required. As mentioned previously, the concept 
of actor indicates the category that the service 
provider belongs to in a domain, and the concepts 
of role and task indicate the context where the 
information service is required. Tasks implicitly 
or explicitly indicate the required information; 

a group of information services. We show this 
in Figure 15.

the capability description in a service description 
are proper criteria for search services, and among 

them, task is the key attribute in a service search 
criteria. Each task in a service description can 
be represented by a set of keywords, which are 
capable of indicating the information provided by 

used as a keyword for a task is domain dependent. 
When information seekers set up a query, they 
need to specify several keywords to describe their 
information needs. These keywords set in a query 
will be compared with the keywords of the tasks 
in the service description.

Moreover, information on actors and roles will 
provide more precise information on the suitability 
and capability of services. Therefore, information 
seekers are asked to specify the information on 
actors and roles of information service providers 
in their search request to narrow down the search 
scope of services.

Figure 15. Information service and task
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When a service search request is generated 
and sent to the service registry, a list of services 
that satisfy the service search criteria will be 
returned to the information seekers. Information 
on returned services includes all the information 
shown in Figure 14. It is the information seekers’ 
responsibility to determine their required services 
based on a returned service description that in-
cludes “description of functionality and usage 
context of its service,” “conditions/constraints and 
their corresponding behaviors,” and QoS informa-
tion. We present this process in Figure 16.

As mentioned previously, it is possible to add 
“description of functionality and usage context 
of its service,” “conditions/constraints and their 
corresponding behaviors,” and QoS information 
as criteria for a service search. The suitability of 
adding these criteria into a service search depends 
on the domains and applications. Adding these 
attributes may narrow down the service search 
scope and speed up the service search process. For 
instance, adding the “attribute access authoriza-
tion” in “security” as one criterion into a service 
search will help to return only authorized services 

to realize that too many criteria in a service search 

CASE STUDY

In this section, we apply the conceptual structure 
proposed in the previous section in a typical prob-
lem domain, information seeking and retrieval 
in crisis response, and management in a harbor. 
The objective of this section is twofold: (1) show-
ing an example of how to apply the conceptual 
structure to build a Web-enabled multidisciplinary 
information seeking and retrieval system in a 
real-life case; and (2) verifying and evaluating 
the conceptual structure.

Information Seeking and Retrieval in 
the Processes of Crisis Response

Information acquisition in the event of a crisis in 
a harbor is a very complex process. Depending 
on the scale of the disaster, crisis responses in a 
harbor will range from dealing with a small-scale 
problem, in which a few organizations might be 
involved, to a full-scale crisis, in which mul-
tiple organizations are required to resolve and 
to prevent escalation of the crisis. Information 
relevant for a crisis response may be dispersed 
across heterogeneous, high-volume, and dis-

Figure 16. Service search process
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tributed information resources (see Figure 17). 
Furthermore, such unpredictable crisis situations 
require the dynamic establishment of a “virtual 
team” consisting of the various relief/response 
organizations. In response to an ongoing dynamic 
crisis situation, membership of the “virtual team” 
can change accordingly depending on the type 
of crisis, its magnitude, and how it develops. 
New relief/response organizations will join the 
“virtual team” when their services are needed, 
while others will leave when their response goals 
have been achieved. Distributed, dynamic, and 

relevant information they can use to inform their 
crisis relief activities.

To solve this problem, many harbors have built 
networked crisis response platforms to connect all 
crisis relief/response organizations, and to allow 

them to access, share, and exchange information. 
One example of such a platform is called the dy-
namic map, which has been utilized and tested at 
some harbors. This platform allows relief/response 
organizations to oversee the disaster area and its 
surroundings, and to anticipate future develop-
ments regarding the crisis (Barosha et al., 2005). 

improving information acquisition in a distrib-
uted and dynamic crisis environment. However, 
these platforms only serve to distribute uniform 
information to all the relief/response organizations 

organization to select and retrieve information that 

activities. This can cause delays in information 
retrieval for its relief/response tasks. Moreover, 
such networked platforms are built based on the 
centralized design principle. This traditional 
approach, which addresses inter-organizational 

Figure 17. Crisis response
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information accesses over boundaries, is no lon-
ger the best principle to use when dealing with 
a dynamic crisis environment. This is because 
the information needs of the relief/response 
organization can change dynamically, due to the 
unpredictable nature of a disaster throughout its 
course. The tasks and roles of the relief/response 
organizations will change, and therefore their 
information needs will change accordingly (van 
Someren et al., 2005). The centralized design 

by bundling information from heterogeneous 
databases. The dynamically changing nature of 
crises, coupled with the diverse types of crises 
that can occur, may require a complete redesign 
of an application to meet the information needs 
for each possible crisis situation. In summary, 
there is a need to develop a new crisis response 

design principle, which is:
1. capable of providing relief/response orga-

nizations with a role-related picture of the 
crises development in a time-critical man-
ner,

2. capable of satisfying changing information 

3. capable of structuring advanced technolo-
gies and available technical infrastructures 
in a meaningful way to realize dynamic 
changing user information needs during a 

4. extendable when a relief/response organi-
zation is required to join relief/response 
activities.

Concepts and Models

Modeling the Disaster Situation

Fact: The meta model of fact in the context of 

• Type of disaster: At a harbor, disaster types 

• Time: There are two types of time: a time 
point (e.g., 3:20 p.m.) and a time interval 
(e.g., 1:00 a.m. to 2:00 a.m., or summer). 
The choice of time type depends on disaster 
type.

• Place: The place is the physical location that 
is, a region (e.g., an area in the docks, on a 
ship).

• Involved objects: In the crisis situation, 
involved objects include personnel, property, 
or a combination of these two.

A fact can be described as a combination of 
type of disaster and any or all of the other three 
concepts. The possible facts observed from a 
disaster in a harbor might be described as ‘a 

in building (n)’, ‘people have suffered burns’, ‘a 
person has fainted in building (n)’, ‘road (x) is 
blocked by an overturned truck’, and so forth. 
The type of disaster is the key concept used to 
describe facts. The description of facts is exclusive. 

divided into sub-facts.

• Scenario: In the context of crisis response, 
-

ing a crisis situation. A scenario describes 
known outcomes and the casual relationship 
of a group of determined facts. The sce-
narios of the disaster example given in the 
previous paragraph can be described as ‘a 

-
ing (n)’. ‘Personnel suffered burns because 

Known scenarios in the crisis response are 
used as historical information that can be 
analyzed to support level 2 of the users’ SA 
process during a crisis response. Unknown 
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scenarios can be detected by combining 
known facts from historical scenarios.

• Disaster situation: For example, the prob-
lem of information seekers adopting the role 

there is a need for information. Information 

constitute the situation. The information 

the following information needs: What type 

of equipment/materials should I use to deal 

direct involvement in the scenario of the 

One of the indirectly involved scenarios of 

(x)’ will give new information needs. These 

to reach the disaster site.
• Actor/role: Crisis response has a social 

context, where involved organizations or 
organizational units undertake tasks ac-
cording to their professional roles in a crisis 

organizations or organizational units as 
actors. For instance, the actors involved in 

-
cal experts, police forces, and hospitals. Each 
actor has a list of professional roles in the 
context of crisis response. The professional 
role of an actor in a crisis response context is 

provide in a crisis response process. There-
fore, actors are exclusive and are detected 
based on the functions they provide that 
is, their professional roles. We believe there 
are four main actors in any crisis response 
situation listed below:

Police: There are different police forces 
in a harbor, such as the national police 
force, the water police, and the harbor 

police, and they all have different tasks 
during a crisis response.
Medical workers: In an emergency 
situation, there is a chance that there 
will be victims who need immediate 
medical treatment. This will be done 
by paramedics who are experienced in 
helping victims at the location of the 
disaster.
Firemen: Firemen should try to control 

-

a full-blown crisis if it is not put out 
promptly.
Chemical experts: These experts are, 
for instance, in charge of measuring 
the amounts of chemical gas in the air 
during a crisis situation and giving 
an indication of the dangers for other 
emergency workers. They are also 
required to provide an oversight of 
hazard developments for all personnel 
and actors when a crisis is underway.

• Task: In the context of crisis response, an 
example of a task for an information seeker 

who executes this task needs to retrieve in-
formation about the materials and equipment 

Information Service

Service Description

We use a simple example in crisis response to 

the domain of crisis response and management. 
An organization called DCMR provides a service 
called “dangerous dust measurement.” This ser-
vice is capable of providing information on the 
development of dangerous dust clouds when the 
type of dust is known. This service is required 
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when a dangerous dust cloud is detected and the 
evacuation of local people is required during a 
crisis response. This service can be accessed if 
an information seeker’s ID can be detected in any 

been pre-stored in the database of DCMR’s data-
base. This service is free of charge. The response 

service is available. The location of this service 
is “abc.com/DCMR/dangerous dust/develop-
ment_cal.” According to the information, DCMR 
can publish this service as in Figure 18.

An information service can provide different 
behaviors according to different conditions. Under 
this circumstance, the term condition is utilized 
instead of the term constraint. For instance, 
an information service is capable of providing 
information on medical solutions for a known 
epidemic. If this epidemic has been detected in 

information on medical solution(s) [a], otherwise, 
information on medical solution(s) [b] is provided. 
Therefore, two conditions can be “less than 5 
days” and “5 days or more”; consequently, ser-
vice behaviors can be providing information on 
solution (a) and providing information on solution 
(b) accordingly.

Search for a Service

An information seeker who needs to perform the 
task of evacuating people on site where dangerous 
dust (x) is detected might need information on the 
development of dangerous dust cloud (x). This 
information seeker may use keyword “danger-
ous dust (x) development” when describing this 
query. Several services that have “dangerous dust,” 
“Dangerous dust (x),” “dust,” “chemical dust (x),” 
“dangerous dust (x) calculation,” and so forth as 
keywords to represent the tasks they serve, might 
satisfy this query. Therefore, these services will 
be returned to this information seeker.

If this information seeker is capable of speci-
fying that returned information services need to 
be provided by “chemical experts” who adopt 
a role of “chemical advisor,” only those infor-
mation services that are provided by organiza-
tions registered as “chemical experts” and act 
as “chemical advisor” will be returned to this 
information seeker.

Beside “keyword matching,” many well-
developed models, methods, and mathematical 
formulations in indexing techniques can be used to 
develop the matching mechanism between users’ 
queries and keywords that represented the tasks 
information services serve.

Figure 18. An example of service description
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A Proof-of-Concept Demo

Since the development of a complete system is 

trust between the various crisis relief/response 
organizations and getting them to share their 
information, we built an early demonstration to 
show that it would be possible to build such a ser-
vice-oriented architecture to provide role-based, 
situation-aware information seeking and retrieval 
services for crisis response.

Ideally, the architecture shown in Figure 19 
should be applied. To simplify the process of 
building the “proof-of-concept” demonstration, 
we utilized three computers in our demo imple-
mentation, representing the service consumers, 
the service providers, and the service brokers 
in an SOA shown in Figure 13 respectively. We 
implemented this prototype based on jini tech-
nology.

Implementation

Jini Service Provider and Jini Lookup 
Server

The information provided by the relief/response 
organizations involved was encapsulated as in-
formation services as mentioned in the previous 
section. We implemented several information 
services for these four actors shown previously 
as jini services in our prototype. These jini ser-
vices must be registered on a jini lookup server. 
The requested registration information is shown 
in Figure 16. We have shown a simple example 
from a chemical expert to display what and how 
information services are registered in the jini 
lookup server in Figure 18. Figure 13 presented in 
the previous section is implemented in a database 
of the jini lookup server.

Figure 19. Ideal implementation architecture
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Client PC

On the client PC, we used Liferay 4.01 as the 
portal software, and embedded Tomcat 5.02 as 
the Web server to build the “crisis response and 
management portal.” We built two databases, a 
user administration database and a personalization 
database, which were used to support role-based 
information seeking and retrieval applications 
running on this portal. The user’s role-based 

were used to control their information access. The 
personalization database was built, where previ-
ous existing crisis situations, their constituting 
scenarios, scenarios’ constituting facts, facts’ 
solutions, and so forth were stored in the tables 
of situations, scenarios, facts, solutions, and tasks 

as historical information. The personalization 
database was implemented in MySQL.3

User Interface Design

User interface design is very important to facilitate 
users, to help them to generate their role-based 
information seeking and retrieval service, and to 
access relevant crisis information. In the crisis 
response, facts can be directly observed from 
the environment. It is a very intuitive idea to 
utilize facts as the starting point of an informa-
tion acquisition process, and it also matches the 

However, a myriad of different facts can be 

and this number increases continuously. It is not 

Figure 20. User interface of the proof of concept demo
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a complex task for a database to record and handle 
such an amount of information, but it will be a 
demanding task for a user to extract facts relevant 
to themselves from those with minor differences 
within the returned list. Furthermore, a simple 
crisis can go on to become a very complicated 
situation, which will further increase the large 
number of facts that can be observed. Users will 
need to answer the following questions: what 
facts can be utilized as a start point, and how 
can we handle the inter-relationship between the 
observed facts? These questions may confuse 
the users; moreover, answers to these questions 
will bias the information acquisition results. The 
conceptual design will relieve users from having 
to deal with this complexity.

It is better to use historical information taken 
from past crisis situations as the starting point of 
the information acquisition process that is, to de-
rive an unknown situation from known situations. 
We divided historical information on situations 
into different categories based on theme. This al-
lowed the users to be immediately directed to the 
category of a similar situation. The user is able to 
choose a similar situation from a situation descrip-
tion, and the scenarios of the selected situations 
are retrieved from the personalization database 
and displayed to the user. Users select relevant 
scenarios according to the scenario description. 
The facts of the selected scenarios are then re-
trieved and displayed to the users. When users 
select relevant facts from the returned list, they 
start their SA processes to constitute their picture 
of the current situation. Once all the facts have 
been selected and formulated in a correct order, 
a fact-solution-task linkage as shown in Figure 
7 is used to determine the required information 
services. The service discovery process starts 

to search for the required information services 
provided by the different organizations. When a 
task is selected, a service search template is gener-
ated. The search template is constituted of three 

attributes: actor, role, and task. A selected task 

in the actor name, role name, and task name. The 
service search template is sent to the jini lookup 
server to look for the relevant information services 
based on actor name, role name, and the services 
descriptions. All the information services of a se-
lected task are returned to the users. Information 
service name, information service description, 
service status, and location are returned to the 

their required information services based on the 
returned service information. The implementa-
tion can be found at http://kishen.ercotravel.
nl/. Newly detected situations, scenarios, facts, 
solutions, and tasks can be added to the tables 
in the personalization database as historical in-
formation. Since the portal communicates to the 
personalization database each time a user sends 
a request, newly added historical information can 
be immediately utilized.

When the crisis situation is not complicated, it 
-

tion process by using facts. For instance, if only a 
few facts have been observed, a user can search 
for similar facts based on the keyword “type of 
disaster.” The users can identify the relevant facts 
and organize the retrieved solutions and their con-
stituting tasks into a logical order based on their 
observations. In this way, the information seeking 

We show the user interface in Figure 20.

Functional Evaluation

situation that is, crisis situation if applied in 
the context of crisis response. Based on Endsley’s 
SA three-level model, the concept situation in our 
design is capable of supporting a relief/response 
organization as it analyzes and envisions an unpre-
dictable and dynamic crisis situation. Besides the 
concept situation, we include tasks as an important 
factor for determining a user’s information needs. 



146  

A Conceptual Structure for Designing Personalized Information Seeking

Our task model is capable of inferring users’ 
information needs in a crisis response according 
to their professional role(s) and relief/response 
tasks during a crisis response. Thus, users’ role-
based, situation-aware information needs during 

well-structured in a meaningful way. We believe 

wider ability to deliver users’ actual information 
needs in this type of application.

The development of an early prototype dem-
onstration showed us that our conceptual design 
is capable of satisfying users’ dynamic infor-

In an unpredictable and dynamically changing 
crisis situation, users’ information needs change 
when they perceive the need for different relief 
activities as the crisis evolves. For instance, when 

the information needs of a user adopting a police 
force role may change from how to control the 

control the riot. Built on our situation model and 
task model, the prototype is able to infer and 
construct a user’s changing information needs dur-
ing a crisis. While based on the service-oriented 
design principle, our prototype is able to support 

information.
Our conceptual models of situation and task 

can support both service reuse and information 
reuse. The prototype has shown that the reuse 

seeking and retrieval applications is possible. 

services is determined through the reuse of his-
torical information. The situation model supports 
the reuse of information on situations, scenarios, 
and facts to infer the crisis situation. The explora-
tion of an unknown situation is done through the 
reuse of facts and scenarios. In this situation, the 
task model supports information reuse to infer a 

user’s role-based information needs in order to 

Additionally, the development of an early 
prototype demonstration showed us that future 
system extension is feasible. The service-oriented 
design principle supports the realization of an 
independent service implementation and service 
model. Therefore, it provides for the possibility 
of a future system extension when more relief/
response organizations are required to join the 
crisis response. Our conceptual model is able to 
provide clear guidance for a newly joined relief/
response organization to share its information 
services and to construct its own role-based, 
situation-aware information seeking and retrieval 
services. In addition, due to the possibility to 
build up the interoperability between jini, Web 
service, and other service-oriented standards, 

software and applications can be added to our 
prototype if they can be implemented in one of 
the service-oriented standards. This is a very 
important and necessary improvement to better 
support information seeking and retrieval during 
a crisis response. For instance, computational 
calculations for chemical pollution, which was 
built as a grid based on a Web service standard, 
could be used and integrated into the system as 
information services.

Our conceptual design is independent of the 
implementation technologies: because of the 
conceptual underpinning, we were able to imple-
ment our prototype using a very low-cost system, 
free portal software, and free service-oriented 
middleware. Our prototype is just one of a number 
of possible implementations for our design. It is 
also possible to rebuild the whole system using 
other implementation technologies, for instance, 
Web service.
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CONCLUSION

In this chapter, we presented a new way of 
thinking of seeking and retrieving personalized 
information in data-intensive domains based on 
a service-oriented design principle. Our situation 

unpredictable and dynamic situation users are 
facing. Our task model is capable of personal-
izing users’ information needs in a dynamic 
situation according to their professional role(s). 
The combination of the situation model and task 
model allows users’ role-based personalized, situ-

inferred and well structured in a meaningful 
way. Simultaneously, applying a service-oriented 
design principle in our conceptual design allows 
us to realize independent service implementation 

information acquisition applications to satisfy us-
ers’ dynamic information needs by choosing the 
required services. We believe that our conceptual 
design provides a possible solution to building 
a bridge between high-level functional require-
ments and low-level technology availability.
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ABSTRACT

With the rapid developments of mobile telecommunications technology over the last two decades, a 
new computing paradigm known as ‘anywhere and anytime’ or ‘ubiquitous’ computing has evolved. 
Consequently, attention has been given not only to extending current Web services and mobile service 
models and architectures, but increasingly also to make these services context-aware. Privacy represents 
one of the hot topics that has questioned the success of these services. In this chapter, we discuss the 
different requirements of privacy control in context-aware services architectures. Further, we present 
the different functionalities needed to facilitate this control. The main objective of this control is to help 
end users make consent decisions regarding their private information collection under conditions of 
uncertainty. The proposed functionalities have been prototyped and integrated in a UMTS location-
based mobile services testbed platform on a university campus. Users have experienced the services in 
real time. A survey of users’ responses on the privacy functionality has been carried out and analyzed 
as well. Users’ collected response on the privacy functionality was positive in most cases. Additionally, 

INTRODUCTION

technology and the need for developing more and 
more context-aware applications, we enunciate 

that privacy represents a major challenge for the 
success and widespread adoption of these services. 
This is due to the collection of a huge amount of 
users’ contextual information, threatening their 
privacy concerns. Controlling users’ information 
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collection represents a logical way to let users 
get more acquainted with these context-aware 
services. Additionally, this control requires us-
ers to be able to make what is known as consent 
decisions, which face a high degree of uncertainty 
due to the nature of this environment and the lack 
of experience from the user side with information 
collectors’ privacy policies. Therefore, intelligent 
techniques are required in order to deal with this 
uncertainty.

Context-aware applications are applications 
that collect user context and give content that is 
adapted to it. There have been different scenarios 
in the literature that describe how a context-aware 
application would look. Mainly, the idea is that 
the user’s environment is populated with large 
numbers of sensors that collect information about 
users in order to provide useful content or services 
that are adapted to his or her context. Although 
this personalized functionality would be very 
helpful for the user, it allows collecting parties 
to know sensitive information about users that 
can violate their privacy, unless these applica-
tions have taken special measures and practices 
to support their privacy needs.

Informed consent is one of the requirements 
of the European Directive (2002). Accordingly, a 
user should be asked to give his or her informed 
consent before any context collection. From a us-

user enter his or her response each time context is 
collected. Increasingly, the type of collected data 

The problem becomes even more complex when 
more than one party gets involved in collecting 
user information, for example third parties. Third 
parties of a certain information collector represent 

information collector might list in its privacy 
policy that user information is being given to 
those third parties in one way or another, it is not 

2001) to provide a means for the user to know 
which party collects which information. Thus 

uncertainty takes over when a user gets pushed 
information or services from unknown collectors 
whether to give them consent or not.

PROBLEM DESCRIPTION AND 
RELATED WORK

In this section, we discuss the motivation behind 
this work and the type of research problem we 
are addressing. The problem investigated in this 
work can be seen as a multidisciplinary problem 
where legal, social, and technical domains are 
concerned with providing solutions. In this work, 
we focus on the technological perspective, taking 
into consideration requirements set by the other 
domains.

There is a trade-off between users’ privacy 
needs and their motivation behind giving private 
information away. Complete privacy is impossible 
in a society where a user would have to interact 
with other members of the society such as col-

of user information would reveal some private 
information about him or her, at least to the 

is needed and may be initiated by the user, he 
or she would have to make sure that the other 
party (the destination) is going to keep his or her 
privacy requirements. Privacy policies and legal 
contracts help users and service providers reach 
an agreement on the type of privacy users would 
have. However, these contracts do not provide 

privacy they need. It also does not guarantee that 
their privacy will not be violated, but it guarantees 
that the user would have the rights to sew them if 
these agreed-upon contracts were violated.

Privacy-enhancing technologies (PETs) are 
assumed to help reduce privacy threats. Privacy 
threats emerge as a result of the linkage between 
identities and users’ contextual data. Therefore, 
most literature has focused on the separation 
between both types of information: whether to 
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control users’ identities, by deterring identity cap-

Herreweghen, 2002; Chaum, 1985; Lysyanskayal, 

information perception such as watermarking 
techniques as in Agrawal and Kiernan (2002), 
distributing and encrypting of data packets in Clif-

and physical security through limiting data access 

of the previous efforts lack the involvement of us-
ers. Stated differently, user control of their privacy 
has not been taken seriously as a requirement for 
the design of context-aware services in previous 
efforts. Instead, a lot of effort has concentrated 
on developing sophisticated encryption mecha-
nisms that prohibit unauthorized access to private 
information when stored locally on a database 
server managed by the information collector or 
by a trusted third party. We argue that not only 
user identity information, but also other informa-

represent a private matter as well, especially when 
user context is associated with them. Therefore, 
controlling user contextual information collec-
tion could represent a more realistic approach in 
such context-aware systems. Controlling users’ 
contextual information perception implies making 
decisions of whether to allow contextual entities 
to be collected by a certain party or not in what 
is known as user consent decisions.

The Platform for Privacy Preferences (P3P), 
submitted by the World Wide Web Consortium 
(W3C), provides a mechanism to ensure that 
users can better understand service providers’ 
privacy policies before they submit their personal 
information, but it does not provide a technical 
mechanism to enforce privacy protection and to 
make sure that organizations work according 
to their stated policies (Cranor, Langheinrich, 

However, there have been some efforts to extend 
P3P to the mobile environment to provide users 
with control over their location data. Most of these 

efforts focused more on the technical facilita-
tion of this extension to suit mobile devices and 
communication protocols, such as Langheinrich 
(2002) and Nilsson, Lindskog, and Fischer-Hüb-
ner (2001). More work is required before the P3P 
protocol becomes widely applicable for the mobile 
environment due to its limitations in automating 
this expression and evaluation of privacy policies, 
and users preferences by the limited capabilities 
of the context-aware mobile devices, the dynamic 
changing context of users, and the large number 
of context information collectors.

In P3P (Cranor et al., 2004) and APPEL 

assumed that users’ consent should be given as one 
entity per all collected information. In privacy-
threatening situations, APPEL evaluation will 
block only identifying information from being 
transferred to the collector side. In one effort to 
design a privacy control architecture, Rodden, 
Friday, Henk, and Dix (2002) propose a minimal 
asymmetry approach to control personal location 
information. A trusted party keeps location infor-
mation structured in such a way that other parties 
cannot have full access privileges until they have 
reached a service agreement. Moreover, user iden-
tities are replaced with pseudonyms when other 
parties collect the location information. Although 
this approach gives users more control capabili-
ties, it does not provide a means of reducing the 
intensive involvement of users.

Although a lot of efforts on privacy protection 
have been exerted in the literature (Ackerman, 

-
ghen, 2002; Casal, 2001), not many have realized 
the option that privacy can be negotiable. A user 
might be willing to share his or her information 
with information collectors in order to get some 
cheaper service or a better offer. What makes it 
complex is that users’ privacy concerns can be 

such as culture and age, but also by their context 
or situation when the information is requested. 
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environments where the users’ context is expected 
to change.

In the following section, we give a brief over-
view of the most famous privacy principles.

PRIVACY PRINCIPLES AND 
REQUIREMENTS

Privacy architectures try to meet the fair informa-
tion practices (FIP) principles developed since the 
1970s. The most well-known principles were set 
in 1980 by the Organization for Economic Coop-
eration and Development (OECD) in the form of 
the Guidelines on the Protection and Transborder 

principles (OECD, 2003):

•  Collection limitation principle: This 
principle states that there should be limits to 
personal data collection, and that it should 
be obtained in a lawful means and with the 
consent of the user.

•  Data quality principle: Data collection 
should be relevant to the purposes for which 
it was collected.

•  Purposes 

the data and not after.
•  Use limitation principle: Personal data 

should not be made available or otherwise 

except by the consent of the user or by the 
authority of law.

•  Security safeguards principle: Personal 
data should be protected by reasonable 
security safeguards against such risks as 
loss or unauthorized access, destruction, 

•  Openness principle: There should be a 
general policy of openness about develop-
ments, practices, and policies with respect 
to personal data.

• Individual participation principle: An 
individual should have the right to control his 
or her data after being collected by erasing, 
completing, or amending it, and should be 
able to communicate with the data collector 
about the type of data being collected.

•  Accountability principle: The data collec-
tor should be accountable for complying with 
measures that give effect to the principles 
stated above.

Most of privacy laws and self-regulatory 
frameworks basically follow the above-mentioned 
principles. In order to meet the above-mentioned 

what information is being collected, which parties 
are using the information, for which purpose, and 

data 
practices. These practices are usually expressed 
in privacy policies. A privacy policy consists of 
a number of statements that represent how an 
information collector is going to deal with the 
collected information. Most Web sites currently 
notify users using privacy policies. However, most 
of these policies are so long that users do not read 
or understand them completely (Cranor, Guduru, 

requirement is not always met, and thus users can 
lose one of their rights in having control of their 
private information. Secondly, users should be 
able to select among different options. The mostly 
adopted approach, however, “take it or leave it,” 
should not be any longer applied.

Service providers are asked to give the users a 
number of alternatives to choose from that provide 

-
formation is being used. After notifying users and 
allowing them to select among different choices, 
it is required that the user explicitly declares his 
or her acceptance of this type of usage. Most Web 
sites ask for the user’s consent, once and for all, 
after the user reads the privacy policies (if he or 
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she does): a user will have to accept or object as 
the previously mentioned option “take it or leave 
it,” and if he or she accepts the policy, then he or 
she is not allowed to change consent even if his 
or her preferences change, unless the user stops 
using the service offered by that Web site.

A PRIVACY CONTROL 
FUNCTIONAL ARCHITECTURE

With respect to the above-mentioned require-
ments, we argue that the following functionalities, 
as shown in Figure 1 in the form of high-level 
domain architecture, must be taken into consid-
eration to automate privacy management. These 

functionalities can be implemented using middle-
ware technology acting as a trusted third party.

System Architecture

When designing a solution for effective privacy 
management, specifying a proper architecture to 
provide a basis for implementation is of crucial 
importance. The standard ANSI/IEEE 1471-2000 
that gives recommended practices for describing 
the architecture of software-intensive systems 

-
tion of a system embodied in its components, 
their relationships, and the environment and 
the principles governing its design and evolution 

Figure 1. High-level domain perspective architecture
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Process (Kruchten, 2003), an architecture is the 

of a software system, the selection of the struc-
tural elements, and their interfaces by which the 
system is composed, together with their behavior 

elements, the composition of these structural 
and behavioral elements into progressively larger 
subsystems, and the architectural style that guides 
this organization, these elements and their inter-
faces, their collaborations, and their composition 
(Kruchten, 2003). Therefore, for the purpose of 
designing an architecture, the main components 

-
nent as a non-trivial, nearly independent, and 

architecture (Kruchten, 2003). A component in-
terface is an essential element of any component 
since it is often the only way the consumer of the 

component knows the function of the component. 
-

lection of operations that are used to specify a 
service of the component. The interface provides 
an explicit separation between the outside and the 
inside of the component, answering the question 
what (What useful services are provided by the 
particular component to the context of its exis-
tence?), but not the question how (How are these 

component interface allows the component ser-
vices to be used without knowing how they are 
actually realized. A component interior is hidden 
and not important for its environment as long 
as the component provides services and follows 

Two kinds of interfaces can be distinguished: 
provided and required interfaces (OMG-UML2, 
2004). A component can provide and require 
interfaces to and from its environment that can 
include other components. A provided interface 

Figure 2. Relationships and functionalities model
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represents the services and operations that the 
component provides to the environment accord-

the services and operations that the component 
requires from its environment to perform its 
role that is, to provide its services. The main 

and Council (2001) are:

•  Names of semantically related operations,
•  Their parameters, and
•  Valid parameter types.

different architecture component functionalities, 

-
ing method. This version of the UML improves 

as not only implementation level artifacts, but 
also as design-level concepts that, together with 
classes, represent the main mechanisms used to 
build a logical system architecture (OMG-UML2, 
2004).

Privacy Control Functional 
Architecture and Components

For the purpose of creating an effective privacy 

of user personal information, contextual informa-
tion, and user preferences. It is expected that every 

In order to ensure the consistency and correctness 

an information collector will try to approach the 

and hence privacy must be rechecked. In order 
to assign these different functionalities to loosely 
coupled and highly cohesive functional units (i.e., 

the privacy control solution: user agent, service 
provider (SP) agent, privacy manager, context 
manager, and privacy policy, as shown in Figure 

2. In what follows, the components will be speci-

User Agent (Client/Server)

A user agent is needed to handle incoming re-
quests for user information. When it receives a 
request from an information collector, it should 
fetch the information collector’s privacy policies. 
The user agent should send these policies to the 
privacy manager to be processed and to generate a 
consent decision. After getting a consent decision 
from the privacy manager, the user agent should 
contact the context manager (see Figure 2) asking 
for the required data to be released and then to 
be propagated back to the service provider agent. 
Most user agents are implemented locally on the 
user machine, such as any Internet browser where 
most of the information requests are made when 
a user navigates through the Internet. But for a 
context-aware or mobile environment, most of 
the requests will be made when the user gets in 
the range of another registered network using the 
wireless connectivity in his or her device. Thus, 
a user agent will be realized as a client/server 
software program or a service which is partly 
on the user’s device and/or the network, and the 
user will communicate with his or her user agent 
through a customized user interface on his or 
her device.

the following interfaces with other components 
in the architecture (see Figure 2):

• Get_practice: This is an operation provided 
on the interface of the SP agent component 
and is a required interface operation for the 
user agent component since, by using this 
operation, the user agent component com-
municates with the SP agent component 
to fetch the asked practices of a service 
provider.
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• Consent_check: This is an operation pro-
vided on the interface of the privacy manager 
component and is a required interface opera-
tion for the user agent component. By using 
this operation, the user agent component 
communicates with the privacy manager 
component to get the required consent type. 
This operation further uses the Get_practice 
operation.

• Context_access: This is an operation pro-
vided on the interface of the context manager 
component and is a required interface opera-
tion for the user agent component. By using 
this operation, the user agent component 
communicates with the context manager 

allowed to be accessed.
• Send_context: This is an operation provided 

on the interface of the user agent component 
and is a required interface operation for the 
SP agent component. Using this operation, 
the SP agent sends back to the user agent 
component a response about the type of 
context to be sent.

Information Collector Agent 
(SP_Agent)

Each information collector by nature should have 
a collector agent SP_agent (a representative) that 
handles all the outgoing requests for informa-
tion. This functionality can be implemented as a 
service. It should be responsible for propagating 

SP_agent organization. This functional compo-
nent contacts user agent components with all 
information required, such as a privacy policy 
that organizes how it deals with users’ private 
information. A single instance of the SP_agent 
component can be engaged with many instances 
of the user agent components. The SP_component 
has the following interfaces with the different 
components of the architecture:

• Context_request: This is an operation pro-
vided on the interface of the user agent and 
is a required interface operation for the SP 
agent components. By using this operation, 
the SP agent component communicates with 
the user agent component with respect to the 
type of information to be requested.

• Practices: This is an operation provided on 
the interface of the information collector 
privacy policy components. By using this 
operation, the SP agent component fetches 
the asked data practices from the informa-
tion collector privacy policy component.

Context Manager

The context manager should be responsible for 
all aspects related to managing users’ contextual 
information such as sensing context and control-
ling access privileges of users’ contextual informa-
tion and maintaining databases. An example of 
a context manager can be a distributed database 
management system where different types of data 
objects are related to the user and are stored in 
different databases located at different places, 
such as network operators or user-sided devices. 
Usually, this component is implemented at the 
service provider’s side, and users are asked only 
at the beginning of signing a contract to give 
their consent
enforce any users’ preferences.

With the increase awareness of privacy by 
users, and the more anxiousness expected when 
using such systems, many third parties such as 
Microsoft Passport and Liberty Alliance are act-
ing as intermediaries in the form of a middleware 
or a trusted third party between users and service 
providers in order to guarantee users’ privacy. 
Nevertheless, in addition they have to be trusted 
by users; these intermediaries do not provide 
control capabilities to users, but users are forced 
to accept the providers’  ways of dealing with their 
privacy (the “take it or leave it” option).
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The context manager component imple-
ments the interfaces context_access and send 
or send_context with the different components 
of the user agent. Additionally, it implements 
the operation query on the interfaces of the data 
object component.

Privacy Manager

A privacy manager component is needed to make 
consent decisions on behalf of users. We assume 
that user consent in context-aware services archi-
tectures will be dynamic and therefore should be 
requested before any collection of any contextual 
information.

Increasingly, this request for mobile users’ 
consent should be carried out in an autonomous, 

that when minimizing user interactions and at 
the same time taking their requirements into 
considerations, uncertainty will takeover. In other 
words, uncertainty represents an obstacle against 
a good consent decision. Uncertainty is caused 
by the unknown interaction taking place between 

willingness to share their private information, and 
due to the lack of knowledge about the behavior of 
the users themselves, when trying to predict their 
consent decisions. Thus, intelligent techniques are 
needed to deal with this uncertainty limitation. 
To deal with this uncertainty in making consent 
decisions, we can adopt the mechanism developed 
by Ali Eldin, van den Berg, and Wagenaar (2004) 
which is based on a fuzzy logic mechanism. The 
main objective of their work is to provide a consent 
decision-making mechanism that minimizes us-
ers’ interactions and meets their privacy concerns 
at the same time. This consent decision-making 
mechanism can be implemented in an operation 
called consent_decider as shown by Figure 2.

Another obstacle that challenges this consent 
decision making is the effective description of user 
privacy preferences that matches their privacy 
requirements and that can be easily evaluated in 

a machine-readable way to develop this automatic 
consent decision. This description should be able 
to model the dynamic features of context-aware 
environments. The Platform of Privacy Prefer-
ences (Cranor et al., 2004), introduced earlier, has 

constitute a P3P privacy policy. A P3P privacy 
policy is a step towards automating and simplify-
ing users’ assessments of an information collector 
through the use of user agents and APPEL. AP-
PEL, a P3P preference exchange language (Cranor 
et al., 2002), was also proposed as the language 
for expressing user preferences. APPEL is a ma-

that can be programmatically compared against 
a privacy policy. This comparison mechanism 
can be modeled in the form of an operation called 
comp_pref as shown by Figure 2.

consent_decider and comp_pref into one Boolean 
consent output. The evaluator operation evaluator 
takes responsibility of this process. The evalua-
tor rules must be based on the assumption that 
consent decisions should be as much as possible 
carefully given because people tend to be rather 
more conservative when it comes to their privacy 
(Ali Eldin, 2006). For example, if both outputs are 

same. But when any of the two outputs is different, 
we should go for the more strict output.

EXPERIMENTAL WORK

The proposed functional architecture has been 
prototyped and integrated in developing one of the 
location-based mobile services on a UMTS testbed 
offered by MIES (Kar, 2004) and experimented 
by real users. In the following we present the dif-
ferent features of the implemented service.

people service’ designed in such a way that it 
enables users to specify their allowed information 
practices and privacy attributes in order to evalu-
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ate consent decisions on any incoming request 
for users’ data. The Finding People service (see 
Figures 3 and 4) was developed to be one of the 
services offered by MIES (Kar, 2004). MIES 
offers GIS location-based services and tourist 
information to university campus visitors. It also 
enables users to locate and contact each other. 
We have implemented the proposed functional 
architecture for this service to allow users to 
control their private information collection by 
other users of MIES.

A service provider agent was implemented in 
the form of a “search people” script coded in asp.
net which is navigated through from the MIES 
menu on the user iPAQ. In this experiment, infor-
mation collectors were other users of the service 
who are looking for others.

The information collector (requesting user) 
must specify for which purpose he or she is 
requesting the information, which is known as 
“purpose of search.” Additionally, the request-

requested user. The user agent, in the form of an 

asp script, manages requesting user requests and 
propagates them to the context manager, which is 
considered here to be the MS Access database. In 
user databases, user privacy preferences are stored 
and taken from Web forms. The privacy manager 
implemented was the consent decider mechanism 
presented in Ali Eldin et al. (2004).

EVALUATION TESTS

The participants were asked if they agreed or 
disagreed with the statements as listed in the ques-
tionnaire (see Appendix A). The score could range 
from “1 highly agree” to “7 highly disagree.” From 
these scores, an average score for each participant 
for each statement was derived in addition to an 
overall average of users’ responses. Users were 
asked about the overall performance of the system 
in terms of their satisfaction of privacy protection, 
type of preferred control modes, and whether they 

preferences. Most of the collected response of 

Figure 3. Finding People menus
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users was positive. However, some users were 
neutral and very few reacted negatively.

FUTURE TRENDS

Recently, we have noticed that there is a growing 
research interest in context-aware environments, 
ad hoc and personal networks, and location-based 
mobile services. The attention has been given to 
designing and developing not only theoretically 

possible, but also operational context-aware ap-
plications and services platforms. Among these 
calls for the next-generation mobile services 
platforms, research and development on privacy 
was mainly concentrated on authentication, along 
with access control mechanisms, biometric solu-
tions, cryptographic mechanisms, and so forth. 
Most of these privacy solutions were intended for 
interconnected organizations, where protecting 
privacy generally means avoiding intrusive access 
to private information which is stored somewhere, 

Figure 4. Finding People service architecture
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where authorized access is known beforehand 
and is granted based on different criteria such as 
roles or activities within these organizations. This 
chapter, however, sheds light on a new approach 
of dealing with privacy which is based on user 
or customer involvement in the consent decision 
making through the processing of their prefer-
ences. Additionally, this chapter gives designers 
of context-aware services guidelines on how 
user privacy can be managed and maintained in 
a way that keeps users aware of their rights and 
concerns.

A next step will be to prototype the functional 
architecture in different mobile service scenarios, 
and check whether this automatic privacy control 
can be completely accepted by users and in which 
situations user interactions will be necessary.

During the last few years, we have witnessed 
the further evolution of the Internet in the form 
of Web services (Kaye, 2003). Web services have 
been introduced as a promising way to integrate 
information systems effectively inside and across 

and self-describing business-driven functional 
units that can be plugged in or invoked across 

-

cation integration within the Service-Oriented 
Architecture (SOA) (Kaye, 2003). Using advanced 
Web service technology such as XML, WSDL, 
SOAP, and UDDI, the Internet once solely a re-
pository of various kinds of information is now 
evolving into a provider of a variety of business 
services and applications (Newcomer, 2002). In 
this manner, Web services technology and SOA 
are increasingly becoming a business issue based 
on the new technology’s ability to deliver strategic 
business value (Berry, 2003).

The basic elements of an SOA are a service 
provider, a service consumer, and a service broker, 
as shown in Figure 5. The service provider makes 
the service available and advertises it on the ser-
vice broker by issuing the service contract. The 

its needs in a service repository of the service 
broker using the published service contract. The 
service consumer and the service provider then 
interact in terms of providing/using the service. 
It is important to note that the communication 
between a service provider, a service consumer, 
and a service broker is performed using the same 
set of interoperable, technology-independent 
standards for communication, such as XML, 
SOAP, and WSDL.

Figure 5. Basic elements of an SOA
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The service in the form of a Web service 
represents a contractual agreement between 
provider and consumer. Beside common interface 

also has attributes of its own such as service-
level agreement, policies, dependencies, security 
rules, privacy constraints, and so forth. All these 
properties of Web services become increasingly 
important when services are chained in a cascade 
or organized and orchestrated in a more complex 
way to provide a higher-level business value. In 
this case, we potentially have more participants 
in the collaboration to provide a more valuable 
business service, for example an Internet-based 
traveling agency might use the services from a 
hotel reservation system, a route information 
system, a rental car system, and a city touristic 
guide system to provide a complete service to its 
customers. Such situations put more emphasis 
on the privacy of the end user being spread over 
multiple service providers and still need to be 
effectively maintained.

Therefore, one of the main challenges and 
further directions of our work is placing our 
framework of privacy control and maintenance 
into a fully service-oriented environment.

CONCLUSION

In this chapter, we argued the different require-
ments of privacy that are triggered by the nature 
of the context-aware environment. We presented 
as a proposition a privacy-functional architecture 
that maintains these requirements. The main ob-
jective of these functionalities is to help automate 
the process of getting users’ explicit consent. 
We enunciate that a consent decision-making 
mechanism should be able dynamically and au-
tomatically to make recommendations to users 
about their consent decisions. Flexibility means 
that the recommendation allows users to change 
their preferences in response to changing circum-
stances. Users will have different functionalities of 

dealing with their privacy. User friendliness here 
refers to the minimization of the requirements for 
users to interact and their involvement.

We have prototyped the proposed architecture 
functionalities in a real-time UMTS personal 
services platform and experimented with visitors 
to a university campus. The prototype showed the 
technical feasibility of the approach in mobile 
services. Users’ reactions showed the satisfaction 
regarding meeting their privacy needs with the 
call for a combination of manual and automatic 
control capabilities according to their context.

At the end, we presented future trends in 

service-oriented environment as one of our main 
future research directions.
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APPENDIX A: QUESTIONNAIRE

Statements
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1 2 3 4 5 6 7

People could contact me, though I did not ask for that.

My privacy should always automatically handle requests for my 
WHAinfo.

I should always be asked before letting others contact me.

I need to add new privacy preferences.
I was able to self-control my privacy.
My privacy was guaranteed.
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ABSTRACT

Due to the amount of information on the Web being so large and being of varying levels of quality, it is 
-

mation consumer does not have precise knowledge of his or her information needs. On the Web, while 

biased, due to this large amount of available data and comparative ease of access. In this environment 
users constantly receive useless, outdated, or false data, which they have no means to assess. This chap-
ter addresses the issues regarding the large amount and low quality of Web information by proposing a 

starts with an initial evaluation and adjusts it to consider context characteristics and user perspectives 
to obtain aggregated evaluation values.
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INTRODUCTION

Years ago, data storage was scarce and had to be 
cleaned periodically. In those times, a database 
project would include rules for longevity of data, 
for migration from secondary memory (disks) to 
archival memory (tapes), and for deletion of unused 
data. Current practice, however, is to leave data 
lingering around, or at most, transfer them to data 
warehouses to be used opportunely.

overwhelming. Lyman and Hal (2003) estimate 

pages, and also that Web pages created on demand 
use more than 91.850 terabytes of data stored in 
databases. To that we can add 440.606 terabytes 
of new e-mails per year, approximately one-third 
of which is spam.

Due to the amount of information1 being so 
large and being of varying levels of quality, it is 

what is required on the Web, particularly if the 
information consumer does not have precise 

knowledge of his or her information needs (Bur-

is old, imprecise, invalid, intentionally wrong, 
or biased, due to this large amount of available 
data and comparative ease of access. Web search 
engines are a good example of this situation: in 
a reply from these mechanisms, one can usually 

-
tion. In this environment, users constantly receive 
useless, outdated, or false data, which they have 
no means to assess.

Moreover, the range of suppliers also results in 
a diverse variety of formats in which information 
is stored and presented. It is possible to search for 
information on an unlimited number of contexts 
and categories across a wide range of informa-
tion environments, such as databases, application 
systems, electronic library systems, corporate 
intranets, as well as the Internet. This information 
presents different levels of quality, with original 
sources ranging from multi-national corporations 
to individuals with limited knowledge. With so 
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much information available, quality has become 
an important discriminator when deciding which 
information to use and which to discard (Burgess 
et al., 2004).

separate, and assess quality of information have 
-

sion-making processes (Eckerson, 2002; English, 
1999; Redman, 1998).

In order to illustrate this scenario, Figure 1 
introduces a producer-consumer schema and 

simple and only incorporates the most important 
components normally found in these cases. These 
main components include:

• Data producer: All kinds of data sources 
are represented by this single component. 
It provides data on many subjects in hetero-
geneous formats, such as satellites, security 
cameras, or any other system that produces 
data. For example, meteorological satellites 

sequence of images. Moreover, there are 
metadata, such as publishing date, sources, 
authors, subject of an article, size, and so 
forth. These metadata should be retrieved, 

the stored data according to some users’ 
requirements.

•  Data consumer: This is external to the sys-
tems and represents all kinds of users that 
access data. It can be a person, a browser, a 

so forth. It is important to trace and store the 
preferences of the consumer, such as usually 

to help the data quality assessment.
•  Buffer: This component represents the 

data repository to provide data availability 
to the data consumer. It stores all kinds of 
data, data structures, and metadata for an 
unlimited time, depending on the users’ 
requirements. To reduce the ambiguity, the 

adoption of ontologies is an approach that 
becomes very interesting to organize data 
in a semantic meaning. For example, if the 
data consumer works within the computer 
science domain, a search with the word 
“net” will return concepts like “network.” 

As the amount of available information has 
dramatically increased, the managing of 

can lead to the related problems mentioned 
before.

• Search and capture engine: This compo-
nent represents the mechanism to search and 
capture data provided by the data producer. It 
can be a sensor, a robot, or a kind of middle-
ware that presumes a proactive behavior. For 
instance, a search engine should access Web 
pages just after the new generations or the 
update of the living ones, in order to mini-
mize the “impedance matching” between 
data update and data search times.

• This component repre-

from the searcher and capturer engine. There 
is a content analysis after the search part, 

for 
instance, a search engine that analyzes the 

pages really relevant to a consumer, in terms 
of a search argument.

•  Post-selection filter: This component 

from the buffer. There is a content analysis, 
according to the metadata, the context, and 

for in-

really relevant to a data consumer, in terms 
of the quality dimensions completeness, 
timeliness, and reputation for a context 
economy.
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low-quality information to reduce the amount of 
data to be stored, consequently minimizing the 
related effects as a whole.

In spite of the extensive discussion in literature, 
there is no consensus on an appropriate approach 
to improve the quality of information, as for 
the effectiveness of proposals and the expected 

effort to reach a good information quality stan-
dard must have high priority (Eckerson, 2002; 
Redman, 1998).

This chapter addresses the issues regarding 
the large amount and low quality of Web docu-
ments by proposing a methodology that adopts 

Web metadata retrieval. This starts with an ini-
tial evaluation and adjusts it to consider context 
characteristics and user perspectives to obtain 
aggregated evaluation values.

This methodology provides the theory to 
implement a post-query or browse support mecha-
nisms. Furthermore, this can be embodied as a 

as a recommender system running in collabora-
tion with a browser.

We apply the fuzzy theory approach to obtain 
the values of quality dimensions from metadata 
values and to evaluate the quality of the retrieved 
Web documents set, taking advantage of fuzzy 
logic’s ability to capture humans’ imprecise 
knowledge and deal with different concepts.

We also apply the fuzzy theory approach to 
identify user expectations about information 
quality through the weights attributed to quality 

We adopted an ontology represented by a 
UML (www.uml.org) model to formalize, keep, 
and share the concepts and its instances used in 
all steps of the information quality evaluation 
process (www.w3.org/2004/OWL).

There is an example to illustrate how it has 
been used, taking the metadata update date, query 
time, update time, forward links, backwards 
links, hubs, and authorities, and applying them 
as a basis to evaluate the quality dimensions 
timeliness, reputation, and completeness in an 
economy context.

The remainder of this chapter is organized as 
follows. In the next section, we present a back-
ground. Afterwards we demonstrate our proposal, 
and show the architecture of the system and some 
technical details. Finally, before the conclusion, 
we delineate the expected results by an example 
and discuss future and emerging trends.

BACKGROUND

Brief Introduction to Fuzzy Theory

Fuzzy logic is also another extension realized in 
Boolean logic that may be considered a generaliza-
tion of multi-valued logic. By modeling the un-
certainties of natural language through concepts 
of partial truth truth-values falling somewhere 
between completely true and completely false 

fuzzy 
logic deals with such values through fuzzy sets in 
the interval [0,1]. These characteristics allow fuzzy 
logic to manipulate real-world objects that possess 
imprecise limits. Utilizing fuzzy predicates (old, 

almost all, etc.), fuzzy truth-values (completely 

and generalizing the meaning of connectors and 
logical operators, fuzzy logic is seen as a means 
of approximate reasoning (Grauel, 1999).

-
ley in the 1960s as a way to model the uncertainty 

than regarding fuzzy theory as a single theory, 

from a crisp (discrete) to a continuous (fuzzy) form. 
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Thus, recently researchers have also introduced 
“fuzzy calculus,” “fuzzy differential equations,” 
“fuzzy systems,” “fuzzy logic with engineering 

1995; Kantrowitz et al., 1997).
Just as there is a strong relationship between 

Boolean logic and the concept of a subset, there 
is a similar strong relationship between fuzzy 
logic and fuzzy set theory.

In classical set theory, a subset A of a set X can 
A 

to the elements of the set 1,0 , 1,0: XA .
This mapping may be represented as a set 

of ordered pairs, with exactly one ordered pair 
present for each element of X
of the ordered pair is an element of the set X, and 
the second element is an element of the set 1,0 . 
The value “zero” is used to represent non-mem-
bership, and the value “one” is used to represent 
membership. The truth or falsity of the statement 
x is in A 

x. The statement is true if 
the second element of the ordered pair is 1, and 
the statement is false if it is 0.

Similarly, a fuzzy subset A of a set X can be 

X and the second element 
from the interval [0,1], with exactly one ordered 
pair present for each element of X
mapping between elements of the set X and values 
in the interval [0,1]. In extreme cases, the degree 
of membership is 0, in which case the element is 
not a member of the set, or the degree of mem-
bership is 1, if the element is a 100% member of 
the set. The set X is referred to as the universe of 
discourse for the fuzzy subset A.

The membership of an element within a certain 
set becomes a question of degree, substituting 
the actual dichotomist process imposed by crisp 
sets when this treatment is not suitable (Turksen, 

Frequently, the mapping is described as a func-
tion, the membership function of A. The degree to 
which the statement x is in A is true is determined 

is x. The degree of truth of the statement is the 
second element of the ordered pair. In practice, 
the terms “membership function” and “fuzzy set” 
get used interchangeably.

Summarizing, a fuzzy set is characterized by 
a membership function, which maps the elements 
of a domain, space, or discourse universe X for 
a real number in [0, 1]. Formally, 1,0:~ XA . 
Thus, a fuzzy set is presented as a set of ordered 

Xx , and the 
second xA~  is the degree of membership or the 
membership function of x into Ã, which maps x 
in the interval [0,1] or XxxxA A~,~

Therefore, here is an example. Let us talk 
about people and “age.” In this case, the set 

80,70,60,50,40,30,20,10,5X  (the universe of 
discourse) is the set of “ages.”

“adult,” and “old,” which will answer the ques-
tion “to what membership degree is person x 

describes “age” as a linguistic variable, which 
represents our cognitive category “age group.” 
To each person in the universe of discourse, we 
have to assign a degree of membership in the 
fuzzy subsets. The easiest way to do this is with 
a membership function based on the person’s age. 
The fuzzy set Ã, young, could be described as:

0,800,700,601.0,502.0,405.0,308.0,201,101,5~A

Then, a fuzzy set emerges from the “enlarge-
ment” of a crisp set that begins to incorporate 
aspects of uncertainty. This process is called 

Nevertheless, the literature already contains 
families of parameterized membership functions 
such as triangular, exponential, and Gauss func-
tions. Each one of these functions is characterized 
by a fuzzy number that is a convex and normalized 

R, 
such that its membership function has the form 
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Table 1. Examples of quality evaluation approaches

Initiatives Approaches

(Strong, 
1994)

Presents a framework that captures the aspects of data quality that are 
important to Data Consumers.

(Wand, 1996) them in ontological foundations, and show how such dimensions can 
provide guidance to systems designers on data quality issues.

(Redman, 
1998)

Categorizes every questions related to low data quality impact on the 
three levels of the organizations: operational , tactical and strategic.

(English, 
1999) the Data Warehouse and business information quality.

(Twidale, 
1999) Outlines a new collaborative approach to data quality management.

(Lee, 2004)
Finds that experienced practitioners solve data quality problems by 

or missing from, data.

(Loshin, 
2001)

Analyzes data quality under knowledge management point of view. 

quality evaluation is dependent of the user’ context. 

(Pipino, 
2002)

Describes the subjective and objective assessments of data quality, and 
present three functional forms for developing objective data quality 
metrics. 

(Burgess, 
2004)

Proposes a hierarchical generic model of quality that can be used by the 
information consumer to assist in information searching, by focusing 
the returned result set based on personal quality preferences.

(Peralta, 
2004)

Addresses the problem, in the context of data integration systems, using 

and demonstration of propositions in terms of graph properties.

(Kim, 2005) Applies the concepts of data quality in the context of e-business 
systems.

1,0::750,250 ~ RA -
mermann, 1991).

is, it is the conversion of a fuzzy set into a crisp 

1991). Theoretically, any function in the form 
of 1,0:~ XA can be associated with a fuzzy set 
depending on the concepts and properties that 
need to be represented along with the context in 
which the set is inserted.

least 30), such as centroid (centroid of area), 
bisector (bisector of area), MOM (mean value 
of maximum), SOM (smallest absolute value of 
maximum), and LOM (largest absolute value 
of maximum), among others. The more com-
mon techniques are the centroid and maximum 
methods. In the centroid method, the crisp value 

the variable value of the center of gravity of the 
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membership function for the fuzzy value. In the 
maximum method, one of the variable values at 
which the fuzzy subset has its maximum truth 
value is chosen as the crisp value for the output 

1995; Cox, 1994).
The main concepts of our proposal and how 

these concepts have been extended by fuzzy set 
and fuzzy logic theory will be shown later.

Quality and Information Quality

In spite of the existence of different efforts to cre-

standard of quality exists” (Smart, 2002, p. 130). 
Pipino, Lee, and Wang (2002) state that quality is 
a multidimensional concept, since users must deal 
with both subjective perceptions of the individuals 
involved with the data and objective measurements 
based on the dataset under evaluation.

required information, improving its quality to 
the end user.

Quality and information quality has attracted 
the interest of many researchers in a great number 
of disciplines, including computer science, library 
science, information science, and management of 
information systems. Certainly, a strong commer-
cial interest in this last area exists, with emphasis 
on the costs and the impact for the organizations 
in consequence of low data quality. These im-

differential paradigms in most of enterprises 
(Redman, 1998).

Metadata

metadata is the 
literal translation: “Metadata is data about data,” 
and Web metadata “is machine-understandable 
description of things on (and about) the Web” 
(www.w3.org/Metadata).

In some approaches presented in Table 1, 
different metadata can be associated with data, 
including metadata to improve or restrict quality, 
according to some set of dimensions. Rothenberg 

be used in this way. We only focus on a subpart of 
his wider analysis, which references the data-value 
level metadata, such as source information (source, 
derivation, time of generation/entry, etc.).

These initiatives, however, did not explore 

there are several alternatives to be considered to 
capture metadata. For instance, search engine 
APIs (www.google.com/apis), third-party ser-
vices, using protocols like W3C PICS (Platform 
for Internet Content Selection),2 and also metadata 
provided by the original data source, such as the 
proposed Dublin Core (www.dublincore.org ). 
Table 2 illustrates each one of these sources to 
capture metadata.

In our approach, we developed a crawler to 
retrieve Web documents and adopt the JUNG - 
Java Universal Network/Graph Framework ( jung.
sourceforge.net) to obtain derived metadata, such 
as hubs and authorities (Kleinberg, 1998).

Kleinberg (1998) says that the Internet is an-
notated with precisely the type of human judgment 
we need to identify authority (p. 670). Based on 
this, he developed a set of algorithms, called HITS 
(Hyperlink Induced Topic Search), for extracting 
information from the hyperlink structures of 
those environments. He states that the annotation 
on the Internet almost says something about the 
way the Web has evolved. He thinks it’s about the 
way people link information in general, not just 
on the Web (pp. 670-671).

The goal of HITS is to rank pages on the Web 
through the discovery of related authoritative in-
formation sources. HITS introduced two concepts: 
authorities and hubs. Authorities are sites other 
Web pages link to frequently on a particular topic. 
Hubs are sites that cite many of these authorities. 
He observed that there is a certain natural type 
of equilibrium between hubs and authorities in 
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hyperlinked environment, and he exploited this 

types of pages simultaneously. Kleinberg’s method 
says that the best authorities will be those that 
point to the best hubs, and the best hubs will be 
the ones that point to the best authorities. This 
calculation is repeated several times. Each time 
the program increases the authority weight to 
sites that link to sites with more hub weight, and it 
increases hub weight to sites that link to sites with 
more authority weight. He says that 10 repetitions 
are enough to return surprisingly focused lists of 

authorities and hubs. In practice convergence is 
achieved after only 10-20 iterations. HITS oper-
ates on focused subgraphs of the Web that are 
constructed from the output of a text-based Web 
search engine, like Google or Alta Vista. From 
there on, text is ignored, and the application only 
looks at the way pages in the expanded set are 
linked to one another.

Quality Dimensions

Despite the frequent use of some terms to indicate 

Table 2. Sources to capture metadata 

Google PICS Meta-Tags of 
Dublin Core

Query parameters Attributes 
of Service 

Title, Creator, 
Subject, Description, 
Publisher, 
Contributor, Date, 
Type, Format, 

Language, Relation, 
Coverage, Rights, etc.

key, q
safesearch, lr: language restrict, ie: input encoding, 
oe: output encoding.

category, default, 
description, extension, 
icon, name, PICS-
version, rating-service, 
and rating-system.

Query special Operators Attributes 
of Categories

Special Query Capability, Include Query Term, 
Exclude Query Term, Phrase Search, Boolean OR 
Search, Site Restricted Search, Date Restricted 
Search Title Search (term), Title Search (all), URL 
Search (term), URL Search (all) Text Only Search 
(all), Links Only, Search (all), File Type Filtering, 
File Type Exclusion, Web Document Info, Back 
Links, Related Links, Cached Results Page.

description, extension, 
icon, integer, label, 
label-only, max, min, 
multivalue, name, 
transmit-as, and 
unordered.

Returned Results

<summary>, <URL>, <snippet>,  <title> , 
<cachedSize>, <directoryTitle>, <hostName>, 
<relatedInformationPresent>, <directoryCategory>.

Categories of Directories

<fullViewableName>,
<specialEncoding>
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standardized set of data quality dimensions. Table 
3 shows the set of data quality dimensions able 
to represent users’ quality expectations (Pipino 
et al., 2002).

To carry out information quality evaluation, 
-

sions. The most appropriate set depends on the 
user application, the selection of metrics, and 
the implementation of the evaluation algorithms 
that measure or estimate such quality dimension 
(Peralta et al., 2004). Wand and Wang (1996) state 
that the choice of these dimensions is primar-
ily based on intuitive understanding, industrial 
experience, or literature review. Tillman (2003) 
emphasizes that we need to have in mind the 

current state of the Internet, to adopt generic 
criteria for information quality evaluation. This 
understanding is very important to determine the 
best set of quality dimensions, due to the constant 
changes in the Web.

There is an example provided later to illustrate 
our approach, where we work with completeness, 
reputation, and timeliness.

Context

Dey (2001) states:

Context is any information that can be used to 
characterize the situation of an entity. An entity 

Table 3. Data quality dimensions (Pipino, 2002)

Dimensions

Accessibility data is available, or easily and quickly retrievable.

Appropriate Amount of Data the volume of data is appropriate for the task at hand.

Believability data is regarded as true and credible.

Completeness depth for the task at hand.

Concise Representation data is compactly represented.

Consistent Representation data is presented in the same format.

Easy of Manipulation data is easy to manipulate and apply to different 
tasks.

Free-of-Error data is correct and reliable.

Interpretability data is in appropriate languages, symbols, and units 

Objectivity data is unbiased, unprejudiced, and impartial.

Relevancy data is applicable and helpful for the task at hand.

Reputation data is highly regarded in terms of its source or 
content.

Security access to data is restricted appropriately to maintain 
its security.

Timeliness

Understandability data is easily comprehended.

Value-Added use.
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is a person, place, or object that is considered 
relevant to the interaction between a user and an 
application, including the user and applications 

application developer to enumerate the context 
for a given application scenario. If a piece of 
information can be used to characterize the situ-
ation of a participant in an interaction, then that 
information is context. (pp. 3–4)

a knowledge domain. In practice, contexts have 
been implicit in information quality management, 
yet they have been a critical part of resolving 
information quality problems (Lee, 2004; Dey, 

www.
google.com/dirhp) and similar Web sites have 
organized hierarchical structures by topics into 
categories, such as Maths, Economics, Social 
Sciences, and Technology.

assessments into task-independent or task-depen-

states of the data without the contextual knowledge 
of the application and can be applied to any data 
set, regardless of the tasks at hand.

In contrast, task-dependent metrics are de-

include the organization’s business rules, company 
and government regulations, and constraints 
provided by the database administrator.

We focus on the task-dependent metrics clas-

involves semantic contextualization and user 
perspectives.

A USER AND CONTEXT-AWARE 
QUALITY FILTER BASED ON WEB 
METADATA RETRIEVAL

Figure 2 shows a UML diagram that would be 
-

ships among these terms, and additionally a set of 

transformation and membership functions respon-
sible for keeping some real semantic constraints. 
Hence, according to this ontology, searched Web 

account their metadata, the semantic contextual-
ization, and the user perspectives.

Web Document Class

-
ments to be evaluated.

 The Web document is a set:

nwebdocwebdocwebdocWebDoc ,..., 21

where each niwebdoci 1, , is an instance of Web 
document.

Metadata Class

as a base for the information quality evaluation. 
Original metadata is retrieved “as-is” with the 
information, while derived metadata is obtained 
by transformation functions.

 Metadata of a document (Docu-
ment_Metadata Association Class) is some 
information about the document and the docu-
ment data that is, its contents. The metadata 
class represents a set:

nmmmM ,..., 21

where each nimi 1, , is an instance of meta-
data.

Original metadata is metadata that 
can be directly retrieved from a document or from 
a third-party engine using a document as a key. 
The Original Metadata Class represents a set:
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nomommoOM ,..., 21

where each niomi 1, , is an instance of original 
metadata. A simple example of original metadata 
is its query date.

 Derived metadata is metadata 
that cannot be directly retrieved from a docu-
ment or a third-party engine, but rather must 
be derived from metadata through some 
computable function. We use m to represent 
metadata, om to represent original metadata, 
and dm to represent derived metadata, indexed 
when necessary. To represent a function that 

-
data dmi, we use the notation fdi. The Derived 
Metadata Class represents a set:

ndmdmdmDM ,..., 21

where each nidmi 1, , is an instance of derived 
metadata. A simple example of derived metadata 
is its update time.

DMOMM  and DMOM .
Table 4 gives four examples of original meta-

data and three examples of derived metadata. 
Update Time, derives from the 

original metadata: Update Date and Query Date. 
The second and third ones adopt the concepts of 
authorities and hubs (Kleinberg, 1998).

Quality Dimension and Linguistic 
Term Classes

of quality dimensions. It represents the ad-

Figure 2. User and context aware quality ontology based on Web metadata 
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opted information quality evaluation criteria 

transform derived metadata to quality dimen-
sions instances is a membership function of 

a set of adjectives or adverbs related to the 
linguistic variables.

as some user perspective about document 
quality. The Quality Dimension Class rep-
resents a set:

nqdqdqdQD ,..., 21

where each niqdi 1, , is an instance of a quality 
dimension. A simple example of quality dimen-
sion is completeness.

At this point we should clarify one im-
portant point of the model. While metadata 
describes documents and is created with the 
possible information that one can, directly 
or indirectly, obtain about a document or its 
contents, the quality dimensions describe the 
user perspective about the expected quality of 
a document (Document_QualityDimensions 

Association Class), regardless of the possibil-
ity to calculate it. In this model we presume 
that it is possible to make a direct relationship 
between one quality dimension and another, 

“Supports” and “IsBased” indicate that a qual-
ity dimension can be represented, with some 
degree of uncertainty, from a metadata value. 
This relationship represents this association 
as an inverse property.

 A quality dimension qdi is 
represented as a linguistic variable (HasLin-
guisticTerm relationship) that can assume, 
possibly simultaneously, the values of its ap-
plicable fuzzy linguistic term (Linguistic Term 
Class) ltij, where j
and i
evaluating a document according to a quality 
dimension, the model provides a linguistic 
interpretation of the respective metadata value 
for that document (Membership Degree As-
sociation Class). This is illustrated by three 
following examples.

Let R be the referential set for all possible 
values for the quality dimension reputation. 

Table 4. Original and the derived metadata

Original Metadata Functions to obtain Derived Metadata (fd) 
udi – update date of a 
Web document i 
qti – query date of a 
Web document i 
BLi – number of 
links which points to 
the Web document i 
on a context 

FLi – number of 
links going out of the 
Web document i on a 
context 

(1) (UT) Update Time =  iii udqtut  
) Authority = iji BLjwhereha :,  

(3) Hub = iji FLjwhereah :,  
The calculation of Authorities and hubs 
considers a set S of documents on a context. 
It is an iterative process where all of weights 
initialize on 1. Afterwards, hub and authority 
weights are calculated and the results are 
normalized. This process is repeated until the 
convergence of values a and h of all 
documents. We adopt JUNG to obtain the 
values of hubs and authorities. 
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Reputation assumes the corresponding meta-
data authority as the base data for the linguis-
tic variable. For a given document, based on 
the authority to the document i on a context 
(its reputation), the model should provide its 

linguistic variables.
Let C be the referential set for all possible 

values for the quality dimension completeness. 
Completeness assumes the corresponding 
metadata hub as the base data for the lin-
guistic variable. For a given document, based 
on the hub for document i on a context (its 
completeness), the model should provide its 

by the linguistic variables.
Let T be the referential set for all possible 

values for the quality dimension timeliness. 
Timeliness assumes the corresponding meta-
data update time as the base data for the lin-
guistic variable. For a given document, based 
on how many hours ago the document was 
updated (its update time), the model should 
provide its membership value for all sets de-

The number of linguistic terms for subjec-
tive evaluation can be established in accor-
dance with the project convenience, possible 
application domain peculiarities, or determi-
nation of the managing team of quality. Based 
on previous work (Ross, 2004; Kantrowitz et 

-

timeliness, reputation, and completeness as 
linguistic variables. The linguistic terms are 

bad, regular, and good, involv-
ing, for instance, every possibility of fuzzy 
subsets of T, C, and R denoted by TN~ , CN~ , 
and RN~ , respectively.

3 illustrates the linguistic variable timeliness 

and its possible values, the linguistic terms 
Bad, Regular, and Good denoted as B~ , R~ , 
and G~ : 

UTutututB iiBi ~,~    

UTutututR iiRi ~,~    

UTutututG iiGi ~,~  

whe re  1,0:~ UTutiB ,  1,0:~ UTutiR , 
1,0:~ UTutiG  represent fuzzy membership 

functions that map the element uti (update 
time of a Web document) into B~ , R~ , and G~ , 
respectively.

Content Class

data, metadata, and context of a Web document 
(HasContent relationship
the intrinsic aspects of data representation for 
example, all stored data, metadata attributes, 
context, user categories, and their values for which 
the results are interesting to some user.

The Content Class represents 
a set:

nContentContentContentT ,..., 21

where each niContenti 1, , is a content in-
stance.

User Class

end users. We use su to represent specialist us-
ers and eu to represent end users, indexed when 
necessary.
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 User is a set:

nuuuU ,..., 21

where each niui 1, , is an instance of an user.

Specialist-User Class represents 
a set:

nsususuSU ,..., 21

where each nisui 1, , is the instance of a spe-
cialist user. Simple examples of specialist users 
are economists and mathematicians.

The End-User Class represents 
a set:

neueueuEU ,..., 21

where each nieui 1, , is an instance of an end 
user.

EUSUU  and EUSU .

Context Class

retrieved together with the information, as with 
metadata.

 The Context is a set:

ncccC ,..., 21

where each nici 1, , is a name associated to a 
context. Simple examples of contexts are economy 
and mathematics.

Considering that quality dimensions 
present different relevance depending on 
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the context, the specialist users attribute an 
importance degree to each quality dimension 

on the selection of quality dimensions and 

a context weight vector to be used later during 

scale of importance degrees to be used by the 
specialist users.

 The context weight vector is 
represented by:

nqdcwqdcwqdcwCQD ,...,, 21

where c qdn is a quality 
dimension.

w(c, qdn) is the importance degree at-
tributed by specialist-users to one qdn in a 

c. A simple example is to attribute 
“3” to timeliness in math. To simplify, in this 
representation we consider the arithmetic aver-
age of all degrees attributed by the specialist 
users to one qdn.

CQD represents the vector of weights to 
each qdn  c, attributed by special-
ist users.

Besides the semantic contextualization, 
this is also considered the end user perspec-

tive. They attribute the importance degree of 
each quality dimension, similarly to preceding 

-

weight vector also to be used later during the 

 The end user weight vector is 
represented by:

nqdcwqdcwqdcwUQD ,...,, 21

where UQD represents the vector of weights 
to each qdn attributed by end users.

There are a Quality_Dimension Weight 
Association Class and the relationship “At-
tributes” to represent these attributions.

CQD for every 
context, so there is the alternative of using 
multiple UQD to compose CQD.

So far, we have dealt with the evaluation 
results, separately, by content and by each 

linguist variable (quality dimension). In this 
work, we name these results Single Quality 
Evaluation Results SQER.

Table 5. Scale of importance degrees (Adapted from Xexéo, 1996)

Importance 
Degrees Explanation

0 Indicates that the evaluated quality dimension has no importance.

1 Indicates that the evaluated quality dimension has a small 
importance. 

2 Indicates that the evaluated quality dimension is important in some 
circumstances, but not always. 

3 Indicates that the evaluated quality dimension is very important. 

4 Indicates that the evaluated quality dimension is essential.
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For example, there are three SQER (
iB ut~ , 

iR ut~ , and iG ut~ ) for each Web document that take 
into account the linguistic terms Bad, Regular, and 
Good and the linguistic variable Timeliness.

These SQER are the fuzzy input 
sets. From these SQER, we calculate the 
CQER Composed Quality Evaluation Re-
sults for each Web document. The operation 
to obtain CQER from SQER is a fuzzy logic 
aggregated function, and CQER represents 
the fuzzy output sets.

Here it is important to emphasize that the 
fuzzy logic approach allows handling lin-
guistic variable compositions from different 
concepts.

In a composition, all of the fuzzy subsets 
assigned to each output variable are combined 
together to form composed fuzzy subsets for 
each output variable. Usually, MAX or SUM 
inferences are used. In MAX composition, the 
combined output fuzzy subset is constructed 
by taking the point-wise maximum over all 
of the fuzzy subsets assigned to a variable by 
the inference rule (fuzzy logic OR). In SUM 
composition, the combined output fuzzy 
subset is constructed by taking the point-wise 
sum over all of the fuzzy subsets assigned 
to the output variable by the inference rule 
(Kantrowitz et al., 1997).

In our proposal, we adopt the weighted 
arithmetic average to obtain the output 

concepts.

The composition values formed 
from the fuzzy subsets is represented by:

n

i
ii

n

i
ijiij uqdcqdSQERuqdcqdCQER

11
..

where

•   j
bad, regular, and good;

•  i
example timeliness, reputation, and com-
pleteness;

•  cqd represents the weight to each qdn in a 
c, estimated by specialist users;

•  udq represents the weight to each qdn esti-
mated by end users; and

•  CQERj represents the output fuzzy subsets 
j.

used when it is useful to convert the fuzzy output 
set to a crisp number. This is executed after the 

is very important in our approach, in order to rank 
the Web documents set by their quality evalua-
tion. These result-set ranking orders are then used 

information searches according to their quality 
level preference values.

-
tion methods. In this work, we adopt the centroid 

SYSTEM ARCHITECTURE AND 
TECHNICAL DETAILS

Figure 4 shows the system architecture. Its com-
ponents are described as follows:

•  Web information quality awareness layer: 
This layer is responsible for controlling 

information among the other components.
•  Crawler: This component was developed 

in Java to retrieve Web documents and the 

2005). It also generates the graphs (vertices 
and arcs) from Web documents to JUNG 
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component in the Pajek format (vlado.fmf.
uni-lj.si/pub/networks/pajek/).

•  JUNG: This is a software library that pro-
vides a common and extendable language 
for modeling, analysis, and visualization of 
data that can be represented as a graph or 
network. We adopt JUNG to calculate the 
hubs and authorities of Web documents 
using Pajek format. It is written in Java, 
which allows JUNG-based applications to 
make use of the extensive built-in capabili-
ties of the Java API, as well as those of other 
existing third-party Java libraries ( jung.
sourceforge.net).

•  Matlab Fuzzy Logic Toolbox: This is a 
collection of functions built on the MATLAB 
numeric computing environment (www.
mathworks.com). It provides tools to create 

and edit fuzzy inference systems within the 
framework of MATLAB.

•  User and Context-Aware Quality Ontol-
ogy Based on Web Metadata: This ontol-
ogy was described above.

EXPECTED RESULTS

To illustrate our approach, we prepared an example 
using timeliness, reputation, and completeness 

economy context. There 

OM 
e DM according to Table 4:

Figure 4. System architecture and technical details 

Web

Crawler

User and Context Aware Quality Ontology 
Based on Web Metadata

JUNG Matlab Fuzzy Logic 
Toolbox

Web Documents , 
Original Metadata and 
graph (Pajek Format )

Original 
Metadata

Derived 
Metadata

Web Documents , 
Original Metadata and 
graph (Pajek Format )

Original 
Metadata

Derived 
Metadata

Metadata 
and Rules

Metadata 
and Rules

Information Quality 
Awareness

Information Quality 
Awareness

Web Information Quality Awareness Layer
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iii qtudOM ,

,,, iiiii hautOMfdDM

 fuzzy mem-
bership sets for timeliness, reputation, and 
completeness that represent the fuzzy input 
sets and CQER that represent the fuzzy output 
set, respectively. Figures 5a and 5b show the 
mapping of membership functions for the 
fuzzy set bad, regular, and good. The trian-
gular numbers, which compose each set, have 
the same base width. The triangular number 
related to the regular set is in the middle of 
the metadata numeric interval.

Based on Figures 5a and 5b, it is possible 

metadata values presented in Table 6, and to 
obtain the membership degrees of the linguistic 
variables (quality dimensions) to each fuzzy 
set (bad, regular, and good). The results of this 
operation are shown in Table 7. Notice that Table 
7 provides Dmin and Dmax by the smallest and 
largest value of each derived metadata. This table 

does not provide the CQER values to Dmin and 
Dmax, and in this case we assume Dmin=0 and 
Dmax=1.

CQD. The specialist users attribute weights to the 
quality dimensions timeliness (tim), reputation 
(rep), and completeness (com), considering the 
context economy (eco).

repecowcomecowtimecowCQD ,,,

This example considers the arithmetic average 
of all degrees attributed by the specialist users 
to one qdn. This way we assume the following 
weights:

432CQD

•  timeliness = 2 (timeliness is important in 
some circumstances, but not always);

•  reputation = 3 (reputation is very impor-
tant);

•  completeness = 4 (completeness is essen-
tial).

Table 6. Original and derived metadata values

Query Context: 
economy Original Metadata Derived Metadata

Web Sites UD QT UT Authority Hub

Economist.
com Surveys1 Nov 25th Nov 28th 72 0.019793 0.026939

Economist Confer-
ences2 Nov 23rd Nov 28th 120 0.018074 0.022909

The World In 20073 Nov 21st Nov 28th 168 0.017019 0.017008

Economist.com Opin-
ion4 Nov 28th Nov 28th 12 0.012019 0.053238

Scottrade5 Nov 22nd Nov 28th 144 0.007503 0.007331

(Endnotes)
1  http://www.economist.com/surveys/
2  http://www.economistconferences.com/
3  http://www.theworldin.com/
4  http://www.economist.com/opinion
5  http://www.scottrade.com/index.asp?supbid=68597
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vector UQD. The end users attribute weights to 
the quality dimensions timeliness (tim), complete-
ness (com), and reputation (rep), considering 
the context economy (eco)
requirements.

repecowcomecowtimecowUQD ,,,

This example considers the arithmetic average 
of all degrees attributed by the end users to one qdn. 
This way we assume the following weights:

423UQD

•  timeliness = 3 (timeliness is very impor-
tant);

•   reputation = 2 (reputation is important in 
some circumstances, but not always);

•  completeness = 4 (completeness is essen-
tial).

composition 
values CQERj from the fuzzy input subsets. 

Each CQERj represents the maximum value 
of the set given by j. Figures 6a, 6b, 6c, 6d, 
and 6e present the fuzzy output set CQERj 

document. It is appropriate to remember that 
the centroid method was adopted.

Figure 5a. Graph of fuzzy membership functions to Timelines

Figure 5b. Graph of fuzzy membership functions to Reputation, Completeness 
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Table 8 shows the rank of the pages obtained 

these examples, Web documents with the largest 

However, the attributed weights could affect and 

or decreasing these positions.

FUTURE TRENDS

The current version of the prototype already 
implements the fuzzy theory approach to obtain 
the graphs and the fuzzy membership sets, in order 

to identify users’ quality level expectations on 
their retrieved Web documents. This would carry 
forward into extra research tasks, including:

•  Detailing of fuzzy membership sets, ag-

•  Development or adoption of a policy to assess 
the competencies of the specialist users.

These assessment results will be weighted in 

Query Context:  
economy Fuzzification Results 

Web Sites Timeliness Reputation Completeness 
Economist.com 
Surveys 

25.0~ iB ut  
55.0~ iR ut  

0~ iG ut  

0~ iB a  
0~ iR a  
1~ iG a  

0,167110~ iB h  
0,7157852~ iR h  
0~ iG h  

Economist 
Conferences 

0~ iB ut  
25.0~ iR ut  
4.0~ iG ut  

0~ iB a  
0~ iR a  
0,727254~ iG a  

0,33829~ iB h  
0,3734191~ iR h  
0~ iG h  

The World In 
2007 

0~ iB ut  
0~ iR ut  
1~ iG ut  

0~ iB a  
0~ iR a  
0,559862~ iG a  

0,58895~ iB h  
0~ iR h  
0~ iG h  

Economist.com 
Opinion 

1~ iB ut  
0~ iR ut  
0~ iG ut  

0,283470~ iB a  
0,4830675~ iR a  
0~ iG a  

0~ iB h  
0~ iR h  
1~ iG h  

Scottrade 0~ iB ut  
0~ iR ut  

7.0~ iG ut  

1~ iB a  
0~ iR a  
0~ iG a  

1~ iB h  
0~ iR h  
0~ iG h  
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Future research should expand the model 
and the prototype, including in the evaluation 
process others quality dimensions and metadata 
in order to improve the quality evaluation results 
as a whole.

Besides there are some applications and tech-
nologies possible to be implemented based on 

knowledge of User and Context Aware Quality 
Ontology.

As we have seen previously with the continu-
ous growth of the available information volume 

relevant information, although the information 
retrieval area has carried out a fundamental role 
in this direction, providing techniques that make 
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Ribeiro-Neto, 1999).
This fact occurs due to the volume of data to 

be processed, the heterogeneity and distribution 
of the information sources, the lack of a metadata 
standard to describe the data semantics on Web 

theirs information needs through a search that 
adopts keywords (Lawrence, 2000; Mizzaro, 
1997; Moura, 2003).

Another aspect to be considered is that the 
search systems do not store information on the 
user, nor on the context in which the search is 
requested (Lawrence, 2000). In this sense, the 
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-
mation overload problem, considering the use of 

-

uses intelligent agents to eliminate items from 

Another proposal to deal with this problem 
uses recommender systems. These systems are 
personalized services developed to help people 
with the diversity and the information overload, 
since they make possible that they share opinions 
and experiences. The main approach of this solu-

of eliminating irrelevant items.

People generally appeal from recommenda-
tions of friends, specialists, or specialized publica-
tions when they need to make a decision, even to 

see. Thus as we appeal from these trivial resources, 
to know the opinion of other people would help 
to select relevant information in situations where 
there is a great volume of information.

Recommender systems automatize this 
process, since they allow sharing opinions and 
exchange of experience between people (Terveen 

entertainment sites, games, and forums; in e-com-

as in digital libraries (Paepcke, 1996; Borgman, 

Query Context: Economy Ranking

Economist.com Surveys 0.56997 3º

Economist Conferences 0.62225 2º

The World In 2007 0.62562 1º

Economist.com Opinion 0.46810 4º

Scottrade 0.36825 5º
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1999). Amazon (www.amazon.com), for example, 
uses one technique of recommendation as part of 
its CRM (Customer Relationship Management) 
policies.

As another venue for future trends, we also 
intend to develop a recommender system based 
on acquired results, integrating this activity as a 

believe this is a fertile area for research, and one 
that has not been totally explored yet.

Data cleaning is one of the other possible ap-
plications that can help the improvement of data 
quality. This treatment includes the aggregation, 
the organization, and the cleanness of data. Most 
cleanness operations involve correcting the defects 

-
cation of incorrect values or replacement of lost 
values, returning them to the initial standards. 
These corrections can be made by insertions of 

the use of a correct value captured from another 
database or asking who knows and can inform 
the correct values.

The prevention of errors involves the education 
-

tion or application of new validations for systems, 
the update of codes, the update of the systems and 
the models, and the changes in the processes and 
the business rules.

In some cases, the correction of errors cannot 
be desirable because of the involved costs or some 
other impossibility. In these situations, the errors 

through reports of error detention (Eckerson, 

According to Eckerson (2002), if the problems 
related to data quality cannot be prevented, there 
exist some places where they can be corrected: in 
the source of information, in a storage area, or in 
the date warehouses ETL process. He considers 
that the best place for data cleaning is in the source 
of information, where the dissemination of errors 

or databases. In this in case, the main objective 

is to guarantee that data reach the user with the 
highest possible degree of quality.

CONCLUSION

This work is related to some study areas such as 
data quality and metadata, processes of quality 
evaluation, fuzzy logic and fuzzy sets for quality 
evaluation, contexts, and ontologies. It aims the 
investigation and aggregated application of the 
advantages inherent to each one of these areas to 

sense, we hope to contribute to the generation of 
new alternative answers that lead to innovative 
results.

The problems regarding information quality 

Internet users, they occur similarly in complex 
corporative environments that keep their proper 
Web as one or more intranets. The awareness of 
problems inherent to low information quality 

-
ing for alternative solutions. The more tangible 
impacts such as the dissatisfactions of the users 
and the organizations, the increase of costs, the 

-
duction of the ability to execute the strategy are 

make these problems worse. But this does not have 
to be this way: the mechanisms to improve data 
quality are available and have been effectively 
applied in some projects.

The possibility to evaluate and rank the Web 
documents based on their quality criteria leads 

-

personalize the information searches according 
to their quality-level perspectives, in view of so 

Burgess et al., 2004). Therefore, taking into ac-
count that information quality is dependent on its 
own context, metadata contexts are adopted as a 
base to quality evaluation indicators.
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As stated in our chapter, the aim of this project 
is to produce a user and context-aware quality 

that can be adopted by end users. Our proposed 
solution aims to provide better and novel mecha-
nisms to improve the quality evaluation results 
and increase the trustworthiness in information 

can be compared with the results of other studies 
developed in the area.

Finally, this methodology formalizes the dif-
ferent components involved in a quality evaluation 
process, and surely other research is necessary 
to explore its computational and social conse-
quences, as well as the effective costs of this 
quality improvement. The main and immediate 
costs regard the adaptation of environments and 
systems to adopt the methodology.
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ENDNOTES

1  The reader must be aware of the subtle 
difference between data and informa-
tion. In this chapter, we consider that 
data is the representation (notation) and 
information is the meaning (denotation), 
and we use these terms indistinctly.

2  The PICSTM

(metadata) to be associated with Internet 
content. It was originally designed to 
help parents and teachers control what 
children access on the Internet, but it also 
facilitates other uses for labels, includ-
ing code signing and privacy. The PICS 
platform is one on which other rating 

built (http://www.w3.org/PICS/#RDF).
3  http://www.economist.com/surveys/
4  http://www.economistconferences.com/
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7  http://www.scot t rade.com/index.
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ABSTRACT

In content-based image retrieval (CBIR), a set of low-level features are extracted from an image to rep-
resent its visual content. Retrieval is performed by image example where a query image is given as input 

feature space. This approach suffers from the fact that there is a large discrepancy between the low-level 
visual features that one can extract from an image and the semantic interpretation of the image’s content 
that a particular user may have in a given situation. That is, users seek semantic similarity, but we can 
only provide similarity based on low-level visual features extracted from the raw pixel data, a situation 
known as the semantic gap. The selection of an appropriate similarity measure is thus an important 
problem. Since visual content can be represented by different attributes, the combination and importance 
of each set of features varies according to the user’s semantic intent. Thus, the retrieval strategy should 
be adaptive so that it can accommodate the preferences of different users. Relevance feedback (RF) 
learning has been proposed as a technique aimed at reducing the semantic gap. It works by gathering 
semantic information from user interaction. Based on the user’s feedback on the retrieval results, the 
retrieval scheme is adjusted. By providing an image similarity measure under human perception, RF 

interpretations and low-level visual properties. That is, the feedback obtained within a single query session 
is used to personalize the retrieval strategy and thus enhance retrieval performance. In this chapter we 
present an overview of CBIR and related work on RF learning. We also present our own previous work 
on a RF learning-based probabilistic region relevance learning algorithm for automatically estimating 
the importance of each region in an image based on the user’s semantic intent.
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INTRODUCTION

In recent years, the rapid development of informa-
tion technologies and the advent of the Web have 
accelerated the growth of digital media and, in 
particular, image collections. As a result and in 
order to realize the full potential of these tech-
nologies, the need for effective mechanisms to 
search large image collections becomes evident. 
The management of text information has been 
studied thoroughly, and there have been many 
successful approaches for handling text databases 
(see Salton, 1986). However, the progress in re-
search and development of multimedia database 

challenges of the problem.
The development of concise representations 

of images that can capture the essence of their 
visual content is an important task. However, as 
the saying “a picture is worth a thousand words” 
suggests, representing visual content is a very 

-
mantics from an image by using knowledge of 

to emulate.

At present, the most common way to repre-
sent the visual content of an image is to assign 
a set of descriptive keywords to it. Then, image 
retrieval is performed by matching the query text 
with the stored keywords 
However, there are many problems associated 
with this simple keyword matching approach. 
First, it is usually the case that all the information 
contained in an image cannot be captured by a 
few keywords. Furthermore, a large amount of 
effort is needed to do keyword assignments in 
a large image database. Also, because different 
people may have different interpretations of an 
image’s content, there will be inconsistencies 

Figure 1. One might describe it as “mountains,” 
“trees,” and/or “lake.” However, that particular 
description would not be able to respond to user 
queries for “water,” “landscape,” “peaceful,” or 

In order to alleviate some of the problems 
associated with text-based approaches, content-
based image retrieval (CBIR) was proposed (see 
Faloutsos et al., 1993, for examples of early ap-
proaches). The idea is to search on the images 

Figure 1. Sample image
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directly. A set of low-level features (such as color, 
texture, and shape) are extracted from the image 
to characterize its visual content. In traditional 
approaches (Faloutsos et al., 1993; 
1997;  

 Mehrotra, Rui, 
 

Sclaroff, 1994; 
1993;  Smith 

  Wang, 

is represented by a set of global features that are 
calculated by means of uniform processing over 
the entire image and describe its visual content 
(e.g., color, texture). The features are then the 
components of a feature vector which makes the 
image correspond to a point in a feature space.

Users usually look for particular objects when 
describing the semantic interpretation of an image. 
Thus, due to global image properties affecting 

the recognition of certain objects depicted in an 
image, low retrieval performance is often attained 
when using global features. In region-based image 
representations (Carson, 2002; 
2002;  Li, Chen, 

  
Li, 1999; 
use of local features that describe each of a set of 
segmented regions in an image provides a more 
meaningful characterization that is closer to a 
user’s perception of an image’s content. That is, 
instead of looking at the image as a whole, we 
look at its objects and their relationships. Many 
image segmentation algorithms have been pro-
posed. However, robust and accurate segmentation 

Retrieval in CBIR is performed by image ex-
ample where a query image is given as input by 
the user and an appropriate similarity measure is 

Figure 2. General CBIR computational framework



  197

Personalized Content-Based Image Retrieval

feature space. Thus, the system views the query 
and database images as a collection of features. 
The relevance of a database image to the query 
image is then proportional to their feature-based 
similarity. The general computational framework 
of a CBIR system is depicted in Figure 2. In order 
to create the image database, images are processed 
by a feature extraction algorithm and their feature 
representations are stored in the database. The 
same feature extraction algorithm is used to obtain 
the features that represent the query image. The 
similarity measure compares the representation 
of the query image with the representation of each 
database image. Those feature representations 
deemed the most “similar” are returned to the 
user as the retrieval set.

This approach suffers from the fact that there 
is a large discrepancy between the low-level vi-
sual features that one can extract from an image 
and the semantic interpretation of the image’s 
content that a particular user may have in a given 
situation. That is, users seek semantic similarity 
but we can only provide similarity based on low-
level visual features extracted from the raw pixel 
data. The human notion of similarity is usually 
based on high-level abstractions such as activi-
ties, events, or emotions displayed in an image. 
Therefore, a database image with a high feature 
similarity to the query image may be completely 

semantics. This discrepancy between low-level 
features and high-level concepts is known as 
the semantic gap (Smeulders, Worring, Santini, 

-
bated when the retrieval task is to be performed 
in broad image domains (e.g., the Web) where 
images with similar semantic interpretations may 
have unpredictable and large variability in their 
low-level visual content. In contrast, when the 
retrieval task is performed in narrow domains (e.g., 
medical images, frontal views of faces), usually 

application that, for a given semantic interpreta-
tion, limit the variability of its corresponding 

low-level visual content. As a result, it is easier 

and semantic interpretations (i.e., the semantic 
gap is smaller). The selection of an appropriate 
similarity measure is thus an important problem. 
Since visual content can be represented by differ-
ent attributes, the combination and importance 
of each set of features varies according to the 
user’s semantic intent. Thus, the retrieval strategy 
should be adaptive so that it can accommodate 
the preferences of different users.

Relevance feedback (RF) learning, originally 

Salton, 1971), has been proposed as a learning 
technique aimed at reducing the semantic gap. It 
works by gathering semantic information from 
user interaction. Based on the user’s feedback 
on the retrieval results, the retrieval scheme is 
adjusted. By providing an image similarity mea-
sure under human perception, RF learning can be 

relations between high-level semantic interpreta-
tions and low-level visual properties. That is, the 
feedback obtained within a single query session 
is used to personalize the retrieval strategy and 
thus enhance retrieval performance.

CONTENT-BASED IMAGE 
RETRIEVAL

As described in the previous section, early ap-
proaches to image retrieval were mainly text-based 
techniques consisting of the manual annotation of 
images with descriptive keywords. This manual 
annotation is very time consuming and cumber-
some for large image databases. Furthermore, 
it is very subjective and error-prone. Recently, 
some approaches for automatic image labeling 

1996;  

to improve this manual annotation process. Ono 
et al. (1996) use image recognition techniques 
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to automatically assign descriptive keywords 
to images. Their approach uses only a limited 
number of keywords. Furthermore, because im-
age recognition techniques are not completely 
reliable, automatically assigned keywords still 

use the textual context of images in a Web page 
to automatically extract descriptive keywords. 
The collateral text that usually accompanies an 
image (e.g., captions) is exploited in Srihari et 
al. (2000). The performance of those approaches 
is not as high as that obtained with manual an-
notation, and their applicability is limited in 
situations where there is no textual context (e.g., 
a photo album). Wenyin et al. (2001) propose a 
semi-automatic annotation that assigns images 
to keywords based on users’ RF. Their approach 
uses both keyword- and content-based retrieval 
strategies. A weighted sum of the keyword-based 
and visual feature-based similarity measures is 
used to calculate the overall similarity of an im-
age. Based on the user’s RF, the annotation of 
each image in the retrieval set is updated. The 
experiments conducted in Wenyin et al. (2001) 
indicate that this strategy of semi-automatic an-
notation outperforms manual annotation in terms 

of accuracy. However, the performance of this 
approach depends heavily on the performance 
of the particular CBIR and RF algorithms used, 
especially when there is no initial annotation in 
the database at all (Wenyin et al., 2001).

In order to overcome the above-mentioned 
drawbacks associated with text-based approaches, 
it would be more suitable to search on the images 
directly based on their visual content. In the early 
1990s, CBIR was proposed as a way of allowing a 
user to search target images in terms of the content 
represented by visual features. Since then, many 
CBIR systems have been developed including 
Blobworld (Carson, 2002), QBIC (Faloutsos et 

Majunath, 1997), MARS (Mehrotra et al., 1997), 
Photobook (Pentland et al., 1994), WebSEEK 

et al., 2001), just to name a few.
Retrieval is performed by image example, 

where a query image is given as input by the user 
and an appropriate similarity measure is used 

feature space. Thus, the system views the query 
and database images as a collection of features. 
The relevance of a database image to the query 
image is then proportional to their feature-based 
similarity. The general computational framework 
of a CBIR system is depicted in Figure 2. In 
order to create the image database, images are 
processed by a feature extraction algorithm and 
their feature representations are stored in the 
database. The same feature extraction algorithm 
is used to obtain the features that represent the 
query image. The similarity measure compares 
the representation of the query image with the 
representation of each database image. Those 
feature representations deemed the most “similar” 
are returned to the user as the retrieval set. For 
example, when retrieving similar images based 
on color, most existing techniques use a color 
histogram generated from the entire image (Jain 

image similarity was based solely on color. The 
distribution of color was represented by color 
histograms. The similarity between two images 
was then based on a similarity measure between 
their corresponding histograms called the “nor-
malized histogram intersection.”

Conversely, we can measure distance between 
images. In this case, small distances between 
feature representations correspond to large 
similarities, and large distances correspond to 
small similarities. Thus, distance is a measure 
of dissimilarity. One way to transform between 
a distance measure and a similarity measure is 
to take the reciprocal. Some commonly used 
distance measures are the Euclidean (also known 
as the L2-distance) and city-block distances (also 
known as the Manhattan distance or L1-distance) 

-
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nath, 1997) uses Euclidean distance on color and 
shape features; MARS (Mehrotra et al., 1997) uses 
Euclidean distance on texture features; Blobworld 
(Carson, 2002) uses Euclidean distance on texture 
and shape features. IBM’s QBIC (Faloutsos et 

implemented CBIR. It addressed the problems 
of non-Euclidean distance measuring and high 
dimensionality of feature vectors. MIT’s Pho-
tobook (Pentland et al., 1994) implements a set 
of interactive tools for browsing and searching 
images. It consists of three subsystems: one that 
allows the user to search based on appearance, 
one that uses 2D shape, and one that allows search 
based on textural properties. While searching, 
these image features can be combined with each 
other and with keywords to improve retrieval 
performance.

Similarity Measure

The selection of an appropriate similarity (or 
distance) measure is an important problem. Since 
visual content can be represented by different 
attributes, the combination and importance of 
each set of features varies according to the user’s 
semantic intent. Thus, the retrieval strategy 
should be adaptive so that it can accommodate 
the preferences of different users. Note that with 
(uniformly weighted) Euclidean distance, every 
feature is treated equally. However, some features 
may be more important than others. Similarly, in 
region-based approaches (where similarity be-
tween regions of two images must be computed), 
some regions may be more important than others 
in determining overall image-to-image similarity. 
Thus, the weight of each feature (or region) should 
be based on its discriminative power between the 
relevant and non-relevant images for the current 
query (see Figure 4). Then, the similarity measure 
of images can be based on a weighted distance in 
the feature space. The querying system developed 
in Smith and Li (1999) decomposes and image 

2002), images are partitioned into regions that 
have similar color and texture. Each pixel is then 
associated with a set of color, texture, and spatial 
features. The distribution of pixels for each re-
gion is calculated and the distance between two 
images is equal to the distance between their 
regions in terms of color and texture. In NeTra 

based on color. Then, texture, shape, color, and 
spatial properties are used to determine similarity. 
Both Blobworld (Carson, 2002) and NeTra (Ma 

region(s) of interest from the segmented query 
image. This information is then used for deter-
mining similarity with database images. Ravela, 
Manmatha, and Riseman (1996) use a system that 
uses a measure of correlation to indicate similar-
ity. This system works for a variety of images, 
but it requires the user to select the region(s) of 
interest from the images.

Image Segmentation

A major problem with systems that use region-
based image representations is that the segmented 
regions they produce usually do not correspond 
to actual objects in the image. For instance, an 
object may be partitioned into several regions, 
with none of them being representative of the 

as a grouping of the image pixels into regions 
such that each region contains all the pixels of a 
single physical object and nothing else. It is an 

due to the fact that most segmentation algorithms 
use low-level data-driven properties to generate 
regions that are homogeneous according to some 
criterion. Unfortunately, it is very often the case 
that such regions do not correspond to meaningful 
units (i.e., physical objects). Thus, due to the great 

regions that correspond to a human’s perception of 
an object, several approaches have been proposed 
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 Li et al., 2002; 
1999; Wang et al., 2001) that consider all regions 
in an image for determining similarity. As a re-
sult, the problems of inaccurate segmentation are 
reduced. Integrated region matching (IRM) (Li 
et al., 2002) is proposed as a measure that allows 
a many-to-many region mapping relationship 
between two images by matching a region of one 
image to several regions of another image. Thus, 
by having a similarity measure that is a weighted 
sum of distances between all regions from dif-
ferent images, IRM is more robust to inaccurate 
segmentation. Recently, a fuzzy logic approach, 

2002), was proposed as an improved alternative to 
IRM. UFM uses the same segmentation algorithm 
as IRM. In UFM, an image is characterized by a 
fuzzy feature denoting color, texture, and shape 
characteristics. Because fuzzy features can char-
acterize the gradual transition between regions in 
an image, segmentation-related inaccuracies are 
implicitly considered by viewing them as blur-
ring boundaries between segmented regions. As 
a result, a feature vector can belong to multiple 
regions with different degrees of membership, 
as opposed to classical region representations in 
which a feature vector belongs to only one region. 
The similarity between two images is then de-

of fuzzy features.
A key factor in these types of systems that 

consider all the regions to perform an overall 
image-to-image similarity is the weighting of 
regions. The weight that is assigned to each region 
for determining similarity is usually based on 
prior assumptions such as that larger regions, or 
regions that are close to the center of the image, 
should have larger weights. For example, in IRM, 
an area percentage scheme, which is based on the 
assumption that important objects in an image tend 
to occupy larger areas, is used to assign weights 
to regions. The location of a region is also taken 
into consideration. For example, higher weights 
are assigned to regions in the center of an image 

than to those around boundaries. These region 
weighting heuristics are often inconsistent with 
human perception. For instance, a facial region 
may be the most important when the user is looking 
for images of people, while other larger regions 
such as the background may be much less relevant. 
Some RF approaches are motivated by the need 

user preferences. Later in this chapter, we present 
our previous work on a learning algorithm that 
can be used in region-based CBIR systems for 
estimating region weights in an image.

RELEVANCE FEEDBACK 
LEARNING

CBIR suffers from what is known as the semantic 
gap, or the large discrepancy between the low-
level visual features that one can extract from 
an image and the semantic interpretation of the 
image’s content that a particular user may have 
in a given situation. This situation is exacerbated 
when the retrieval task is to be performed in 
broad image domains (e.g., the Web) where im-
ages with similar semantic interpretations may 
have unpredictable and large variability in their 
low-level visual content. Thus with the exception 
of some constrained applications such as face and 

capture the high-level semantics of images (Rui, 
-

propriate similarity measure is thus an important 
problem. Since visual content can be represented 
by different attributes, the combination and im-
portance of each set of features varies according 
to the user’s semantic intent. Thus, the retrieval 
strategy should be adaptive so that it can accom-
modate the preferences of different users.

Relevance feedback learning, originally 

Salton, 1971), has been proposed as a learning 
technique aimed at reducing the semantic gap. It 
works by gathering semantic information from 
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user interaction. Based on the user’s feedback 
on the retrieval results, the retrieval scheme is 
adjusted. By providing an image similarity mea-
sure under human perception, RF learning can be 

relations between high-level semantic interpreta-
tions and low-level visual properties. That is, the 
feedback obtained within a single query session 
is used to personalize the retrieval strategy and 
thus enhance retrieval performance. In order to 
learn a user’s query concept, the user labels each 
image returned in the previous query round as 
relevant or non-relevant. Based on the feedback, 
the retrieval scheme is adjusted and the next set of 
images is presented to the user for labeling. This 

retrieved images or stops searching.

Relevance Feedback Learning 
Strategies

The key issue in RF is how to use the positive and 
negative examples to adjust the retrieval scheme 
so that the number of relevant images in the next 
retrieval set will increase. Two main RF strategies 

 Ishikawa, 
 Peng, Bhanu, 

  Shaw, 1995). 

the user’s query in a form that is closer (hopefully) 
to the semantic intent of the user. In particular, 
query shifting involves moving the query towards 
the region of the feature space containing relevant 
images and away from the region containing non-
relevant images (see Figure 3). This is based on 
the assumption that relevant images have similar 
feature vectors and cluster together in feature 
space. Based on RF, the next query location can 
be determined with the standard Rocchio formula 

RxRx

x
R

x
R

qq 11

where q is the initial query, q' is the new query 
location, R  is the set of relevant retrievals, and 
R  is the set of non-relevant retrievals. Thus, the 
new query location q' is a linear combination 
of the mean feature vectors of the relevant and 
non-relevant retrieved images so that q' is close to 

Figure 3. Query shifting. The query is moved towards the region of the feature space containing user-
labeled relevant images (squares) and away from the region containing user labeled non-relevant im-
ages (circles).
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the relevant mean and far from the non-relevant 
mean. The values for the parameters , , and  
are usually chosen by experimental runs. Note 

query point and not longer corresponds to any 
actual image.

Distance reweighing changes the calculation 
of image to image similarity to strengthen the 
contribution of relevant image components in 
regard to the current query. Thus, the task is 
to determine the features that help the most in 
retrieving relevant images and increase their 
importance in determining similarity. In Rui and 
Huang (1998), the weight and representation of 
each feature is updated according to their abil-
ity to discriminate between the set of relevant 
and non-relevant images in the current query. 
Peng et al. (1999) present a probabilistic feature 
relevance learning (PFRL) method that automati-
cally captures feature relevance based on RF. It 

neighborhoods that are elongated along less rel-
evant feature dimensions and constricted along 

application of the approach described in Fried-
man (1994) for learning local feature relevance. 
Friedman (1994) observes that input variables of 
low relevance can degrade the performance of 

each input variable was known, this information 
would be used to construct a distance metric that 
provides an optimal differential weighting for the 
input variables (Friedman, 1994).

Some methods for incorporating both query 
shifting and feature relevance weighting have 
also been proposed 
2000; Ishikawa et al., 1998). Heisterkamp et al. 
(2000) propose a retrieval method that combines 
feature relevance learning and query shifting to 
achieve the best of both worlds. This method uses 
a linear discriminant analysis to compute the new 
query and exploit the local neighborhood structure 
centered at the new query by using PFRL.

Heisterkamp et al. (2001) further use distance 
in the feature space associated with a kernel to 
rank relevant images. An adaptive quasiconformal 
mapping based on RF is used to generate succes-
sive new kernels. The kernel is constructed in 
such a way that the spatial resolution is contracted 
around relevant images and dilated around non-
relevant images. Then, the distance from the 
query to new images is measured in this new 
space. Instead of updating individual feature 

set of similarity measures. For example, Sclaroff 
et al. (1997) describe an approach that minimizes 
mean distance between user-labeled relevant 

distance metrics.
-

ian framework is used to associate each image 
with a probability that it corresponds to the user’s 
query concept. The probability is updated based 
on the user’s feedback at each iteration. Tieu and 
Viola (2000) propose a “boosting” algorithm to 

Figure 4. Features are unequal in their differ-
ential relevance for computing similarity. The 
neighborhoods of queries b and c should be 
elongated along the less relevant Y and X axis 
respectively. For query a, features X and Y have 
equal discriminating strength. 
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improve RF learning. Recently, Support Vector 
Machine (SVM) learning has been applied to 

-
 

  

the probability density of relevant images can be 
estimated by using SVMs. For instance, Chen et 
al. (2001) use a one-class SVM to include as many 
relevant images as possible into a hypersphere of 
minimum size. That is, relevant images are used 
to estimate the distribution of target images by 

problem, and a maximum margin hyperplane 
in the non-linearly transformed feature space is 
used to separate relevant images from non-rel-
evant images. Many other approaches, such as 
Heisterkamp et al. (2002), Peng, Banerjee, and 

have provided improved alternatives for utilizing 
kernel methods in CBIR.

Other classical machine learning approaches, 

applied for RF learning in CBIR. MacArthur et 
al. (2000) use a decision tree to sequentially split 
the feature space until all points within a parti-
tion are of the same class. Then, images that are 

neighbors of the query image.
Although RF learning has been successfully 

applied to CBIR systems that use global image 
representations, not much research has been 
conducted on RF learning methods for region-
based CBIR. By referring to an image as a bag 
and a region in the image as an instance, multiple 
instance learning (MIL) has been applied to image 

-
 

1998;  

2002). The Diverse Density technique (Maron 
 is applied in Maron and 

Lakshmi Ratan (1998), Yang and Lozano Perez 

objective function is used that looks for a feature 
vector that is close to many instances from differ-
ent positive bags and far from all instances from 
negative bags. Such a vector is likely to represent 
the concept (i.e., object in the image) that matches 
the concept the user has in mind.

Maron and Lakshmi Ratan (1998) applied 
MIL to the task of learning to recognize a person 
from a set of images that are labeled positive if 
they contain the person and negative otherwise. 
They also used this model to learn descriptions of 
natural images (such as sunsets or mountains) and 
then used the learned concept to retrieve similar 
images from an image database. Their system 
uses the set of cumulative user-labeled relevant 
and non-relevant images to learn a scene concept 
which is used to retrieve similar images. This is 
done by using the Diverse Density algorithm to 

relevant images, and the differences between those 

an image is relevant to the user’s query concept can 
be measured by the distance from the ideal point 
(as computed by the Diverse Density algorithm) to 
the closest region in the image. However, not all 
region features are equally important. Thus, in this 
approach, the distance measure is not restricted to 

as a weighted Euclidean distance where impor-
tant features have larger weights. The Diverse 
Density algorithm is also capable of determining 
these weights. However, by introducing weights, 
the number of dimensions over which Diverse 
Density has to be maximized is doubled. This 
method is improved in Yang and Lozano Perez 
(2000) by allowing a broader range of images. 

of corresponding regions. This similarity measure 
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a comparison of performance obtained with the 

2001) algorithms when using a wide variety of 

image processing techniques and a broader range 
of images.

Based on the assumption that important 
regions should appear more often in relevant 
images than unimportant regions, an RF*IIF 

Figure 5. Regions are unequal in their differential relevance for computing similarity. Given that the 
user is looking for images of people, region 1R  may be the most important, perhaps followed by 2R  and 

3R . Thus, the neighborhood of the similarity metric should be elongated along the direction of 1R  and 
constricted along the direction of 3R .
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(Region Frequency * Inverse Image Frequency) 

m
ixD 1  be the set 

of all images in the database, x be the query im-
age, n

iR 1  be the set of all regions in x, and R  be 
the set of cumulative relevant retrieved images 
for x. The region frequency (RF) of a region iR  

Rx
jii

j

xRsRRF ),()(

where 1),( ji xRs  if at least one region of xj is 
similar to Ri, and 0 otherwise. Two regions are 
deemed similar if their L1-distance (also known 
as the Manhattan distance or city-block distance) 

image frequency (IIF) of Ri 

Dx
ji

i

j

xRs
mRIIF

),(
log)(

The region importance RI (i.e., weight) of Ri 
is then:

n

j
jj

ii
i

RIIFRRF

RIIFRRF
RRI

1
))()((

)()(
)(

PROBABILISTIC REGION 
RELEVANCE LEARNING

A key factor in region-based CBIR approaches 
that consider all the regions to perform an overall 
image-to-image similarity is the weighting of re-
gions. The weight that is assigned to each region 
for determining similarity is usually based on 
prior assumptions such as that larger regions, or 
regions that are close to the center of the image, 
should have larger weights. For example, in inte-
grated region matching (IRM) (Li et al., 2002), an 
area percentage scheme, which is based on the 

assumption that important objects in an image tend 
to occupy larger areas, is used to assign weights 
to regions. The location of a region is also taken 
into consideration. For example, higher weights 
are assigned to regions in the center of an image 
than to those around boundaries. These region 
weighting heuristics are often inconsistent with 
human perception. For instance, a facial region 
may be the most important when the user is 
looking for images of people, while other larger 
regions such as the background may be much 
less relevant.

Based on the observation that regions in an 
image have unequal importance for computing 
image similarity (see Figure 5), we proposed a 
probabilistic method inspired by probabilistic 
feature relevance learning (PFRL) (Peng et al., 
1999) and probabilistic region relevance learn-

automatically capturing region relevance based 
on user’s feedback. PRRL can be used to set 
region weights in region-based image retrieval 
frameworks that use an overall image-to-image 
similarity measure.

Region Relevance Measure

Given a query image n
iRx 1

, where Ri rep-
resents the features extracted from a region in 
the image, let the class label (i.e., relevant or not 
relevant) 0,1y  at x be treated as a random 
variable from a distribution with the probabili-
ties )|0Pr(),|1Pr( xx . Consider the function f of n 
arguments:

)|()|1Pr()|1Pr()( xyExyxxf

In the absence of any argument assignments, 
the least-squared estimate for f(x) is simply its 
expected (average) value:

dxxpxffE )()(][
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where p(x) is the joint probability density. Now, 
suppose that we know the value of x at a particular 
region Ri. The least-squares estimate becomes:

dxRxpxfRfE ii )|()(]|[

where )|( iRxp  is the conditional density of the 
other regions. Because 1)(xf  (i.e., the query im-
age is always relevant), )0)(( xf  is the maximum 
error that can be made when assigning 0 to the 
probability that x is relevant when the probability 
is in fact 1. On the other hand, ])|[)(( iRfExf  is 
the error that is made by predicting ]|[ iRfE  to be 
the probability that x is relevant. Therefore:

]|[])]|[)(()0)([( ii RfERfExfxf

represents a reduction in error between the two 
predictions. Therefore, a measure of the relevance 
of region Ri for x 

]|[)( ii RfExr    (1)

The relative relevance can then be used as 
the weight of region Ri in a weighted similarity 
measure:

n

j

xTr

xTr

i
j

i

e

ew

1

)(

)(

    (2)

where T is a parameter that can be chosen to 
ri on wi.

Estimation of Region Relevance

Retrieved images with RF are used to estimate 
region relevance. Let m

jj yxA
1

),( be the set of 
cumulative retrievals for x. Let z

jRx
j 1

. Let 
1),(0 ji RRs  denote the similarity between 

region Ri in x and region R'j in xj in a region-based 
CBIR system. Also, let )),((max),(ˆ

},,2,1{ jizjji RRsxRs . We 
can use A to estimate ri(x) and hence wi. Note that 

]|[]|[ ii RyERfE . However, since there may be 
no Ax j  for which R'j = Ri (i.e., no R'j such that 

1),( ji RRs ), a strategy suggested in Friedman 
(1994) is followed, and we look for data in the 
vicinity of Ri (i.e., we allow s(Ri, R'j) to be smaller 
than 1). Thus, wi is estimated by:

m

j
ji

m

j
jij

i

xRs

xRsy
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1

)),(ˆ(1

)),(ˆ(1
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      (3)

Figure 6. The probabilistic region relevance learning (PRRL) algorithm

1. Use a segmentation method to extract regions and represent current query by n
iRx 1 ; 

initialize region weight vector w to 
n

n 1

1 ; A . 

2. Compute the K most similar images to x  with an overall image-to-image similarity measure 
using w  for the weighting of regions in x . 

3. User marks the K images as relevant or not relevant. 
4. While more RF iterations Do 

4.1. imagesKmarkedAA . 
4.2. Update w  from Eqs. (3) and (2) using A . 
4.3. Compute the K most similar images to x  with an overall image-to-image similarity 

measure using w  for the weighting of regions in x . 
4.4. User marks the K images as relevant or not relevant. 
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where 1(.) returns 1 if its argument is true, and 
0 otherwise. Thus, 10  is an adaptive 
similarity threshold that changes so that there 

)(xri . The 
value of is chosen so that:

 m

j
ji GxRs

1
)),(ˆ(1 , 

where mG . The probabilistic region relevance 
algorithm is summarized in Figure 6.

Usage Scenario

We present in this subsection a typical usage 
scenario in an RF-based CBIR system and show 
how the PRRL algorithm presented improves 
the retrieval performance of such system. As 

previously discussed, the goal of RF learning is 
to reduce the semantic gap by gathering seman-
tic information from user interaction. Based on 
the user’s feedback on the retrieval results, the 
retrieval scheme is adjusted. By providing an im-
age similarity measure under human perception, 
RF learning can be seen as a form of supervised 

semantic interpretations and low-level visual 
properties. That is, the feedback obtained within 
a single query session is used to personalize the 
retrieval strategy and thus enhance retrieval 
performance. As illustrated in Figure 7, in order 
to learn a user’s query concept, the user labels 
each image returned in the previous query round 
as relevant (denoted by a 1 in Figure 7) or non-
relevant (denoted by a -1 in Figure 7). Based on 
the feedback, the retrieval scheme is adjusted and 

Figure 7. A typical RF process



208  

Personalized Content-Based Image Retrieval

the next set of images is presented to the user for 
labeling. After each such RF iteration, the number 
of relevant images (e.g., images of cats in Figure 
7) in the retrieval set increases and thus retrieval 
performance is improved. This process iterates 

or stops searching.
After each RF iteration, the PRRL algorithm 

automatically captures the relevance/importance 
of the different regions in an image. Suppose that 
a particular user of the CBIR system would like 

to obtain other images that are similar to a query 
image (e.g., the top leftmost image in Figure 8). 
The top box in Figure 8 shows the top 20 images 
that the CBIR system would return to the user if 
using UFM (without RF learning) as the similar-
ity measure. The retrieval precision is only 0.3 
(i.e., only 30% of the images in the retrieval set 
are relevant to the user’s query concept). On the 
other hand, if the CBIR system uses the PRRL 
algorithm, after only two RF iterations the retrieval 
performance is much higher (i.e., a precision of 

Figure 8. Retrieval results on random query image (top leftmost) from subset of COREL image database. 
The images are sorted based on their similarity to the query image. The ranks descend from left to right 
and from top to bottom.
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0.75 is obtained), as illustrated by the retrieval 
set in the bottom box of Figure 8.

Experimental Results

Next we present experimental results obtained 
with PRRL. Precision and recall are common 
measures that are used to evaluate the performance 
of an image retrieval system. Consider an image 
database consisting of a set of images D. Let x be 
a query image and DA  be the subset of images 
in D that are relevant to x. Assume that a given 
image retrieval strategy processes x and gener-
ates DR  as the retrieval set. Then, ARR  
is the set of relevant images to x that appear in 
R. Similarly, ARR  is the set of non-relevant 
images to x that appear in R. Figure 9 illustrates 
these sets. Precision measures the ability to 

precision = RR / . Recall measures the ability 

Figure 9. Image retrieval performance measures: 
D is the set of all database images; A is the set of 
all images relevant to a query; R is the retrieval 
set in response to the query; precision is RR / ; 
recall is AR / .

Figure 10. Sample images from COREL data set
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recall = AR / .
Both high recall and high precision are de-

sirable, though not often obtainable. That is, in 
many cases, improvement of one leads to the 
deterioration of the other. Note that perfect recall 
could be achieved simply by letting R = D (i.e., by 
retrieving all images in the database in response 
to x). However, obviously users would probably 
not be happy with this approach. Thus, recall by 
itself is not a good measure of the performance of 
an image retrieval system. Instead, users want the 
database images to be ranked according to their 
relevance to x and then be presented with only 
the K most relevant images so that DKR . 
Therefore, in order to account for the quality of 
image rankings, precision at a cut-off point (e.g., 
K) is commonly used. For example, if K = 20 
and the top 20 ranked images are all relevant to 
x, then R contains only relevant images and thus 
precision is 1. On the other hand, if K = 40 and 

x, 
then half of the images in R are non-relevant to x 
and thus precision is only 0.5. A common way to 
depict the degradation of precision as K  increases 
is to plot a precision-recall graph.

Ideally, in order to evaluate the practical us-
ability of an RF-based CBIR system, large-scale 
experiments with real users should be conducted. 

to set up. As a result, the evaluation and compari-
son of RF algorithms rely on the use of image 
ground-truth databases and on the emulation of 
the behaviour of real users. In an image ground-
truth database, all images are labeled according 
to their category (i.e., all images that belong to the 
same category such as “cat” have the same label). 
Thus, it is known whether an image in a retrieval 
set would be labeled as relevant (in case it has the 
same label as that of the query image) or non-rel-
evant (in case its label is different from that of the 
query image). Therefore, the user’s feedback on 
a retrieval set can be emulated by automatically 

Figure 11. Retrieval performance at different number of RF iterations with PRRL and other methods 
on COREL data
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labeling all returned images as either relevant or 
non-relevant without any mistake.

A subset of 2000 labeled images from the 
general purpose COREL image database was 
used as the ground-truth for evaluation. There 
are 20 image categories, each containing 100 
pictures. The region-based feature vectors of 
those images are obtained with the IRM/UFM 
segmentation algorithm. Sample images are 
shown in Figure 10.

with PRRL (UFM+PRRL), and UFM with the 
RF*IIF method (Jing et al., 2003) (UFM+RFIIF). 
Every image is used as a query image. A uniform 
weighting scheme is used to set the region weights 
of each query and target images. For UFM+PRRL 
and UFM+RFIIF, user feedback was simulated by 
carrying out three RF iterations for each query. 
Because the images in the data set are labeled 
according to their category, it is known whether 
an image in a retrieval set would be labeled as 
relevant or non-relevant by a user.

Figure 12. Retrieval performance in initial retrieval set with PRRL and other methods on COREL 
data

The average precision of the 2000 queries with 
respect to different number of RF iterations is 
shown in Figure 11. The size of the retrieval set is 
20. Figures 12 through 15 show the precision-recall 
curves after each RF iteration. We can observe 
that UFM+PRRL has the best performance. It can 
be seen that, even after only one RF iteration, the 
region weights learned by PRRL result in a very 

CONCLUSION

Content-based image retrieval (CBIR) suffers 
from the fact that there is a large discrepancy 
between the low-level visual features that one 
can extract from an image and the semantic inter-
pretation of the image’s content that a particular 
user may have in a given situation. That is, users 
seek semantic similarity, but we can only provide 
similarity based on low-level visual features 
extracted from the raw pixel data. The selection 
of an appropriate similarity measure is thus an 
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Figure 13. Retrieval performance after one RF iteration with PRRL and other methods on COREL 
data

Figure 14. Retrieval performance after two RF iterations with PRRL and other methods on COREL 
data
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important problem. Since visual content can be 
represented by different attributes, the combina-
tion and importance of each set of features varies 
according to the user’s semantic intent. Thus, 
the retrieval strategy should be adaptive so that 
it can accommodate the preferences of different 
users. Relevance feedback (RF) learning has been 
proposed as a technique aimed at reducing the 
semantic gap. By providing an image similarity 
measure under human perception, RF learning 
can be seen as a form of supervised learning that 

-
pretations and low-level visual properties. That 
is, the feedback obtained within a single query 
session is used to personalize the retrieval strategy 
and thus enhance retrieval performance. In this 
chapter we presented an overview of CBIR and 
related work on RF learning. We also presented 
our own previous work on an RF learning-based 
probabilistic region relevance learning algorithm 
for automatically estimating the importance 
of each region in an image based on the user’s 
semantic intent.

A fundamental observation when designing a 
personalized CBIR system is that, ultimately, the 

humans and thus people are an indispensable part 
of such system. This is reinforced by the fact that, 
in contrast to early literature which emphasizes 
the search for a “single best feature,” more recent 
research is focused on “human in the loop” ap-
proaches. Therefore, when attempting to reduce 
the semantic gap and thus meet the performance 
challenges encountered in practical CBIR appli-
cations, RF learning remains a very promising 
research direction.

FUTURE RESEARCH DIRECTIONS

We can distinguish two different types of informa-
tion provided by RF: the short-term learning ob-
tained within a single query session is intra-query 
learning; the long-term learning accumulated over 
the course of many query sessions is inter-query 
learning. By accumulating knowledge from users, 
long-term learning can be used to enhance future 

Figure 15. Retrieval performance after three RF iterations with PRRL and other methods on COREL 
data
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retrieval performance. The fact that two images 
were regarded as similar by a previous user is 
a cue for similarities in their semantic content. 
This is because, although different people may 
associate the same image into different concepts, 
there is some common semantic agreement. While 
short-term learning has been widely used in the 
literature, less research has been focused on ex-
ploiting long-term learning (several references to 
previous work on long-term learning are given in 
the Additional Reading section). Currently, PRRL 
only performs intra-query learning. That is, for 
each given query, the user’s feedback is used to 
learn the relevance of the regions in the query, 
and the learning process starts from ground up 
for each new query. However, it is also possible 
to exploit inter-query learning to enhance the 
retrieval performance of future queries. Thus, 
for a new query, instead of starting the learning 
process from the ground up, we could exploit the 
previously learned region importance of similar 

in the initial retrieval set since, instead of using 
uniform weighting or some other weighting 
heuristic, we could make a more informed initial 
estimate of the relevance of regions in the new 
query. We plan to investigate the possibility of 
incorporating inter-query learning into the PRRL 
framework as part of our future work
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ABSTRACT

Humans are quite successful at conveying ideas to each other and retrieving information from interac-
tions appropriately. This is due to many factors: the richness of the language they share, the common 
understanding of how the world works, and an implicit understanding of everyday situations (Dey & 
Abowd, 1999). When humans talk with humans, they are able to use implicit situational information (i.e., 
context) to enhance the information exchange process. Context (Cool & Spink, 2002) plays a vital part 
in adaptive and personalized information retrieval and access. Unfortunately, computer communications 
lacks this ability to provide auxiliary context in addition to the substantial content of information. As 
computers are becoming more and more ubiquitous and mobile, there is a need and possibility to provide 

-
hance both the work and leisure experiences of people. Context-awareness plays an important role to 
enable personalized information retrieval and access according to the current situation with minimal 
human intervention. Although context-aware information retrieval systems have been researched for a 
decade (Korkea-aho, 2000), the rise of mobile and ubiquitous computing put new challenges to issue, 
and therefore we are motivated to come up with new solutions to achieve non-intrusive, personalized 
information access on the mobile service platforms and heterogeneous wireless environments.



  221

Service-Oriented Architectures for Context-Aware Information Retrieval and Access

LITERATURE REVIEW

Current research on context-aware information 
retrieval systems is focused on Web information 
systems, search techniques, and digital memory 
systems (Jones, 2005). The “Stuff I’ve Seen” (SIS) 
system (Dumais et al, 2003) is a search engineering 
approach to context-aware information retrieval. 
SIS stores most information, which people have 
interacted previously with, along with a context 
index. It also provides recommendations with 
heuristic algorithms. Though the approach is 
straightforward, as search techniques are mature 
nowadays, the requirement of search-driven will 
limit the scope of exploration of the system; yet it 
is not suitable for mobile users as well, since many 
user inputs are required. Moreover, it is built on 
the data level, and no service provisioning issues 
are considered.

CAR is a pioneer attempt to address the chal-
lenges of context-aware information in the ubiq-

2003). CAR is part of the infrastructure needed 
by a range of applications that detect and exploit 
context in mobile devices such as PDAs and 
mobile phones. CAR uses context-of-interests to 
personalize the information seeking process and 
manage that information accordingly. However, no 
implementation detail was given and the system 
does not consider any service selection issues in 
mobile platforms either.

MyLifeBits is a Microsoft Research project to 
create a “lifetime store of everything” (Bell et al., 

(Bush, 1945) including full-text search, text and 
audio annotations, and hyperlinks. This project 
has raised many interesting questions relating 
to the reuse of captured data and context, but 
research into useful applications exploiting these 
resources is currently at a very early stage. Like 
the above previous approaches, this project uses 
context to personalize data representations and 
does not touch the service selections which we 
believe are of importance to mobile users.

OUR APPROACH AND PROPOSAL

Service-oriented architecture (SOA) is an evo-
lution of distributed computing based on the 
request/reply design paradigm for synchronous 
and asynchronous applications. An application’s 
business logic or individual functions are modular-
ized and presented as services for consumer/cli-
ent applications. What is key to these services is 
their loosely coupled nature that is, the service 
interface is independent of the implementation. 
Application developers or system integrators can 
build applications by composing one or more ser-
vices without knowing the services’ underlying 
implementations.

Due to the heterogeneity of mobile computing 
devices and the variety of widespread network 
communication technologies, nowadays users 
have more possibilities to access various services. 
However, having alternative networks and ser-
vices does not bring ease to users immediately, 
but often results in increased burdens in terms 

though users are only interested in the actual use 
of the appropriate services.

We propose tackling this problem with SOA 
in a context-aware manner, aiming to facilitate 
users’ ability to make use of different services in 
a smart way, based on adaptive services which 
exploit their awareness of users’ context. In this 
chapter, we present the SOA architecture, along 
with the context-aware action systems that provide 
a systematic method for managing and processing 

systems are intended to be developed in a stepwise 

and reasoning about the proposed systems can 
be carried out within this calculus, ensuring the 
correctness of derived mobile applications (Sere 

Using the proposed architecture, we can now 
model ubiquitous computing in an extremely 
dynamic context: location changes all the time 
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while moving around with our portable devices, 
and so do the services and devices in reach; local 
resource availability varies quickly as well, such 
as memory availability, bandwidth, and battery 
power. In order to maintain reasonable QoS to the 
users, applications must be context-aware.

CONFERENCE ASSISTANT 
EXAMPLE

Initial work in context-aware computing resulted 
in the development of applications that can use 

PARCTab (Want, 1995). Another kind of typical 
context-aware application relates to the develop-
ment of guides, for example Cyberguide (Abowd 
et al., 1997) and GUIDE (Cheverst, Davies, 

we present a context-aware scenario similar to 

Day, Salber, Abowd, and Futakawa (1999) and 
Asthana, Cravatts, and Kryzyzanowski (1994) 
as an example to show how this context-aware 
action system’s framework can be effectively 
used to model context-aware services for mobile 
applications.

Imagine that Kaisa is attending a conference 
with her own smart phone. When arriving at the 
conference location, she is provided with a mobile 
application to be installed on her own portable de-
vice that, based on a wireless network infrastruc-
ture, allows attendees to access the proceedings 
online, browse through the technical program, 
select the presentation they wish to attend, and 
exchange messages with other attendees. These 
services may have to be delivered in different 
ways when requested in different contexts, in 
order to meet the users’ needs.

MODELING THE ENVIRONMENT

The ideas behind this scenario are rooted in the 
notion that mobile application development could 

context information were to be delegated to the 
software support infrastructure without loss of 

To ease the prototyping of a context-aware 
application, we proposed a middleware for net-
work-centric ubiquitous systems (Yan, 2004) 
from which an application developer can derive 

low-level context-aware functions collecting 
sensor data, combining data from multiple sen-
sors, and translating sensor data into alternate 
formats and contains the infrastructure required 
for distributed peer-to-peer storage, communica-
tion via XML over HTTP, and software event 
monitoring.

environment which retrieves and maintains nec-
essary environment variables:

Figure 1. Overall infrastructure
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||iddleware ensor ctuatorM S A

where sensor and actuator, modeled via classi-
cal action systems in Table 1, make the context 
information accessible and updated from the 
application developer’s view; more sophisticated 

since context information actually belongs to the 
environmental view, given proper middleware, 
application developers will usually focus on ser-
vice construct and not necessarily care too much 
about the low-level context-aware operations; thus 
it will ease application development by taking 
advantage of this abstraction.

REMINDING SERVICE

Let us consider a reminding service that alerts an 

minutes before it starts. Based on the functionality 

be used to remind her of coming events: sound 
alert, particularly useful to capture user attention 
in noisy and open air places; and vibra alert, to 
capture user attention without disturbing anyone 
else (e.g., when attending a talk).

We model the reminding service in context-
aware action systems as follows. The reminding 
service mine derR  is a parallel composition of sound 
alter service 

soundA  and vibra alert service vibraA  in 
Table 2:

min ||e der sound vibraR A A

We model the current time and the coming pre-
sentation as imported variables now and talk, and 
current status of our service as an export variable 
alert. Then, we store our preference in the variable 
schedule for reference. The context-aware action 
system formalism has context information c to 
constrain at what situation a service is delivered. 

Table 1. Sensor and actuator

  | [ import  ;
                  export  ;
                  var       ;
                  do
                              ;
                                         

ensorS read
value
env

read true value env
             

                  od
              ]| 

read false

 

 
 = |[ import  , ;

                 var       v ar;
                 do
                             ;
                                                     
  

ctuatorA write value

write true env value
write false

               od
              ]|

 



224  

Service-Oriented Architectures for Context-Aware Information Retrieval and Access

sorts of context: outdoor conference 

 { }
{ }

ourdoor location outside
conference location conferenceRoom

Using the properties presented in the previ-
ous section and the techniques discussed in Sere 
and Walden (1997) and Petre, Sere, and Walden 
(1999), we can transform these context-aware ac-
tion systems into one action system and further 

in Table 3.

derive a design pattern (Buschmann, Meunier, 

Figure 2 to ease the software development for 
reminding service: as an attendee moves around 
the conference places, his or her context variable, 
location,
information, changes in response to the avail-
able context. If the new context matches some 
particular locations, the attendee’s reminding 
policy is updated to adapt the application to the 
new environment.

MESSAGING SERVICE

The messaging service enables an attendee to 
exchange messages with other attendees. Attend-
ees can exchange messages using the following 

SMS, to exchange messages in plain text; 
MMS, to send messages comprising a combina-

Table 2. Alert service

  |[ imp  , ;
                  exp  ;
                  var  ;
                  do
                         . 5 . :
                    

soundA now talk
alert
schedule

schedule time now now schedule time alert off
    [] 0 . 5  if .

                                                                       :  fi
                  od
              ]|@

schedule time schedule title talk
alert sound

outdoor

 

 
  |[ imp  , ;

                  exp  ;
                  var  ;
                  do
                         . 5 . :
                    

vibraA now talk
alert
schedule

schedule time now now schedule time alert off
    [] 0 . 5  if .

                                                                       :  fi
                  od
              ]|@

schedule time schedule title talk
alert vibra

conference
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Table 3. Reminding service

Figure 2. Reminding service

min   |[ context  , ;
                     imp        , , ;
                     exp        ;
                     var        ;
                     do
      

e derR outdoor conference
now talk location
alert
schedule

                           . 5 . :
                                [] 0 . 5  if .
                                                 

schedule time now now schedule time alert off
schedule time schedule title talk

                              i f 
                                                                                         :
                                                

location outside
alert sound

                                     [] 
                                                                                         :  fi
                                

location conferenceRoom
alert vibra

                                            fi
                                                                                                 
                     od
                  ]|
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tion of text, sounds, images, and video; EMS, to 
send encrypted messages. The messaging service 
is an example of peer-to-peer service, where any 
number of peers may participate in the delivery 
of the service.

Let us assume, for example, another attendee 
Lu is willing to exchange messages with Kaisa, but 

policy than the smart phone. We model this with 
two context-aware action systems:

|| ||

|| ||
aisa phone phone phone

u PDA PDA PDA

K SMS MMS EMS
L SMS MMS EMS

that no context information is associated to the 
phoneSMS

this action is always available, regardless of cur-
rent context. At any time, attendees may change 
their preferences through the user interface that 
the conference application provides; the applica-
tion, in turn, dynamically updates the context 

take the new preference into account.
The interesting part of the messaging ser-

consider, for example, the messaging service is 
requested when Kaisa’s bandwidth is greater than 
70% and battery availability is greater than 50%: 

phoneSMS , phoneMMS , and phoneEMS  
can be applied. In this sample, the messaging 
service will be delivered via SMS, MMS, and 
EMS simultaneously, which is unnecessary and 
should be avoided in the real world.

In case we need to ensure that a service is 
delivered via only one context-aware action 
system, even if several different context-aware 
action systems can be used, a  may arise 
due to the different contexts themselves or due 
to changes in context. There has been some re-

are proposed. A critical literature review in this 
area can be found in Lamsweerde, Darimont, 
and Letier (1998). In the context-aware action 
system framework, we implement a priority 

Table 4. Context for smart phone and PDA

Profile Context 

phoneSMS   

phoneMMS  70%bandwidth  

50%battery  

phoneEMS  20%battery  

PDASMS  5%bandwidth  

PDAMMS  40%bandwidth  

25%battery  

PDAEMS  75%bandwidth  
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assignment scheme (Sivasankaran, Stankovic, 

-

|| ||

|| ||
aisa phone phone phone

u PDA PDA PDA

K MMS EMS SMS
L EMS MMS SMS

THE WHOLE SYSTEM

Let us imagine that, at the moment, the attendee 
Lu opens his tablet PC to enable better communi-
cation with Kaisa. Obviously, this kind of mobile 

previous two. We model the situation with a new 
context-aware action system '

uL :

'
1 2

1

2

||
|| ||
|| ||

u u u

u PDA PDA PDA

u tab tab tab

L L L
L EMS MMS SMS
L MMS EMS SMS

result, the messaging service is now modeled as 
follows:

'
1 2|| || ( || )aisa u aisa u uK L K L L

of all involved service providers:

 min

1 2

|| ( || ')
         ( || ) || ( || ( || ))
         | | || ( // // ) ||

             ( // // ) || ( // // )

ervices e der aisa u

sound vibra aisa u u

sound vibra phone phone phone

PDA PDA PDA tab tab tab

S R K L
A A K L L

A A MMS EMS SMS
EMS MMS SMS MMS EMS SMS

and the whole system is modeled as the interaction 
between the application view and the environ-
ment view:

||ystem ervices iddlewareS S M

deployed into attendees’ mobile devices, and 
middleware is the supporting software existed 
in attendees’ mobile devices and preinstalled at 
the conference venue.

CONCLUSION

The increasing popularity of portable devices and 
recent advances in wireless network technologies 
are facilitating the engineering of new classes of 
distributed systems, which present challenging 

and power of these rapidly evolving network and 

Table 5. Context for tablet PC

Profile Context 

tabSMS   

tabMMS  25%bandwidth  

10%battery  

tabEMS  5%bandwidth  
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ubiquitous computing systems, and in particular to 
meet the need for context-awareness and adapta-
tion, we need to come up with new foundational 
ideas and effective principles for building and 
analyzing such systems.

In this chapter, we have described a formal 
approach to context-aware mobile computing: 
we present SOA along with context-aware action 
systems framework, which provides a systematic 
method for managing and processing context 
information. Besides the essential notions and 
properties of this framework, we demonstrate how 
this approach can effectively be used to derive 
context-aware services for mobile applications 
with examples.

FUTURE RESEARCH DIRECTIONS

Context-aware delivery of information to mobile 
users from SOAs and other sources combines 
all the issues explored in this chapter. Currently 
we are implementing a prototype of this system 
based on the proposed formalism and principles. 
While putting together a system that can deliver 
information to a user is only part of the goal; the 
information delivered must be useful and enrich 
the user’s experience of his or her environment. 
Information delivery must be reliable and timely, 
and in a form suitable for the user’s current activi-
ties (Jones, 2005).

This raises issues of detecting the user’s likely 
current activity, and deciding if or when to deliver 
information, and how much information and in 
what media it should be delivered. This would 
require a further study of context-awareness on 
the principle ground, combining many different 
but overlapping aspects such as software tech-
nology, ubiquitous computing, HCI, and social 
sciences.
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ABSTRACT

This chapter presents a context-based approach for Web services personalization so that user prefer-
ences are accommodated. Preferences are of different types, varying from when the execution of a Web 
service should start to where the outcome of this execution should be delivered according to user location. 
Besides user preferences, it will be discussed in this chapter that the computing resources on which the 
Web services operate have an impact on their personalization. Indeed, resources schedule the execution 
requests that originate from multiple Web services. To track the personalization of a Web service from 
a temporal perspective (i.e., what did happen, what is happening, and what will happen), three types of 
contexts are devised and referred to as user context, Web service context, and resource context.

INTRODUCTION AND MOTIVATIONS

With the latest development of information and 
communication technologies, academia and in-
dustries are proposing several concepts that can 
hide the complexity of developing a new genera-
tion of user applications. Among these concepts 

2003), which are suitable candidates for achieving 

the integration of distributed and heterogeneous 
applications.

A Web service is an accessible application that 
other applications and humans can discover and 
trigger to satisfy various needs. It is known that 
Web services (also called services in the rest of 
this paper) have the capacity to be composed into 
high-level business processes known as composite 
services. Composing services rather than access-
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ing a single service is essential and offers better 

al., 2004b). Composition addresses the situation 

available service, whereas a composite service 
obtained by combining a set of available services 
might be used (Berardi et al., 2003). For example, 
applying online for a loan requires identifying the 

-
tion for assessment, and collecting the analysts’ 
comments for decision-making and applicant 

of collaborative interaction that emerges when 
each participant has some, but not all, of the 
information and abilities required to perform an 
operation.

Because users’ expectations and requirements 
constantly change, it is important to include their 
preferences in the composition and provisioning 
of Web services. Indeed, some users, while on the 
move, would like to receive answers according 
to their current locations (Maamar et al., 2004c). 
This simple example sheds light on personalization 
and its impact on making applications adjustable. 
Personalization is of an explicit or implicit type 
(Muldoon et al., 2003). Explicit personalization 
calls for a direct participation of users in the 
adjustment of applications. Users clearly indi-
cate the information that needs to be treated or 
discarded. Implicit personalization does not call 
for any user involvement and can be built upon 
learning strategies that automatically track users’ 
behaviors. Personalization is motivated by the 
recognition that a user has needs and that meeting 
them successfully is likely to lead to a successful 
relationship with the user (Riecken, 2000).

Personalization depends on the features of the 
environment in which it is expected to happen. 
These features can be about users (e.g., stationary 

device, handheld device), time of day (e.g., in the 
afternoon, in the evening), and physical locations 
(e.g., meeting room, shopping center). Sensing, 

Context is the information that characterizes the 
interaction between humans, applications, and 

Prior to integrating context into Web services, 
various issues need to be addressed (adapted from 
Satyanarayanan, 2001): how is context structured, 
how does a Web service bind to context, where is 
context stored, how frequently does a Web service 
consult context, how are changes detected and 
assessed for context update purposes, and what 
is the overload on a Web service of taking context 
into account?

Web services composition and provisioning 

Georgakopoulos, 2003). However, very little has 
been accomplished to date regarding their con-
text-based personalization. Several obstacles still 
hinder personalization such as (1) current Web 
services are not active components that can be 
embedded with context-awareness mechanisms, 
(2) existing Web services composition languages 
(e.g., WSFL and BPEL) typically facilitate chore-
ography only, while neglecting context of users, 
Web services, and computing resources, and (3) 
there is a lack of support techniques for modeling 
and specifying the integration of personalization 
into Web services. In this paper, we present our 
approach for personalizing Web services using 
context. The major features of this approach are 
as follows and will be detailed throughout this 
paper:

• Three types of contexts are devised and cor-
respond to U-context to denote user context, 
W-context to denote Web service context, 
and R-context to denote Resource context.

• Three types of policies are developed for 
regulating personalization of Web services. 
These policies guarantee that the Web ser-
vices still do what they are supposed to do, 
despite being subject to personalization.
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• Web services initiate conversations with 
appropriate components during their per-

progress of conversations also are context-
dependent.

The rest of this paper is organized as follows. 
The next section provides a scenario that explains 
our view on Web services personalization. Next, 
we overview some basic concepts such as Web 
service, context, and personalization. The ap-
proach for personalizing Web services is presented 
later on. This is followed by a discussion on the 
value-added of policies and conversations to 
Web services personalization, respectively. The 
implementation of the suggested personalization 
approach is discussed next. Prior to concluding 
the paper, some related works are presented.

BASIC SCENARIO

Our motivating scenario concerns Melissa, a 
tourist who just landed in Dubai. She is equipped 
with a PDA and plans to use it as a platform for 
running Tourist MobileBook (TMB) application, 
rather than carrying brochures and booklets (these 
are outdated most of the time). Upon arrival at the 
airport, she downloads this application into her 
PDA, as tourism authorities offer it free-of-charge. 
TMB application is the front-end of two Web 
services that concern tourism in Dubai; namely, 
sightseeing and shopping. It should be noted that 
both Web services can be combined according to 
a certain composition pattern1.

Melissa’s plans are to visit places in the morn-
ing and go shopping in the afternoon. TMB ap-
plication, among other things, prompts Melissa 
to select some places based on her interests, 
indicate the pickup/drop-off places and times of 
the various activities, and express her need for a 
guide during the visits. In fact, Melissa is asked to 
adjust the execution of sightseeing and shopping 
Web services according to various parameters, 

among them time and location. Melissa wishes 
to receive news about the daily events happening 
in Dubai every morning so that she can plan the 
rest of her day. In addition, she wishes to receive 
an historical background about places (e.g., 
museums) only when she is nearby and before 
going in. The scheduling of Melissa’s activities 
has to guarantee that places are open to the public 
on the days that Melissa has opted for, and that 
transportation and guides are arranged.

SOME DEFINITIONS

Benatallah et al. (2003) associate the following 
properties with a Web service: independent as 

computing paradigms; primarily developed for 
interorganizational situations; and easily compos-
able so that developing complex adapters for the 
needs of composition are not required. Several 
standards back the development of Web services, 

service discovery, description, and messaging 

2004). For composition requirements, a composite 

that describes, among other things, the list of 
component Web services that participate in the 
composite service, the execution order of these 
component Web services, and the corrective 
strategies in case of exception handling.

that is relevant to the interactions between a user 
and an environment. This information is about 
the circumstances, objects, or conditions by which 
the user is surrounded. Many other researchers 

Doulkeridis et al., 2003), among them Schilit et 
al. (1994), who decompose context into three cat-
egories: computing context, such as network con-
nectivity and nearby resources; user context, such 

as lighting and temperature. In an environment 
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populated with mobile devices, context awareness 
has been categorized along three components 
(Spriestersbach et al., 2001): activity, environ-
ment, and self. The activity component describes 
a user’s habits while he or she performs a certain 
task. The environment component describes the 
physical and social surroundings of the user in 
terms of current location, ongoing activities, and 
others. Finally, the self component contains the 
current status of the mobile device itself.

Personalization has attracted the attention of 

It aims at integrating users’ preferences into the 
process of delivering any information-related 
content or outcome of service computing. Prefer-
ences are of multiple types and vary from content 
and format to time and location. It is shown, for 
instance, that the needs of mobile users regarding 
information access are quite different from the 
needs of stationary users. Needs of mobile users 
are not about browsing the Web, but about receiv-
ing personalized content that is highly sensitive 
to their immediate environment and respective 
requirements.

A conversation is a sequence of messages that 
involves two or more participants who intend 
to achieve a particular purpose (Smith et al., 
1998). A conversation either succeeds or fails. 
A conversation succeeds because the outcome 
that is expected out of the conversation has been 
achieved (e.g., action implemented). However, a 
conversation fails because the conversation faced 

medium disconnected) or didn’t achieve what was 
expected out of the conversation (e.g., information 
exchanged is misunderstood).

WEB SERVICES 
PERSONALIZATION: 
FOUNDATIONS AND OPERATION

Foundations

Figure 1 illustrates the proposed approach for the 
personalization of Web services. The core con-
cept in this approach is context from which three 
subcontexts are derived: U-Context, W-Context, 
and R-Context.

of a user as an aggregation of the user’s location, 
previous activities, and preferences. Sun adopts 

physiological information to this Context (Sun, 
2003). In this paper, we comply with Muldoon 

context of a Web service as an aggregation of its 
simultaneous participations in composite services, 
locations, and times of execution that users set, and 

resource context of a resource as an aggregation 
of its current status, periods of unavailability, 
and capacities of meeting the execution require-
ments of Web services. According to Bellavista 

are accessible to a user during a service session. 
This accessibility depends on various factors 
such as user location, access device capabilities, 
subscribed services, user preferences, and level 
of trust.

In Figure 1, U-context, W-context, and R-
context are interconnected. From R-context to 
W-context, execution adjustment relationship 

service (e.g., execution time, execution location, 

of a resource (e.g., next period of availability, 
scheduling policy) on which the Web service 
will operate. A resource checks its status before 
it agrees to support the execution of an additional 
Web service. From U-context to W-context, provi-
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Figure 1. Representation of the context-based personalization approach
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preferences of a user (e.g., when and where a Web 
service needs to be executed, and when and where 
the execution’s outcome needs to be returned) vs. 
the capabilities of a Web service to accommodate 
these preferences (e.g., can a service be executed 
at a certain time or in a certain location?). A Web 
service checks its status before it agrees to satisfy 
an extra user’s need. W-context is the common 
element between U-context and R-context. A 
Web service has to conciliate between what a user 
wishes and what a resource permits.

A Web service is context-aware if it can 
transparently adapt its behavior or the content 
it processes to the requirements of the entities 
for which it works (Hegering et al., 2003). Users 
or peers in case of composition are samples of 
these entities. The execution of a Web service is 
adjusted (i.e., postponed) once details on resources 
are known. These details concern the status of a 

resource (e.g., idle, operational, busy) and exist 
in its R-context. R-context acts now as a context 
source for the Web service. Once a Web service 
is adjusted to the availability of a resource, its W-
context is updated. The same description applies 
to supplying Web services to users. Before a Web 
service gets invoked, the user’s preferences are 
handled. Preferences are about the user’s current 
location and activities, and the current time. User 
preferences are contained in the U-context which 
acts as a context source for the Web service. Once 
a Web service is adjusted to the preferences of a 
user, its W-context is updated again.

A Web service is personalized because of user 
preferences and adjusted because of resource 
availabilities. Users and resources are the triggers 
that make Web services change so that they can 
accommodate preferences and consider availabili-
ties. Besides both triggers, a third one exists, which 
is a personalized Web service. The personalization 
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Table 1. Description of U-context’s parameters

Label: corresponds to the identifier of the user. 
Previous locations/services: keeps track of all the locations, as indicated by the user, that 
have featured in the past the execution of services (null if there are no predecessor 
locations). 
Current location/services: indicates the current location (as indicated by the user) that 
should feature now the execution of services. 
Next locations/services: indicates all the locations (as indicated by the user) that will 
feature the execution of services (null if there are no next locations). 
Previous periods of time/services: keeps track of all the periods of time, as indicated by 
the user, that have featured the execution of services (null if there are no predecessor 
periods of time). 
Current period of time/services: indicates the current time (as indicated by the user) that 
should feature now the execution of services. 
Next periods of time/services: keeps track of all the periods of time (as indicated by the 
user) that will feature the execution of services (null if there are no next periods of time). 
Date: identifies the time of updating the parameters above. 
Application to Melissa scenario 
(previous locations/services: City Center Mall/Shopping) - Shopping Web service was 
executed when Melissa was in City Center Mall, as per Melissa's request. 
(next periods of time/services: 12pm/Transportation) - Transportation Web service will 
be executed at noon, as per Melissa's request. 
 

of a Web service can trigger the personalization 
of other peers, which is in relationship with this 
personalized Web service. We call this type of 
relationship causal. For example, if a service is 
personalized in order to accommodate a certain 
time preference, it is important to ensure that the 
preceding services all are successfully executed 
before the time that features the execution of this 
service. This means that the respective execution 
times of these services have to be checked and 
adjusted, if needed.

Types and Roles of Context

In Figure 1, each context type is attached to a 

resource. User is the most dynamic component. 
The user’s needs, requirements, and preferences 
always change. Resource is nearly the most stable 
component. The computing features of and con-
straints on a resource can be known, to a certain 

extent, in-advance. Therefore, the capabilities of 
a resource can be tuned in order to meet certain 
requirements, such as communication access 

-
nisms. The Web service component is between 

compromise between what users prefer and what 
resources permit.

The role of U-context is to track the current 

preferences in terms of execution location or 
execution time of services. The following param-
eters populate U-context (Table 1): label, previous 
locations/services, current location/services, next 
locations/services, previous periods of time/ser-
vices, current period of time/services, next periods 
of time/services, and date. “Previous locations” 
and “previous periods of time” parameters illus-
trate the Web services that were executed in the 
past. “Next locations” and “next periods of times” 
illustrate the Web services that will be executed 
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Table 2. Description of W-context’s parameters

Label: corresponds to the identifier of the Web service. 
Status per participation: informs about the current status of the service with regard to 
each composite service in which the service takes part. Status can be of type in-progress, 
suspended, aborted, or terminated. 
Previous services per participation: indicates whether there are services before the service 
with regard to each composite service (null if there are no predecessors). 
Next services per participation: indicates whether there are services after the service with 
regard to each composite service (null if there are no successors). 
Regular actions: illustrates the actions that the service normally performs. 
Starting time per participation (requested and effective): informs when the execution of 
the service should start as requested by the user (i.e., user-related), and has effectively 
started with regard to each composite service (i.e., execution-related). 
Location per participation (requested and effective): informs where the execution of the 
service should happen as requested by the user (i.e., user-related) and has effectively 
happened (i.e., execution-related) with regard to each composite service. 
Reasons of failure: informs about the reasons that are behind the failure of the execution 
of the service with regard to each composite service. 
Corrective actions: illustrates the actions that the service has to perform in case its 
execution fails. The actions depend on the reasons of failure. 
Date: identifies the time of updating the parameters above. 
Application to Melissa scenario (Sightseeing Web service) 
(previous services per participation: Weather Forecasts) - Weather Forecasts Web service 
is executed before Sightseeing Web service, according to a specific composition pattern. 
(location per participation (requested and effective): City Center Mall/City Center Mall) - 
Sightseeing Web service was requested to be executed when Melissa is at City Center 
Mall, and the execution has effectively happened when Melissa was at City 
Center Mall. 
 

in the future. Appendix 1 illustrates the XML 
code associated with U-context.

The role of W-context is to oversee the current 
status of a Web service and its respective execu-
tion constraints. These constraints are tightly 
dependent on the preferences of users of type 
“execution-time requested” and “execution-loca-
tion requested”. A Web service is triggered each 
time it receives an invitation of participation in a 
composite service (details are given in Maamar et 
al. [2004a] on what an invitation of participation 
stands for). Before a service accepts an invitation, 

the number of current participations vs. number 
of allowed participations, expected completion 
time of current participations, and features of the 
newly-received invitation with regard to execu-

tion time and execution location. It happens that 
a Web service refuses an invitation of participa-
tion in a composite service because of multiple 
reasons (e.g., period of unavailability for some 
maintenance work, resource unavailability, or 
overloaded status).

The following parameters populate W-context 
(Table 2): label, status per participation, previ-
ous services per participation, next services per 
participation, regular actions, starting time per 
participation (requested and effective), location 
per participation (requested and effective), reasons 
of failure, corrective actions, and date. “Previous 
services per participation” parameter illustrates 
the predecessor Web services to the current Web 
service that were executed in the past. “Next 
services per participation” parameter illustrates 
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Table 3. Description of R-context’s parameters

Label: corresponds to the identifier of the resource. 
Previous periods of time/services: keeps track of the periods of time, as indicated by the 
user, that have featured the execution of services with regard to each composite service 
(null if there are no predecessor periods of time). The effective periods of time of the 
execution of services are also reported in this parameter. 
Current period of time/services: indicates the current time (as indicated by the user) that 
should feature now the execution of services with regard to each composite service. 
Next periods of time/services: keeps track of all the periods of time (as indicated by the 
user) that will feature the execution of services with regard to each composite service 
(null if there are no next periods of time). 
Previous locations/services: keeps track of the locations (as indicated by the user) that 
have featured the execution of services with regard to each composite service (null if 
there are no predecessor periods of time). The effective locations of the execution of 
services are also reported in this parameter. 
Current location/services: indicates the current location (as indicated by the user) that 
should feature now the execution of services with regard to each composite service. 
Next locations/services: keeps track of all the locations (as indicated by the user) that will 
feature the execution of services with regard to each composite service (null if there are 
no next periods of time). 
Date: identifies the time of updating the parameters above. 
Application to Melissa scenario 
(Current period of time/services: 2pm/Transportation) - The current time, which is 2pm, 
is featured by the execution of Transportation Web service. 
 

the successor Web services to the current Web 
service that are expected to be executed in the 
future. It should be noted that “per participation” 
in the aforementioned list of parameters stands for 
each composite service in which a Web service 
takes part. Mechanisms that allow a Web service 
to participate in several composite services are 
detailed in Maamar et al. (2005).

In “time-requested” and “location-requested” 
parameters are user dependently; user assigns 
values to both parameters. “Time-effective” and 
“location-effective” parameters are execution-
dependent, (i.e., when and where the execution 
has really happened). Values to assign to “time ef-
fective” parameter are obtained from the resource 
on which a service was executed, whereas values 
to assign to the “location effective” parameter are 
obtained from users (we argue later why a manual 
detection of the user’s location is adopted).

To verify that time and location preferences 
of a user have been properly considered during 
the deployment of a Web service, the values of 
“time-requested” or “location-requested” param-
eters should respectively be equal to the values 
of “time-effective” or “location-effective” param-
eters (a negligible difference is also acceptable). 
Any discrepancy between a parameter of type 
requested and a parameter of type effective indi-
cates that the user adjustment in term of execution 
location or execution time of a Web service has 
not been handled correctly. The user needs to be 
informed about this discrepancy so that he or she 
can update (or through a third component acting 
on the user’s behalf) the relevant parameters of 
U-context: “previous locations/services” or “pre-
vious periods of time/services.” In addition, the 
Web service needs to determine the reasons for 
this discrepancy with regard to what was requested 
and what has effectively happened. With regard 



240  

On Personalizing Web Services Using Context

Table 4. Parameter overlapping between U-context

to the preference of type location, we recall that 
users have to explicitly announce their location. 
A user who forgets to announce his or her loca-
tion constitutes a valid reason for delaying the 
execution of a Web service.

The role of R-context is to monitor the current 
status of a resource. Before a resource accepts sup-
porting the execution of a service, it performs some 

currently executed vs. maximum number of Web 
services under execution, approximate completion 
time of ongoing executions, and execution time 
of the newly-received request. It happens that 
a resource turns down a request of executing a 
Web service because of multiple reasons: period 
of unavailability due to some maintenance work 
or potential overloaded status.

(Table 3): label, previous periods of time/services, 
current period of time/services, next periods of 
time/services, previous locations/services, cur-
rent location/services, next locations/services, 
and date. “Previous periods of time” parameter 
illustrates the periods of time with regard to a 
particular period of time that has featured the 
execution of Web services on a resource in the 
past. “Next periods of time” parameter illustrates 
the periods of time with regard to a particular 

period of time that will feature the execution of 
Web services on a resource in the future.

In Figure 1, “provisioning personalization” 
and “execution adjustment” relationships are 

of the parameters of U-context, W-context, and 
R-context share, as well (Table 1, Table 2, and 
Table 3). For instance, “starting-time requested 
per participation” and “location requested per 
participation” parameters of W-context have 
as counterpart the “multiple time and location” 
parameters of U-context. A similar comment 
is made on “starting-time requested per par-
ticipation” parameter of W-context, which has 
as counterpart the “various time” parameters of 
R-context.  illustrates the correspondence between 
the parameters of these three contexts.

Operation

Figure 2 represents the interaction diagram of 
context-based personalization of Web services. 
When a user selects a Web service, he or she 
proceeds next with its personalization according 
to time and location preferences. On the one hand, 
time preference is organized along two parts: (1) 
when the execution of the service should start, 
and (2) when the outcome of this execution should 
be returned to the user. Melissa could request to 
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Figure 2. Interactions between participants of personalized Web services
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start the execution of “sightseeing” Web service 
at 2:00 P.M. and to return the outcome of this ex-
ecution at 5:00 P.M., as she will be having a nap. 
It happens that execution time and delivery time 
are equal, if the time that the execution lasts is 
excluded or negligible. On the other hand, loca-
tion preference is organized along two parts: (1) 
where the execution of the service should occur, 
and (2) where the outcome of this execution should 
be returned to the user. Melissa could ask to start 
the execution of “location mall” Web service once 
she leaves her hotel and to return the outcome of 
this execution when she is in the vicinity of the 

mall. It also happens that execution location and 
delivery location are the same.

Once the user’s preferences are submitted to 
the Web service, this one ensures that the dates 

could emerge during deployment. For instance, 
the delivery time cannot occur before the execu-
tion time of a service. Moreover, the user has to 
be reminded continuously that he or she has to 
explicitly identify his or her current location so 
that execution location and delivery location are 
both properly handled2. Prior to identifying the 
resources on which it will be executed, the Web 
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service checks its W-context with regard to the 
number of Web services currently under execution 
vs. the maximum number of Web services under 
execution, and the next period of unavailability. 
After a positive check of the W-context, the 

A resource mainly needs to accommodate two 
things: the starting time of the execution of a ser-
vice, and the time that the execution of a service 
lasts, since the outcome of this execution needs to 
consider the delivery time as per user indication. 
To this purpose, a resource checks its R-context 
with regard to the next periods of time that will 
feature the execution of Web services and the next 
period of maintenance. After a positive check, 

following parameters:

• “Next locations/services” and “next periods 
of time/services” of U-context (Table 1).

• “Next services per participation,” “start-
ing-time requested per participation,” and 
“location requested per participation” of 
W-context (Table 2).

• “Next periods of time/services” and “next 
locations/services” of R-context (Table 3).

The update of these parameters and particu-
larly those that feature the next actions to take is 
a good indication of the assessment that occurs 
in terms of (1) which Web services are involved 
and in which composite services, (2) which re-
sources are considered, and (3) which locations 
or periods of time will feature the execution of 
Web services. This type of assessment enables 

second, preparing the relevant corrective plans in 
case of exceptions.

the user, as shown in Figure 2, an additional 
personalization process is triggered. This process 
consists of adjusting the Web services that are 
linked, through the causal relationship to the re-

cently personalized Web service. The description 
given in the previous paragraphs also applies to 
the extra Web services, which assess their cur-
rent status through their respective W-contexts 
and search for the resources on which they will 
operate. To keep Figure 2 clean, the interactions 
that the extra personalized Web services undertake 
to search for the resources are not represented. 
Once all the Web services are personalized, a 

deployment of the Web service that he or she 
initially requested.

MANAGING PERSONALIZATION 
THROUGH POLICIES

In the introduction of this paper, the use of policies 
for managing the integration of personalization 
into Web services was suggested. In fact, policy-

sensitivity (Uszok et al., 2004). Because of user 
preferences and resource availabilities, a Web 
service has to be adjusted so that it accommodates 
these preferences and takes into account these 
availabilities. To ensure that the adjustment of a 

of policies (owners of Web services are normally 

type, called consistency, checks the status of a 
Web service after being personalized. The second 
type, called feasibility, ensures that a personalized 

according to the constraints of time and location. 
Finally, the third type, called inspection, ensures 
that the deployment of a personalized Web service 

Before we detail each policy type, the argu-

According to Medjahed et al. (2003), a Web service 
has a name, a description of its features, and a 
set of operations it performs. Interactions with 
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message format and protocol details. Medjahed 
et al. (2003) also suggest purpose and category 

at this stage of our research, they are excluded. 
Therefore, a Web service WSi

triple (Descriptioni, OPi, Bindingsi).
When Web service WSi is personalized, the out-

come is P.WSi

with the triple (Descriptioni, P.OPi, P.Bindingsi). 
The description of a service does not change after 
personalization. However, a new set of operations 
(OPi included in P.OPi) and a new set of binding pro-
tocols (Bindingsi included in P.Bindingsi) might 
be attached to the personalized Web service. The 
extra operations and bindings should not affect 
the initial outcome of the Web service. It should 
be noted that the personalization does not always 
call for new operations (OPi = P.OPi) or for new 
bindings (Bindingsi = P.Bindingsi).

A consistency policy guarantees that a Web 
service still does exactly what it is supposed to do 
after personalization. Personalization could alter 

for instance, it comes to the list of regular events 
that trigger the Web service. Indeed, time- and 
location-related parameters are now new events to 
add to the list of regular events. Moreover, because 
of QoS-related parameters (e.g., response time and 

is important to verify that these QoS parameters 

personalization. For illustration, because a user 
would like to initiate the execution of a service 
at 2:00 P.M., which corresponds to the peak-time 
period of receiving requests, the response time 
QoS of the service might be disrupted.

A feasibility policy guarantees that a personal-
-

tion of a resource on which it will operate. Because 
services have different requirements (e.g., periods 
of request, periods of delivery), and resources 
have different constraints (e.g., period of avail-
abilities, maximum capacity), an agreement has to 

be reached between what services need in terms 
of resources and what resources offer in terms of 
capabilities. Furthermore, the feasibility policy 
checks that the new operations (P.OPi - OPi) and 
new binding protocols (P.Bindingsi - Bindingsi) 
of the personalized Web service (P.WSi) can be 
handled by the existing resources. For example, 
if a new operation, which is the result of a per-
sonalization, requires a wireless connection, this 
connection should be made available.

An inspection policy is a means by which vari-
ous aspects are considered, such as what to track 
(time, location, etc.), who asked to track (user, 
service itself, or both), when to track (continu-
ously, intermittently), when and how to update 
the arguments of the different contexts, and how 
to react if a discrepancy is noticed between what 
was requested and what has effectively happened. 
The inspection policy is mainly tightened to the 
parameters of type requested and effective of the 
W-context of a Web service (Table 2). If there 
is a discrepancy between these parameters, the 
reasons have to be determined, assessed, and 
reported. One of the reasons could be the lack of 
appropriate resources on which the personalized 
service needs to be executed. It should be noted 
that this reason is in contradiction with the aim 
of the feasibility policy.

SUPPORTING PERSONALIZATION 
THROUGH CONVERSATIONS

Figure 2 illustrates multiple interactions that 
involve users, Web services to be personalized, 
and resources. In the following section, we outline 
how some of these interactions are leveraged to 
conversations. Two things are highlighted at this 
stage of the paper:

• In addition to contexts of user, Web service, 
and resource, an additional context type 
is deemed appropriate at the conversation 
level. In Maamar et al. (2004a), we argued 
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the importance of having context for con-
versations. C-context denotes this context, 
and its arguments are explained later on.

• In addition to the consistency, feasibility, 
and inspection policies that manage person-
alization, a fourth type of policy is deemed 
appropriate at the conversation level, too.

A conversation is an exchange of messages that 
takes place between participants. It is accepted 
that a conversation is more complex than a simple 
interaction, as several rounds of exchange are 
required (e.g., propose/counter-propose/accept or 
reject or counter-propose, etc.) before the outcome 
expected from the conversation is reached. This 
is not the case with interactions where a single 

-
tion/answer). In addition, during conversations, 
participants have to adjust their behavior based 
on the messages they receive and submit and the 
environment in which they run. This is not the 
case with participants who, for example, adopt 
a question/answer interaction pattern. Backing 
our claim on the importance of conversations, 
Ardissono et al. (2003) observe that current Web 
services standards (e.g., WSDL) are integrated 
into systems featured by simple interactions, and, 
thus, expressing complex interactions by using 
conversations is required. The same comment 
is made by Benatallah et al. (2004), who noticed 
that, despite the growing interest in Web services, 

several issues remain to be addressed so that Web 

traditional integration middleware. Benatallah et 
al.’s (2004) suggestion for enhancing Web services 
is to develop a conversational metamodel. The 
integration of conversations into Web services 
requires addressing the following issues: (1) how 
to format the messages that are to be sent; (2) how 
to parse the messages that are to be received; and 
(3) how to constraint the sequencing of multiple 
messages.

We decompose a conversation into two parts: 
static and dynamic. The static part is about the 
format of a conversation in terms of parameters 
(e.g., from, to, content, context) and their valid 
values. Context parameter is a reference to the 
progress of a conversation that is assessed based 
on the active state that the conversation takes. A 
series of states that work toward achieving the 
same objective are aggregated into a common 
session. Conversation sessions are of multiple 
types, including the conversations between users 
and Web services and the conversations between 
Web services and resources.

The dynamic part of a conversation is about 
the evolution happening in a conversation ses-

A conversation shifts from one state/session to 
another state/session because some events have 
occurred, some messages are received, or some 
actions are performed. Conversation policies 
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Figure 4. Representation of (personalized service, resource) conversation session
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specify various aspects such as admissible turns, 

corrective actions in case of unsuccessful conver-
sations or exceptions. In this paper, we specify 
conversation policies with state chart diagrams 

with extra details. First, we discuss the rationale 
of using state chart diagrams and then continue 
with presenting the details that enrich these dia-
grams. A state chart diagram possesses a formal 
semantics, which is essential for reasoning on 
the content of conversations. Next, a state chart 
diagram is becoming a standard process-model-
ing language as it is being integrated into UML. 
This process modeling helps manage admissible 
turns, decision-makings, and timeouts during 
conversations. Finally, a state chart diagram offers 

be useful in modeling real conversations such as 
branching and looping. Figure 3 represents what 
we refer to as an extended state chart diagram 

addition to the traditional components of state and 
transition that a state chart diagram encompasses, 
the following elements are added:

• Name of a state is annotated either with label 
S (sender) or label R (receiver). In case of 

-
munication middleware.

• Name of a transition is annotated with activa-
tion condition and content of conversation. 
The content is referred to as conversation 
object (CO).

• Actions of a state implement the information 
that a CO conveys. In case some acknowl-
edgements from receivers to senders are 
required, a timeout action for monitoring 
purposes is added to the list of actions of 
the receiver’s state.

• A complete extended state chart diagram 
represents a conversation session.
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Table 5. Description of C-context’s parameters

Label: corresponds to the identifier of the conversation. 
Conversation session: corresponds to the identifier of the session in which the 
conversation is being conducted. 
Conversation policy: corresponds to the identifier of the conversation policy that is being 
used. 
Participants: lists the names of participant in the conversation (users, Web services, 
resources). 
Previous states: is used for tracing purposes and succinctly lists all the previous states that 
the conversation has taken. 
Current active state: illustrates the state the conversation currently takes. 
Potential next state: illustrates the next state that the conversation could take according to 
the current active state. 
Time: illustrates the time elapsed since the conversation has taken the first state. 
Date: identifies the time of updating the parameters above. 
 

conversation sessions each featuring different 
participants: (user, service), (personalized service, 
resource), and (personalized service, service). 
For illustration purposes, (personalized service, 
resource) conversation session is described. In this 
session, the objective is to identify the resource 
on which a personalized Web service will operate 
(Figure 4). Depending on the current commit-
ments of a resource toward other personalized 
services, the personalized service may need to be 
adjusted because of these commitments.

Once a Web service is personalized, the ap-
propriate parameters of its W-context are updated 
(“starting-time requested per participation” and 
“location requested per participation”). Next, the 
personalized Web service initiates a conversation 
with one of the available resources (it is assumed 
that these resources are known). This is illustrated 
with the state (S:preparation - service) in Figure 4. 
Once the message is devised, it is sent to the re-
source as the state (R:reception - resource) shows. 
Prior to that, the conversation takes the state (:
transmission), which consists of transferring the 
message from the service to the resource through 
a communication middleware. Once the message 
is received, the resource parses it and analyzes its 

content. The message is sent back to the sender 
in case of no-validity, otherwise, it makes the 
resource take appropriate actions. The resource 
checks its status using its respective R-context 
and particularly “current period of time/services” 
and “next periods of time/services” parameters 
of Table 3. Finally, the resource gets back to the 
service with its availabilities. This feedback also 
is conducted through conversation as the states 
(S:preparation - resource), (:transmission), and 
(R:reception - service) show.

In the beginning of this section, we empha-
sized the importance of associating context with 

the C-context of a conversation (Table 5): label, 
conversation session, conversation policy, par-
ticipants, previous states, current active state, 
potential next state, time, and date.

IMPLEMENTATION STATUS

We overview the progress of implementing 
the context-based approach for Web services 
personalization. After assessing our objectives 
and constraints, we decided to focus on a rapid 
prototyping of this approach rather than low-
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Figure 5. Architecture of the prototype for Web services personalization
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level details implementation. Therefore, we 
have adopted Sun Microsystems’ J2EE 1.4 for 
the creation of Web services and their reference 
implementation of JSR 188 (Composite Capability/

3 for 
context information representation and process-

(CC/PP)4 is an industry standard of the W3C that 
provides a way for client devices to transmit their 
capabilities and user preferences. CC/PP is based 
on the Resource Description Framework (RDF), 
which is an approach for representing statements, 
each of which contain a subject, predicate, and 
an object. CC/PP uses the XML serialization of 
RDF. A concrete implementation and extension of 
the CC/PP is the UAProf5, which was developed 
by the Open Mobile Alliance (OMA) for WAP-
enabled devices.

In order to ensure that any Web browser can 
be used with our prototype, Figure 5 illustrates 
the multi-tier architecture that we have devised. 
Instead of using a custom CC/PP aware Web 
browser, we have developed a CC/PP aware client 
proxy that receives the client request and inserts 

CC/PP headers that correspond to the client 

are sent as part of the proxy request to the CC/PP 
aware server that acts as a “Selection Engine”. 
This one interacts with the “Context Manager” 
in collaboration with the “Context Repository” 

and, second, to send their addresses to the cli-
ent so that he or she can interact with them. 
The “Context Repository” keeps track of U-, 
W-, and R-contexts. Before sending the selected 
Web services’ addresses to the client, the “Policy 
Manager” ensures that these Web services com-
ply with the policies reported earlier. Currently, 
we are experiencing several policy description 
languages, among them Ponder6.

We emphasized the value-added of integrating 
conversations into Web services personalization. 

state chart diagrams, as illustrated in Figure 4. 
Details of conversation sessions are structured as 

dedicated XML editor in order to create, validate, 
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compliance with conversations.xsd XML schema. 
The graphical editor is a means for directly ma-
nipulating conversations graphically using drag 
and drop operations.

RELATED WORK

However, few projects have aimed at personal-
izing Web services using context. We present in 
the following some of the works that have inspired 
shaping the context-based personalization ap-
proach of this paper.

Hegering et al. (2003) present a strategy that 
homogenizes the notion of context through the use 
of three categories: device, environment, and user. 
The three categories greatly overlap with the types 
of context of Figure 1. Independently of the user 
context, the device context category corresponds 
to the resource context, and the environment 
context corresponds to the Web service context. 

Privacy Preferences (P3P) standard (W3C, 2003) 
in a Web service-based context-aware application. 
The intention of P3P is to automatically negotiate 

his or her privacy preferences and stores them 
in a machine-readable format such as APPEL 
(W3C, 2003). When a user wants to browse a 
Web site, a user agent that resides in the user’s 

Next, the user agent compares the policy with the 
user’s preferences. If the policy complies with 
these preferences, then the Web site will be made 
available. Otherwise, the user may be prompted 
to further evaluate the Web site; otherwise, the 
user’s request will be cancelled. While we have 
discussed in this paper that preferences are related 
to execution time and execution location of Web 
services, preferences also can be associated with 
privacy, when it comes, for instance, to disclosing 
some sensitive information on users.

levels of interactivity for context-aware applica-
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tions: personalization, active context-awareness, 
and passive context-awareness. According to 
the authors, personalization, also referred to as 
customization and tailoring, is motivated by the 
diversity and dynamics featuring today’s appli-
cations. In an active context-awareness mode, it 
concerns applications that, on the basis of sensor 
data, change their content autonomously. In a pas-
sive context-awareness mode, applications merely 
present the updated context to the user and let the 
user specify how the application should change. In 
this paper, we adopted a passive context-awareness 
style with the manual feeding of the user’s current 
location. While we mentioned that this type of 
feeding presents some limitations vs. an automatic 

handling of the privacy concern of users.
In Table 2, parameters of type requested vs. 

parameters of type effective has a major overlap-
ping with the QoS of type advertised (or “prom-
ised”) vs. QoS of type delivered. Ouzzani and 
Bouguettaya (2004) report that a key feature in 
distinguishing between competing Web services is 
their QoS, which encompasses several qualitative 
and quantitative parameters that measure how well 
the Web service delivers its functionalities. A Web 

for example, to the network status or resource 
availability. Therefore, some differences between 
QoS advertised and QoS delivered values occur. 
However, large differences indicate that the Web 
service is suffering performance degradation in 
delivering its functionalities. The same com-
ment is made on parameters of type requested 
vs. parameters of type effective, when it comes 
to service personalization. A major difference 
between the values of these respective param-
eters indicates the non-consideration of a user’s 
personal preferences in terms of execution time 
or execution location.

In this paper, context is used for overseeing 
Web services personalization. Other projects such 
as Breener and Schiffers (2003) use Web services 

for managing context provisioning. Breener and 
Schiffers (2003) envision that context informa-
tion typically will be provided by autonomous 
organizations (or context providers), which means 
heterogeneity and distribution challenges to deal 
with. Additional challenges are cited in Breener 
and Schiffers (2003), including (1) what is the 
optimal sequence for gathering and combining the 
required context information? (2) how to secure 
the whole context provisioning process; and (3) 
how is the cooperation between the providers of 
context achieved, and even enforced?

The separation of concerns among user, Web 
service, and resource is backed by Poladian et al. 

aware services project, they have considered 
three spaces: user utility, application capability, 
and computing resources; and two mappings. A 
mapping from capability space to utility space 
expresses the user’s needs and preferences (similar 
to “provisioning personalization” in Figure 1). 
A mapping from capability space to resource 

application (similar to “execution adjustment” in 
-

In our Web services personalization approach, a 
Web service could represent this point, since it 
aims at conciliating between what a user needs 
and what resources offer.

CONCLUSION

In this paper, we presented our context-based ap-
proach for Web services personalization. Three 
types of contexts (i.e., U-context, W-context, and 
R-context) are the cornerstone of the approach by 
storing details related to personalization such as 
preferred execution-time and preferred execution-
location of Web services. The effect of changes 
of a Web service because of user preferences and 
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resource availabilities has required the develop-
ment of three types of policies referred to as 
consistency, feasibility, and inspection. Our use 
of policies has guaranteed that the Web services 
still do what they are supposed to do, despite 
personalization. As future work, an extension is 
planned for the context structure so that security 
concerns can be handled. Some of the elements that 

the security violations that have happened and the 
corrective actions that have been taken in case of 
any attempt to misuse a resource.

Despite the widespread use of Web services, we 
have shown that they still lack the capabilities that 
propel them to the acceptance level of traditional 
integration middleware. Services are still unaware 
of the environment in which they operate. How-
ever, there are several situations that call for Web 
services self-assessment and self-management so 
that the requirements of scalability, adaptability, 

mean the capacity of a Web service to interact 
with a small or large community of Web services 
without having its expected performance either 
disrupted or reduced. By adaptability, we mean 
the capacity of a service to adjust its behavior by 
selecting the appropriate operations that accom-
modate the situation in which it operates. Finally, 
by autonomy, we mean the capacity of a service 
to accept demands of participation in composite 
services, reject such demands in case of unappeal-
ing rewards, or even propose other alternatives 
for its participation by recommending other peers. 

have to assess their current capabilities and ongo-
ing commitments and, second, their surrounding 
environment prior to binding to any composition. 
Web services need to be context-aware.
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to others. The manual feeding is in line 
with the privacy control that is considered 
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<?xml version=”1.0" encoding=”ISO-8859-1"?>
<!DOCTYPE c:ucontext SYSTEM “C:\context.dtd”>
<c:ucontext number=”1" xmlns:s=”http://www.../Usercontexttest”>
<c:header>
 <c:title>User context</c:title>
</c:header>
<c:uelement>
 <label>user1</label>
 <previouslocations/services>mallshopping</previouslocations/services>
 <currentlocation/services>cafeteriamovietheater</currentlocation/services>
 <nextlocations/services>null</nextlocations/services>
 <previousperiodsoftime/services>null</previousperiodsoftime/services>
 <currentperiodoftime/services>12pmtransportation</currentperiodoftime/services>  
<nextperiodsoftime/services>null</nextperiodsoftime/services> 
 <date>12/12/2003</date>
</c:uelement>
</c:ucontext>

APPENDIX 1. XML CODE OF U-CONTEXT

This work was previously published in International Journal of E-Business Research, Vol. 1, No. 3, pp. 41-62, copyright 2005 
by IGI Publishing, formerly known as Idea Group Publishing (an imprint of IGI Global).
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ABSTRACT

Agent system design is a complex task challenging designers to simulate intelligent collaborative behav-
ior. Roles can reduce the complexity of agent system design by categorizing the roles played by agents. 
The role concepts can also be used in agent systems to describe the collaboration among cooperative 
agents. In this chapter, we introduce roles as a means to support interaction and collaboration among 

describe the fundamental principles of role-based collaboration and propose the basic methodologies 
of how to apply roles into agent systems (i.e., the revised E-CARGO model). After that, we demonstrate 

to apply roles into information personalization.

INTRODUCTION

understanding intelligent beings by constructing 
intelligent systems (Castelfranchi, 1998). From a 
behaviorist’s perspective, intelligent systems are 
those that can simulate human beings’ work that 
requires intelligence, including logic reasoning, 
problem solving, deduction, and induction. A 
distributed system is composed of many comput-

ers interconnected via communication networks, 
which cooperate and coordinate to accomplish a 

Kindberg, 2005). Multi-agent systems are intel-
ligent systems built on a distributed computer 
system. They are based on the use of cooperative 
agents and organized with hardware/software 
components. In such systems, each agent inde-
pendently handles a small set of specialized tasks 
and cooperates to achieve the system-level goals 
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2003; Gruver, 2004).
Multi-agent systems are becoming more rel-

Veloso, 2002) and can be used to implement dis-
tributed AI (DAI). The agent concept evolves from 
objects. It is a combination of object-orientation 
and AI. The AI community claims intelligence as 
a natural quality of agents and uses the traditional 
symbolic representation to describe agents.

systems that inhabit a complex dynamic environ-
ment, sense and act autonomously in this envi-
ronment, and by doing so realize a set of goals 
or tasks for which they are designed. Wooldridge 

-
ware-based computer systems that possess the 
following properties:

•  Autonomy: Agents operate without the 
direct intervention of humans or others, and 
have some kind of control over their actions 
and internal state.

•  Social ability: Agents interact with other 
agents (and possibly humans) via a kind of 
agent-communication language.

• Reactivity: Agents perceive their environ-
ment, which may be the physical world, a 
user via a graphical user interface, a collec-
tion of other agents, or perhaps all of these 
combined, and respond in a timely fashion 
to changes that occur in it.

•  Pro-activeness: Agents do not simply act 
in response to their environment. They are 
able to exhibit goal-directed behavior by 
taking an initiative.

Normal objects can be thought of as passive 
because they wait for a message before performing 
an operation. Once invoked, they execute their 
method and go back to “sleep” until the next mes-
sage arrives. A current trend is to design objects 
that not only react to events in their environment, 

but also behave proactively. Therefore, in addition 
to traditional object properties, an agent should 
also have the following characteristics:

•  Active: n agent may act according to its 
internal states and goals. Note that an object 
in its conventional meaning can only respond 
to the messages sent to it even though many 
acclaim that everything is an object.

•  Autonomous: n agent is not controlled 
directly by people.

•  Collaborative: gents need to collaborate 
with others to accomplish a complex task.

Every agent is responsible for accomplishing 
a certain task. It can be considered as a self-con-
tained object of some class and involves itself 

exists before agents are created. Agents should be 
designed such that they can adapt to a constantly 
changing environment.

Agent design is a complex task challenging 
designers to simulate intelligent human behav-
ior. Searching and retrieving are considered 
expressions of intelligence. Roles can reduce the 
complexity of agent design by categorizing agent 
responsibilities. Based on the theory of search 
and retrieval, such separation greatly shrinks the 

In fact, multi-agent systems are simulations of 
human societies or virtual societies. To simulate 
real societies, we need to understand their na-
ture. A well-organized society should encourage 

Similarly, distributed intelligent systems should 
establish a healthy platform or environment for 
virtual participants who contribute and work 
effectively. One can consider agents as virtual 
citizens in intelligent systems. A capable political 

society. Good architecture leads to a beautiful 
and long-lasting building. Clearly, a distributed 
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intelligent system requires good system archi-
tecture. A role-based design can provide such 
architecture.

Organizational and social psychological 
theory suggests that an organization is composed 
of three key elements: participants, goals, and 

mental representation of a process that expresses 
an agent’s internal anticipation and regulations 
(Castelfranchi, 1998). Therefore, it is meaningful 
to use roles to express a participant’s goal in an 

be said that roles, role relationships, role players 
(agents), and role playing constitute all the aspects 
for distributed intelligent systems.

Roles are commonly applied concepts in many 
-

chology, behavioral science, management, and 
drama. Roles can be applied into people’s natural 
organizations, task distributions, and system 
analysis, system design, and system construction 
(Alon, 2003). Therefore, the introduction of roles 

2005), even task distribution, evolutionary ex-
pression, and reuse and the reduction of agent 
complexity.

An important goal of multi-agent systems 
is to obtain collective intelligence (Heylighen, 
1999) through the organization of numerous 
agents. This chapter discusses the fundamentals 
of Role-based Multi-Agent Systems (RMASs) by 
applying roles into the design and implementation 
of multi-agent systems. This work is based on 
our previous one the Environments, Classes, 
Agents, Roles, Groups, and Objects (E-CARGO) 

This chapter is arranged as follows. The next 
section reviews the applications of role concepts 
in agent systems. We then describe the revised 
E-CARGO model for RMAS and demonstrate a 
role-based architecture for multi-agent systems. 
We discuss the agent evolution expressed by roles, 

and conclude the chapter and propose topics for 
future research.

REVIEW OF ROLE CONCEPTS IN 
AGENT SYSTEMS

Betcht et al. (1999) propose an agent system, 
ROPE, which includes roles. They point out that 

agents and cooperative processes. This allows 
an agent to read and follow normative rules es-
tablished by the cooperation process even if not 
previously known by the agent. Their major mo-
tivation to introduce such roles is to increase the 
agent system’s adaptability to structural changes. 

of a set of required permissions, a set of granted 
permissions, a directed graph of service invoca-
tions, and a state visible to the runtime environ-
ment but not to other agents. Roles in ROPE are 
used to describe the separate behavior of an agent. 
Their paper describes the architecture of ROPE, 
but lacks a prototype system to demonstrate the 
practicability and usability of this architecture.

Stone and Veloso (1999) point out that a role 

and external behavior. They state that roles may be 
rigid (completely specifying an agent’s behavior) 

concepts from their research on AI and model 
them via a robot soccer team.

Depke, Heckel, and Kuster (2001) study role 
concepts in agent systems. In their approach, roles 
are modeled as traditional classes. Thus roles are 
the latter’s instances. Roles encapsulate certain 
tasks, responsibilities, and goals of an agent. 
They conclude that roles can be applied into agent 
systems for the following purposes: (1) to express 
the organizational structure of a multi-agent 
system, (2) to specify interactions in a generic 
way; and (3) to serve as agent-building blocks in 
class diagrams. A shortcoming of this approach 
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is that a role is deleted when the adopting agent 
is destroyed. This can be an inaccurate depiction 
of reality. For example, should the president of 

another but not eliminate that societal role.
In agent-oriented software engineering, Gaia 

2003) is proposed to support system analysis 
and design by taking a multi-agent system as an 
organization. Analysis and design are well-sepa-
rated phases—that is, analysis aims to develop an 
understanding of the system structures through 
role and interaction models, while the design 

system. An important contribution of Gaia is in 
modeling roles that accommodate agent rights or 
permissions. In Gaia, roles are described with re-
sponsibilities, permissions, interaction protocols, 
and activities. The ideas on role application in 
agent-oriented software engineering are similar 

In an Organization-Centered Multi-Agent 
-

chell, 2004), roles are emphasized as an important 
element of organizations. A role is the abstract 
representation of a functional agent position in 
a group. It helps overcome the drawbacks of 
agent-centered multi-agent systems—that is, an 
agent is open for the entire system, there are no 
constraints on inter-agent accessibility, and agent 
interaction occurs directly. The roles in OCMAS 
are similar to those in Wooddridge et al. (2003). 
Group roles, as mentioned in Ferber et al. (2004), 
refer to roles in a group—that is, an agent must 

argument that should be based on the other: roles 

Cabri, Ferrari, and Leonardi (2005a, 2005b) 
discuss how to introduce roles into agent systems. 
The role ideas in both Role-Based Access Con-
trol (RBAC) and modeling methodologies are 
reviewed. Supporting roles at the implementation 

level are emphasized. Roles can be exploited 
by agents at runtime in order to enhance their 
capabilities. A role can be thought of as a set of 
behaviors and capabilities that agents can exploit 
to perform their tasks in a given context. A role is 
temporary in that an agent must perform it within 

application, but expresses general properties that 
can be used in different applications by different 
agents. Roles are related to contexts so that each 
environment can impose its own rules and can 
grant some local capabilities, forcing agents to 

elements in the XRole language (Cabri et al., 2002, 
2005a, 2005b) name, description, keyword, and 

The description allows designers to understand 
role objectives in human-readable sentences. 

Actions allow for interactions among agents or 
execution environments. Roles in agent systems 

an environmental point of view, a role imposes 

From the application perspective, it expresses 
a set of capabilities, which can be exploited by 
agents in carrying out their tasks; and it can be 
used to support the separation of concerns of 

It is arguable that roles are temporary. We can 
say that a person may play a role temporarily. 
However, the lifetime of a role is often longer 
than an object or agent. For example, Bill Clinton 
played a role as U.S. President for eight years, 
while there is always the role called ‘U.S. Presi-
dent’. A role serves as an abstract description of 

assigned goal. In the agent-oriented approaches, 
-

ented modeling. However, they still lack a clear 

agent). They still consider a role as a property 
of an agent that is similar to the ideas in object 
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modeling. There are some important aspects of 
roles left unconsidered.

Odell, Van Dyke Parunak, and Fleischer (2003) 
and Odell, Nodine, and Levy (2005) consider the 
aspects of roles from the viewpoint of theaters 
and behavioral science. They refer to Biddle and 
Thomas’s (1966) and other psychologists’ work, 
and cite Shakespeare’s role concepts in theaters. 
They state that roles specify normative behav-
ioral repertoires for agents, and provide both the 
building blocks for social agents and the require-
ments by which agents interact. They emphasize 
the diversity and limited capability of the roles 
agents can play.

Partsakoulakis and Vouros (2004) survey 
role concepts and mechanisms in multi-agent 
systems. Roles are viewed as tools to manage the 
complexity of tasks and environments. Roles are 
intuitively used to analyze agent systems, model 
social activities, and construct coherent and robust 
teams of agents. A high degree of interactions, 
environment changes, and distributivity of roles 
are emphasized.

Roles are a useful concept in assisting design-
ers and developers with the need for interactions. 
They can help system designers focus on those 
conditions where social determinants are more 

agent-application developers/designers to model 
the execution environment. They also allow agents 
to actively recognize the environment themselves 
(Cabri, 2004).

Agent systems are currently among the most 

to agent-oriented modeling use only a few of 
the possible aspects of roles. Role concepts are 
generally used in agent systems to describe the 
collaboration among cooperative processes or 
agents. We call these roles agent-roles.

In agent systems, the following principles 
related to a role are widely accepted:

1.  A role instance is deleted when an agent is 
destroyed, that is, its lifetime depends on 
its agents.

2.  Roles are used to form different interfaces 
for agents in order to restrict the visibility 
of features and to handle permissions for the 
access to the internal state and role services 
of agents.

3.  Roles have three functions: comprise special 
behavior, form the behavior of an agent, and 
take a position in a group of agents.

-
sponsibilities that are made up of services 
and tasks.

5.  Roles are modeled as stereotyped classes.
6.  Roles can be used for expressing the organi-

zational structure of a multi-agent system.
7.  Roles can be used for specifying interactions 

in a generic way.
8.  Roles can be used as agent-building blocks 

in class diagrams.

From Table 1, one can obtain a good picture of 
the literature on roles as modeling mechanisms 
in agent systems.

FUNDAMENTAL PRINCIPLES OF 
RMAS

Roles are appropriate tools for designing multi-
agent systems since they can provide platforms 
for agents to execute their tasks. A role describes 
both the service requirement and the ability to 
provide services. With provided services, an 
agent does not need to bring with it many things 
that are required by traditional mobile agents. In 
a traditional method, an agent should be able to 
have its own facility to provide required services. 

requirement for mobile agents.
Although role concepts and agent systems have 

been investigated for decades, their combination 
attracted attention only a few years ago. Only 
recently, in an agent community, have roles been 
considered as an important concept and mecha-
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nism in assisting agents’ interaction, coordination, 
and collaboration.

Although there is a common belief that roles 
are important concepts, until now no consen-
sus has been reached as to how roles should be 
represented and integrated into agent systems. 
Even though role theory has been investigated 
in social psychology for several decades, there is 

players to enact. For example, a manager role is 

highly abstract, different people taking the role 
manager differently. On the other hand, roles can 
be a very concrete process description for players 
to follow. For example, a labor worker role in a 
manufacturing production line is to perform rigid 
operations and processes. Its players must conduct 
these operations and processes. There is little or 

From the literature relevant to roles, the aspects 
of roles are discussed in Figure 1. Considering 
role expression, we have:

Table 1. Role as modeling mechanisms in agent systems

Year Authors Motivations Contributions Conclusions
1999 Becht To increase the agent 

system’s adaptability
to structural change  

Propose an architecure ROPE to 
support roles in agent systems 

Roles can be used to support the
coooperative processes among agents.

1999 Stone 
Veloso

To provide a well-
defined team
strucutre 

Propose a teamwork structure
with roles

Agents can respond to changing
envrionments by dynamically changing 
their roles.

2001 Depke 
Heckel
Kuster

To analyse the
application of roles in 
agent systems 

Analyze the role requirement
and propose a method to
transform UML diagrams into 
code

Roles can be used in many ways in 
modeling agent systems, such as expressing 
an organizational structure, specifying 
interactions, and being agent–building 
blocks. 

2003 Odell, et
al.

To simplify the
design of 
sophisticated agent
systems 

Enforce that the roles for agent
systems should be consistent
with those in behavioral science

Roles are good implications of how agents
behave in a group.

2004 Partsako-
ulakis
Vouros

To support the 
collaboration among 
agents

Emphasize the improtance of 
roles for agent systems by
analyzing the properties of roles
in agent systems. 

The extensive use of roles in implemented 
systems shows the need for role-oriented
thinking and modeling in agent system 
development.

2004 Cabri
Ferrari
Leonardi

To investigate how 
the concept of role 
can be exploited in 
agent systems and 
how to simplify the 
related tasks 

Propose the framework BRAIN
that exploits the concept of role 
in different phases of the
development based on a simple 
yet general role-based model for 
interactions

The use of roles can bring different
advantages, in terms of separation of 
concerns between algorithmic issues and 
interaction issues, generality of approaches, 
locality, and reuse of solutions and 
experiences.

2004 Ferber To overcome the 
drawbacks of agent-
centered multi-agent
systems 

Propose organization-centered 
multi-agent systems by 
introducing roles

The OCMAS with roles overcomes the
drawbacks of agent-centered multi-agent
systems.

2005 Cabri
Ferrari
Leonardi

To support agent 
interactions and
increase agents’
adaptabilities

Implement a role interaction
infrastructure that enables Java
agents to dynamically assume
and use roles at runtime

Roles can be more useful to design, 
develop, and even maintain complex
applications, where there are many
interactions among interacting agents.

2005 Odell
Nodine
Levy

To design a 
metamodel for agents
and groups

Continue their work of 2003 and 
propose a metamodel for agents, 
roles and groups

The metamodel enhances the
predictabilitiy, reliability and stability of 
agent systems.
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•  Rights: Roles are entities that facilitate us-
ers (agents) in accessing system resources 

tickets attached to users to access objects.
•  Responsibilities: Roles are entities that 

express different aspects of an object at a 
different context and time. They provide 
different services to the outside world. The 
rights of an object are taken for granted by 
all the objects in its context or scope.

•  Both rights and responsibilities: In social 
psychology, people who live in a society 
should take responsibilities and hold rights 
when playing a role.

we have:

•  Interfaces: Roles are abstract entities to ex-
press the interfaces between objects, agents, 
or people in collaboration. In this sense, 
roles only specify what the services are 
and what the requests are. How the services 
and requests are processed depends on their 
players. We can call them interface-roles.

•  Processes: Roles are concrete behavior 
describers in specifying the functions of an 
object, agent, or human. They specify not 
only what services and requests are, but also 
how services and requests are processed. 
We can call them process-roles.

To support role-based agent collaboration, it is 
necessary to construct a role-based agent system 
that allows for agent cooperation and successful 
collaborative results. We must understand the 
fundamental principles with which we need to 
comply. They can be established based on many 
principles learned from modeling methodologies, 
software engineering, and intelligent system 
development.

With object-oriented principles, we can con-
ceptually construct the underlying components 
of a role-based system including classes, objects, 
messages, interfaces, agents, roles, and groups. 
We can use agents to simulate human behaviors. 
The following four sets of principles related to 

builds RMAS.

Figure 1. The different views of roles
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Object Principles

Object-oriented methodologies are widely used 
in system modeling and software engineering. 
A multi-agent system can also be considered as 

obey the following object principles (Meyer, 1988; 

O1:  Everything in the world is an object. An 
object can be used to express everything in 
a collaborative system.

O2:  Every system is composed of objects and a 
system is also an object.

O3:  The evolution and development of a system 
is caused by the interactions among the 
objects inside or outside the system.

-
leted.

O5:  A message is a way to activate services of 
an object.

O6:  An interface is a list of message patterns.
O6:  The interactions among objects are ex-

pressed by sending messages that are re-
quests to invoke objects’ actions.

O7:  Each object is an instance of a class. A 
class shows the commonality of a group of 
objects.

O8:  A class X may inherit another class Y. Y 
is called a superclass, while X is called a 
subclass.

O9:  Classes can be taken as templates of ob-
jects.

Agent Principles

To make real multi-agent systems and overpass ob-
ject systems, agents should be distinguished from 
objects. The agent principles are as follows:

A1:  Agents are special objects that simulate the 
behavior of people.

-
leted.

A3:  Agents are autonomous. They should be 
able to reply to incoming messages and send 
outgoing messages based on their situations 

2003).
A4:  Agents are adaptive. They should be able 

to understand their environment, and take 
actions to change the environment and make 

A5:  Agents are social. They should be able to 
interact with other agents (Jennings et al., 

A6:  Agents are collaborative. They may join a 
group to work for a common goal or quit 
a group if they do not want to cooperate 
more.

agents are predicted. They can dynami-
cally choose which actions to invoke, and 
in what sequence, in response to the state 
of its environment (Jennings et al., 1998; 

A8:  Agents are mobile. They are able to transport 
them from one site to another in a system 

Role Principles

Based on the discussion above, we derive the 
following role principles:

R1:  A role is independent of agents. A role 
-

monly understood that a role depends on 
objects in object systems. In collaboration, 
however, collaborators do not necessarily 
care about who services them as long as the 
service is performed to their expectation. 
For example, professor X in a university 
may ask for services from the technology 
service department. X does not care who 
provides the service so long as he or she is 
performing the role of technician.
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R2:  A role can be created, changed, and deleted. 
A role includes both responsibilities (the 
service interface) when an agent is taken 
as a server and rights (the request interface) 
when the agent is taken as a client. To specify 
a role means to specify both responsibili-
ties and rights. A role does not accomplish 

Only agents playing the role accomplish the 
tasks.

R3:  Roles can be interface-roles. As for the 

allows passage of the messages relating to the 
role played by the agent. As for the request 
interface, a role expresses or restricts the 
accessibility of an agent to the system.

R4:  Roles can be process-roles. In such roles, 
what to do, how to do it, and what to access 

R5:  Roles are taken as media for interactions. 
Interactions among agents are based on 
their roles that is, a message to request 
collaboration with other agents is sent to 
the relevant roles they are playing. Roles 
emphasize that the message receivers are 

agent playing a role can respond to the mes-
sages received by the role.

R6:  Playing a role means that the agent is at-
tached to a role. A role can be played by 
one or more agents at the same time.

R7:  An agent may adopt one or more roles but 
can perform only one at a time.

R8:  Roles can be used to support indirect and 
direct interactions. For direct interactions, 
each role has exactly one agent to play. For 
indirect interactions, each role has multiple 
agents to play. In the former case, identify-
ing a role means identifying an agent. In 
the latter, identifying a role does not mean 
identifying an agent.

R9:  Roles can have hierarchy relationships. 
Higher-level roles can be taken as goals 

for agents playing roles at lower levels. In 
long-term collaboration, autonomous agents 
such as human beings may hope to play 
higher-level roles as their careers advance.

Group Principles

In reality, people work in a group and may hold 
multiple roles. Every work setting involves groups 
of individuals. To accomplish a common task, 
the group members (i.e., agents) interact with 
each other. We should follow the principles as 
follows:

G1:  A group is necessary to build a multi-agent 
system.

G2:  A group can be created, changed, and deleted 

G3:  Before specifying a group, we must specify 
all the roles in it.

G4:  Group formation allows agents to join the 
group and play roles. They are named as the 
members of this group.

G5:  A group can be embedded, that is, one group 

van Steen, 2002).
G6:  A group can be overlapped with other groups, 

that is, the members may belong to two or 

2002).
G7:  A group can be public or private (WebBoard, 

2006). Public means that all the agents in 
the system can join the group. Private means 
that joining a group is controlled by a spe-
cial agent who plays a special role called 
moderator.

G8:  A group can be open or closed (Coulouris 
et al., 2005). Open groups mean that new 
agents are permitted to join the groups, while 
closed ones allow no further membership.

in the revised E-CARGO model to be discussed 
next.
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THE REVISED E-CARGO MODEL 
FOR RMAS

To collaborate, people generally join a group or 
organization. All individuals should have clear 
positions within a group, and their roles should 

an organization (Bostrom, 1980), while clear 

collaborate effectively in a group (Becht, Gurzki, 

ambiguity are causes of stress in organizations. 
-

als do not know how they should behave due to 
differing expectations. Role ambiguity means a 
situation in which individuals do not know exactly 
how they are expected to behave based on of vague, 
abstract expectations (Ashforth, 2001; Miner, 
1992). A collaborative learning environment may 

participants to foster interaction (Singley, Singh, 

role assignment requires a stable basis to improve 
productivity and performance. By “dynamic” we 
mean that role assignment and reassignment occur 
during collaboration. People may be expected to 
dynamically change their roles according to the 

Macaulay, 2001; Ould, 1995). Therefore, roles are 
required to be taken as underlying mechanisms 
in collaboration, yielding a concept of role-based 

2006b).

is proposed to support collaboration among 
people by using computer systems. It formulates 
role-based collaboration by providing underlying 
components such as classes, objects, agents, roles, 
environments, and groups. With the support of the 
E-CARGO model, people can practice role-based 
collaboration easily and naturally.

Based on the principles discussed above, the 
E-CARGO model needs to be revised to support 
RMAS. In this revised model, human users H 
in the original E-CARGO model are removed to 
emphasize the autonomy of agents.

Object and Class

From the viewpoint that everything in the world 
is an object and every object has a class, an object 

2003):

•  Created or destroyed; and
•  Communicative, that is, an object can ex-

change messages with other objects.

It may be:

•  Nested, that is, a complex object has other 
objects as its components (which in turn 
may have object components);

• Active and autonomous, that is, an object 
may respond to messages without people’s 
intervention; and

•  Collaborative, that is, collaborative rela-
tionships among objects arise when they 
exchange messages.

We use agents to express the objects that pos-
sess all the properties discussed above. Consider-
ing the general meaning and properties of objects, 
we can express a class by a quadruple.

: class. c ::= <n, D, F, X> where:

• D is a data structure description for storing 
the state of an object.

implementations.
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of this class. It is a set of all the message 
patterns relevant to the functions of this 
class. A message pattern tells how to send 
a message to invoke a function.

object based 
on a class.

 o ::= < n, c, s > where:

•  s is a data structure whose values are called 
attributes, properties, or states.

comply with object principles O1–9.

Agent

set of provided services (Castelfranchi, 1998). 
An agent a is a special object that can simulate 
the intelligent behavior of a human being. It is 
different from objects in that it responds to mes-
sages based on its current state, but conventional 
objects respond to messages directly.

a ::= <n, ca, s, rc, Rp, Ng, et, 
es

•  n and s have the same meanings as those in 

•  ca is a special class that describes the com-
mon properties of agents.

• rc means a role that the agent is currently 
playing. If it is empty, then this agent is 
free.

•  Rp means a set of roles that the agent is 
potential to play (rc a.Rp).

•  Ng
that the agent belongs to.

•  <et, es> expresses the processing capacity 
for an agent, where et expresses how many 
units of free time it has, and es expresses 
how much memory space it has. <et, es> 
can be reset based on the performance of 
an agent’s services. Even though the time 
in one day is 24 hours, a person may have 
different et and es based on their processing 

attitudes, and goals.

of serving others.
•  u expresses the workload of the agent.

A1–8. ca r, Ng, et, 
es  
functionality, an agent should have the knowledge 
about groups, classes, objects, and other agents in 
the system. A denotes the set of all agents.

Message

Interaction is a necessary entity for collaboration. 
To facilitate interactions among roles while fol-
lowing the principles O3–5, messages are used.

where:

• v is null or the receiver of the message ex-

•  l is the pattern of a message, specifying 
the types, sequence, and number of param-
eters.

•  P is a set of objects taken as parameters with 
the message pattern l, where P O.

•  t is a tag that expresses any, some, or all-
message.

credit for promotion. If an agent responds to 
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this message, the agent receives the weight 
and adds it to its credit.

In a traditional object model, we concentrate 
mainly on objects and their classes because ex-
ecutable programs run automatically with little 
interaction with users at the system level. A tra-
ditional object-oriented paradigm emphasizes the 
messages accepted by a class of objects. However, 
it does not give much consideration to the messages 
an object may send out. In this model, we empha-
size that a role is a message receiver and a user 

if v is null, this message is an incoming one to be 
dispatched by the role to an agent, and P and t are 

is an outgoing message that should be dispatched 

and t. We divide the outgoing messages into three 
categories by t: any-message, some-message, and 
all-message. By any-message we mean that the 
message may be sent to any agent who plays the 
role. Some-message means the messages should 
be sent to some agents playing the role, and all-
message means that the messages should be sent 
to all the agents who play the role.

We use m to express a message and M the set 
of all messages. We call m a message template if 

Role

A role can show the specialties of some users. It 
provides them with not only message patterns to 
serve others, but also message patterns to access 
objects, classes, groups, and other roles.

r ::= <n, I, Na, No, et, es, Rm, Rb, 

•  I ::= < Min, Mout > denotes a set of mes-
sages, wherein, Min expresses the incoming 

messages to the relevant agents, and Mout 
expresses a set of outgoing messages or 
message templates to roles (i.e., Min, Mout 

M).
• Na

are playing this role.
•  No -

ing classes, environments, roles, and groups 
that can be accessed by the agents playing 
this role.

•  et and es are used to express the processing 
capacity requirement, where et expresses 
how many units of free time it requires 
and es expresses how many units of space 
it requires. <et, es> expresses that an agent 
must possess at least <et, es> to play this 
role.

• Rm is the super roles.
• Rb is the subordinate roles.

this role.

a and No are used to 

In a run-time system, Min is a subset of X 
(interface) of Ca (set of special classes describing 
common properties of users) of an agent a that 
plays this role. The elements of Mout are constructed 
with the subsets of Min of other roles. Suppose 
that we have at least one agent playing a role, for 
roles ri and rj 

))....(.( aiaininiinin NrnaXCamaMrmm   
)))...(,(.( lmlmMrmmjirMrmm outininjininjoutioutout

  

where min expresses an incoming message min Min 
and mout an outgoing message (mout Mout).

all the services the objects provide. Note that we 
separate agents from objects to emphasize that a 
role is the media to access agents. The only way to 
interact with other agents is by sending messages 
to roles. Denote by R the set of all roles.
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Na r

They might be empty at the beginning. They are 
used to express the dynamic properties of roles 
and agents. If |Nr|=0, the user represented by the 
agent is playing no role. If | Na|=0, the role has 
not been played by any agent. When we issue a 
message r.addAgent(a), we mean that we add the 

-

To facilitate role playing, roles should con-
stitute a hierarchy. A role hierarchy is actually a 
partial order on roles R and a relation >, that is, 
(R , >). r1 > r2 means that r1 is a super role of r2. 
To express this hierarchy, we need an item in the 

subordinate roles and super roles. Note that this 
relationship expresses the promotion direction 
for roles.

Environment

In reality, people collaborate in an environment. 
People normally build groups in an environment. 
We can mimic a play on a stage. The stage is 
the environment. The play or collaboration is 
performed by a group of actors. Therefore, we 

-
tion of a group.

 e ::= <n, B> where:

•  B is a set of tuples of role, number range, 
and an object set, B ={< nr, q, No>}. The 
number range q tells how many users may 
play this role in this environment, and q is 
expressed by (lower, upper). For example, q 
might be (1, 1), (2, 2), (1, 10), and (3, 50). It 
states how many agents may play the same 
role r in the group. The object set No consists 
of the objects accessed by the agents who 
play the relevant role. By “complex” we 
mean they are composed of other objects. 

The complex objects in No are mutually 
exclusive, that is, one complex object in 
this set can only be accessed by one agent 
(user). For each tuple, we have the inequality:

upperqNlowerq o .||. . In fact, |No| expresses 
the number of resources for agents to ac-
cess.

For example, a computer science department 
can be expressed as an environment:

•  n = Department of Computer Science.

{<chairperson, [1, 1], {a chairperson of-

secretaries }>, <computer administrator, 

-

to four computer system administrators and 

Denote by E the set of all the environments in a 
system. All the roles in an environment have access 

the same time, before we specify a role, we need 
to create objects for the roles to access.

Group

Agents work in a group and hold roles. Every 
work setting involves groups of individuals. In a 
group, to accomplish a task, the group members 
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a group as a set of agents playing roles in an 
environment.

: g = <n, e, J> where:

•  e is an environment for the group to work.

an agent and role, that is, J ={<na, nr, no>| 
).,,()(, BeNqnNnnq orooo }.

Suppose U (|{na| ),,(, Jnnnnn oraor }|) agents 
in the group, V (|{nr| ),,(, Jnnnnn oraoa }|) roles in 
the environment e of a group, and one agent plays 
exactly one role in the group. qi means the role 
number range for the ith role, qi.upper means the 
upper limit of the number of the agents playing the 
ith role, and qi.lower means the lower limit, then 
we have the following inequality for a group:

upperqUlowerq
V

i
i

V

i
i ..

11  .

This means that every agent must play a role 
in a group, an agent may join the group only when 
vacancies are available for a role, and there must 
be a number of agents to play relevant roles. It 
also follows principle G8 (i.e., an open group). 
The group is closed if:

 upperqU
V

i
i .

1

.

If we want the resources in an environment 
to be fully used without waste, we should keep 
the equality:

 ||||.
1

JNb o

v

i
i  

for each Bbi in group g.

Clearly, ||||.
1

JNb o

v

i
i  means that there are more 

resources than required, while ||||.
1

JNb o

v

i
i means 

that there are not enough resources.
For principle G6, we can state that g1 is em-

bedded in g2 if:

)}..,,(,|{)}..,,(,|{ 21 BegNqnNqnBegNqnNqn orororor
 

)}.,,(,|{)}.,,(,|{ 21 JgnnnnnnJgnnnnnn oraoraoraora
.  

For G7, we can state that g1 is overlapped 
with g2 if:

)}..,,(,|{)}..,,(,|{ 21 BegNqnNqnBegNqnNqn orororor
 

)}.,,(,|{)}.,,(,|{ 21 JgnnnnnnJgnnnnnn oraoraoraora
 

For G8, we can state that g is public if g is in 
all the roles’ object sets ( )..( oNrngRrr ) and g 
is private if g is in only some roles’ object sets (

)..,( oNrngRrr ).
The computer science department of Nipissing 

University is a group, where:

• n = CS department of Nipissing Univer-
sity.

• e = the computer science department envi-
ronment.

•  J includes all the <agent, role, object> tuples 
expressing its members, their roles, and their 

fact that without the users’ participation, no col-
laboration would be performed.

the set of all groups. The relationship between an 
agent and a group is similar to that between an 
agent and a role.

After a group is built, users can log into the 
system, join it by playing a role, access a relevant 
object, and interact with each other. To support 
a group to work is basically the routine function 

group g, role r, agent a, and an object o, we have 
such a relationship:
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aNrnaJgorbbna ..}.,,|{. .

That is, joining a group means playing a role, 
but not vise versa. Therefore, a role is independent 
of groups.

Now, a role-based multi-agent system  can 
be described as an 8-tuple  ::= <C, O, A, M, R, 
E, G, s0>, where:

•  C is a set of classes.
• O is a set of objects.
• A is a set of agents.
•  M is a set of messages.
•  R is a set of roles.
• E is a set of environments.
• G is a set of groups.

•  s0 is the initial state of the system.

With the above revised E-CARGO model, we 
can restate what Shakespeare (“As You Like It,” 
Act II, Scene 7) said with the above notation: “All 
the world (C, O) is a stage (E), and all the men 
and women merely players (A); they all have their 
exits and entrances ( , G, s0); and one man in his 
time plays many parts (R).”

ARCHITECTURE OF RMAS

We can specify an agent’s role using two compo-
nents: the service interface, including incoming 
messages, and the request interface, including 

Figure 2. Role net: Architecture design
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R3

R4
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Keys:
: Role; : Requests; : Services;

: Combination of Requests and Services.

Figure 3. Agents: Implementation of role players
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A8A7

A4A3

A9A6A5

A2A1



  269

Role-Based Multi-Agent Systems

human icon in Figure 1 can be an agent, object, 
group, or system. Hence, the roles applied in an 
agent system should be concerned with two aspects 
of roles responsibilities and rights because 
a player (an agent, or an object) should perform 
the service upon request and send out messages 
to seek other players’ services. With the revised 
E-CARGO model, we know that every group has 
an environment in which agents play roles.

With roles, to form a group of agents who col-

the following steps:

•  connect the roles with structures (e, c, o);
• design agents based on roles (a); and
• release agents to play roles in the group 

(g).

To accomplish the above tasks, we need to 
provide tools as follows:

• role registration;
• role match;
• agent release; and
• agent migration.

To develop an RMAS, the main tasks are 
specifying roles and the relationships among 
them, specifying role players, and assigning roles 
to them. In the system design, roles are created, 

(Figure 2). A system architecture, in fact, is an 
environment e of the E-CARGO model.

To provide a concrete system, we need to obtain 
the architecture with roles and role relationships, 
create agents that can play roles, assign agents with 
roles, and then allow agents to play roles. Hence, 
to develop an RMAS, we have the following steps: 
architecture design, agent implementation, and 

Architecture Design

In this step, the major task is to build role nets 
(Figure 2). A role net is a blueprint of agent col-
laboration and is composed of roles, requests, and 
services. The basic procedure is as follows:

•  Identify roles: Analysts extract roles from 
the problem descriptions.

•  Specify roles: Designers describe the incom-
ing and outgoing messages for the roles.

• Specify the role relationships: Designers 
describe the relationships among the roles, 

Agent Implementation

The major tasks in this step are to design and 

(Figure 3).
RMAS implementers are mainly concerned 

with implementing agents. An agent might be a 
machine, a computer, a robot, a hardware com-
ponent such as a sensor, or a software component 
such as a process.

There are two possible explanations as to why 
an agent does not work: one is that the designers 

the roles, or the agent developers have not com-

Designers should concentrate on specifying roles 
and the relevant requests and services. They need 

role request/service relationships that is, which 
roles should be in a system, which rights roles 
should possess, and which services roles should 
provide. Agent developers will work primarily on 
how to implement the services with the provided 
requests.
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System Integration

The major task of system integration is to have 
agents play roles (Figure 4), where “active roles” 

the relevant roles and “current roles” means the 
agents are currently playing the roles. They are 
discussed in detail below. Agents and roles are 
combined together to make a whole intelligent 
system executable.

A multi-agent system can be built by integra-
tion, that is, assigning agents with roles or having 
agents play roles. This step builds a deliverable 
and workable intelligent system (Figure 4). At this 
step, agents are put onto the role nets, and match 
a role or roles to play. If each role has a relevant 
agent to play it and the agent can provide enough 
space and speed required by that role, the system 
is completed and workable.

Evidently, the above three steps can be done 
by specialists such as designers, agent providers, 
and system integrators who possess differing 
levels of experience and training. The integration 

by different agent providers may vary. Based on 
these differences, the managers of a development 
team must have concrete evaluation criteria for 
these providers.

System construction involves the design of agents 

agents to play those roles.
From Figures 2 and 3, we know that software 

design establishes roles and their relationships 
while system implementation calls agents and 
has them play roles.

specialization of designers and that of agent pro-
viders are totally different. Designers are experts 

and role structure design. Agent providers are 
experts from different professions with special 
skills in the creation and provision of agents 

Figure 4. System integration: Assigning roles to agents
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: Role; : Requests; : Services; : Agent;
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They require different consideration, expertise, 
and knowledge.

This specialization really separates designers 
and agent providers. This will lead to the real 
separation between system design and system 
implementation.

We also need other experienced specialists to 
match agents and roles. They understand agents 
and roles. They are matchmakers for roles and 
agents. They are the bridges between design and 
implementation. Matchmaking is their major 
task. These specialists are a totally new type of 
system developer.

AGENT EVOLUTION IN RMAS

To build RMAS, we need to take roles as nodes 
in a distributed structure or architecture. Agents 
will be placed on it to do jobs. An agent can be 
an organization, group, person, system, machine 
(computer), or component of a machine.

Agents in a system work actively and collab-
oratively toward the common goal of the system. 
Introduction of a new agent to the system is done 

transferred. An agent should be able to adopt 
appropriate roles as demonstration of its ability, 
and transfer roles to demonstrate mobility.

The evolution of agents is based on their adapt-
abilities (Hayes-Roth, 1999). Agents are required 

-
ception strategy, control mode, reasoning tasks, 
reasoning methods, and meta-control strategy. 
Roles are a great tool to describe the evolution of 
agents in an intelligent system and improve their 
adaptability in the system. Past, active, current, 
and future roles can well express the evolution 
of agents.

Future Roles

In our society, people strive to be a great person 
within a great group. This situation was described 
early in 1970s by Maslow’s (1970) hierarchy of 
needs. Every person has a goal in a society. A goal 
is a controlling or guiding state that determines 

a person’s success or failure.
In a society, roles are organized in a ladder 

mode to encourage people to pursue higher posi-
tions and obtain increased respect. These ladder 
modes can be seen almost everywhere. In a uni-
versity, there is a ladder from assistant professor 
to full professor. In a software company, there is 
a ladder from programmer to senior programmer. 
In an army, there is a ladder from the lowest rank, 
recruit, to the highest rank, general. All of these 
ladders aim at encouraging people to work in 
order to obtain progressive promotion. Figure 5 
indicates examples of role hierarchy (or a ladder). 
A role hierarchy is actually a partial relation of 

and r1 < r2 means r1 is a sub-role of r2 and r2 is a 
super-role of r1 for example, in Figure 5, Assistant 
Professor <Associate Professor, Full Professor < 
Distinguished Professor, and Research Member 
< Research Fellow.

When an agent lives in a role net, it tries to 
achieve its future roles through hard work. By 
“future,” we mean the roles an agent hopes to play 

role, the agent must collect credits by serving other 
agents in the system. Therefore, roles can be taken 
as goals for agents in a role-based agent system. 
Gradually, agents approach their goals.

The Current Roles and Active Roles

From daily lives, we know that a person may 
play many roles during a period. For example, a 
person might be a professor, technical consultant, 
and project manager in the same year. To express 
this situation while obeying the principle “a player 



272  

Role-Based Multi-Agent Systems

Figure 6. The role play graph showing the roles an agent plays
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Figure 5. Examples of role ladders for (a) a researcher and (b) a software developer
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we need to differentiate the concepts of active 
roles (Rp in E-CARGO) and the current role (rc in 
E-CARGO). By “active roles,” we mean the player 
still responds to the messages relevant to these 
roles, but with delayed or scheduled responses. 
Sometimes, an active role should be transferred 
to the current role to respond to the messages. By 
“current,” we mean the agent is currently playing 
this role, that is, it directly responds to the messages 
relevant to this role. These concepts are used to 
express the current state of an agent.

Active roles are the roles a player is holding and 
they are ready to respond to messages. The current 
role is the role that can immediately respond to 
messages coming to it. That is to say, a role player 
can hold many active roles at the same time, but 
it holds only one current role at a time. By hold-
ing only one current role, we can avoid role-role 

roles can also be used to express the meaningful-
ness of role transition, (i.e., changing the current 
role from one active role to another).

Past Roles

To express an agent’s dynamic and evolving situ-
ation, we must consider the passage of time. To 
completely express a live agent, we need to track 
past, current, active, and future roles.

This requires tracking of a historical record. We 
are then able to answer a question such as: What 
roles did an agent play in the past? To accomplish 
this task, we need to introduce the concept of past 
roles. By “past roles,” we mean those already 
performed by an agent then discarded. Figure 6 
shows the roles and the time segment used by an 
agent in their performance.

Suppose a person plays a student role again 
after playing a project manager role. Should we 
create a new role instance or replay the original 
role instance? This will depend on actual require-
ments and the situation. If it is really a different 
one, say, a graduate student, we need to create 

a new role instance. If he or she really plays the 
same student role instance as before, he or she 
should replay the original role instance.

The horizontal axis stands for time and the 
vertical one for roles. To view an agent’s evolu-
tion, we can concentrate on its role transition 
along the time axis. In Figure 6, the current roles 
are expressed by the bold line segments and the 
active roles by thin lines. A bold line segment 
expresses a past role. Suppose that the current 
time is tc. The past roles of the agent in Figure 6 
were R1–R3, the active ones are R1, R4, and Rn, 
and the current one is Rn.

Role-Playing Rules

To accommodate agent evolution, there should 
be a role engine that provides a method to attach 

to execute the message. These methods affect 
the promotion of the agents, that is, to play more 
high-level roles. They should check if the agent 
can be attached to the role and return true or false 
as a result and dispatch the messages evenly and 
without bias.

role, there are several criteria:

•  The agent must provide methods to cover 
all the incoming messages for the role.

• The agent must collect enough credits.
• The agent must have the needed processing 

capacities.
• At least one role the agent is playing belongs 

to the sub-roles of this role if the role has 
sub-roles.

•  When a role is approved for an agent, the 
processing capacity <et, es> of the agent 
should be decreased When an agent releases 
a role, <et, es> should be increased.

To manage credits, we assign a weight for each 
incoming message of a role. When we specify a 
role, we can assign incoming messages to a role 
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say, the same incoming messages can have dif-
ferent weights for different roles. When an agent 
successfully executes a method relevant to an 
incoming message, it collects the weight of the 
message to increase its credits.

CASE STUDY

With the revised E-CARGO model as discussed 

formulation as an environment as e1 = {<goalie, 

<forward, [2], f>, <goalie, [1], f>}, where, f = 
-

tion can be described as e2 = {<defender, [3], f>, 

If we specify the team in a more clear way, 
the environments are: e1 = {<goalie, [1], f>, 
<left-defender, [1], f>, <right-defender, [1] , f>, 

<left-forward, [1], f>, <right-forward, [1], f>, 
<goalie, [1], f>}. e2 = {<left-defender, [1], f>, 
<right-defender, [1], f>, <mid-defender, [1], f>, 

<goalie, [1], f>}.
The environment e1 can be shown as in Figure 

7, where R1–R4 are defender role instances, R5–R8 

9–R10 are forward 
role instances, and R0 is the goalie role instance. 
Figure 7 also shows some relationships among 
roles. For example, R0 can request R1, R2, R3, and 
R4; R2 can request R5 and R6; and R3 can request 
R7 and R8.

Robots are designed and built to possess similar 
hardware abilities. They can sense, move, control 
a ball, and kick a ball.

For roles in a robot soccer team, a role can 

2007). For example, a forward role segment can 

Figure 7. An environment for a soccer team with the 4-4-2 formation
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public class forward extends Role {
public forward(Robot nearest) //Constructor of the Forward class
{ //initialize the states of a forward at the beginning of a game

distanceToGoal=30;   //It depends on the power of the robot 
newrestForward=nearest;
ballHoldState=false;
blockedToGoal=true;
}
public void start(){
while (true)
  { if (!ballHoldState) moveToBall();
   if ((ballHoldState)
&& (distanceToGate >= distanceToNearestForward)
&& (distanceToGoal >= distanceToGate)
&& (!blockedToGoal) )
    goal();
   if ((ballHoldState) && (!blockedToGoal))
    pass(newrestForward);
}
}
private void moveToBall()
{ //move to the ball;
}
private void goal()
{ //kick the ball to the gate;
}
private void pass(Robot r)
{ //pass the ball to the robot r;
}
private double distanceToNearestForward; 

private double distanceToGate; //in centimeters
private double distanceToGoal;  //in centimeters
private Robot newrestForward;  
//an robot playing a Forward role. Robot is a class to describe all robots.
private Boolean ballHoldState;  //true means holding the ball and false not.
private Boolean blockedToGoal;  //true means blocked and false not.
}

Box 1.
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Figure 7, we can have 11 robots and assign them 
role instances (Figure 8). Robots with limited 
power (electric and computing) and memories 
are often assigned to play similar roles as shown 
in Figure 8. In such a situation, the role transfer 
for each robot is limited. When robots are devel-
oped with enough power and memories, many 
or all roles can be assigned to every robot. Role 
transfers are triggered with events activated by 

expresses that this formation is dynamic. It is 
initially 4-4-2. When attacking, it might evolve 
into 2-4-4. When blocking, it might be 4-6-0. 
This totally supports the dynamic role allocations 
for agent that are required in a robot agent team 

INFORMATION PERSONALIZATION 
WITH ROLES

Because of the vast quantity of information on the 

appropriate to their interests. It is necessary to 

personalization refers to the automatic adjustment 
of information content, structure, and presentation 
tailored to an individual user. It is obtained by 
reducing information overload and customizing 
information access. Information personalization 
is important in the development of a user-friendly 
interface to the Internet. It constitutes the mecha-
nisms and technologies required to customize 
information access to end users.

-

personalization algorithms or techniques (Haase, 

Figure 8. A robot soccer team

R0

R6

R7

R8

R5

R2

R3

R4

R1

R10

Keys:

: Role; : Requests; : Services;

R9

: Robot;

A0

A10
A8

A7A4

A3

A9

A6A5
A2

A1

: Current Role;

: Connection of Requests and Services.: Active Role;



  277

Role-Based Multi-Agent Systems

Ramakrishnan, 2003; Ramakrishnan, Rosson, 

wish to limit their experience to clicking buttons 
or selecting menu items. Role-based approaches 
are a good trade-off between an easy end user 

-
mation. Roles enable users to easily set interface 
preferences relevant to their jobs. Through roles, 
common interfaces for specialized information 

information.
Information personalization needs to ad-

2006):

1.  The personalized information should be 
relevant to the interests of the user. The 
user may choose the degree of relevance to 
include either all or a partial list of topics 
of interest.

2.  The personalized information should be fac-
tually consistent, that is, the set of documents 
being presented to users should mutually 
satisfy the consistency constraint.

3.  The information personalization process 
-

sistent documents in terms of the coverage 

Using roles, we can support: by indicating spe-

role-related information, and by matching requests 
with agents performing the same role. 

Based on the E-CARGO model, the scenario 
of role-based information personalization on the 
Internet is as follows:

1.  Users use client computers to retrieve infor-
mation stored in Internet server computers 
(client/server architecture).

2.  All the information is stored and expressed 
in the format of objects and classes.

3.  All the information is distributed across 
Internet server computers that form an 
environment.

4.  In each server computer, there is one or 
many prescribed roles.

5.  Agents are put into the computers to form a 
group.

6. Each agent plays one or many roles in the 
group to manage the information relevant 
to the roles.

7.  In each client computer (personal computer), 
there is one agent that serves its user.

8.  When a user logs in a client computer, an 
agent will present him or her with roles.

9.  Each time the user retrieves information, 
he or she plays a role.

10.  It is much easier for users to set the criteria 
to search for information because each role 

concern.
11.  All the requests from users will be issued 

through their current roles.
12.  The information request with its role iden-

agent playing a 
role broker (Siegel, 1998).

13.  This agent matches the request with the 
service of some agents.

14.  The users obtain the information from the 
server agent.

In the above scenario, agents at the server 
computers can be specially designed to play roles 

roles at the server computers can be used to shrink 
the information space to be searched and retrieved 
by a special request; roles at the client are used to 
concentrate on the information preferred by the 
user; and the agents at the client are used to col-
lect the users’ personal preferences and retrieval 
history. With this personal information, roles can 
be used to represent the user’s preferences. The 
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of the requested information.

FUTURE RESEARCH DIRECTIONS 
AND CONCLUSION

The human world can be characterized by three 
major statements:

• A society has people and roles.
• Roles are organized in structures.
• People play roles.

To develop a role-based agent system, the 
main tasks are to specify roles and the relation-
ships among roles, specify role players, and as-
sign roles to their players. In the system design, 

net, called role net. System architecture, in fact, 
is an environment of the E-CARGO model. To 
provide a concrete system, we need to obtain the 
architecture with roles and role relationships, cre-
ate agents that can play roles, assign agents with 
roles, and then let agents play roles.

That is to say, to develop a role-based agent 
system, we have the following steps: architec-
ture design, agent implementation, and system 
integration.

Roles are fundamental for multi-agent systems 
and information personalization. Using a role-
based architecture, a multi-agent system can be 

-
tion. We can consider a computer or a computer 
group as an agent in the networked systems. Every 
computer or computer group added to the network 
is to play a role or a group of roles in order to make 
the distributed system perform better.

A role-based architecture is a great guideline 
for distributed MAS builders and designers to 
plan and architect a distributed intelligent sys-
tem. It is also an engine to help agents evolve to 
automatically join the architecture and cooperate 
with other agents to make MAS perform better. It 

is an exciting future job to design agent factories 
on networked multi-computer systems. They are 
built to meet the requirement of roles to solve a 
special practical problem.

Role-based information personalization is 
an exciting topic to investigate. It inherently 
incorporates the requirement of information 
personalization.

The revised E-CARGO model has demon-
-

cation. We still need to provide concrete tools to 
specify, store, manage, transfer, and apply roles 
in intelligent system development. Future work 
can be investigated in the following aspects:

•  Design and implement role-based grid en-
vironment for agents.

• Design and implement role-based informa-
tion personalization systems.

• Develop role-based robot collaboration, 
such as robot soccer teams, with better role 
assignment and role transfer strategies.

•  Design role-based agent development 
tools.

• Build simulation systems with roles and 
agents to help analyze human world com-
munity.
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their particular applications.
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ABSTRACT

multi-agent systems (MAS). Starting from the state of the 
art on context in different disciplines, we present context as a generic and abstract notion. We argue 

with MAS, we initially consider context from an extensional point of view as three components—actant, 
role, and situation—and then from an intensional one, which represents the context model for agents in 
MAS which consist of information on environment, other objects, agents, and relations between them. 
Therefore, we underline a new way of representing agent knowledge, building context on this knowledge, 
and using it. Furthermore, we prove the applicability of contextual agent solution for other research 

as objects: documents.

INTRODUCTION

The notion of context is a well-known concept 
in cognitive psychology, philosophy of language, 
and in linguistics as well. Nevertheless, it has 

since 1980 (Weyhrauch, 1980).
Indeed, it was during the 13th International 
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when Giunchiglia (1993) and McCarthy (1993) 
introduced contexts as formal objects.

The term “context” itself has always been os-
tensible in the English language, and the scrutiny 
of the concept which it represents has been the 

various points of view. However, the focus of the 
-

gence (AI), particularly on those studies that have 
been carried out to apply the results obtained in 

one dimension, Hirst (1997) shows that there is 
no theory of context, and that context in a natural 
language is not the same as context in the repre-
sentation of knowledge. On another dimension, 
Hoffman (2004) states that the AI does not seek to 

AI often describes context as being a local model 

of context with regard to multi-agent systems and 
then underline a new way of building on it as well 

context as an abstract and general notion, then we 
consider an extensional point of view, to end up 

(MAS) from an intensional viewpoint presented 
as a context model. We apply this model in a case 
study for representing knowledge and reasoning 
at a context-aware agent.

BACKGROUND: 
CONTEXT AND AI

have been introduced as means of partitioning 
knowledge into manageable sets (Hendrix, 1997). 
A precursory idea of context can be traced back to 
Peirce’s existential graphs (Roberts, 1973). Exis-
tential graphs use a logical form of context called 

a cut which shows in a topological manner the 
scope of a negative context on a sheet of paper (the 
sheet of assertion
introduced in AI with Weyhrauch (1980) works 
on the mechanization of the logical theories in 
an interactive system of theorems demonstration. 
Sowa (1985) introduced conceptual graphs as an 

contexts as concepts whose referent contains one 
or more conceptual graphs (Sowa’s situations).

Context and Logic

In logic, the context mechanism was introduced 
into the CYC project (www.cyc.com) in 1990 to 
simplify the construction of the commonsense-

In 1991, CYC contained more than 1.5 million 
sentences and covered a wide range of phenomena 
(Guha, 1991). Contexts are considered as rich 

logic as required (Lenat, 1993). Contexts have 
also been considered as logical constructs that 
facilitate reasoning activities. In 1993, McCarthy 

a collection of assumptions. According to this 
formal objects 

order logic. The basic relation ist(c, p) proposed 
by McCarthy asserts that the proposition p is true 
in the context c, where c is meant to capture all 
that is not explicit in p that is required to make 
p a meaningful statement representing what it is 
intended to state. Such a basic relation is always 
given in a context.
1993) treats ist as a modality. 
proposed the consequences of the formula ist(c, 
p) presented by McCarthy:

1.  A context is always related to another con-
text.

3.  Contexts cannot be completely described.
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4.  When several contexts occur in a discus-
sion, there is a common context above all 
the others in which all the terms and the 
predicates can be raised.

Later, Theodorakis and Spyratos (2002) pre-
sented consequences of the relation specialize(c1, 
c2)
c2 does not imply more assumptions than c1 and 

c1 is translatable in 
c2:

1.  Contexts can be hidden in any depth.
2.  Contexts are connected to others with vari-

ous relations.

Based on McCarthy’s work on context logic, 
Farquhar, Dappert, and Fikes (1995) present an 
approach to integrating disparate heterogeneous 
information sources. They show that the use of 
context logic reduces the up-front cost of integra-

single information source or between information 
sources to be expressed and resolved.

Context and Knowledge 
Representation and Reasoning 
(KRR)

Giunchiglia and Bouquet (1996) argue that the 
majority of the notions suggested with regard 
to context can be looked at with a prospect for 

context as a collection of “things” (parameters, 
assumptions, presuppositions, etc.) a representa-
tion depends upon. The fact that a representation 
depends upon these “things” is called context de-
pendence. Context can metaphorically be thought 

1996). Each box has its own laws and draws a 
kind of limit between what is inside and what is 
outside. In Demonstrative Logic, Kaplan (1978) 

c as quadrupled <cA, cT, cP, cW> 

where cA is called the agent of c, cT is time, cP is 
the position, and cW is the world of c.

The goal of KRR is to provide and study formal 
languages that can be used to represent what an 
agent of a certain kind knows about the world, 
and to show how this knowledge can be used in 
a reasoning process to infer new knowledge from 
that already available.

Interestingly enough, KRR seems to share this 
intuition with other related areas. Two examples 
will illustrate this “family resemblance.” Sperber 
and Wilson (1986), in their book on relevance, 
express a similar intuition from a psycholinguistic 
perspective:

The set of premises used in interpreting an utter-
ance…constitutes what is generally known as the 
context. A context is a psychological construct, 
a subset of the hearer’s assumptions about the 
world. (p. 15)

And Kokinov (1995), in his paper on a dynamic 
approach to context modeling, says:

(or system’s) cognitive behavior on a particular 
occasion. (p. 200)

Despite the evidence of a shared intuition, we 
argue that there are at least two different types 
of theories of context that have been proposed in 

•  A context seen as a way of partitioning (and 
giving a more articulated internal structure 
to) a global theory of the world; and 

•  A context seen as a local theory, namely a 
(partial, approximate) representation of the 
world, in a network of relations with other 
local theories.
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a. the formalization of reasoning about beliefs 
-

1998a):
b. the meta-reasoning and propositional at-

Simi, 1995);

Giunchiglia, 1995); and
e.  in the integration of heterogeneous and au-

tonomous knowledge databases (Farquhar et 

Context and Agent

According to Agentlink Roadmap (2005), the 
current challenges of research on multi-agent 
systems are to build autonomous agents able to 

environment, of the users, and of the context in 
general. Edmonds (2002) argues that context has 
not been much utilized in agents. Hence, in this 
section, we present the attempts of using context 
in agents.

Kokinov (1994) proposes DUAL as a hybrid 
cognitive architecture: symbolic system and con-
nectionist. It is a multi-agent system composed 
of a great number of non-cognitive and relatively 
simple agents, and system behavior emerges from 
the behavior of these simple agents and the inter-
actions between them. The agents in this archi-
tecture do not have any internal knowledge base 

concept explicitly. Therefore, the connectionist 
aspect of architecture “restructures” continuously 
the system knowledge base represented by the 
symbolic aspect, ordering consequently the set of 
possible inferences. This makes the knowledge 
base dynamic and sensitive to the context.

architectures for argumentative agents (Parsons, 

is to use the notion of context to represent the 
different components of agent architecture, and to 
specify the interaction between the different com-
ponents as appropriate rules between contexts. 
Especially, in BDI (Believes, Desires, Intentions) 

related to B, D, I, and communication (Parsons, 

Ballim and Wilks (1991) proposed ViewGen as 
a framework to model agents which have beliefs, 
intentions, and goals representation of the other 
agents implied in a dialogue. ViewGen supposes 
that each agent taking part in a dialogue has an 
environment of beliefs which includes attitudes 
about what the other agents believe, want, and 
allow for. Such attitudes are represented as 
overlapping structures. Each structure contains 
the propositions which can be grouped by a par-
ticular subject or a stereotype; each structure is 
considered as a context as well as the overlapping 
structures.

The context notion was applied to formalize 
various aspects of intentional context, and particu-

al. (1998a) use the beliefs context to solve opaque 
and transparent belief report reading problem. 
This approach of representation of belief is called 
hierarchical belief, which presents the notion of 
belief context also called view (Benerecetti, Gi-

proposed an algorithm to learn the appropriate 
context along with the knowledge relevant to that 
context. Such an algorithm gets around these dif-

of context in agent design.
Lately, several context-aware systems based 

on agents interested in data exploitation resulting 
from the surrounding environment were imple-
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2003), SOCAM (service-oriented context-aware 

architecture where agents manage the diary of 

a pair made up of  and a set of contextual 
information called contextual attributes. The 

relevant attributes. The relevant contextual at-
tributes gather all the attributes which can help 

Context and Personalized 
Information Retrieval

The fundamental objective of an information 
retrieval system is to turn over, starting from a 
documentation collection, those that are relevant, 
with a requirement in information expressed by 
the user, through a request generally made up of 
keywords. The problem is not only with the avail-
ability of information, but it is mainly related to 
its relevance in a particular context of use. This 

-
sion of the information access chain with a view 
to integrate the user as a component of the total 
model of research; the aim is to deliver relevant 

context, and preferences.
More precisely, the global approaches of per-

sonalized information access (Tamine, Bougha-

representation of the user’s interest. The second 
aspect relates to the integration of these contexts in 
a decisional model of information access. Indeed 
two fundamental reasons plead for personaliza-

objectives, different contexts, and perceptions 
which are different from the concept of relevance; 
and (b) the same user can have various needs at 
various moments.

Work is currently directed towards a broader 

which gave rise to a research trend known as the 
retrieval contextual information, 

set of cognitive and social dimensions (social, 
professional, and cultural environment) which 
characterizes it like its goals and intentions dur-
ing a research session. Research on contextual 
information retrieval then approaches more or 
less one or the other of these questions: How do 
you represent the user? How do you integrate the 
user in the cycle of life of the request?

which allows the instantiation of his or her rep-
resentation. This process, generally implicit, is 
based on a process of inference of the context 
and preferences of the user according to his or her 
behavior during the use of an information access 
system (Kelly, 2004) or various other applications 

Jancke, 2003). Personalization can also relate to 
-

and Pathak (2004) a proposal for the adaptation of 
the parameters of the function of relevance to the 
user context, by using the techniques of genetic 
programming. Jeh and Widom (2003) proposed 
a personalized alternative of the PageRank algo-
rithm PPV (Personalized PageRank Vector).

In Challam (2004), Speretta and Gauch (2004), 
and Teevan, Dumais, and Horvitz (2005), another 
oriented context approach of personalization of 
relevance measurement function is proposed. It 
consists of reordering the results provided by 
the process of selection by combining the order 
produced with the process of selection and that 
given by the user context, represented by a list 
of keywords resulting from the selected docu-
ments, via a calculation of similarity. Shen, Tan, 

using access to the information of the sources of 
belief related to the contexts.
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Discussion

We conclude that even though context has been 
more or less considered in many AI-related 

univocally is a hard issue. Although Giunchiglia 

The importance of the notion of context in mod-
eling human activities (reasoning, perception, 
language comprehension, etc.), as well as in social 
sciences and in computing, is an established fact. 
The traditional approaches of AI highlighted 

formalization of this concept. Indeed, within the 
framework of representational AI theories, context 

of factors (Guha, 1991; McCarthy, 1993). These 

We also notice that context is used for various 
goals with various granularities from knowledge 
represented as facts and rules to agent architecture 
through beliefs representation and reasoning.

We additionally observe that, in the proposals 
for using context, there is an absence of differentia-
tion between the conceptual and the operational 
levels. These two levels are not taken into ac-
count and are often confused. We think that the 
conceptual and the operational levels should be 
differentiated while using context.

Many researchers consider context in its 
static form only that is, context is considered 

values thereafter. If the context is a set of beliefs, 

context as the whole knowledge in an exhaustive 
way with relevant and not relevant knowledge. 
We also notice the absence of a context “build-
ing” approach.

Concerning context-aware systems, we notice 
that they present the same centralized architecture 
made up of three levels: a context recognition 

level, a context management level, and a use of 
-

tion known as contextual from the surrounding 
physical environment via sensors and provides 
the context to the intermediate level. The inter-
mediate level is composed of the context manager 
having a context base and an inference engine of 
reasoning on context. This level is called “context 

in CoBrA, “context interpreter” (Gu et al., 2004) 
in SOCAM, and “context manager” (Bucur et 
al., 2005) in MySAM. The third and last level 
uses contexts managed by the second level by 
questioning the context manager for any neces-
sary contextual knowledge. We think that such a 
centralized architecture presents disadvantages 

We notice that the few approaches using agents 
in personalization and retrieval information do not 
present multi-agent architectures. In the project 
Cairsweb (Context-Aware Retrieval Information 

attempt of an agent-based use for context-aware 
personalization in the Semantic Web is presented, 
but this published work misses the user and context 
model development. Moreover, all the approaches 

architecture. They consider only the context user. 
However, the systems of information retrieval are 
deployed in a dynamic environment (the Web for 
example) using several components (number of 
connected machine, databases, devices, etc.) and 
other individuals. Thus, when taking context into 
account, the focus should not only be on the user 
context, but also on these components. Context 
could represent the processing power of peers and 
the network throughput, or it could be seen as the 
knowledge domain of the user or even the set of 
external interaction conditions. In a multi-agent 
architecture, it is necessary to try to model context 
from the point of view of the agent, taking into 
account simultaneously: the user, the environ-
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ment, and physical or software components in 
the process of research.

DEFINING CONTEXT FOR 
MULTI-AGENT SYSTEM

abstract notion. Firstly, as shown in the previous 

domain and objectives of 
each study.

Secondly, we can say that context is an abstract 
concept because it has meaning only related to its 
object which we call the entity of the context. In 
fact, context is always related to an entity for 
example the context of a sentence, the context of 
an agent, or the context of the user. Moreover, 
a given context exists only by existence of the 
entity to which it is related. The entity can be for 
example a proposition, a sentence, an object, a 
user, or a system.

Thirdly, it is noticeable that in all the aforemen-

to facilitate comprehension, remove ambiguities, 
clear up a situation, help make a choice, enable 
and/or improve a decision-making process, select 
a choice, clarify a situation, contribute to interpre-
tation, and optimize a treatment. To summarize, 
context is necessary to solve a problem within a 

domain.
Consequently, we state that any context 

depends on these three characterizing abstract 
components: domain, entity, and problem. In fact, 

 domain, an entity which has (or 
is topic of) a problem requires a context to solve 
it. For example, in linguistics (domain) as soon as 
a sentence (entity) causes ambiguities (problem), 
we require a context for its comprehension. Also, 
in personalized information retrieval and access 
(domain), an information retrieval system or a 
search engine or a crawler agent requires identify-

ing user (entity) context to answer relevantly the 
user request (problem). In addition, in multi-agent 
systems (domain), an agent (entity) that needs to 
make a decision (problem) requires a context to 
reason and decide.

These three concepts are closely interdepen-

belongs to a domain and the problem can be 

is characterized by a set of elements and a set of 
relations, functions, operations, and rules on the 
elements. For example, the linguistic domain is a 
set of words, sentences, languages, semantic rules, 
grammatical rules, spelling rules, and so forth. As 
we mentioned above, an entity is an element of a 

knowledge, object, set of objects, concept, agent, 
relation, user, system, and so forth. A problem is 
always related to an entity in a domain.

generic concept which may be adopted and spe-

literature by identifying the three concepts. For 
the notation, the domain is in bold, the entity is 
the part in italic, and the problem is the underlined 

•  In cognitive sciences, Sperber and Wilson 
(1986) present the context like a manner of 
structuring knowledge and its use in problem 
resolution tasks.

• In logic, McCarthy (1987) states that all 
axiom, a criticism can 

say that the axiom is not true only in a certain 
context.

•  In logic (McCarthy, 1993), ist(c, p) asserts 
that a proposition p is true in a context c, 
where c supposes capture all what is not 
explicit in p.

•  In AI, Kokinov (1994) states: “Context is 
-
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ence the human cognitive behavior (or the 
system) on a particular occasion.” We think 
that the problem is to make the situation 
particular.

• In logic, Motschnig-Pitrik (1995) states: “It 
seems often useful to represent the situations 
themselves inside the model…the denota-
tion of a situation in a model is regarded as 
context….”

•  In logic, Sharma (1995) states that the con-
text of a set of logical sentences (a theory) 

-
ronment which are not axiomatisables (the 
problem is that we cannot axiomatize every 
thing) and consequently are formalized as 
an abstracted object, relative so that the 
language (entity) and the sentences in this 
language are stated for the theory.

•  In knowledge representation and reason-
ing
the context like a collection of (parameters, 
intentions, presuppositions, etc.). A pos-
sible representation will depend on this 
collection, since the principal interest is the 
design of formal systems for modeling the 
reasoning.

• Brown, Bovey, and Chen (1997), Pascoe 
(1998), and Dey, Salber, and Futakawa (1999) 
work on the interactive systems; their idea 
is that the context covers all information 
being able to be used for characterizing the 
situation of an entity.

•  In human machine interaction:
For Schilit and Theimer (1994), study-
ing the context is to answer the ques-
tions: Where are you? With whom are 
you? Which resources do you have in 
the proximity? In this case the user 
is the entity on which the context is 
dependent.
For Gaëtan (2001), the context at the 
moment t is the addition of the situations 

between t0 and t for the realization of 
the task T by the user.

•  In multi-agent systems, Bucur (2004) de-

-
tion, the entity is that which seeks to reach 

.

Therefore, we can conclude that our abstract 
-

MAS

at a conceptual level, and thus it can be used and 
applied only by the means of an approach, mak-
ing it possible to get from the conceptual abstract 
level on a concrete operational one. We already 
mentioned the absence of approaches, allowing 

follow during the development of a system. On the 

the context for multi-agent systems. This process 
is made up of two interrelated phases:

1.  We start by analyzing the domain of MAS 
to identify the set of entities and factors 
related to the problem to solve. We identify 
also possible relations between entities. We 

conceptualization.
2. We then identify the possible contexts re-

lated to each entity. A context of an entity 
e is the set of entities and relations related 
to e and intervening directly or indirectly in 
the problem associated with e. We call this 
phase: contextualization.
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Conceptualization

related to a multi-agent system: a multi-agent 
system is composed of elements such as environ-
ment, objects, relations between objects, agents 
with their characteristics: knowledge, beliefs, 
intentions, desires, roles, goals, capacities, per-
ception, reasoning, and so forth. By considering 

and Ferber (1995), we can generalize the model-
ing of such a system according to three concepts: 
agent, object, and relation. From one point of 

triplet <Agent, Object, Relation>.
We notice that objects encapsulate a broad part 

of knowledge on the world (environment) in which 
they evolve. The environment is largely described 
by the objects which constitute it. We can some-
times say that the environment exists only by the 
existence of objects which it contains.

From a conceptual view, the agent has knowl-
edge relating to various objects which constitute 
the environment. The characteristics of these 
objects can be implicitly propagated in the en-
vironment and then considered as environment 
characteristics. We can then simplify the problem 
by assigning to the agent environment-related 
knowledge.

Demazeau, 1995; Russell, 1997), the agent must 
be able to perceive and act on environment, to 
communicate and interact with the other agents, to 
obey to a standard of organization. Thus, we can 
consider multi-agent systems as relations between 
agents themselves and objects constituting the 
environment. Indeed, we distinguish:

•  Simple relations between two objects or a 
set of objects O*(1 or many), for example an 
object is above another: Relation = R (O*, 
O*).

• Action of an agent on another one or an 
object is a relation between actant and the 
entity which undergoes action {A, O}. This 
relation has the capacity to change the entity 
state: Action = R (A, {A, O}).

• Perception of the environment (objects and 
other agents that surround the observer) is 
a relation between the agent and percept 
object which surrounds it (objects O*, agents 
A* perceived, and relations between them 
R (A*, O*) and R (O*, O*)): Perception = R 
(A, O*, A*, R (A*, O*), R (O*, O*)).

•  Interaction is a relation of exchange (com-
munication and collaboration) between the 
agent and one or more agents A*: Interaction 
= R (A, A*).

•  Organization is a relation of structuring 
dependency between several cooperative 
agents A* to carry out their common objec-
tive: Organization = R (A*, A*).

After this multi-agent domain analysis, it is 
obvious that the central entity of this domain is the 
agent which represents the principal actant in this 

problems will be assigned to various agents. The 
global problem resolution will be the common 
objective of the agent society, and the sub-prob-
lems resolution will be individual objectives and 
goals of agents. The resolution of a problem by 
an agent represents the role affected to it which 
will be used in an instantaneous situation. The 
agent must be able to reason dynamically in front 
of an evolutionary environment, and thus must 
be aware and sensitive to context.

for MAS: An extensional point of view We can 

agent context as a triplet <Actant, Role, Situation>. 
Indeed, we notice that context emerges as soon as 
actant needs to choose “the best” alternative to 
achieve its role in the frame of a situation. The 
agent (actant) is characterized by its knowledge 
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and its capacities. An agent role is mainly a set 
of tasks, actions, and strategy. The situation rep-
resents the instantaneous environment in which 
agents perform their tasks and act according to 
strategies. One should not confuse context and 
situation, because the latter is included in the con-
text and it is often regarded as instantaneous.

An intentional point of view In the preceding 

relations: simple relation, perception, action, 
interaction, and organization. Let us now struc-
ture context contents according to entities and 

out that the entity is the agent and that agent-re-
lated context must then describe the system from 
entity point of view. An agent is characterized 
by its autonomy. However, an agent will have a 
subjective vision of context: its goal is to collect 
information (which requires a certain capacity of 
recognition of context) relating to his problem, 

-

tion single and make it possible to be understood 

Considering an agent A, we propose that the 
context must contain:

•  Information on the agent A itself (its knowl-
edge, its state, its goal, its beliefs and desires 
and intentions);

•  Information on the environment perceived 
by A;

• Information on the perceived objects by A 
including the other agents;

• Information on the nature of known rela-
tions between objects from the agent point 
of view;

• Information on the nature of agents’ opera-
tions; and

•  Information on the other agents in relation 
to the considered agent.

In what follows, we introduce a set of attributes 
characterizing agent in context. The fundamental 
components of MAS are: objects and in particu-
lar agents, relations between the objects and in 
particular action or operations of the agents on 

Figure 1. Context model for MAS (UML notation)
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the objects, and information on environment. 
However, with each one of these components will 
be associated a set of information forming con-
text. We underline that the context relates to the 
agent, and we describe therefore the components 
from the agent’s point of view. Figure 1 presents 

 diagram 
of this notion of context.

•  The object is characterized by:

a position in the environment;
a list of physical characteristics; and
a set of relations with the other objects 
and especially other agents. A relation 
is characterized by the number of ele-
ments participating in the relation and 
by its type (Simple Relation, Interac-
tion, Action, Organization).

•  The environment information is character-
ized mainly by:

dimensions;
an environment state; and
a parameter list related to the physical 
or/and concrete aspect of environ-
ment.

• The agent from the point of view of the 
agent (actant) is characterized by the same 
attributes as the object since it is a particular 
object. It is also mainly characterized by:

a state;
a set of beliefs, desires, intentions, 
knowledge, emotions; and
its behavior (what it is doing and what 
it can do).

Knowledge Representation

Context must be closely related to an agent. Agent 
knowledge in mental agent representation must 
be represented according to this model. Each 
agent belonging to SMA builds progressively its 
mental and social representations according to 
its perception with these three concepts in the 

form of a network, for example. In its simplest 
representation, a network consists of units, called 
nodes or summits, and relations with particular 
types which link them, called links or arcs. In the 
case of this representation, the nodes are of three 
types: agent, object, and relation. To simplify 
such a representation, we assume that the rela-
tions of perception are not taken into account in 
this representation because an agent cannot know 
what the other agents perceived. So we keep four 
kinds of relations: Simple Relation (R), Interaction 
(I), Action (A), and Organization (O).

Building and Using Context by an Agent

We describe in the following section the stages of 
the observation process of a context by an agent 
facing a problem in a situation:

1.  Information collection: Perception of the 
environment and other objects and especially 
other agents. The agent represents perceived 
knowledge and builds progressively its 
knowledge according to context model.

2.  
context from acquired knowledge and of 
new collected knowledge and problem to 

the context model.
3. Context categorization: Comparison 

between recognized context and existing 

the experiment.
4.  Learning: ddition of the new context in 

the base of contexts.

During process iteration, the agent builds its 
representation of the external world (environment) 
and acts in consequence on the environment to 
achieve its role. Consequently, the environment 
may evolve after the agents’ actions; therefore, 
during the next iteration, an agent will perceive the 
new state of the environment and, consequently, 
will adapt its behavior accordingly.
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Case Study: Agent-Based 
Virtual Environment of Accident 
Emergency Rescue

Description of the Case Study

In this case study, we intend to develop an agent-
based simulator in order to support organizing 
emergency rescue plans of a large-scale accident. 

-
ation where there is brutal inadequacy between 
needs for help and available means. The purpose 
of rescue plans is to manage the rescue process in 
catastrophic situations and large-scale accidents. 
All rescuers collaborate to minimize losses by 
evacuating the highest number of victims and 
reducing delays.

In this study, decision making is far from being 
an easy task, especially in the case of social com-
plex systems operating under many constraints 
and utilizing several human agents, several tech-
nical features which collaborate and cooperate 
according to evolutionary social networks, and 
via various communication networks.

In fact, these social agents must reason dy-
namically according to the system evolution and 
adapt their behavior to the current situation. In 
this case, the decision to be made depends on 
the experience of the decision maker and his or 
her capacity to recognize the situation where he 
or she is. These social agents must thus take into 
account context while reasoning. The analysis 
of real rescue activities has been conducted in 
collaboration with medical experts and based 
on French rescue plans ORSEC (ORganisa-
tion de SECours: Rescue Organization), Red 

(Ecollan, 1998) in order to understand the 
collaborative process and the involved actors 
and features. Based on the emergency analysis, 

constructed (Bellamine-Ben Saoud, Ben Mena, 

In Ben Mena, Bellamine-Ben Saoud, and Ben 
Ahmed (2006), we proposed an iterative approach 

model for complex social systems on the basis of 

The principal of this approach is as follows:

Stage 1
Step 1: Identify the Real Actors: From the 

all existing actors and all related roles in the 
organization.

Step 2: Identify the Relevant Criteria of Uni-
According to the aim of the study, we 

To identify such criterion, we consider at least 

the Vowels approach (Demazeau, 1995) {A, E, I, 
O, U} as follows:

• A-criterion related to Agent (e.g., roles, goals, 
beliefs).

• E-criterion related to Environment (e.g., 
position, metric, objects).

•  I-criterion related to Interactions (e.g., com-
munication, operations).

• O-criterion related to Organization (e.g., 
cooperation, collaboration).

interactivity).

Step 3: Unify the Actors: by criterion of de-
creasing priority (apply from the criterion having 
the greatest priority to that having the weakest 
one).

Step 4: Repeat (3): -
comes impossible.
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By applying this approach to our case study, 

iteration enabled us to move from 20 actors (18 
human actors and 2 centers) to 11 actors to end 
up at the end of the second iteration with only 7 
key agents. Consequently, we reduced the number 
of inter-communications from 34 to only 8. Thus 
we reduced the complexity of the model while 
keeping the coherence of the original one (Ben 
Mena et al., 2006).

The resulting agent model is composed of 
an environment which represents the site of the 
accident, and actors who interact with the envi-
ronment and with each other (Figure 2). An actor 
in the simulator can be a victim or a rescuer. The 
rescuers are divided into two types: (1) the deci-
sion makers, chiefs evolving in the site; and (2) 
the care agents. The latter are the doctors treating 

-
sist the doctors. We consider also the ambulance 
teams who transport victims to hospitals. The 
chiefs are of four types: the head of rescue who 
supervises the site, the site head who coordinates 
the rescue activities on the critical zone (disaster 
area of the site), the AMP (advanced medical post) 

team represents the team assigned to the AMP, 
material park head is in charge 

of logistics.

Agent Knowledge Representation and 
Reasoning Based on Context Model

Figure 3 presents a network representing with 
semiformal notation knowledge of an agent, for 

•  Head of help directs, organizes, and super-
vises the rescues and rescuers, especially 
the site head, park material head, and AMP 
team.

•  Site head directs a team of three 
doctors Doctor 1, Doctor 2, and Doctor 
3 who collaborate together

•  Doctor 1 directs a team of three nurses and 

•  Doctor 2 is moving.
•  Doctor 3 treats a victim in position x = 10 

and y=6.
•  The AMP team asks the material park head 

for an ambulance for transporting victim 
2.

Figure 2. Simulator architecture
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•  Doctor 1 asks  to move an obstacle 
blocking the road 1.

•  Fireman 1 extinguishes a 

Each sub-network can be considered as an 
instance of a context. In fact each sub-network is 
composed from instances of agents, objects, and 
relations. The agent must determine, according 
to the problem, the set of knowledge related to 
entities and relations which intervene and help 
in problem solving. We call this set resolution 
context.

Let us now take a sample of the observation 
context process for contextual reasoning: Suppose 
that a trunk blocks road 1 near the obstacle, doctor 
1 orders the (the prob-
lem for him). Figure 3 represents the knowledge 

 is in front 
“to move 

 and the second is not being aware of 

is empty for the moment. To achieve his goal, 
 needs the recognition of a context. 

He then carries out the process of observation of 
context from his point of view:

Stage 1: Information collection: After percep-

object blocks road 1.
Context 1: The 

doctor 1 orders him to 
move the trunk. He is not aware what a trunk is. 
So he needs a context to solve his problem. He 

and relations between them. Figure 4 shows the 
instance of context context 1:

•  Doctor 1 is the speaker.
• Doctor 1 ordered  to move ob-

stacle.
•  Doctor 1 is the boss of 
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•  Fireman 2 is moving obstacle.
• Obstacle blocks road 1.
• Unknown blocks road 1.

Stage 3: Context categorization: The context 
base CB  is empty.

Learning: Add in CB the context 
context 1 associated with the reasoning adopted. 
We try to present his reasoning:

1.  I have the order to move an unknown ob-
ject.

2.  I can move.
3.  The order is from doctor 1, and doctor 1 is 

a boss   impossibility to reject the order.
4.  What is a trunk?
5.  I saw the object unknown blocking road 1.
6.  Doctor 1 ordered  to move ob-

stacle.
7.  Doctor 1 is the boss of 
8.  The obstacle blocks road 1.
9.  Fireman 2 is moving the obstacle. 

 The unknown object can be the trunk.

In spite of the use of the context 1, -

can then:

1.  Ask for an explanation from doctor 1, who 
can answer: “Trunk = what blocking road 

 Thus it can deduce from (5) that unknown 
= trunk and then update its knowledge and 
its context 1.

2. Or  takes the initiative to move un-
known.
and doctor 1 corrects him, which brings us 
to the higher behavior, or he is succeeded and 
at the end of a certain time it deduces that 
it was right and updates its knowledge.

FUTURE TRENDS

We can see the trends of research as the meeting 

information retrieval, multi-agent systems, and 
the notion of context. A conceptual model of 

Figure 4. A new instance of context after perception (update of Figure 3)
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context for multi-agent systems is applicable to 
-

tion retrieval. What would also be interesting, in 
addition to user context modeling, is the modeling 
of other contexts. Indeed, a user searches for Web 
documents produced by other users in different 
contexts, a possible matching between these 
various contexts would allow a more relevant 
research. What would also be noteworthy is the 
dynamic reasoning on this contextual informa-
tion. Indeed, in an environment as dynamic as 
the Web, while crawling, agents must adapt their 
reasoning according to the global environment’s 
evolution the addition, suppression, displace-
ment, or update of the documents by giving 
more importance to the time dimension in the 
information retrieval.

We have shown throughout this chapter that 

absence of a context construction approach. We 

agent systems. On the basis of the domain of the 

components of MAS. We think that it is possible 
-

way for different other domains by identifying 

This approach must allow the level crossing from 
the abstracted conceptual level to the concrete 
operational level. We did not limit ourselves 
only to future research, but these will enable us 
to specify other future trends. We distinguish in 
this research project two short-term perspectives 

software engineering, we specify and improve the 

of taking into account context in the development 
of the context-sensitive applications. In this work, 

account in these systems’ development. We can 
thus think of applying this methodology to other 

and access with contextual search engines.
In the second axis of the multi-agent systems, 

we will be interested in the behavior models of 
context-sensitive agents. Knowledge representa-
tion and contextual reasoning allow agents to adapt 
their behaviors to situations. In a cooperative 
system, where several cognitive agents cooper-
ate together with an aim of achieving a common 
goal (with the example of crawlers), these agents 
will adopt their behaviors according to the con-
texts: knowledge and competences of the other 
distributed agents. At the same time, cognitive 
entities are distributed; consequently knowledge 
is distributed and entities reasoning and decision 
making are situated that is, the entity makes a 
decision in a particular situation and takes into 
account distributed and exchanged knowledge 
with the other entities. We are in the presence of 
cognitive, cooperative, distributed, and situated 
systems. It is the case of a new generation of 
search meta-engines which:

• Are cognitive by knowledge on users and 

context), and reasoning of decision making 
in the personalization information retrieval 
and access;

•  Cooperate 
this cooperation requires 

the contextual pairing of ontology (another 

• Are distributed on the network through the 
mobile cognitive agents which take into ac-
count in their mobility and choice of their 

user) and the instantaneous context (result 
of the cooperation); and

•  Are situated because each component of 
these systems takes its local decisions ac-
cording to its situation, and this action will 
have an impact on the system’s global deci-
sions.
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CONCLUSION

based on three characteristics: domain, entity, 
and problem. In fact, in a given domain, an entity 
requires a context to solve a problem. We also have 

systems from extensional and intensional points 
of view. The extensional point of view presents 
context as a triplet <Actant, Role, Situation>. 

a model based on agent, object, and relation. We 
also presented a case study showing an example 
where we made use of the suggested model of 
context. Then, based on this model, we proposed 
a knowledge representation of an agent, and 

context-sensitive agent.
The proposed context model for multi-agent 

systems is generic. Thus, by choosing an applica-

we can instantiate the context model to be taken 

proposed context model to agent-based systems in 

agents, indexing agents, semantic agents, and so 
forth. The objects will be principally documents, 
databases having as attributes: physical, logical, 
and semantic descriptions, as well as social and 
cultural dimensions. As for relations, we will 

hypertext, and semantic link the organization and 
interaction relations between various agents.

FUTURE RESEARCH DIRECTIONS

In personalizing the behavior of any other sys-
tem, there are three major stages one must go 

through, with each stage raising its own diverse 
set of problems: user modeling, where particular 
user characteristics, interests, preferences, abili-

applications of concern and placed within an 
appropriate framework or model;  
where, through observations of a user’s behavior 

user is created following the structure of the user 
model of choice; and personalization, where the 

of the system behavior. These three stages may 
-

ing rise to analogous sets of research problems. 
Furthermore, exploring the possible relations 
between contextualization and personalization 
is of particular interest. First, contextualization 
can be used as a personalization mechanism by 

context. Alternatively, users may have different 

operate each time.

design engineering of systems composed of a set 
of autonomous entities (agents) in interaction with 
each other and with their environment, and having 
to carry out a given task collectively. It proposes 
models, methodologies, techniques, and tools to 
answer various problems such as the develop-
ment of the decentralized information processing 

integration and the cooperation of software and au-
tonomous services. Several problems considered 

intelligence, target the topic of the models of 
behaviors, which is a current subject of research 
for the implementation of evolved behavior and 
reasoning; of balance between individual decision 
and group decision, like cooperative information 

add a contextual dimension.
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