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## PREFACE

This monograph develops a theory of grammatical covers, normal forms and parsing. Covers, formally defined in 1969, describe a relation between the sets of parses of two context-free grammars. If this relation exists then in a formal model of parsing it is possible to have, except for the output, for both grammars the same parser.

Questions concerning the possibility to cover a certain grammar with grammars that conform to some requirements on the productions or the derivations will be raised and answered. Answers to these cover problems will be obtained by introducing algorithms that describe a transformation of an input grammar into an output grammar which satisfies the requirements.

The main emphasis in this monograph is on transformations of context-free grammars to context-free grammars in some normal form. However, not only transformations of this kind will be discussed, but also transformations which yield grammars which have useful parsing properties.

## Organization of the monogroph

This monograph can be viewed as consisting of four parts.
The first part, Chapters 1 through 3, introduces the cover concept, the motivation of our research, the problems and, moreover, it reviews previous research.

The second part, Chapters 4 through 7, provides cover results for normal form transformations of context-free and regular grammars.

The third part, Chapters 8 through 10, is devoted to cover results for three classes of deterministically parsable grammars, viz. LL(k), strict deterministic and LR(k) grammars. In this part, a discussion of some syntactic aspects of compiler writing systems is included.

The fourth and final part of this monograph consists of Chapters 11 and 12. Chapter 11 contains a detailed discussion on simple chain grammars. Chapter 12 surveys parsing strategies for context-free grammars. In this chapter cover properties of transformations to $L L(k)$ and some other classes of grammars are considered.

A Bibliography and an Index appear at the end of the monograph.

A few sections and notes in this monograph are marked with a star. These starred sections and notes can be skipped without loss of continuity. Some of these starred sections and notes deal with syntax categories and grammar functors. Others deal with technical arguments on parsing at a moment that a reader who is not acquainted with some less conventional ideas of parsing will not grasp their significance.

The sections and notes on syntax categories are included to give the interested reader and the reader who is familiar with these concepts a notion of the differences and the similarities between these concepts and the grammar cover concept.

Moreover, it will become clear that in our grammar cover framework of Chapter 2 we have borrowed from ideas of the grammar functor approach.

We have tried to give full and formal proofs for most of the results which appear in this monograph. Only in those cases that proofs are available in publications elsewhere or in cases that we had the idea that a certain result should be clear because of its simplicity or because of what has been proven in the foregoing parts of the monograph, we have omitted a proof or formal detail.
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## CHAPTER 1

## INTRODUCTIONS AND PRELIMINARIES

### 1.1. INTRODUCTION

Two context-free grammars which generate the same language are said to be weakly equivalent. Weak equivalence can be considered as a relation of grammatical similarity of context-free gramars. If two grammars $G_{1}$ and $G_{2}$ are weakly equivalent, then for each parse tree $T_{1}$ of $G_{1}$ there exists a parse tree $T_{2}$ of $G_{2}$ which has the same frontier, and conversely. Clearly, this relation of weak equivalence does not necessarily say that the shapes of the trees are closely related. Gramatical similarity relations have been introduced which describe relationships between the parse trees of the two granmars.

These relations sometimes but not always presuppose weak equivalence. For example, there exists the relation of structural equivalence. In that case we demand that, except for a relabeling of the internal nodes, the parse trees of the two grammars are the same.

Many other relations have been defined. Only a few will be considered here and only one of them, the grammar cover, will be treated in detail.

In many cases of interest it is quite natural to have weak equivalence between two grammars. For exaxaple, a grammar can be changed to an other gramar which generates the same language. Such a transformation on a gramar may be done for several reasons.

By definition, each context-freelanguage is generated by a context-free grammar. Instead of arbitrary context-free grammars one can consider context-free grammars which conrorm to some requirements on, for example, the productions or the derivations of the grammar. Then it is natural to ask whether each context-free language has a context-free grammar of this form and, if so, how to transform a grammar to this (normal) form.

One reason for considering normal forms may be the inherent mathematical interest in how to generate a family of context-free languages with a gramatical description as simple as possible. Moreover, normal forms can simplify proofs and descriptions in the field of formal languages and parsing. However, in 1975 it still could be remarked (Hotz[65]):
'Resultate über die strukturelle Verwandschaft verschiedener Sprachen existieren kaum. Selbst bei der Herleitung von Normalformentheoremen für Grammatiken hat man sich mit der Feststellung der schwachen Äquivalenz begnügt".

Some normal form descriptions for context-free grammars, or for gramars belonging to the various subclasses of the class of context-free grammars, can be particu-
larly amenable for parsing, and this can be a strong motivation to transform gramars.
Transforming grammars into normal forms or to gramars which have other parsing properties can sometimes lead to faster or more compact parsers for these grammars. However, in these cases it is desirable to have a stronger relation than weak equivalence between the original granmar and the newly obtained granmar. This can be seen as follows.

Consider a very practical situation in which we want to build a compiler for a given programming language. We are interested in the part of the compiler which performs the syntactic analysis. We can consider this analysis as a translation from a sentence to a string which consists of procedure calls to perform the code generation.

One now can try to find a 'better' grammar (from the point of view of parsing) such that this translation is preserved. If this is possible, then parsing can be done with respect to the new grammar. The concept of gramar cover which is studied in this monograph describes a preservation of this translation.

We confine ourselves to a model of parsing in which each sentence is given a 'description' of each of its parse trees by means of a string of productions of the granmar. The correspondence of two grammars which is described by the grammar cover is the relation between the parse tree descriptions for a given sentence. In Chapter 8 we have a short discussion on the limitations of this model.

Often a description of a parse tree of a sentence $w$ is given by means of a left or right parse, that is, a string of productions which are used in a derivation (leftmost or rightmost) of the sentence w. Although we will also allow other descriptions of parse trees, it will be clear that we are interested in the relationships among the derivations of sentences of the granmars which we want to relate. This idea can be recognized in many concepts.

In the older literature one can find ideas and examples which come close to later formal concepts. Transformations on context-free grammars have been defined in practically oriented situations of compiler construction. In those cases no general definition of the relation between the grammars was presented.

Grammar covers, in the sense that we will use them here, were introduced about 1969 by Gray and Harrison [48]. Their interest in this concept was based on its applications in the field of parsing.
The product of the syntactic analysis, the parse, can be considered as the argument of a semantic mapping. In the case that a context-free gramar $G^{\prime}$ covers a contextfree grammar $G$, then each parse with respect to $G$ ' of a sentence $w$ can be mapped by a homomorphism on a parse with respect to $G$ of $w$. Hence, we can parse with respect to $G^{\prime}$ and use the original semantic mapping.

Other examples of gramatical similarity relations are grammar functors and grammar forms. Gramar functors (X-functors) were introduced by Hotz [63,64] as special functors on categories associated with (general) phrase structure grammars. These
categories originate fron work on switching circuits. The objects of a syntax category are strings over the grammar alphabet. The derivations are then considered as morphisms. The main concern has been to find an algebraic framework for describing general properties of phrase structure grammars. Later, functors have been considered from a more practical point of view and topics related to parsing have been discussed within this framework. See, for example, Bertsch [14], Benson [13] and Hotz and Ross [68].

In the case of gramnar forms (Cremers and Ginsburg [21]) the starting point is a (master) grammar from which by means of substitutions of the nonterminal and terminal symbols other grammars are obtained. Observations on the parsing properties of the master grammar can be valid for all the gramars in the grammatical family which is obtained by these substitutions (cf. Ginsburg, Leong, Mayer and Wotschke [44]).

There are other examples of gramatical similarity relations. In Hunt and Rosenkrantz [69] many of them are discussed from the point of view of complexity.

In this monograph we will discuss the concept of grammar cover and its usefulness for parsing.

At this point we should mention two approaches which could have been followed and which will not be discussed further.

Firstly, it would be possible to consider transformations on attribute grammars (Knuth [78]). Here, attributes are associated with the nodes of a parse tree. These attributes (which contain the necessary information for the code generation) are obtained from attributes associated with the symbols which appear in the productions and from attribute evaluation rules. If an attribute gramar is transformed to, for example, some normal form attribute grammar, then we have not only the question of language equivalence, but also, $\operatorname{explicitly,~the~question~of~'semantic'~equivalence.~}$ Such an equivalence is explored in Bochmann [15] and Anderson [5].

Secondly, it would have been possible to discuss translation gramars (Brosgol [18]) and transformations on translation gramars.

There is a third remark which we want to make at this point. We consider transformations of gramars. If they are applied with a view to obtain faster or compacter parsing methods then, instead of transforming the gramar, one can build a parser for the grammar and then change (optimize) this parser. This is, for instance, a very conmon method if an LR-parser is constructed. For example, instead of eliminating single productions from the grammar, single reductions can be eliminated from the parser (cf. e.g. Anderson, Eve and Horning [6]).

Answers to questions on the existence of a covering grammar can be answers to questions whether or not a parser for a given grammar can be modified in certain advantageous ways.

### 1.2. OVERVIEW OF THE CONTENTS

In Chapters to 6 of this monograph we will be concerned with transformations of arbitrary context-free gramars to context-free grammars in some normal form representation. The main normal forms which will be considered are the non-left-recursive form and the Greibach normal form. Cover results for these normal forms will be presented.

Throughout this monograph we will pay much attention to what has been said before by various authors on these transformations. However, hardly any attention will be paid to grammar functors. Gramar covers are much more amenable than gramar functors and we think this is shown fairly convincingly.

This section will be followed by a section in which we review some basic terminology concerning formal gramars, automata and syntax categories.

In Chapter 2 gramar covers and functors are introduced. The framework for grammar covers which is presented is very general. Partly this is done to obtain an analogy with the grammar functor approach. The second reason, however, is that we need this generality to include various definitions of covers which have been introduced before and to be able to describe practical situations which appear in the field of compiler building.

Chapter 3 shows the efforts which have been made by other authors to grasp some of the 'structure' or 'semantic' preserving properties of transformations of contextfree grammars.

In Chapter 4 some general properties of grammar covers are shown and a few preliminary transformations are introduced.

Chapter 5 contains the main transformations of this monograph. It is shown, among others, that any context-free grammar can be covered with a context-free grammar in Greibach normal form. In Chapter 6 we have collected the cover results for normal forms of context-free grammars. Chapter 7 is devoted to some similar results for the class of regular grammars.

In Chapter 8, 9 and 10 we will be concerned with classes of grammars for which there exist parsing methods which can be implemented by a deterministic pushdown transducer. Especially in these chapters we will pay attention to the usefulness of gramar covers for compiler writing systems. Both general cover results and results for normal forms for $L L(k)$, strict deterministic and $L R(k)$ gramars will be presented.

Finally, in Chapter 11 and 12 we discuss a few subclasses of LR(k) grammars in the light of the results which were obtained in the preceeding chapters. In Chapter 11 a variety of results are shown for the class of simple chain grammars. Cover properties, parsing properties and properties of the parse trees of simule chain grammars will be introduced. In Chapter 12 we consider generalizations of the class of simple chain grammars.

### 1.3. PRELIMINARIES

We review some basic definitions and concepts of formal language theory. Most of the notation used in this monograph is presented in this section. It is assumed that the reader is familiar with the basic results concerning context-free grammars and parsing, otherwise, see Aho and Ullman [3,4], Lewis, Rosenkrantz and Stearns [100] and Harrison [58]. Notations concerning grammars and automata and notations concerning categories follow closely those of Aho and Ullman [3] and Benson [13], respectively.

An alphabet is a finite set of symbols (equivalently, letters). The set of all strings (or words) over an alphabet $V$ is denoted by $V^{*}$. If $\alpha \in V^{*}$, then $|\alpha|$, the length of $\alpha$, is the number of accurrences of symbols in $\alpha$. The mpty string (the string with length zero) is dencted by $\varepsilon$. If $\alpha \in \nabla^{*}$, then $\alpha^{R}$ denotes the reverse of $\alpha$.

The set of non-negative integers is denoted by $\mathbb{N}$. If $Q$ is a set, then $|Q|$ stands for the number of its elements. The empty set is denoted by $\emptyset$. If $Q$ and $R$ are sets, then $Q \backslash R$ or $Q-R$ denotes the set $\{x \mid x \in Q$ and $x \notin R\}$. $V^{*}$ is the free monoid finitely generated by V. $\mathrm{V}^{+}=\mathrm{V}^{\star} \backslash\{\varepsilon\}$. A (monoid) homomorphism is a mapping between monoids with concatenation as operation. If $V^{\star}$ and $W^{*}$ are two free monoids and $h: V^{\star} \rightarrow W^{* *}$ is a homomorphism between them, then $h(\varepsilon)=\varepsilon$ and $h(\alpha \beta)=h(\alpha) h(\beta)$ for all $\alpha, \beta \in V^{*}$.

### 1.3.1. GRAMMARS, AUTOMATA AND TRANSDUCERS

DEFINITION 1.1. A context-free grammar $G$ is a four-tuple $G=(N, \Sigma, P, S)$, where
(i) $N$ and $\Sigma$ are alphabets, $N \cap \Sigma=\emptyset$ and $S \in N$. The elements of $N$ are called nonterminals and those of $\Sigma$ terminals. $S$ is called the start symbol.
(ii) P is a finite set of ordered pairs ( $A, \alpha$ ) such that $A \in N$ and $\alpha$ is a word over the vocabulary $V=N \cup \Sigma$. Elements ( $A, \alpha$ ) of $P$ are called productions and are written $A \rightarrow \alpha$.

Context-free granmar will be abbreviated to CFG. Elements of N will generally be denoted by the Roman capitals $A, B, C, \ldots$; elements of $\Sigma$ by the smalls $a, b, c, \ldots$ from the first part of the Roman alphabet; $X, Y$ and $Z$ will usually stand for elements of $V$; elements of $\Sigma^{*}$ will be denoted by $u, v, w, x, y$ and $z$ and Greek smalls $\alpha, \beta$, $\gamma, \ldots$ will usually stand for elements of $v^{*}$

It will be convenient to provide the productions in $P$ with a label. In general these labels will be in a set $\Delta_{G}$ (or $\Delta$ if $G$ is understood) and we always take $\Delta_{G}=\left\{i|1 \leq i \leq|P|\}\right.$; we often identify $P$ and $\Delta_{G}$.

We write i. $A \rightarrow \alpha$ if production $A \rightarrow \alpha$ has label (or number) i. A is called the lefthand side of this production; $\alpha$ is the righthand side of the production and $\alpha$ is a rule alternative of $A$. If $A$ has rule alternatives $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$, we write

$$
A \rightarrow \alpha_{1}\left|a_{2}\right| \ldots \mid a_{n}
$$

hence, '|', a symbol not in $V$, is used to separate rule alternatives. If these productions have labels $i_{1}, i_{2}, \ldots . i_{n}$, then we use the notation

$$
i_{1} / i_{2} / \ldots / i_{n} \cdot A \rightarrow \alpha_{1}\left|\alpha_{2}\right| \ldots \cdot \mid \alpha_{n}
$$

If $A \in N$, then $\operatorname{rhs}(A)=\{\alpha \mid A \rightarrow \alpha$ is in $P\}$.

DEFINITION 1.2. Let $G=(N, S, S, S)$ be a CFG. For $\alpha, \beta \in V^{*}$ we say that $a$ directly derives $\beta$, written $\alpha \approx_{G} \beta$, if there exist $\alpha_{1}, \alpha_{2} \in V^{*}$ and $A \rightarrow \gamma$ in $P$ such that $\alpha=\alpha_{1} A \alpha_{2}$ and $\beta=\alpha_{1} \gamma \alpha_{2}$.
If $\alpha_{1} \in \Sigma^{*}$ we say that $\alpha$ left derives $\beta$, written $\alpha \overrightarrow{\mathrm{L}}^{\mathrm{G}} \beta$. If $\alpha_{2} \in \Sigma^{*}$ we say that $\alpha$ right derives $\beta$, written $\alpha \underset{\mathrm{R}^{G}}{\vec{G}} \beta$.

The subscript $G$ denoting the grammar in question is omitted whenever the identity of this grammar is clear from context. The transitive-reflexive closures of these relations are denoted by $\stackrel{*}{\Rightarrow}, \underset{\vec{J}}{*}$ and $\underset{\vec{R}}{\stackrel{*}{\vec{R}}}$, respectively. The transitive-irreflexive closures are denoted by $\stackrel{+}{\Rightarrow}, \stackrel{+}{\overrightarrow{\mathrm{L}}}$ and $\stackrel{+}{\stackrel{\rightharpoonup}{\mathrm{R}}}$, respectively.

A sequence $\alpha_{0} \Rightarrow \alpha_{1} \Rightarrow \ldots \Rightarrow \alpha_{n}$ is called a derivation of $\alpha_{n}$ from $\alpha_{0}$. A sequence $\alpha_{0} \overrightarrow{\mathrm{~L}} \alpha_{1} \overrightarrow{\mathrm{~L}} \cdots \overrightarrow{\mathrm{~L}} \alpha_{\mathrm{n}}\left(\alpha_{0} \overrightarrow{\mathrm{R}} \alpha_{1} \overrightarrow{\mathrm{R}} \cdots \cdot \overrightarrow{\mathrm{R}} \alpha_{\mathrm{n}}\right.$ ) is called a leftmost (rightmost) derivation of $\alpha_{n}$ from $\alpha_{0}$.

If we want to indicate a derivation using a specific sequence $\pi$ of productions, we write $\underset{\sim}{\Rightarrow}\left(\frac{\pi}{\tilde{L}}, \frac{\pi}{\mathrm{R}}\right)$, hence, $\pi \in \mathrm{P}^{*}$ or $\pi \in \Delta^{*}$. In some cases we will use the notation $\alpha \Rightarrow \beta(\alpha \underset{\vec{L}}{n} \beta, \alpha \underset{\vec{R}}{n} \beta)$ to indicate that the derivation in question is such that $\alpha$ derives $\beta$ in $n$ steps, that is, $(\alpha, \beta) \in(\Rightarrow)^{n}$.

DEFINITION 1.3. Let $G=(N, \Sigma, P, S)$ be a CFG. The language of $G$ is the set $L(G)=$ $=\left\{\mathrm{w} \in \Sigma^{*} \mid \mathrm{S} \stackrel{*}{\Rightarrow} \mathrm{~W}\right\}$. For any $\alpha \in \mathrm{V}^{\star}, \mathrm{L}(\alpha)=\left\{\mathrm{W} \in \Sigma^{\star} \mid \alpha \stackrel{*}{\Rightarrow} \mathrm{~W}\right\}$. CFG G is said to be unambiguous if there does not exist $w \in \Sigma^{*}$ and $\pi, \pi^{\prime} \epsilon \Delta^{*}$ such that $S \underset{\vec{L}}{\pi} w$ and $S \underset{\sim}{\pi^{\prime}} w$, where $\pi \neq \pi^{\prime}$. Otherwise, $G$ is said to be ambiguous. Let $w \in L(G)$, then $w$ is called a sentence of $G . L(G)$ is said to be context-free language (CFL for short).

DEFINITION 1.4. Let $G=(N, \Sigma, P, s)$ be a CFG. Let $\alpha \in V^{*}$.
a. $k: \alpha$ is the prefix of $\alpha$ with length $k$ if $|\alpha| \geq k$, otherwise $k: \alpha=\alpha$.
b. $\alpha: k$ is the suffix of $\alpha$ with length $k$ if $|\alpha| \geq k$, otherwise $\alpha: k=\alpha$.
c. $\operatorname{FIRST}_{\mathrm{k}}(\alpha)=\left\{\mathrm{k}: w \in \Sigma^{\star} \mid \alpha \stackrel{\star}{\Rightarrow} \mathrm{w}\right\}$.

Index k of $\mathrm{FIRST}_{\mathrm{k}}$ will be omitted when $\mathrm{k}=1$.

NOTATION 1.1. Let $\Sigma$ and $\Delta$ be disjoint alphabets. Homomorphism $h_{\Sigma}:(\Sigma \cup \Delta)^{*} \rightarrow \Delta^{*}$ is defined by

$$
\begin{aligned}
& \mathrm{h}_{\Sigma}(\mathrm{X})=\mathrm{X} \text { if } \mathrm{X} \in \Delta, \text { and } \\
& \mathrm{h}_{\Sigma}(\mathrm{X})=\varepsilon \text { if } \mathrm{X} \in \Sigma,
\end{aligned}
$$

Homomorphism $h_{\Sigma}$ will be called the $\Sigma$-erasing homomorphism.
The number of different leftmost derivations from $S$ to $w$ is called the degree of ambiguity of $w$ (with respect to $G$ ), written $\langle w, G\rangle$. By convention, if $w \notin L(G)$, then $\langle w, G\rangle=0$. We say that $\alpha \in V^{*}$ is a sentential form, a left sentential form or a right sentential form, if $\mathrm{S} \stackrel{*}{\Rightarrow} \alpha, \mathrm{~S} \underset{\overrightarrow{\mathrm{~L}}}{*} \alpha$ and $\mathrm{S} \stackrel{*}{\overrightarrow{\mathrm{R}}} \alpha$, respectively.

Derivations (or rather, equivalence classes of derivations) can be represented by trees. We distinguish between derivation trees and parse trees.

DEFINITION 1.5: A derivation tree is recursively defined by
(i) A single node labeled S is a derivation tree.
(ii) For every derivation tree, let $D$, labeled $A \in N$, be a leaf of the tree. If $A \rightarrow X_{1} X_{2} \ldots X_{n}\left(X_{i} \in V, 1 \leq i \leq n\right)$ is in $P$, the tree obtained by appending to $D$ $n$ sons with labels $X_{1}, X_{2}, \ldots, X_{n}$ in order from the left, is a derivation tree. If $A \rightarrow \varepsilon$ is in $P$, the tree obtained by appending to $D$ one son with label $\varepsilon$ is a derivation tree.

The set PTR(G), the set of parse trees of $G$, consists of all derivation trees where each leaf is labeled with a terminal or with $\varepsilon$. The frontier of a derivation tree is the string obtained by concatenating the labels of the leaves from left to right. If $T$ is a derivation tree, then $\operatorname{fr}(T)$ denotes the frontier of $T$.

## DEFINITION 1.6.

a. Let $G=(N, \Sigma, P, S)$ be a CFG. Define $P^{\prime}=\{A \rightarrow[\alpha] \mid A \rightarrow \alpha \in P\}$, where '[' and ']' are special brackets that are not terminal symbols of $G .[G]=\left(\mathbb{N}, \Sigma \cup\{[]\},, P^{\prime}, S\right)$, the parenthesized version of $G$, is called a parenthesis grammar (McNaughton[iW]).
b. Let $G=(N, \Sigma, P, S)$ be a CFG. Define $P^{\prime}=\left\{A \rightarrow\left[{ }_{i}^{\alpha}\right]_{i} \mid i . A \rightarrow \alpha \in P\right\}$, where ' ${ }_{i}$ ' and '] ${ }^{\prime}$ ' are special brackets that are not terminal symbols of $G$. Grammar $G_{B}=$ $=\left(N, \Sigma \cup\left\{\left[_{i} \mid i \in \Delta_{G}\right\} \cup\{ ]_{i} \mid i \in \Delta_{G}\right\}, P^{\prime}, S\right)$, the bracketed version of $G$, is called a bracketed grammar (Ginsburg and Harrison [43]).

## DEFINITION 1.7.

a. CFG $G$ and CFG H are said to be weakly equivalent if $L(G)=L(H)$.
b. CFG G and CFG $H$ are said to be strongly equivalent if $\operatorname{PTR}(G)=\operatorname{PTR}(H)$.
c. CFG $G$ and CFG $H$ are said to be structurally equivalent if $L([G])=L([H])$.

A symbol $X \in V$ is useless in a CFG $G=(N, \Sigma, P, S)$ with $P \neq \emptyset$, if there does not exist a derivation $S \stackrel{*}{\Rightarrow} w X y \stackrel{*}{\Rightarrow}$ wxy, where wxy $\in \Sigma^{*}$. There exists a simple algorithm to remove all useless symbols from a CFG (Aho and Ullman [3]). Throughout this monograph we assume that the gramars under consideration have no useless symbols. Any production of the form $\mathrm{A}+\alpha$ with $\alpha \in \mathrm{N}$ is called a single production.

DEFINITION 1.8. A CFG G $=(\mathbb{N}, \Sigma, \mathrm{P}, \mathrm{S})$ is
a. reduced, if it has no useless symbols or if $P=\emptyset$.
b. $\varepsilon$-free, if $\mathrm{P} \subseteq \mathrm{N} \times \mathrm{V}^{+}$or $\left.\mathrm{P} \subseteq \mathrm{N} \times(\mathrm{V} \backslash \mathrm{S}\}\right)^{+} \cup\{S \rightarrow \varepsilon\}$.
c. cycle-free, if, for any $A \in \mathbb{N}$, a derivation $A \stackrel{+}{\Rightarrow} A$ is not possible.
d. proper, if $G$ has no useless symbols, $G$ is $\varepsilon$-free and $G$ is cycle-free.

DEFINITION 1.9. Let $G=(N, \Sigma, P, S)$ be a GFG. A nonterminal $A \in \mathbb{N}$ is said to be left recursive if there exists $\alpha \in V^{*}$ such that $A \stackrel{+}{\Rightarrow} A \alpha$. Gramar $G$ is said to be left recursive if there exists a left recursive nonterminal in $N$. Otherwise, $G$ is said to be non-left-recursive (NLR).

For any CFG $G=(N, \Sigma, P, S)$ define $G^{R}=\left(N, \Sigma, P^{R}, S\right)$ with $P^{R}=\left\{A \rightarrow \alpha^{R} \mid A \rightarrow \alpha \subset P\right\}$. A CFG G is said to be non-right-recursive (NRR) if $G^{R}$ is NLR.

DEFINITION 1.10. A GFG $G=(\mathbb{N}, \Sigma, P, S)$ is
a. in Greibach normal form (GNF) if

$$
P \subseteq N \times \Sigma N^{*} \text { or } P \subseteq N \times \Sigma(N \backslash\{S\})^{\star} \cup\{S \rightarrow \varepsilon\}
$$

b. in quasi Greibach normal form (quasi-GNF) if

$$
P \subseteq \mathbb{N} \times \Sigma V^{*} \text { or } P \subseteq \mathbb{N} \times \Sigma(V \backslash\{S\})^{*} \cup\{S \rightarrow \varepsilon\}
$$

c. left factored if $P$ does not contain distinct productions of the form $A \rightarrow \alpha \beta$, and $A \rightarrow \alpha \beta_{2}$ with $\alpha \neq \varepsilon$.

We say that $G$ is in $\overline{G N F}$ if gramar $G^{R}$ is in GNF . For each CFL one can find a CFG which is in one of the forms defined in the Definitions 1.8 to 1.10. Greibach normal form is also called standard form. A grammar is said to be in standard 2-form if it is in GNF and each righthand side of a production contains at most two nonterminals.

DEFINITION 1. H. $A$ CFG $G=(N, \Sigma, P, S)$ is said to be
a. right regular, if each production in $P$ is of the form $A \rightarrow a B$ or $A \rightarrow a$, where $A, B \in N$ and $a \in \Sigma$.
b. Ieft regular, if each production in $P$ is of the form $A \rightarrow B a$ or $A \rightarrow a$, where $A, B \in N$ and $a \in \Sigma$.

A regular gramar is a grammar which is either left regular or right regular.
A set $L$ is said to be regular if there exists a regular gramar $G$ such that $L=L(G)$.

Now we will generalize grammars to (simple) syntax directed transiation schemes.

DEFINITION 1.12. A simple syntax directed translation scheme (simple SDTS) is a five-tuple $T=\left(N, \Sigma, \Sigma^{\prime}, R, S\right)$, where
(i) $N, \Sigma$ and $\Sigma^{\prime}$ are alphabets, $S \in N, N \cap \Sigma=\emptyset$ and $N \cap \Sigma^{\prime}=\emptyset$. Let $V=N \cup \Sigma$ and $V^{\prime}=\mathbb{N} \cup \Sigma^{\prime}$. The elements of $N$ are called nonterminals and those of $\Sigma$ and $\Sigma^{\prime}$ input symbols and output symbols, respectively. $S$ is called the start symbol.
(ii) $R$ is a finite set of rules of the form $A \rightarrow \alpha, \beta$, where $\alpha \in V^{\star}, \beta \in V^{\text { }}$ and $h_{\Sigma}(\alpha)=h_{\Sigma^{\prime}}(\beta)$.

We write $(\alpha, \beta) \Rightarrow(\gamma, \delta)$ if there exist $\alpha_{1}, \alpha_{2} \in V^{*}, \beta_{1}, \beta_{2} \in V^{\prime *}$ and $A \rightarrow \varphi, \varphi^{\prime}$ in $R$ such that $(\alpha, \beta)=\left(\alpha_{1} A \alpha_{2}, \beta_{1} A \beta_{2}\right), h_{\Sigma}\left(\alpha_{1}\right)=h_{\Sigma^{\prime}}\left(\beta_{1}\right), h_{\Sigma}\left(\alpha_{2}\right)=h_{\Sigma^{\prime}}\left(\beta_{2}\right)$ and $(\gamma, \delta)=$ $=\left(\alpha_{1} \varphi \alpha_{2}, \beta_{1} \varphi^{\prime} \beta_{2}\right)$. Closures of ' $\Rightarrow$ " are defined analogous to those for a CFG.

The (syntax directed) translation defined by $T$, denoted $\tau(T)$, is the set of pairs $\left\{\left(w, w^{\prime}\right) \mid(S, S) \stackrel{*}{\Rightarrow}\left(w, w^{\prime}\right), w \in \Sigma^{*}\right.$ and $\left.w^{\prime} \in \Sigma^{\prime}{ }^{*}\right\}$. Grammar $G_{1}=(N, \Sigma, P, S)$ with

$$
P=\left\{A \rightarrow \alpha \mid A \rightarrow \alpha, \alpha^{\prime} \text { is in } R \text { for some } \alpha^{\prime} \in\left(\mathbb{N} \cup \Sigma^{r^{\star}}\right)\right\}
$$

is said to be the input grammar of $T$. Similarly, the output grammar $G_{0}=\left(\mathbb{N}, \Sigma^{\prime}, P_{0}, S\right)$ is defined by the set of productions

$$
P_{0}=\left\{A \rightarrow \alpha^{\prime} \mid A \rightarrow \alpha, \alpha^{\prime} \text { is in } R \text { for some } \alpha \in(\mathbb{N} \cup \Sigma)^{*}\right\}
$$

Frequently we will start with a CFG $G=(N, \Sigma, P, S)$ and generalize it to a simple $\operatorname{SDTS} T=\left(N, \Sigma, \Delta_{G}, R, S\right)$, where $\Delta_{G}$ contains the production numbers and $R$ contains rules of the form $A \rightarrow \alpha, \alpha^{\prime}$, where $A \rightarrow \alpha$ is in $P$ and $\alpha^{\prime}$ is a word over ( $N \cdot u \Delta_{G}$ ) which satisfies $\cdot h_{\Delta}\left(\alpha^{\prime}\right)=h_{\Sigma}(\alpha)$.
In such a case we say that simple SDTS $T$ is defined on CFG $G$.

DEFLNITION 1.13. A simple SDTS is semantically unambiguous if there are not two distinct rules of the form $A \rightarrow \alpha, \beta$ and $A \rightarrow \alpha, \gamma$.

The final definitions (again from Aho and Ulman [3]) in this subsection deal with automata.

DEFINITION 1.14. A pushdown automaton (PDA for short) is a seven-tuple $P=(Q, \Sigma, \Gamma$, $\left.\delta, q_{0}, Z_{0}, F\right)$, where
(i) $Q$ is a finite set of state symbols, $\Sigma$ and $\Gamma$ are alphabets of input symbols and pushdown list symbols, respectively; $q_{0} \in Q$ is the initial state, $Z_{0} \in \Gamma$ is the start symbol and $F \subseteq Q$ is the set of final states.
(ii) $\delta$ is a mapping from $Q \times(\Sigma \cup\{\varepsilon\}) \times \Gamma$ to the finite subsets of $Q \times \Gamma^{*}$.

A configuration of a PDA $P$ is a triple ( $q, w, \alpha$ ) in $Q \times \Sigma^{*} \times \Gamma^{*}$. The binary relation + ('move') on configurations is defined by:

$$
(q, a w, z \alpha) \vdash(r, w, \gamma \alpha)
$$

if and only if

$$
\begin{aligned}
& \delta(q, a, Z) \text { contains }(r, \gamma) \text {, for any } q, r \in Q, a \in \Sigma \cup\{\varepsilon\}, w \in \Sigma^{*}, \tilde{Z} \in \Gamma \\
& \text { and } \alpha, \gamma \in \Gamma^{*} \text {. }
\end{aligned}
$$

If $a=\varepsilon$, then such a move is called an $\varepsilon$-move. An initial configuration of $P$ is a configuration of the form $\left(q_{0}, w, z_{0}\right)$ for some $w \in \Sigma^{*}$.
The language defined by $P$ is

$$
L(P)=\left\{w \in \Sigma^{*} \mid\left(q_{0}, w, Z_{0}\right) \notin(q, \varepsilon, \alpha) \text { for some } q \in F \text { and } \alpha \in \Gamma^{*}\right\}
$$

The language accepted with empty pushdown list is the set

$$
L_{e}(P)=\left\{W \in \Sigma^{*} \mid\left(q_{0}, W, Z_{0}\right)(q, \varepsilon, E) \text { for some } q \in Q\right\} .
$$

It can be shown that each PDA $P$ can be transformed to a PDA $P^{\prime}$ such that $L_{e}\left(P^{\prime}\right)=$ $=L(P)$, and conversely. This PDA $P^{\prime}$ can be constructed in such a way that emptiness of the pushdown 1 ist is always achieved in the same state. That is, there exists a state $q_{e} \in Q$ such that $L_{e}(p)=\left\{w \in \Sigma^{*} \mid\left(q_{0}, w, z_{0}\right){ }^{\star}\left(q_{e}, \varepsilon, \varepsilon\right)\right\}$.

Any PDA $P=\left(Q, \Sigma, \Gamma, \delta, q_{0}, Z_{0}, F\right)$ can be converted to a CFG $G=(N, \Sigma, P, S)$ such that $L(G)=L_{e}(P)$ and such that any leftmost derivation of $w$ in $G$ directly corresponds to a sequence of moves made by $P$ in processing $w$ (cf. Lemma 2.26 in Aho and Ullman [3]).

One of the basic results in the theory of formal languages and automata is the following.

THEOREM 1.1. The following two statements are equivalent:

1. $L$ is $L(G)$ for a CFG $G$.
2. I is $L_{e}(P)$ for a PDA $E$.

We will be concerned with pushdown automata which can produce output.

DEFINITION 1.15. A pushdown transducer (PDT) is an eight-tuple $P=\left(Q, \Sigma, \Gamma, \Sigma^{\prime}, \delta, q_{0}\right.$, $\left.Z_{0}, F\right)$, where all symbols have the same meaning as for a PDA except that $\Sigma^{\text { }}$ is an alphabet of output symbols and $\delta$ is a mapping from $Q \times(\Sigma \cup\{\varepsilon\}) \times \Gamma$ to finite subsets of $\mathrm{Q} \times \Gamma^{*} \times \Sigma^{{ }^{*}}$.

A configuration of $P$ is a quadruple ( $q, w, \alpha, w^{\prime}$ ) in $Q \times \Sigma^{*} \times \Gamma^{*} \times \Sigma^{\prime *}$. The move $\rightarrow$ is now defined by:

$$
\left(q, a w, z \gamma, w^{v}\right) \vdash\left(r, w, \alpha \gamma, w^{2} v\right)
$$

if $\delta(q, a, z)$ contains $(r, \alpha, v)$, for any $q, r \in Q$, $a \in \Sigma u\{\varepsilon\}, w \in \Sigma^{*}, Z \in \Gamma, \alpha, \gamma \in \Gamma^{*}$
and $w^{\prime} v \in \Sigma^{*}$.
The (syntax directed) translation defined by $P$ is

$$
\tau(P)=\left\{\left(w, w^{\prime}\right) \mid\left(q_{0}, w, z_{0}, \varepsilon\right) \star^{\star}\left(q, \varepsilon, \alpha, w^{\prime}\right) \text { for some } q \in F \text { and } \alpha \in \Gamma^{\star}\right\},
$$

and

$$
\tau_{e}(P)=\left\{\left(w, w^{\prime}\right) \mid\left(q_{0}, w, z_{0}, \varepsilon\right) \star^{\star}\left(q, \varepsilon, \varepsilon, w^{\prime}\right) \text { for some } q \in Q\right\}
$$

It can be shown that each PDT $P$ can be transformed to a PDI $P^{\prime}$ such that $\tau_{e}\left(P^{\prime}\right)=$ $=T(P)$, and conversely. Also in this case PDT $P^{\prime}$ can be constructed in such a way that emptiness of the pushdown list is always achieved in the same state.

Theorem 1.l has an analogue for simple SDTS's and PDT's.

THEOREM 1.2. The following two statements are equivalent:

1. $L$ is $\tau(T)$ for a simple SDTS $T$.
2. $L$ is $\tau_{e}(P)$ for a PDT $P$.

The following construction shows how to transform a PDT $P$ to a simple SDTS $T$ such that $\tau(T)=\tau_{e}(P)$. We start with a PDT with one final state.

## STANDARD CONSTRUCTION

Let $P=\left(Q, \Sigma, \Gamma, \Sigma^{\prime}, \delta, q_{0}, Z_{0},\left\{q_{e}\right\}\right)$ be a pushdown transducer which accepts with empty pushdown list in state $q_{e}$. We define a simple $\operatorname{SDTS} T=(N, \Sigma, \Sigma, R, S)$ such that $T(T)=$ $=\tau_{e}(P)$.
(1) $N=\{[p A q] \mid p, q \in Q, A \in \Gamma\}, S=\left[q_{0} Z_{0} q_{e}\right]$.
(2) R is defined as follows.

If $\delta(p, a, A)$ contains $\left(r, X_{1} X_{2} \ldots X_{k}, y\right)$, where $a \in \Sigma U\{\varepsilon\}$ and $y \in \Sigma^{1^{*}}$, then if $k>0, R$ contains rules

$$
\begin{array}{r}
{\left[p_{k A q_{k}}\right] \rightarrow} \\
\\
\quad y\left[r X_{1} q_{1}\right]\left[q_{1} X_{2} q_{2}\right] \ldots\left[q_{k-1} X_{k} q_{k}\right]
\end{array}
$$

for all sequences $q_{1}, q_{2}, \ldots, q_{k}$ of states in $Q$.
If $k=0$, then the rule is [pAr] $\rightarrow a, y$.

Senantical unambiguity can be defined for a PDT in the following way.

DEFINITION 1.16. A PDT $P=\left(Q, \Sigma, \Gamma, \Sigma^{\prime}, \delta, q_{0}, Z_{0}, F\right)$ is semantically unambiguous if, for any $q, r \in Q, a \in \sum \cup\{\varepsilon\}, Z \in \Gamma, \gamma \in \Gamma^{*}$ and $\pi_{1}, \pi_{2} \in \Sigma^{\prime *}$,

$$
\left(r, \gamma, \pi_{1}\right) \text { and }\left(r, \gamma, \pi_{2}\right) \text { in } \delta(q, a, z)
$$

implies $\pi_{1}=\pi_{2}$ 。
If a PDT $P$ is semantically unambiguous, then the simple SDTS $T$ which is obtained from the standard construction is semantically unambiguous.

As in the case of context-free grammars, we assume that the rules of a simple SDTS T are labeled with labels from an aiphabet $\Delta_{T}=\{i|1 \leq i \leq|R|\}$

Let $P=\left(Q, \Sigma, \Gamma, \Sigma^{\prime}, \delta, q_{0}, Z_{0},\left\{q_{e}\right\}\right)$ be a semantically unambiguous PDT which translates with empty pushdown list in a final state $q_{e}$. Simple SDTS $T=(N, \Sigma, \Sigma, R, S)$ is obtained from $P$ by the standard construction. Define a homomorphism $\psi: \Delta_{T}^{*} \rightarrow \Sigma^{* *}$ in the following way:

If i. $A \rightarrow a \alpha$, yó ${ }^{\prime}$ in $R$, where $a \in \Sigma U\{\varepsilon\}, y \in \Sigma^{\prime *}, \alpha \in N^{*}$ and $\alpha^{\prime}=\alpha$, then $\psi(i)=y$. In this situation we have the following observation.

## STANDARD OBSERVATION

Let PDT P, simple SDTS $T$ and homomorphism $\psi: \Delta_{T}^{\star} \rightarrow \Sigma^{{ }^{*}}$ be defined as above. Then

$$
(w, x) \in \tau_{e}(P) \text { if and only if }(S, S) \stackrel{\pi}{\vec{L}}(w, x)
$$

in $T$, with $\psi(\pi)=x$.

### 1.3.2* SYNTAX CATEGORIES

Category theory has found wide applications in theoretical computer science. For the general theory the reader can consult MacLane [103] and Arbib and Manes [7]. Some of the applications in computer science can be found, among others, in the ADJ-papers (see Goguen, Thatcher, Wright and Wagner [45]). For our purposes, the categorical treatment of grammars, Hotz and Claus [67], Benson [12] and Schnorr [151] contain useful material. For concepts and terminology we follow Benson [13].
The characterization of Chomsky-type grammars with categories is due to Hotz [63,64] and finds its origin in work on switching circuits. Grammar functors will be defined as certain types of functors between categories associated to grammars.

For the simple reason that grammar functors give too easily occasion to negative results when one tries to describe the preserving of structure under certain transformations on grammars, our main interest will be in grammar covers. Therefore, we confine ourselves to a few notes on (syntax) categories and, in section 2.3, on grammar functors.

For the concept of syntax category we follow Benson [13]. Let $G=(N, \Sigma, P, S)$ be a CFG. Then ( $\left.V^{\star}, P\right)$ generates the (free strict monoidal) category $S(G)$, which will be called the syntax category of $G$. Here, objects are elements of $V^{\star}$ and morphisms are derivations (or, in fact, equivalence classes of similar derivations) from one object to the other. Clearly, one can take as representative of such an equivalence class a
certain type of derivation, for example a leftmost derivation.
Two operations are defined on the morphisms. Firstly, composition of morphisms, that is, if $f_{1}: \alpha \rightarrow \beta$ and $f_{2}: \beta \rightarrow \gamma$, then $f_{1} \circ f_{2}: \alpha \rightarrow \gamma$ is defined to be the composition

$$
\alpha \stackrel{f_{1}^{f}}{1} \beta \stackrel{f_{2}^{2}}{2} \gamma
$$

Secondly, concatenation of morphisms, that is if $f_{1}: \alpha_{1} \rightarrow \beta_{1}$ and $f_{2}: \alpha_{2} \rightarrow \beta_{2}$, then $f_{1}+f_{2}: \alpha_{1} \alpha_{2} \rightarrow \beta_{1} \beta_{2}$ is (equivalently) described by

$$
\alpha_{1} \alpha_{2} \xrightarrow{\text { applying } f_{1}} \beta_{1} \alpha_{2} \xrightarrow{\text { applying } f_{2}} \beta_{1} \beta_{2}
$$

and

$$
\alpha_{1} \alpha_{2} \xrightarrow{\text { applying } f_{2}} \alpha_{1} \beta_{2} \xrightarrow{\text { applying } f_{1}} \beta_{1} \beta_{2},
$$

respectively.
A well-known relation for morphismsis the following

$$
\left(f_{1} \hat{b} g_{1}\right)+\left(f_{2} \circ g_{2}\right)=\left(f_{1}+f_{2}\right) \cdot\left(g_{1}+g_{2}\right)
$$

illustrated in Figure 1.1.

$$
\left(\begin{array}{c}
f_{1} \\
o \\
g_{1}
\end{array}\right)+\left(\begin{array}{c}
f_{2} \\
o \\
g_{2}
\end{array}\right)=\left(\begin{array}{c}
f_{1}+f_{2} \\
a \\
g_{1}+g_{2}
\end{array}\right)
$$

Figure 1.1. Operations on morphisms.

For each object $\alpha$ the categorical identity at $\alpha$ is denoted by id $\alpha: \alpha \rightarrow \alpha$.

## CHAPTER 2

GRAMAAR COVERS AND RELATED CONCEPTS

### 2.1. GRAIMAR COVERS

This section introduces the framework for grammar covers. This framework is built up in a rather formal and general way. Ideas of the grammar functor approach (cf. section 2.3) will be used. We think this general setting is useful because of the following reasons.

- Existing gramar cover definitions can be obtained from the framework by introducing natural restrictions.
- The framework shows the freedom to choose parses for covers different from the left and right parses.
* The role of ambiguity is made apparent. The framework is such that special properties of covers can easily be formulated. A possible comparison with the grammar functor approach is made more simple.

Each of the features of the framework will either be given an application in this monograph or we will refer to a (possible) application elsewhere.

Let $G=(N, \Sigma, P, S)$ be a CFG with production numbers in $\Delta_{G}$. The following definition is also in Brosgol [18]. However, we distinguish between parse relations and proper parse relations. Recall that $\langle w, G\rangle$ denotes the degree of ambiguity of $w$.

## DEFINITION 2.1.

a. A relation $f_{G} \subseteq \Sigma^{*} \times \Delta_{G}^{*}$ is said to be a proper parse relation for $G$ provided that
(i) if $(w, \pi) \in f_{G}$ and $\left(w^{\prime}, \pi\right) \in f_{G}$ then $w=w^{\prime}$, and
(ii) for each $w \in \Sigma^{*}$

$$
\left|\left\{\pi \mid(w, \pi) \in f_{G}\right\}\right|=\langle w, G\rangle .
$$

b. A relation $f_{G} \subseteq \Sigma^{*} \times \Delta_{G}^{*}$ is said to be a parse relation for $G$ provided that
(i) for each $w \in L(G)$ there exists at least one element ( $w ; \pi$ ) $\in F_{G}$, and
(ii) for each $w \in \Sigma^{*}$

$$
\left|\left\{\pi \mid(w, \pi) \in f_{G}\right\}\right| \leq\langle w, G\rangle
$$

If $f_{G}$ is a parse relation and $(w, \pi) \in f_{G}$ then $\pi$ is said to be an $f_{G}$-parse of $w$. It follows from the definition that if $f_{G}$ is a proper parse relation, then for each $f_{G}$-parse there is a unique sentence and for each sentence the number of parse trees is equal to the number of different $f_{G}$-parses for this sentence.

Index $G$ of $f_{G}$ will be omitted whenever it is clear from the context.

Our following definitions will be based on parse relations. Clearly, every proper parse relation is a parse relation.

DEFINITION 2.2. Let $G^{\prime}=\left(N^{\prime}, \Sigma^{\prime}, P^{\prime}, S^{\prime}\right)$ and $G=(N, \Sigma, P, S)$ be CFG's. Let $f_{G^{\prime}} S$ $\subseteq \Sigma^{*} \times \Delta_{G}^{*}$, and $h_{G} \subseteq \Sigma^{*} \times \Delta_{G}^{*}$ be parse relations. If $f \subseteq f_{G}$, then a partial parse homo$\operatorname{morphism} \mathrm{g}_{\mathrm{f}}: \mathrm{f}_{\mathrm{G}^{\prime}} \rightarrow \mathrm{h}_{\mathrm{G}}$ is defined by two homomorphisms $\varphi: \Sigma^{1^{*}} \rightarrow \Sigma^{*}$ and $\psi: \Delta_{\mathrm{G}}{ }^{\prime} \rightarrow \Delta_{\mathrm{G}}^{*}$ such that $(w, \pi) \in f$ implies $(\varphi(w), \psi(\pi)) \in h_{G}$.

Throughout this section $f, f_{G}$, and $h_{G}$ refer to the relations in this definition. The notation $g_{f}=\langle\varphi, \psi\rangle$ will be used to denote that $g_{f}$ is defined by the two homomorphisms $\varphi$ and $\psi$. We say that $g_{f}$ is a total parse homomorphism or simply a parse homomorphism whenever $f=f_{G}$. . In this case we omit index $f$ from $g_{f}$. If $(w, \pi) \in f$ then $g_{f}(w, \pi)$ denotes $(\varphi(w), \psi(\pi))$. For any $f^{\prime} \subseteq f$ we use $g_{f}\left(f^{\prime}\right)$ to denote the set $\left\{g_{f}(w, \pi) \mid(w, \pi) \in f '\right\}$.

We can now describe various properties of (partial) parse homomorphisms.

DEFINITION 2.3. A partial parse homomorphism $g_{f}: f_{G}, \rightarrow h_{G}$ is said to be injective if for any $\left(w_{1}, \pi_{1}\right) \in f$ and $\left(w_{2}, \pi_{2}\right) \in f$, if $g_{f}\left(w_{1}, \pi_{1}\right)=g_{f}\left(w_{2}, \pi_{2}\right)$ then $\left(w_{1}, \pi_{1}\right)=\left(w_{2}, \pi_{2}\right)$.

Notice that if a partial parse homomorphism is injective then this does not exclude the possibility that two different sentences in $L\left(G^{\prime}\right)$ will be mapped on the same sentence in $L(G)$.

To describe such a property of a partial parse homomorphism we use the following definition.

DEEINITION 2.4. A partial parse homomorphism $g_{f}: f_{G^{\prime}} \rightarrow h_{G}$ is said to be properly injective if its restrictions to $\Sigma^{\prime *}$ and $\Delta_{G}^{*}$, are injective, that is, if $g_{f}=\langle\varphi, \psi\rangle$ then, for any $\left(w_{1}, \pi_{1}\right) \in f$ and $\left(w_{2}, \pi_{2}\right) \in f$,
(i) $\varphi\left(w_{1}\right)=\varphi\left(w_{2}\right)$ implies $w_{1}=w_{2}$, and
(ii) $\psi\left(\pi_{1}\right)=\psi\left(\pi_{2}\right)$ implies $\pi_{1}=\pi_{2}$.

Our next definition deals with surjectivity of partial parse homomorphisms

DEFINITION 2.5. A partial parse homomorphism $g_{f}: f_{G}, \rightarrow h_{G}$ is said to be surjective if for all $(w, \pi) \in h_{G}$ there exists $\left(w^{\prime}, \pi^{\prime}\right) \in f$ such that $g_{f}\left(w^{\prime}, \pi^{\prime}\right)=(w, \pi)$.

Hence, $g_{f}$ is surjective if $g_{f}(f)=h_{G}$. In analogy with Definition 2.4 we can introduce the notion of proper surjectivity.

DEFINITION 2.6. A partial parse homomorphism $g_{f}: f_{G}, \rightarrow h_{G}$ is said to be properly surjective if for all $(\mathrm{w}, \pi) \in \mathrm{h}_{\mathrm{G}}$ there exists
(i) $\left(w^{\prime}, \pi^{\prime}\right) \in f$ such that $\varphi\left(w^{\prime}\right)=w$, and
(ii) $\left(w^{\prime}, \pi^{\prime}\right) \in f$ such that $\psi\left(\pi^{\prime}\right)=\pi$.

However, if $h_{G}$ is a proper parse relation, then there is no difference between surjective partial parse homomorphisms and properly surjective partial parse homomorphisms.

## THEOREM 2.1.

a. Any properly injective partial parse homomorphism is injective.
b. Let $h_{G}$ be a proper parse relation. A partial parse homomorphism from a parse re-
lation $f_{G}$, to $h_{G}$ is properly surjective if and only if it is surjective.
Proof. Part a. of this theorem is trivial. Consider part b. Assume that a partial parse homomorphism $g_{f}=\langle\varphi, \psi\rangle$ is properly surjective. From condition (ii) of Definition 2.6 it follows that for any ( $w, \pi$ ) $\in h_{G}$ there exists $\left(w^{\prime}, \pi^{\prime}\right) \in f$ such that $\psi\left(\pi^{\prime}\right)=\pi$. Thus, we have $\left(\varphi\left(w^{\prime}\right), \pi\right)$ and ( $w, \pi$ ) in $h_{G}$. From Definition 2.1 (a) it follows that $\varphi\left(w^{\prime}\right)=w$. Hence, $g_{f}$ is surjective. If $g_{f}$ is surjective then, trivially, $g_{f}$ is properly surjective.

Note that if $G$ is uaambiguous and $h_{G}$ is a proper parse relation, then any injective partial parse homomorphism $g_{f}: f_{G^{\prime}} \rightarrow h_{G}$ is also a proper injective partial parse homomorphism. Also in the case that $\Sigma^{\prime}=\Sigma, \varphi$ is the identity homomorphism and $h_{G}$ is a proper parse relation, both notions coincide.

Next we introduce (partial) cover homomorphisms.

DEFINITION 2.7. A partial parse homomorphism (a total parse homomorphism)
$\mathrm{g}_{\mathrm{f}}: \mathrm{f}_{\mathrm{G}^{\prime}} \rightarrow \mathrm{h}_{\mathrm{G}}$ is said to be a partial cover homomorphism (a total cover homomorphism) if it is surjective.

Any partial cover homomorphism $g_{f}$ which is an injection is called faithful. If the partial cover homomorphism $g_{f}$ is a proper injection then it is called a proper partial cover homomorphism. Clearly, in analogy with the remarks above, if $G$ is unambiguous and $h_{G}$ is a proper parse relation, then the notions of faithfulness and properness coincide. The same holds if $\Sigma^{\prime}=\Sigma, \varphi$ is the identity homomorphism and $h_{G}$ is a proper parse relation.

Whenever we speak of a cover homomorphism then a total cover homomorphism is meant. Notice that in general in the case of a cover homomorphism, without knowledge of the specific grammars, we are not able to compare $\left\langle W, G^{\prime}\right\rangle$ and $\langle\varphi(W), G\rangle$. However, if $\varphi$ is the identity homomorphism and $h_{G}$ is a proper parse relation, then $L\left(G^{\prime}\right)=L(G)$
and $\left\langle\mathrm{W}, \mathrm{G}^{\mathbf{}}\right\rangle \geq\langle\varphi(\mathrm{W}), \mathrm{G}\rangle$.

EXAMPLE 2.1.
Let $G^{\prime}$ be defined ${ }^{+}$by

$$
\begin{array}{ll|l}
1 . / 2 . & \mathrm{S} \rightarrow \mathrm{aA} & \mathrm{cB} \\
3 . / 4 . & \mathrm{A} \rightarrow \mathrm{aA} & \mathrm{~b} \\
5 . / 6 . & \mathrm{B} \rightarrow \mathrm{cB} & \mathrm{~d}
\end{array}
$$

and G by

$$
\begin{array}{ll|l}
1 . / 2 . & \mathrm{S} \rightarrow \mathrm{Ab} & \mathrm{Bb} \\
\text { 3./4. } & \mathrm{A} \rightarrow \mathrm{Aa} & \mathrm{a} \\
\text { 5./6. } & \mathrm{B} \rightarrow \mathrm{Ba} & \mathrm{a}
\end{array}
$$

Define

$$
\mathrm{f}_{G^{\prime}}=\left\{\left(\mathrm{a}^{\mathrm{n}+1} b, 13^{n} 4\right) \mid \mathrm{n} \geq 0\right\} \cup\left\{\left(\mathrm{c}^{\mathrm{n+1}} \mathrm{~d}, 25^{\mathrm{n}} 6\right) \mid \mathrm{n} \geq 0\right\}
$$

and

$$
h_{G}=\left\{\left(a^{n+1} b, 43^{\mathrm{r}} 1\right) \mid \mathrm{n} \geq 0\right\} \cup\left\{\left(a^{\mathrm{n}+1} b, 65^{\mathrm{n}} 2\right) \mid \mathrm{n} \geq 0\right\}
$$

We can define a parse homomorphism $g=\langle\varphi, \psi\rangle$ by

$$
\begin{array}{lllll}
\varphi(a)=a & \varphi(c)=a & \psi(1)=4 & \psi(3)=3 & \psi(5)=5 \\
\varphi(b)=b & \varphi(d)=b & \psi(2)=6 & \psi(4)=1 & \psi(6)=2
\end{array}
$$

Parse homomorphism $g$ is surjective, therefore, $g$ is a cover homomorphism. Although homomorphism $g$ is injective, $g$ is not properly injective. Hence, $g$ is a faithful but not a proper cover homomorphism.

The results in the following table are immediate consequences of the definitions. We compare the degrees of ambiguity and the languages of two grammars $G^{\prime}$ and $G$ with proper parse relations between which a parse homomorphism $g=\langle\varphi, \psi\rangle$ has been defined.

| PARSE HOMOMORPHISM | DEGREE OF AMBIGUITY | LANGUAGES |
| :--- | :---: | :---: |
| cover (surjection) | - | $\varphi\left(L\left(G^{\prime}\right)\right)=L(G)$ |
| proper injection | $\left\langle w, G^{\prime}\right\rangle \leq\langle\varphi(w), G\rangle$ | $\varphi\left(L\left(G^{\prime}\right)\right) ⿷ 匚(G)$ |
| faithful cover | $\left\langle w, G^{\prime}\right\rangle \leq\langle\varphi(w), G\rangle$ | $\varphi\left(L\left(G^{\prime}\right)\right)=L(G)$ |
| proper cover | $\left\langle w, G^{\prime}\right\rangle=\langle\varphi(w), G\rangle$ | $\varphi\left(L\left(G^{\prime}\right)\right)=L(G)$ |

Table I. Properties of parse homomorphisms.

[^1]If $\Sigma^{x}=\Sigma$ and $\varphi$ is the identity homomorphism then the notions of faithful cover and proper cover coincide. In this case we have the situation depicted in Table II (Again for proper parse relations).

| PARSE HOMOMORPHISM | DEGREE OF AMBIGUITY | LANGUAGES |
| :--- | :---: | :---: |
| Cover (surjection) | $\left\langle W, G^{\prime}\right\rangle \geq\langle W, G\rangle$ | $L\left(G^{\prime}\right)=L(G)$ |
| proper injection | $\left\langle W, G^{\prime}\right\rangle \leq\langle W, G\rangle$ | $L\left(G^{\prime}\right) \subseteq L(G)$ |
| faithful cover | $\left\langle W, G^{\prime}\right\rangle=\langle W, G\rangle$ | $L\left(G^{\prime}\right)=L(G)$ |

Table II. $\Sigma^{\prime}=\Sigma$ and $\varphi$ is the identity homomorphism.

In the following diagram the definition of a parse homomorphism is illustrated.


Figure 2.1. Diagram for the parse homomorphism.

Now we are sufficiently prepared to define when a gramar $G$ ' covers a grammar $G$.

DEFINTTION 2.8. Let $G^{\sharp}=\left(N^{\prime}, \Sigma^{\prime}, P^{\prime}, S^{\prime}\right)$ and $G=(\mathbb{N}, \Sigma, P, S)$ be CFG's. Let $f_{G^{\prime}}=\Sigma^{\prime *} \times \Delta_{G^{\prime}}^{*}$ and $h_{G} \subseteq \Sigma^{*} \times \Delta_{G}^{*}$ be parse relations. Grammar $G^{\prime}$ is said to $f$-to-h cover gramar $G$ if there exists a cover homomorphism $g: f_{G^{\prime}} \rightarrow h_{G}$.

In an obvious way the notions of partial, faithful (partial) and proper (partial) cover are defined.

Let us start to clarify Definition 2.8. For most of our applications it will be sufficient to consider a homomorphism $g_{\tilde{f}}=\langle\varphi, \psi\rangle$ where $\Sigma^{\prime}=\Sigma$ and $\varphi$ is the identity homomorphism. In such cases there is only one homomorphism to consider, namely $\psi: \Delta_{G}^{*}, \rightarrow \Delta_{G}^{*}$ and we will simply speak of partial cover homomorphism $\psi$.

Two well-known examples of proper parse relations are the left parse relation and the right parse relation. They are defined as follows. Let $G=(N, \Sigma, P, S)$ be a CFG. The left parse relation of $G$ is the set

$$
\ell_{\mathrm{G}}=\{(w, \pi) \mid \mathrm{s} \underset{\mathrm{~L}}{\overrightarrow{\mathrm{~L}}} \mathrm{w}\}
$$

The right parse relation of $G$ is the set

$$
\bar{r}_{G}=\left\{\left(w, \pi^{R}\right) \left\lvert\, s \frac{\pi}{\vec{R}} w\right.\right\}
$$

Now we consider a few aspects of our cover framework. If $\Sigma \subseteq \Sigma^{\prime}, \varphi$ is the identity homomorphism, $g_{f}=\langle\varphi, \psi\rangle$ is a partial cover homomorphism which satisfies $f=\left\{(w, \pi) \in f_{G}, \mid w \in L(G)\right\}$ and, moreover, the parse relations are restricted to the left and right parse relations then we have the notion of weak cover which is used in Ukkonen [164] to show the nonexistence of certain covers.

There are examples of transformations on context-free grammars for which it is useful to have a cover definition with the possibility that $\varphi$ is not the identity homomorphism. For example, there are classes of CFG's for which a two-pass no-backtracking parsing algorithm has been defined. One pass translates a sentence w of $L(G)$ to a sentence $w^{\prime}$ of $L\left(G^{\prime}\right)$, where $G^{\prime}$ is a grammar which can be constructed from $G$ and the device which performs the first pass (for example, a sequential machine). In the second pass $w^{\prime}$ is parsed with respect to $G^{\prime}$. The reader is referred to Culik and Cohen [23] and Nijholt [114,126] for possible applications. In Figure 2.2 such an application is displayed.


Figure 2.2. Two pass parsing algorithm.

For the applications in this monograph the full generality of Definition 2.1 is not needed. Before we introduce restrictions on this definition we will mention examples for which the general definition is necessary.

One might think, for example, of the parses which are obtained with the parsing methods for the subclasses of the context-free gramars described in Colmerauer [20], Szymanski and Williams [159] and Williams [169]. These methods are also called noncanonical parsing methods and the parses which are obtained differ from the usual (canonical) left and right parses.

As a second example we discuss how the definition of cover as it was presented in Gray and Harrison [48, 49] might be dealt with in our formalism. Gray and Harrison distinguish between productions of a $C F G G=(N, \Sigma, P, S)$ which do have or do not have semantic significance. The idea is that if a production does not have semantic significance then it can be omitted from the parses. (In [49] the programming language 'Euler' is used as example.) In this way, if we let $H \subseteq P$ be the set of productions
with semantic significance, we can talk about H-sparse derivations and parses.

DEFINITION 2.9. Let $G=(N, \Sigma, P, S)$ be a CFG with a proper parse relation $h_{G}$ and a set $\Omega_{H_{\star}} \subseteq \Delta_{G}$ of productions with semantic significance. Define a homomorphism $\delta_{H}: \Delta_{G}^{\star} \rightarrow \Omega_{H}^{\star}$ by $\delta_{H}(p)=p$ if $p \in \Omega_{H}$ and $\delta_{H}(p)=\varepsilon$ otherwise. The H-sparse parse relation $\mathrm{h}_{\mathrm{G}}(\mathrm{H})$ is defined by

$$
h_{G}(H)=\left\{\left(\omega, \delta_{H}(\pi)\right) \mid(w, \pi) \in h_{G}\right\}
$$

Clearly, if $h_{G}$ is a proper parse relation, then $h_{G}(H)$ is a parse relation. In [49] there is no further discussion on this point. One may choose $H$ in such a way that two otherwise different sentences obtain the same H-sparse parse. Another possibility is that $H$ reduces the number of parses of a sentence. A 'cover in the sense of Gray and Harrison is then defined between pairs ( $G^{\prime}, H^{\prime}$ ) and ( $G, H$ ) if there exists a 'cover' homomorphism $g: f_{G}{ }^{\prime} \rightarrow h_{G}(H)$, where $g=\langle\varphi, \psi\rangle$ satisfies $\psi(p)=\varepsilon$ if $P \in \Delta_{G},-\Omega_{H}{ }^{\prime} \cdot$
If $H=P$ then $G$ ' is said to 'completely cover' grammar $G$.
There are a few restrictions in [49] which should be mentioned. Firstly, only right parses are considered. In the second $p l a c e, \Sigma^{r}=\Sigma$ and a homomorphism $\varphi: \Sigma^{\prime *} \rightarrow \Sigma^{*}$ is not considered. More interesting, however, is the condition $\psi(p) \in \Omega_{H}$ for any $p \in \Omega_{H^{\prime}}$. This leads to the following definition.

DEFINITION 2.10. A partial parse homomorphism $g_{f}=\langle\varphi, \psi\rangle$ is said to be fine if $\psi$ satisfies $\psi(p) \in \Delta_{G} \cup\{\varepsilon\}$, for any $p \in \Delta_{G}$. It is said to be very fine if $\psi(p) \in \Delta_{G}$ for any $p$. $\in \Delta_{G}$,

Hence, one can say that the homomorphism which is used in [49] is fine. We shall usually consider parse homomorphisms without restrictions on $\psi$. That is, we allow each production $p$ to be mapped on $a$, possibly empty, string of productions. For some of the transformations on context-free grammars which will be presented in the forthcoming sections it will be shown that the existence of a cover homomorphism depends on the way $\psi$ is defined.

In Hunt, Rosenkrantz and Szymanski [71] a fine cover homomorphism is called a production map. Aho and Ullman [3] mention the possibility of using transducer mappings for $\psi$. In Chapter 9 we consider the use of a deterministic finite transducer to define covers for a subclass of the context-free gramars.

### 2.2. RESTRICTIONS ON PARSE RELATIONS

We will now introduce restrictions on the class of parse relations and their parses.

DEFINITION 2.11. Let $G=(N, \Sigma, P, S)$ be a CFG. A parse relation $f \subseteq \Sigma^{*} \times \Delta^{*}$ is said to be a syntax directed parse relation of $G$ if there exists a simple SDTS $T=(N, \Sigma, \Delta, R, S)$, defined on $G$, such that $\tau(T)=f$.

EXAMPLE 2.2.
Let $G=(N, \Sigma, P, S)$ be a CFG with $P$ defined by

$$
\begin{array}{ll|lll}
\text { 1./2. } & S \rightarrow B A b & \mathrm{CAC} & \text { 5. } & \mathrm{B} \rightarrow \mathrm{a} \\
\text { 3./4. } & \mathrm{A} \rightarrow \mathrm{BA} & \mathrm{a} & \text { 6. } & \mathrm{C} \rightarrow \mathrm{a}
\end{array}
$$

Define a parse relation $f$ by

$$
\begin{aligned}
f & =\{(a a b, 154),(a a a b, 13545),(a a c, 264),(\text { aaac }, 23645)\} \\
& \cup\left\{\left(a^{n+4} b, 15(35)^{n+2} 4\right) \mid n \geq 0\right\} \\
& \cup\left\{\left(a^{n+4} c, 26(35)^{n+2} 4\right) \mid n \geq 0\right\}
\end{aligned}
$$

It can be verified that $f$ is not a syntax directed parse relation of CFG $G$.

With our following definition a more amenable class of parse relations is singled out. We use the $\Sigma$-erasing homomorphism $h_{\Sigma_{1}}:(N \cup \Sigma \cup \Delta)^{*} \rightarrow(N \cup \Delta)^{*}$.

DEFINITION 2.12. Let $G=(N, \Sigma, P, S)$ be a CFG. A relation $f_{G} \subseteq \Sigma^{*} \times \Delta_{G}^{*}$ is said to be a production directed parse relation of $G$ if there exists a simple SDTS $T=\left(N, \Sigma, A_{G} R, S\right)$ such that $\tau(T)=f_{G}$ and where $R$ satisfies the following condition. If $A \rightarrow \alpha$ is the ith production in $P$ then $R$ contains exactly one rule of the form $A \rightarrow \alpha, h_{\Sigma}\left(\alpha_{1} i \alpha_{2}\right)$, where $\alpha_{1} \alpha_{2}=\alpha$ and $R$ does not contain other rules.

It will be clear that if each rule of this simple SDTS $T$ has the form $A \rightarrow \alpha$, $h_{\Sigma}(i \alpha)$ then each pair of the translation defined by $T$ consists of a sentence of $L(G)$ and a left parse of this sentence. Similarly, if each rule has the form $A \rightarrow \alpha, h_{\Sigma}(\alpha i)$ then each sentence is associated with a right parse.

In these both cases $\tau(T)$ satisfies the conditions of a proper parse relation. Unfortunately, this is not necessarily the case for relations $\tau(T)$ which are obtained by inserting the symbols of $\Delta_{G}$ at arbitrary places in the righthand sides of the rules. This has also been observed by Brosgol [17]. The following grammar illustrates this phenomenon. Consider ambiguous gramarar $G_{0}$ with productions

1. $S \rightarrow a S$
2. $\mathrm{S} \rightarrow \mathrm{Sb}$
3. $S \rightarrow C$

We define $R$, the set of rules of a simple SDTS $T$ as follows

$$
\begin{aligned}
& S \rightarrow a S, 1 S \\
& S \rightarrow S b, S 2 \\
& S \rightarrow c, 3
\end{aligned}
$$

It follows that $\tau\left(T_{0}\right)=\left\{\left(a^{n} b^{m}, l^{n} 32^{m}\right) \mid n, m \geq 0\right\}$. The parses of the form $1^{n} 32^{m}$ are the so-called left corner parses ([3,p.278], cf. also Table III in this section). Hence, although $G_{0}$ is ambiguous each sentence has exactly one left corner parse. Therefore, $\tau\left(T_{0}\right)$ is not a proper parse relation of grammar $G_{0}$.

In the following subsection, which can be skipped on a first reading, we shall discuss a few consequences of this observation for parsing.

### 2.2.1* SOME NOTES ON PARSLNG

In this subsection we slightly anticipate on forthcoming sections.
A parse can be considered as a sequence of productions which are 'recognized' during the parsing process. In situations of practical interest parsing should provide the information which makes it possible to perform error-recovery and code generation for a program which has been given as input to a compiler. However, there exist 'parsing' methods which can produce the same parse for different sentences (programs) and for different parse trees.

Left corner parsing is a well-known parsing technique. Deterministic left corner parsing has been defined for LC(k) grammars (Rosenkrantz and Lewis [143]), generalized left corner parsing was introduced by Demers [24] and a nondeterministic left corner parser can be found in [3]. If one considers parsing as the process which yields for each parse tree a unique parse, that is, no two different trees have the same parse, then one should not call the nondeterministic left corner parser of [3] a parser.

The following example will be convincing. Consider the grammar $G_{1}$ with productions

$$
\begin{array}{ll}
\text { 1. } & S \rightarrow a S a \\
\text { 2. } & S \rightarrow A b \\
\text { 3. } & A \rightarrow S \\
\text { 4. } & S \rightarrow C
\end{array}
$$

One can verify that granmar $G_{1}$ is an $\operatorname{LC}(1)$ grammar. This means that grammar $G_{1}$ can be parsed with a deterministic left corner parsing method with one symbol of lookahead. With this method each sentence of $L\left(G_{1}\right)$ is translated to its left corner parse. These parses are defined with the following simple SDTS $T_{1}$ with rules

$$
\begin{array}{ll}
S \rightarrow a S a, ~ i S & A \rightarrow S, S 3 \\
S \rightarrow A b, A 2 & S \rightarrow C, 4
\end{array}
$$

Now it is simple to verify that different sentences of $G_{1}$ may have the same left corner parse. In Figure 2.3 we have displayed two parse trees which have the same left corner parse.


Figure 2.3. Two trees with left corner parse 1432.

The following example refers to a simple chain grammar. In Chapter 11 of this monograph the class of simple chain gramars will be treated in more detail. The underlying grammar $G_{2}$ of the following simple SDTS $T_{2}$ is a simple chain grammar.

$$
\begin{array}{ll}
S \rightarrow a S a, & S 1 \\
S \rightarrow a S b, & S 2 \\
S \rightarrow A, & 3 A \\
A \rightarrow b S, & 4 S \\
S \rightarrow c, & 5
\end{array}
$$

$T_{2}$ defines the left part parses (cf. Table III) of grammar $G_{2}$. Different sentences of $G_{2}$ can have the same left part parse, e.g. the string 34521 is a left part parse for aabcba and for baacba.
One can strictly adhere to the point of view that parsing should always be done with respect to a proper parse relation. We take a more practical point of view and consider the (generalized) left corner parsing methods as parsing methods. Clearly, it remains useful to distinguish the subclass of the proper parse relations from the arbitrary parse relations.

The following theorem gives a necessary and sufficient condition for a production directed parse relation to be proper.

THEOREM 2.2. A production directed parse relation $\tau(T)$ of a simple SDTS $T$ is a proper parse relation if and only if the output grammar of $T$ is unambiguous.

Proof. Let CFG G and simple SDTS $T$ be as in Definition 2.12. The output grammar of $T$, denoted by $G_{0}$, is defined by the set of productions

$$
P_{0}=\left\{i . A \rightarrow h_{\Sigma}\left(\alpha_{1} i \alpha_{2}\right) \mid A \rightarrow \alpha, h_{\Sigma}\left(\alpha_{1} i \alpha_{2}\right) \text { is in } R\right\}
$$

Assume that $G_{0}$ is unambiguous. Then each $x \in L\left(G_{0}\right)$ has exactly one left parse. Now, assume that $\left(W_{1}, x\right) \in \tau(T)$ and $\left(w_{2}, x\right) \in \tau(T)$ with $w_{1} \neq w_{2}$. Clearly, there exist $\pi_{1} \in \Delta_{G}^{*}$ and $\pi_{2} \in \Delta_{G}^{*}$ such that $\left(w_{1}, \pi_{1}\right) \in \ell_{G}$ (the left parse relation of $G$ ) and $\left(w_{2}, \pi_{2}\right) \in \ell_{G}$ and, necessarily, $\pi_{1} \neq \pi_{2}$. But then there exist also ( $x, \pi_{1}$ ) $\in \ell_{G_{0}}$ and $\left(x, \pi_{2}\right) \in \ell_{G_{0}}$ which is impossible since $G_{0}$ is unambiguous. We conclude that condition (i) of Definition 2.1 is satisfied.

Next we show the existence of an one-to-one mapping between $\ell_{G}$ and $r(T)$. This mapping, together with the trivial property that, for any $w \in \Sigma^{*}$,

$$
\langle w, G\rangle=\left|\left\{\pi \mid(w, \pi\rangle \in \ell_{G}\right\}\right|
$$

is sufficient to conclude that condition (ii) of Definition 2.1 is also satisfied. Firstly, notice that trivially, for any $(w, x) \in \tau(T)$ there exists $\pi \in \Delta_{G}^{*}$ such that $(w, \pi) \in \ell_{G}$. Now, assume that $\left(w, \pi_{1}\right) \in \ell_{G}$ and $\left(w, \pi_{2}\right) \in \ell_{G}$ for some $\pi_{1} \neq \pi_{2}$. In general, if $\left(w, \pi_{l}\right) \in \ell_{G}$ then there exists exactly one $x \in L\left(G_{0}\right)$ which satisfies $(w, x) \in T(T)$ and $\left(x, \pi_{1}\right) \in \ell_{G_{0}}$. Otherwise we would have a situation in which two different sentences in $L\left(G_{0}\right)$ would have the same left parse, which is clearly impossible. Hence, if $\left(w, \pi_{I}\right) \in \ell_{G}$ and $\left(w, \pi_{2}\right) \in \ell_{G}$ then there exist ( $w, x$ ) $\in \tau(T)$ and ( $w, y$ ) $\in \tau(T)$ with $x \neq y$. This concludes the proof that $\tau(T)$ is a proper parse relation.

Now assume that $\tau(T)$ is a proper parse relation while $G_{0}$ is ambiguous. In this case there exists at least one $x \in L\left(G_{0}\right)$ with left parses $\pi_{1}$ and $\pi_{2}, \pi_{1} \neq \pi_{2}$. From the existence of $\pi_{1}$ and $\pi_{2}$ we may conclude the existence of pairs ( $w_{1}, \pi_{1}$ ) and ( $w_{2}, \pi_{2}$ ) in $\mathcal{l}_{G}$ and paixs $\left(W_{1}, x\right)$ and $\left(W_{2}, x\right)$ in $\tau(T)$. Since $\tau(T)$ is a proper parse relation we have that $w_{1}=w_{2}$. Hence, in general, each pair ( $\left.w, x\right) \in \tau(T)$ with $\left\langle x, G_{0}\right\rangle=n$ gives rise to $n$ elements ( $\left.w, \pi_{1}\right), \ldots\left(w, \pi_{n}\right)$ in $\ell_{G}$. Thus, a one-to-one mapping between $\ell_{G}$ and $\tau(T)$ can not be defined and consequently $\tau(T)$ is not a proper parse relation. This concludes the proof.

### 2.2.2. PRODUCTION DIRECTED PARSES

We briefly describe various ways in which production directed parses appear in the literature.

It is a well-known trick to insext special symbols (standing for production numbers or, generally , marking the place for semantical information) in the righthand sides of productions to obtain special parses or to activate semantic actions (for example, Aho and Ullman [3,4]). In fact, this has also been done by Kurki-Suonio [89] who adds a symbol to the right of the righthand sides of the productions and Kuno [87] who adds a symbol to the left of the righthand sides. A related idea is in the definition of parenthesis and bracketed grammars (cf. McNaughton [ 107 ] and Ginsburg and Harrison [43]). The special symbols are sometimes handled as lefthand sides of $\varepsilon-$ productions. For example, this is done by Demers [24] to define generalized left
corner parsing. Following Demers, all production directed parses should be called generalized left corner parses. In this terminology, if we have a rule $A \xrightarrow{\geq} \alpha$, $h_{\Sigma}\left(\alpha_{1} i \alpha_{2}\right)$ then $\alpha_{1}$ is called the generalized left corner ${ }^{\dagger}$ of the rule and $\alpha_{2}$ is its trailing part.

The following table lists a few names of parses which have been introduced before.

| SIMPLE SDTS | NAME |
| :---: | :---: |
| i. $A \rightarrow \alpha, h_{\Sigma}(\mathrm{i} \alpha)$ | left parses |
| i. A $\rightarrow \alpha, h_{\Sigma}(\alpha i)$ | right parses |
| $\begin{aligned} & \text { i. A } \rightarrow \alpha, \mathrm{h}_{\Sigma}\left(\alpha_{1}, \alpha_{2}\right) \\ & \alpha_{1} \alpha_{2}=\alpha \text { and }\left\|\alpha_{1}\right\|=1 \end{aligned}$ | left corner parses <br> (Rosenkrantz and Lewis [143]) |
| $\begin{aligned} & \text { i.A } \rightarrow \alpha, h_{\Sigma}\left(\alpha_{1} i \alpha_{2}\right) \\ & \alpha_{1} \alpha_{2}=\alpha, \alpha \in \Sigma^{*} \text { or } \\ & \alpha_{1} \in \Sigma^{*} N \end{aligned}$ | extended left corner parses (Brosgol [17]) |
| $\begin{aligned} & \text { i. A } \rightarrow \alpha, h_{\Sigma}\left(\alpha_{1} i \alpha_{2}\right) \\ & \alpha_{1} \alpha_{2}=\alpha \text { and }\left\|\alpha_{2}\right\|=1 \end{aligned}$ | left part parses <br> (Nijholt [118]) |

Table III. Types of parses
It is usual to associate left parses with top-down parsing. In deterministic top-down parsing (LL-parsing) each production is recognized before reading its yield, that is, at position 1 of the righthand side. In deterministic bottom-up parsing (LR-parsing) the recognition is at position $n+1$. The right parses are associated with bottom-up parsing. In (deterministic) generalized left corner parsing each production is recognized impediately after its generalized left corner ${ }^{\dagger}$. Generalized left corner parses are associated with generalized left corner parsing. Note that left part parses are defined as the 'opposite' of left corner parses. Because we want to associate left part parses with left parts (cf.Chapter 11) we have not chosen the name right corner parse. Moreover left part parses are a special case of generalized left corner parses. Consider the following example.

In Figure 2.4 we display a gramatical tree $T$ and a particular way in which this tree is constructed. The tree is built up with partial subtrees by considering the next terminal symbol, reading from left to right.
$\dagger$ The left corner of a production is the leftmost symbol of its righthand side. A generialized left corner of a production is a prefix of its righthand side.

$T$


Figure 2.4. Tree $T$ and its partial subtrees.

After reading the first terminal symbol we construct tree $T_{1}$. The second terminal symbol gives rise to tree $T_{2}$. After reading the third terminal symbol we have obtained tree $T_{3}$ and we notice that a production with label 2 is now complete. The fourth terminal symbol gives us tree $T_{4}$ and two more productions, 2 and 3, are now complete. The last terminal symbol which is read makes tree $T$ and the productions 1 and 4 complete.

The string 22314 of productions, which is obtained in this way is the formally defined left part parse for sentence aadc of a corresponding context-free grammar. We will return to these partial trees and the left part parses in the forthcoming sections.

We conclude this section with some notational remarks. In the following table some frequently used names and notations are displayed. We use $\ell$ to denote left parses (and left parse relations) and $\bar{r}$ to denote the right parses. In general, if $f$ denotes a parse relation then $\overline{\mathbf{f}}$ denotes the parse relation $\left\{(w, \pi) \mid\left(w, \pi^{R}\right) \in f\right\}$. Apart from $\ell, \bar{r}, \bar{\ell}$ and $r$ the abbreviations $\ell_{p}$, standing for left part parses, and $\ell c$, standing for left corner parses, will sometimes be used.

| PARSE RELATION |  | NOTATION | NAME |
| :--- | :--- | :--- | :--- |
| f | f | $\mathrm{G}^{\prime}[\mathrm{f} / \mathrm{h}] \mathrm{G}$ | f-to-h cover |
| left | left | $\mathrm{G}^{\prime}[\ell / \ell] G$ | left cover |
| left | right | $\mathrm{G}^{\prime}[\ell / \bar{r}] G$ | left-to-right cover |
| right | left | $G^{\prime}[\bar{r} / \ell] G$ | right-to-left cover |
| right | right | $G^{\prime}[\bar{r} / \bar{r}] G$ | right cover |

Table IV. Covers
In algorithms and examples it is often convenient to use the notations $A \rightarrow \alpha<\pi\rangle$ or i. $A \rightarrow \alpha<\pi>$ to denote that a production i. $A \rightarrow \alpha$ of a CFG G' is mapped by a parse homomorphism on a (possibly empty) string of productions $\pi \in \Delta_{G}^{*}$ of a CFG G.

We will need a notation to refer to positions in the righthand sides of the productions.

NOTATION 2.1. Let $j . A \rightarrow X_{1} X_{2} \ldots X_{n}$ be a production of a CFG $G$. The positions in the righthand side are numbered according to the following scheme:

$$
j \cdot A \rightarrow[1] X_{1}[2] X_{2} \ldots[n] X_{n}[n+1]
$$

For a given production directed parse relation each production has a fixed position in which its number is inserted, conform Definition 2.12 . We use $\Gamma_{G}(j)$, or simply $\Gamma(j)$ to denote this position, i.e., $\Gamma_{G}: \Delta_{G} \rightarrow \mathbb{N}$. By definition, $\Gamma_{G}(j)=1$ if $j \cdot A \rightarrow \varepsilon$ is a production of $G$.

It is convenient to introduce an order relation $\leq$ on the parse relations of a CFG G. If $\Gamma_{G}^{X}: \Delta_{G} \rightarrow \mathbb{N}$ induces a production directed parse relation $x \subseteq \Sigma^{*} \times \Delta_{G}^{*}$ and $\Gamma_{G}^{Y}: \Delta_{G} \rightarrow \mathbb{N}$ induces a production directed parse relation $y \leq \Sigma^{*} \times \Delta_{G}^{*}$, then we define

$$
x \leq y
$$

if and only if

$$
\forall j \in \Delta_{G}: \Gamma_{G}^{x}(j) \leq \Gamma_{G}^{y}(j) .
$$

In this way the production directed parse relations of a grammar $G$ induce a finite lattice with order $\leq$.

EXAMPLE 2.3.
Consider CFG $G$ with productions 1. $S \rightarrow A B, 2 . A \rightarrow A B, 3 . A \rightarrow a$ and 4. $B \rightarrow b$. For $G$ we can define nine production directed parse relations. In Table $V$ it is shown how they can be obtained if we insert production numbers in the righthand sides.

| $x_{0}$ | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{8}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1 A B$ | AlB | 1 AB | AlB | AB 1 | 1 AB | AB 1 | A 1 B | AB 1 |
| 2 AB | 2 AB | A 2 B | A 2 B | 2 AB | AB 2 | A 2 B | AB 2 | AB 2 |
| 3 | 3 | 3 | 3 | 3 | 3 | 3 | 3 | 3 |
| 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 |

Table V. Production directed parse relations.
The corresponding finite lattice is pictured below.


Figure 2.5. Lattice for the production directed parse relations.

## 2.3* GRAMMAR FUNCTORS

The concept of gramar functor is one of the well-known grammatical similarity relations. This section is devoted to a short discussion on grammar functors in order to make it possible to compare functors and covers. In later sections examples of the use of gramar functors will be given.
Having introduced syntax categories in section 1.3 .2 we will now define functors between syntax categories. We use a slightly adapted version of the definition in Benson [13].

DEFINITION 2.13. Let $G^{\prime}=\left(N^{\prime}, \Sigma^{\prime}, P^{\prime}, S^{\prime}\right)$ and $G=(N, \Sigma, P, S)$ be CFG's. A grammar functor

$$
F: S\left(G^{\top}\right)+S(G)
$$

is a functor which preserves concatenation (for both objects and morphisms) and the empty string, and which satisfies
(i) $F(A) \in V^{*}$ for all $A \in N^{\prime}$,
(ii) $F(a) \in \Sigma^{*}$ for all a $\in \Sigma^{\prime}$, and
(iii) $F\left(S^{\prime}\right)=S$.
$F$ is said to be externally fixed if $\Sigma^{\prime}=\Sigma$ and $F(a)=$ a for each $a \in \Sigma^{\prime}$.
In Benson [13], instead of $S$ and $S^{\prime}$, start strings in $N^{*}$ and $N^{\prime *}$, respectively, are used. Moreover, we have $F(A) \in V^{\star}$ instead of $F(A) \in N^{\star}$. With our definition it becomes possible to define a functor in a situation as portrayed in Figure 2.6.

To define a grammar functor $F: S\left(G^{\prime}\right) \rightarrow S(G)$ it is sufficient to define $F$ on $V^{\prime}=N^{\prime} \cup \Sigma^{\prime}$ and on $P^{\prime}$. Free generation takes care of the rest. From Definition 2,13 it follows that $F\left(L\left(G^{\prime}\right)\right) \subseteq L(G)$.


Figure 2.6. Functor $F, F\left(H_{c} \rightarrow c\right)=i d_{c}$ and $F\left(H_{c}\right)=c$.

Without further restrictions on $F$ we can not, without further knowledge of $G$ and $G^{\prime}$, compare $\left\langle w, G^{\prime}\right\rangle$ and $\langle F(w), G\rangle$. Grammar functor $F$ can be restricted to the HOMsets of $S\left(G^{\prime}\right)$. Let $\alpha, \beta \in V^{\prime *}$ then the HOM-set of ( $\alpha, \beta$ ) is denoted by $S\left(G^{\prime}\right)(\alpha, \beta)$ and the restriction of $F$ to this HOM-set is denoted by

$$
F(\alpha, \beta): S\left(G^{\prime}\right)(\alpha, \beta) \rightarrow S(G)(F(\alpha), F(\beta))
$$

It is fairly easy to compare grammar functors and covers. In the case of a cover we are only interested in the relation between the parse relations of $G^{\prime}$ and $G$. That is, in the functor terminology, in the relation between $S\left(G^{\prime}\right)\left(S^{\prime}, w^{\prime}\right)$ and $S(G)\left(S, F\left(w^{\prime}\right)\right)$ for each $w^{\prime} \in \Sigma^{\prime^{*}}$. Except for $S^{\prime}, S, w^{\prime}$ and $F\left(w^{\prime}\right)$ domains and codomains of derivations are not compared when covers are considered.

A cover homomorphism can now be compared with a grammar functor $F$ which has the property that for each $w \in \Sigma^{{ }^{*}}$ the restriction $F\left(S^{\prime}, w\right)$ is a surjection. In this case $F\left(L\left(G^{\prime}\right)\right)=L(G)$ and if $F$ is externally fixed then $\left\langle w, G^{\prime}\right\rangle \geq\langle w, G\rangle$.

Clearly, for grammar functors we can go into more details. A grammar functor is said to be full if for each pair of objects $\alpha, \beta \in V^{\prime *}, F(\alpha, \beta)$ is surjective; it is said to be externally full if for each pair of objects $\alpha \in V^{\prime *}$ and $w \in \Sigma^{\prime *}, F(\alpha, w)$ is surjective. A gramar functor is faithful if for each pair of objects $\mathcal{Q}, \beta \in \mathrm{V}^{\prime *}$, $F(\alpha, \beta)$ is injective. If one wishes to incorporate these concepts in the cover approach a further refinement of the cover framework is necessary.

Obviously, covers say less about the preserving of syntactic structure than grammar functors. However, the definition of cover is much more flexible, cover results can be obtained more easily than grammar functor results and from the point of view of parsing one can say that covers describe a natural and sufficient representation of a parse tree and its changes under a transformation of the grammar.

### 2.4. RETATED CONCEPTS

We mention a few other concepts which have been introduced to express grammatical similarity. In Gray and Harrison [49], Ginsburg and Harrison [43], Hunt and Rosenkrantz [69] and Reynolds and Haskel1 [141] definitions and results are given for grammar homomorphisins, grammar isomorphisms, weak Reynolds covers and Reynolds covers. In these definitions the emphasis is on the sets of the productions of the grammars and not, as in the case of grammar covers, on the sets of derivations or parses.

Structural equivalence was introduced by Paull and Unger [129] (cf.Definition 1.7. c.).

DEFINITION 2.14. Two trees are structurally isomorphic if by relabeling their nodes they may be made the same. Let $w \in L\left(G_{i}\right)$ and let $T_{i}(w)$ be a parse tree for CFG $G_{i}$, $i=1,2 . \operatorname{CFG} G_{1}$ is structarally equivalent to $C F G G_{2}$ if for every tree $T_{1}(w)$ there exists a tree $T_{2}(w)$ such that $T_{1}(w)$ is structurally isomorphic with $T_{2}(w)$ and, conversely, for each tree $T_{2}(w)$ there is at least one tree $T_{1}(w)$ such that $T_{1}(w)$ is structurally isomorphic with $T_{2}(w)$.

Notice that with this definition $L\left(G_{1}\right)=L\left(G_{2}\right)$, while in general, without further knowledge of $G_{1}$ and $G_{2}$, we can not compare $\left\langle w, G_{1}\right\rangle$ and $\left\langle w, G_{2}\right\rangle$. Definition 2.14 is equivalent to Definition 1.7.c.

Structural equivalence is decidable, that is, there exists an algorithm for determining whether or not two arbitraxy CFG's are structurally equivalent (cf. Paull and Unger [129], McNaughton [107] and Knuth [77]). Paull and Unger [129] present an algorithm for generating structurally equivalent simple deterministic gramars corresponding to a given CFG. If no such grammar exists the algorithm terminates with an indication of this fact. In Paull and Unger [130] this result is extended to $\varepsilon$-free LL(1) gramars, Other results on structural equivalence appear in Prather [134] and in Taniguchi and Kasami [160], who present transformations from a CFG G to a structurally equivalent $\operatorname{CFG} G_{2}$ which has either a minimal number of nonterminal symbols or a minimal number of productions. Some decidability results on the existence of certain grammar functors appear, for example, in Schnorr [151] and Bertsch [14].

The notion of weak equivalence of grammars is an equivalence relation (in the algebraic sense). Much effort has been made to subclassify weak equivalence by equivalence relations which are defined with the help of grammar functors (cf. Hotz and Claus [67], Schnorr [151] and Schepen [146]).

Decidability results for covers are extensively discussed in Hunt, Rosenkrantz and Szymanski [72] and in Hunt and Rosenkrantz [69]. In the latter paper gramatical similarity relations are used to generalize the grammar form definition of Cremers and Ginsburg [21].

Finally, we mention Kuroda [91] who introduces topologies on grammatical trees and who defines strong and weak structural homeomorphisms between context-free grammars to subclassify weak equivalence.

Our main motivation in mentioning the literature listed above is to show the existence of problems which may again become interesting if the concept of cover is used as grammatical similarity relation.

Attribute grammars (cf. Knuth [78]) are not dealt with in this monograph. However, if we take the point of view that a practical reason to consider covers concerns compiler construction then attribute grammars should also be discussed. In the case of covers we consider a parse as the argument of a semantic mapping. In case

CFG $G^{\prime}$ covers CFG $G$ then we can use the original semantic mapping, corresponding to G. In section 3.1 more details are given. Attribute grammars form an alternative method. Here, attributes (which contain semantic information) are associated with the nodes of a parse tree. These attributes are obtained from attributes associated with the symbols which appear in the productions and from attribute evaluation rules. If an attribute grammar is transformed to, for example, some normal form attribute grammar, then we have not only the question of language equivalence, but also that of semantic equivalence. Grammar transformations which yield positive cover results should be the first to apply (obviously in an adapted form) for attribute grammars. Bochman [15] explores this semantic equivalence of attribute granmars.

## CHAPTER 3

## COVERS, PARSING AND NORMAL FORMS

This chapter contains the motivation of our investigations on grammar covers. The first section deals with the gramar cover concept and its use for parsing. In section 3.2 we try to give a historical overview of covers and normal forms. Finally, in section 3.3 we start our investigations on covers, normal forms and parsing.

### 3.1. COVERS AND PARSING

Apart from the theoretical interest in covers one can view the cover concept as a possible too in the field of parsing. To analyze or to parse a given potential sentence is the process of determining whether it is indeed an element of the language defined by the grammar under consideration and to make the syntactic structure of the sentence explicit. This can be the analysis of natural language sentences or of sentences (programs) of a formal language such as a programming language. In the latter case parsing can be a phase in the structure of a compiler which follows lexical analysis and which precedes the code generation and optimization.

Parses can then be considered as a type of intermediate code from which the code generation can be done. It should be observed that with our use of simple SDTS's only one possible way of translation (from language to intermediate code) is considered. Other translations make use of more powerful devices such as, for example, (not necessarily simple) SDTS's, generalized SDTS's or nondeterministic generalized SDTS's (cf. Baker [9]).

In the case of parsing, the following two figures will clarify the intended use of covers. Figure 3.1 can be considered as a more practically oriented version of Figure 2.1.


The idea is that a CFG $G$ which is hard to parse is transformed to a CFG $G^{\prime}$ which is easier to parse. Parsing is then done with respect to $G^{\prime}$ and afterwards the parse is mapped by the cover homomorphism on the corresponding parse of $G$.

Numerous parsing methods for subclasses of the context-free grammars appear in the literature. In Chapter 1 we already mentioned (cf.section 1.3.1) that any simple syntax directed translation can be obtained by means of a PDT. Therefore, any of the syntax directed parse relations can be obtained as a translation defined by a PDT.

Several important subclasses of the context-free gramnars which are based on a specific parsing method have been introduced. For example, the bounded context grammars (Floyd [33], Graham [46]), precedence grammars (Floyd [32], Wirth and Weber [170]), LR(k) grammars (Knuth [76], DeRemer [25], Ge1ler and Harrison [40]) and LL(k) grammars (Rosenkrantz and Stearns [144], Lewis and Stearns [101]). Most of these parsing methods can be 'implemented' by a DPDT. Other parsing methods make use of a device which uses two stacks (e.g., Colmerauer [20] and Williams [169]). In Chapter 9 cover results will be obtained from DPDT's (deterministic pushdown transducers).

A class of gramars with attractive parsing properties is the class of LL(k) gramars. It has been the aim of many authors to transform grammars to LL(k) grammars. As we mentioned before this has been the goal in Paull and Unger [129,130]. In Hunt and Rosenkrantz [69] such a transformation for a 'Reynolds cover' is considered. It is worth noting that in the latter case the newly obtained grammar is not necessarily weakly equivalent with the original grammar. Other methods to obtain LL(k) grammars make use of more or less refined techniques of left factoring.

Both in Soisalon-Soininen [155] and Hamer [55] transformations are discussed from 'bottom-up' parsable gramars (restricted LR(k) gramars) to 'top-down' parsable grammars (LL(k) grammars). In these cases left-to-right covers can be defined.

In Figure 3.2, which appears also in a slightly different form in both Kuno [87] and Gray and Harrison [49], the situation for parsing is made more explicit.


Figure 3.2. A parser for CFG G.
For the parser $P^{\prime}$ in Figure 3.2 one may think of one of the parsing methods mentioned above. In the case of covers, the translator is simply a homomorphism. Then it is not necessary to consider it as a separate device. Of course, more general devices may be chosen.

### 3.2. COVERS AND NORMAL FORMS: HISTORICAL NOTES

The aim of this section is to show that although not always presented in a formal way, the idea of grammar covers for transformations to grammars in some normal form has attracted attention fronseveral authors. It should be observed that when the grammar cover concept was introduced systematically (see Gray and Harrison [43,49]), this link with the older literature was not exposed. Therefore we think it is useful to do so. The formal idea of a cover is also due to J.C.Reynolds.

The original transformation to Greibach normal form (GNF) is due to Greibach [50]. Her algorithm transforms an $\varepsilon$-free CFG without single productions to a CFG in this normal form. In Rosenkrantz [142] another transformation is presented to obtain this normal form.

In the following quotations 'standard form' stands for GNF. Griffiths and Petrick [53] comment on Greibach's paper:
"We have already observed that Greibach has shown that for any CF grammar without cyclic nonterminals an equivalent standard form can be constructed. To date, no efficient procedure for relating the structural descriptions of standard form grammars to the CF grammars from which they were constructed has been found".

In Griffiths and Petrick [54] further remarks can be found.
The next in line is Kurki-Suonio [89] who comments on Griffiths and Petrick's paper:
"One way to avoid left recursion is to transform the grammar into standard form, but the desired structural descriptions are then lost as the authors point out".

However, this can be repaired. Kurki-Suonio considers a method to eliminate left recursion for applying top-down parsing to any context-free language. His method coincides with, what we call now, the usual method for eliminating left recursion (Aho and Ullman's AIgorithm 2.12, [3]). The method appeared before in some informal settings, for example, Greibach [51]. Kurki-Suonio remarks:
"The above removal of left recursion distorts the phrase structure of sentences. Information on the original phrase boundaries is preserved, however, if a marker is attached to the end of each right-hand side of the original rules, and the markers are then carried along in the transformation".

This is a useful observation. In fact, Foster [35] and Kuno [87] have the same idea. Foster [34], presenting earlier work, describes a program that, given a CFG attempts to transform this grammar into an equivalent CFG which can be parsed by a simple one-pass parsing algorithm. Also in this case, the objective is that semantic routines which are associated with the original rules remain unchanged, that is:
"Any transformations on the syntax which would produce an equivalent grammar if the routines were all ordinary basis symbols, will give a recognizer which will produce the same translation as the original".

One of the transformations which is used in this 'Syntax Improving Device'-program is the elimination of left recursion. In Foster [34] more details are given. The method is also described in Wood [171].

Kuno [87] converts a given CFG into an 'augmented' standard form granmar, each of whose rules is in stardard form, supplemented by additional information describing its derivation from the original context-free grammar. Contrary to Kurki-Suonio who supplies this information in a marker at the end of each righthand side of the original rules, Kuno supplies this information at the beginning of each righthand side. Kuno's method to transform a non-left-recursive grammar to a GNF grammar coincides with the usual method (Aho and U11man's Algorithm 2.14, [3]). In this case the technique for performing the conversion of the structural descriptions is simple. However, as soon as this idea is used for the transformation of an arbitrary grammar to a non-left-recursive grammar then the method for undistorting the structural description back to the original description becomes very complicated.

Stearns [158] is another source where we can find similar ideas as were presented by Foster.

After we are able to give a fairly complete overview of cover results for con-text-free grammars in some normal forms we will (informally) evaluate them in view of the remarks presented in this section (cf. Chapter 6). In Chapter 8, where we shortly discuss the use of grammar covers for compilers and compiler writing systems, we will return to some of the notes of this section.

### 3.3. COVERS AND NORMAL FORMS: AN INTRODUCTION

In this monograph, from now on, unless stated otherwise, we assume that whenever we define a cover homomorphism $g=\langle\varphi, \psi\rangle$ between grammars $G=(N, \Sigma, P, S)$ and $G^{\prime}=\left(N^{\prime}, \Sigma^{\prime}, P^{\prime}, S^{\prime}\right)$ then $\Sigma=\Sigma^{\prime}$ and $\varphi$ is the identity homomorphism. Hence we only consider homomorphism $\psi$. Both in Gray and Harrison [49] and in Aho and Ullman [3] results and remarks are presented on the existence and nonexistence of certain covers of grammars with grammars in some normal form. Some of these remarks are not correct. In some case a negative result is caused by the fact that the cover homomorphism is assumed to be fine. The following observation shows that if we consider a transformation to GNF a fine cover homomorphism is too restrictive.

OBSERVATION 3.1. Let $G=(N, \Sigma, P, S)$ be a proper (cf. Definition 1.8. d.) and unambiguous CFG such that there exist $w \in L(G)$ and $S \underset{\sim}{\leftrightarrows} w$ with $|\pi|>|w|$. CFG $G$ can not be
covered by a GFG in GNF under a fine cover homomorphism.

It should be noted (cf. Chapter 5) that any proper CFG $G$ can be transformed to a NLR grammar $G^{\prime}$ such that $G '[\bar{r} / \bar{r}] G$ under a fine cover homomorphism. In Gray and Harrison [49] a gramar $G_{0}$ with productions

$$
\begin{array}{ll|l}
1 . / 2 . & \mathrm{S} \rightarrow \mathrm{~S} 0 & \mathrm{~S} 1 \\
3 . / 4 . & \mathrm{S} \rightarrow 0 & 1
\end{array}
$$

is used to show that not every CFG can be right covered by a CFG in GNF (under a fine cover homomorphism). The proof of this result is somewhat difficult to read because some details are missing. In J.N.Gray's Ph. D. Thesis a more detailed proof can be Aound. In Chapter 7 we will introduce algorithms for transforming regular grammaxs into grammars in GNF.
It is simple to find for $G_{0}$ a gramar $G$ such that $G[\bar{r} / \bar{r}] G_{0}$ and $G$ is non-left-recursive. Consider, for example, gramar $G_{1}$ defined by

| 1. $\mathrm{S} \rightarrow \mathrm{C}$ | <E> | 5 | D $\rightarrow 0$ |
| :---: | :---: | :---: | :---: |
| 2. $s \rightarrow S^{\prime}$ | < $¢$ |  | D $\rightarrow 1$ |
| 3. $S^{t} \rightarrow \mathrm{D}$ | <E> | 7 | $\mathrm{C} \rightarrow$ |
| 4. $S^{\prime} \rightarrow$ DS ${ }^{\prime}$ | < $¢$ |  | C $\rightarrow 1$ |

According to the terminology of Gray and Harrison [49], one can say that the productions 1. untii 4. do not have semantic significance.

As was first shown in Nijholt [117], one can find a grammar G' in GNF which satisfies both $G^{r}[\ell / \bar{r}] G_{0}$ and $G^{\prime}[\bar{r} / \bar{r}] G_{0}$ (under the same cover homomorphism). This granmar is listed in Table VI, Symbol $S^{\prime}$ is the new start symbol.

| $\mathrm{S}^{\prime} \rightarrow 0 \mathrm{H}_{15} \mathrm{~S}$ | <E> | $S^{\prime} \rightarrow 1 \mathrm{H}_{27}$ | <E> | $\mathrm{S}+\mathrm{OH}_{58}$ | < $>$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{H}_{15} \rightarrow 0$ | <31> | $\mathrm{H}_{27} \rightarrow 0$ | <41> | $\mathrm{H}_{58} \rightarrow 1$ | <12> |
| $\mathrm{S}^{\prime} \rightarrow \mathrm{OH}_{16} \mathrm{~S}$ | <ع> | $\mathrm{S}^{\prime} \rightarrow \mathrm{IH}_{28}$ | < $\rangle^{\text {> }}$ | $\mathrm{s} \rightarrow 1 \mathrm{H}_{65} \mathrm{~S}$ | <E> |
| $\mathrm{H}_{16} \rightarrow$ l | <32> | $\mathrm{H}_{28} \rightarrow 1$ | <42> | $\mathrm{H}_{65} \rightarrow 0$ | <21> |
| $\mathrm{S}^{\prime} \rightarrow \mathrm{OH}_{17}$ | < $<$ > | $S^{\prime} \rightarrow 0$ | <3> | $S \rightarrow 1 \mathrm{H}_{66} \mathrm{~S}$ | <E> |
| $\mathrm{H}_{17} \rightarrow 0$ | <31> | $\mathrm{S}^{\prime} \rightarrow 1$ | <4> | $\mathrm{H}_{66} \rightarrow 1$ | <22> |
| $\mathrm{S}^{\prime} \rightarrow \mathrm{OH}_{18}$ | < $¢$ > | $\mathrm{S} \rightarrow \mathrm{OH}_{55} \mathrm{~S}$ | <E> | $\mathrm{S} \rightarrow 1 \mathrm{H}_{67}$ | < $¢\rangle$ |
| $\mathrm{H}_{18} \rightarrow 1$ | <32 | $\mathrm{H}_{55} \rightarrow 0$ | <11> | $\mathrm{H}_{67} \rightarrow 0$ | <21> |
| $\mathrm{S}^{\prime} \rightarrow 1 \mathrm{H}_{25} \mathrm{~S}$ | < $¢$ > | $\mathrm{S} \rightarrow \mathrm{OH}_{56} \mathrm{~S}$ | <E> | $\mathrm{S} \rightarrow 1 \mathrm{H}_{68}$ | < $<$ > |
| $\mathrm{H}_{25}+0$ | <41> | $\mathrm{H}_{56} \rightarrow 1$ | <12> | $\mathrm{H}_{68} \rightarrow$ 1 | <22> |
| $S^{\prime} \rightarrow 1 \mathrm{H}_{26} \mathrm{~S}$ | < $¢$ > | $\mathrm{S} \rightarrow \mathrm{OH}_{57}$ | <E> | $\mathrm{S} \rightarrow 0$ | <1> |
| $\mathrm{H}_{26} \rightarrow$ l | <42 | $\mathrm{H}_{57} \rightarrow 0$ | <11> | $\mathrm{S} \rightarrow 1$ | <2> |

Table VI. Productions of grammar G'.

Our aim in the forthcoming sections is to study the existence and nonexistence of gramar covers for some normal forms for context-free grammars. That is, we consider problems in which we ask: Given classes of grammars $\Gamma_{1}$ and $\Gamma_{2}$, can we find for each gramar $G$ in $\Gamma_{1}$ a grammar $G^{\prime}$ in $\Gamma_{2}$ such that $G$ covers $G$ ? At some places we will also discuss the question of the existence of gramar functors.

The examples which we gave above will be referred to in the following sections. For $\Gamma_{1}$ we will consider arbitrary context-free grammars and by introducing conditions which should be satisfied we consider also some subclasses of the context-free grammars. For $\Gamma_{2}$ we will concentrate on the $\varepsilon$-free, the non-left-recursive and the Greibach normal form grammars.

The next chapter will be devoted to some general results and observations on covers. In Chapter 5 transformations to obtain non-left-recursive and Greibach normal form grammars are considered. In Chapter 6 we present a cover-table which gives yes and no answers for various cover existence questions. In Chapter 7 we have a short discussion on regular gramars.

## CHAPTER 4

## PROPERTIES OF COVERS AND PRELIMINARY TRANSFORMATIONS

### 4.1. PROPERTIES OF COVERS

It is useful to put forward a few general properties of gramar covers. The most frequently used property will be the transitivity of covers, that is, if gramar $G_{2}$ covers gramar $G_{1}$ and grammar $G_{3}$ covers gramar $G_{2}$, then gramar $G_{3}$ covers $G_{1}$. More formally (we assume the parse relations to be understood from the notation):

LEMMA 4.1. If $G_{3}[f / g] G_{2}$ and $G_{2}[g / h] G_{1}$ then $G_{3}[f / h] G_{1}$.

Proof. Trivial.

For future applications we generalize the idea of transitivity.

DEFINITION 4.1. Let $G$ and $G^{\prime}$ be CFG's such that $G^{\prime}[f / h] G$ for some parse relations $f_{G}$, and $h_{G}$ and a cover homomorphism $\psi$. A partition $\pi_{t}$ of $\Delta_{G}$, is said to be a transitivity partition of $\Delta_{G^{\prime}}$ if, for each block $B \in \pi_{t}$, $i$ and $j$ in $B$ implies $\psi(i)=\psi(j)$.

Clearly, there is always a minimal partition $\left\{\{i\} \mid i \in \Delta_{G}^{\prime}\right\}$ and a maximal partition $\{B \mid i, j \in B$ iff $\psi(i)=\psi(j)\}$. We introduce a homomorphism $\delta_{t}: \Delta_{G}^{*}, \rightarrow \pi_{t}^{*}$ by defining, for any $i \in \Delta_{G}$, if $i \in B$ then $\delta_{t}(i)=B$.

OBSERVATION 4.1. Let the three CFG's, $G_{1}, G_{2}$ and $G_{3}$ have parse relations $f_{G_{1}}, g_{G_{2}}$ and $h_{G_{3}}$, respectively. Suppose $G_{2}[g / f] G_{1}$. Let $\pi_{t}$ be a transitivity partition of $\Delta_{\mathrm{G}_{2}}$. Define a transitivity relation $\tilde{\mathrm{g}}_{\mathrm{G}_{2}} \subseteq \Sigma^{*} \times \pi_{\mathrm{t}}^{*}$ by

$$
\tilde{g}_{G_{2}}=\left\{(w, \pi) \mid\left(w, \pi^{*}\right) \in g_{G_{2}} \text { and } \delta_{t}\left(\pi^{\prime}\right)=\pi\right\} .
$$

Now we may conclude that $G_{3}[h / f] G_{1}$ if there exists a homomorphism $\psi_{t}: \Delta_{G_{3}}^{*} \rightarrow \pi_{t}^{*}$, which satisfies
(i) if $(w, \pi) \in h_{G_{3}}$ then $\left(w, \psi_{t}(\pi)\right) \in \widetilde{g}_{G_{2}}$, and
(ii) for each $(w, \pi) \in \tilde{g}_{G_{2}}$ there exists $\left(w, \pi^{\prime}\right) \in h_{G_{3}}$ such that $\psi_{t}\left(\pi^{\prime}\right)=\pi$.

End of Observation 4.1.

This observation is illustrated in Figure 4.1. Although we do not necessarily have that $G_{3}$ covers $G_{2}$ we may conclude that $G_{3}$ covers $G_{1}$ because of the existence of the homomorphism $\Psi_{t}$.


Figure 4.1. Observation 4.1.

The notation in the following lema was explained in section 2.2 .

LEMMA 4.2. Let $f_{G}$, and $h_{G}$ be parse relations for grammars $G$ ' and $G$, respectively. If $G^{\prime}[f / h] G$ then $G^{\prime}[\bar{f} / \bar{h}] G$.

Proof. Let $\psi$ be the cover homomorphism under which $G^{\prime}[f / h] G$. Define $\psi^{R}: \Delta_{G}^{*}, \rightarrow \Delta_{G}^{*}$ such that, for any $i \in \Delta_{G}, \psi^{R}(i)=\pi^{R}$ if $\psi(i)=\pi$. Then $G^{\prime}[\bar{f} / \bar{h}] G$ under cover homomorphism $\psi^{R}$.

Note, if the cover homomorphism $\psi$ is fine then $\psi^{R}$ and $\psi$ are identical on $\Delta_{G}$, Rather loosely formulated one can say that if a cover is supported ${ }^{\dagger}$ by rules of the form $A \rightarrow a$ or $A \rightarrow E$ only, then we can treat left and right parses of the covering grammar as being identical. This is formalized in the following way.

LEMMA 4.3. Consider two CFG's, $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime}, S^{\prime}\right)$ and $G=(N, \Sigma, P, S)$. Assume that $h_{G}$ is a parse relation of $G$. If, for each production i.A $\rightarrow \alpha$ in $P^{\prime}$, homomorphism $\psi: \Delta_{G}^{*}, \rightarrow \Delta_{G}^{*}$ satisfies $\psi(i)=\varepsilon$ if $\alpha \notin \sum U\{\varepsilon\}$, then $G^{\prime}[\ell / h] G$ if and only if $G^{\prime}[\bar{r} / h] G$.

Proof. Observe that for any parse tree $T \in \operatorname{PTR}\left(G^{\prime}\right)$ there are unique pairs $\left(w, \pi_{1}\right) \in \bar{r}_{G^{\prime}}$ and $\left(w, \pi_{2}\right) \in \ell_{G}$. Define $\Omega=\left\{i \in \Delta_{G^{\prime}} \mid\right.$ i. $A \rightarrow \alpha$ in $P^{\prime}$ and $\left.\alpha \notin \sum u\{\varepsilon\}\right\}$. Now observe that $h_{\Omega}\left(\pi_{1}\right)=h_{\Omega}\left(\pi_{2}\right)$ and therefore, for any cover homomorphism $\psi$,

$$
\psi\left(\pi_{1}\right)=\psi\left(h_{\Omega}\left(\pi_{1}\right)\right)=\psi\left(h_{\Omega}\left(\pi_{2}\right)\right)=\psi\left(\pi_{2}\right)
$$

As the following result shows, it is fairly simple to convert the problem of finding a covering grammar $G_{3}$ for a $C F G G_{1}$ such that $G_{3}[f / h] G_{1}$ to the problem of

[^2]finding a gramar $G_{3}$ which satisfies $G_{3}[f / \ell] G_{2}$ or $G_{3}[f / \bar{r}] G_{2}$. Here, $G_{2}$ is an intermediate grammar which satisfies both $G_{2}[\ell / h] G_{1}$ and $G_{2}[\bar{r} / h] G_{1}$.

LEMMA 4.4. Fox any CFG $G$ and production directed parse relation $h_{G}$ there exists a CFG G' such that both $G^{\prime}[\ell / h] G$ and $G^{\prime}[\bar{r} / h] G$.

Proof. Let $G=(N, \Sigma, P, S)$ be the CFG. Define $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime}, S\right)$ by the sets $N^{\prime}$ and $P^{\prime}$ in the following way. We use an auxiliary set $\mathrm{P}_{0}$.
(i) Initially, set $N^{\prime}=N$ and $P^{\prime}=P_{0}$, where

$$
P_{0}=\left\{i . A \rightarrow \alpha\langle i\rangle \mid \alpha \in \sum \cup\{\varepsilon\}\right\} .
$$

(ii) For any i. $A \rightarrow \alpha$ in $\mathbb{P}-P_{0}$, if $\Gamma_{G}(i)=k$, where $\Gamma_{G}: \Delta_{G}+\mathbb{N}$ is the mapping which defines $h_{G}$, then
a. Add $A \rightarrow \alpha_{1} H_{i} \alpha_{2}\langle\varepsilon\rangle$ and $H_{i} \rightarrow \varepsilon\langle i\rangle$ to $P^{\prime}$, where $\alpha_{1} \alpha_{2}=\alpha$ and $\left|\alpha_{1}\right|=k-1$.
b. Add $H_{i}$ to $N^{\prime}$. It is easily seen that both $G^{\prime}[\ell / h] G$ and $G^{\prime}[\bar{r} / h] G$.

OBSERVATION 4.2. If CFG G in Lenma 4.4 is non-left-recursive, then CFG $G$ ' is also non-left-recursive.

It should be noted that in Lemma 4.4 we have restricted ourselves to production directed parse relations. This will also be done in the following observation on the symmetry of production directed parse relations. We will frequently refer to this symmetry in the cover-tabie construction of Chapter 6. First we need the following definition.

DEFINLTION 4.2. Let $h_{G}$ be a production directed parse relation for a gramar $G=(N, \Sigma, P, S)$. Assume that $h_{G}$ is defined by the mapping $I_{G}: \Delta_{G} \rightarrow \mathbb{N}$. Define the production directed parse relation $h_{G}^{s}$ by a mapping $\Gamma_{G}^{S}: \Delta_{G} \rightarrow \mathbb{N}$, which is defined, for any production i. $A \rightarrow \alpha$ in $P$, by

$$
\Gamma_{G}^{s}(i)=|a|+2-\Gamma_{G}(i)
$$

Notice, that due to this definition $\ell_{G}^{s}=\bar{r}_{G}, \bar{r}_{G}^{s}=\ell_{G}$ and $\ell_{P_{G}}^{s}=\ell_{G}$ (the left corner parse relation of $G$ is denoted by $\ell c_{G}$; the left part parse relation of $G$ is denoted by $\ell_{\mathrm{P}_{\mathrm{G}}}$.

## OBSERVATION 4.3. ('SYMMETRY')

Let $G=(N, \Sigma, P, S)$ be a CFG. Define $G^{R}=\left(N, \Sigma, P^{R}, S\right)$ by defining $P^{R}=\left(A \rightarrow \alpha^{R} \mid A \rightarrow \alpha\right.$ is in $P\}$. Notice that, for example, a leftmost derivation of $w \in(G)$ coincides with a rightmost derivation of $w^{R} \in L\left(G^{R}\right)$. More generally, any production directed parse
relation $h_{G}$ of $G$ coincides with a production directed parse relation $h_{G}{ }^{R}$ of $G^{R}$, where, for example, $h$ is chosen from $\left\{\ell, \bar{r}, \ell_{p}, \ell c\right\}$.
Hence if a gramar $G$ can not be left covered by an e-free grammar, then $G^{R}$ can not be right covered by an $\varepsilon$-free grammar (Use Lemma 4.2). Another example is the situation in which a granmar $G$ does not have a left-to-right covering grammar in GNF. It follows that gramar $G^{R}$ does not have a right-to-left covering grammar in $\overline{G N F}$ (Use again Lemma 4.2). End of Observation 4.3.

### 4.2. PRELIMINARY TRANSFORMATIONS

Whenever context-free grammars are involved, the discussion on $\varepsilon$-productions and, to a lesser extent, single productions (sometimes called unit productions) consumes a disproportionate amount of space. In this section we single out two transformations which deal with these types of productions. In the following lemma, two trivial cases are considered.

LEMMA 4.5. Let $h_{G}$ be a parse relation for a $C F G G=(N, \Sigma, P, S)$.
a. If $\left(\varepsilon, \pi_{1}\right) \subset h_{G}$ and $\left(\varepsilon, \pi_{2}\right) \in h_{G}$, with $\pi_{1} \neq \pi_{2}$, then $G$ can not be covered by an $\varepsilon$-free grammar.
b. For any a $\in \Sigma$, if $\left(a, \pi_{1}\right) \in h_{G}$ and $\left(a, \pi_{2}\right) \in h_{G}$, with $\pi_{1} \neq \pi_{2}$, then $G$ can not be covered by a grammar in GNF.

Proof.
a. A CFG $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime}, S^{\prime}\right)$ which is $\varepsilon$-free has at most one element ( $\varepsilon, \pi$ ) in any parse relation of $G^{\prime}$. Therefore, a surjective parse homomorphism can not be defined.
b. Similarly. There is at most one element ( $a, \pi$ ) in any parse relation of a CFG $G^{\prime}$ in GNF.

In what follows we tacitly assume that each CFG under consideration is reduced, cycle-free and it does not have different leftmost derivations of the empty word.

We continue with some remarks on the elimination of single productions, that is, productions of the form $A \rightarrow B$, with both $A$ and $B$ nonterminal symbols.

LEMMA 4.6. Let $G=(N, \Sigma, P . S)$ be an $\varepsilon$-free gramar which, for each a $\in \Sigma$, does not have different leftmost derivations from $S$ to a.
There exists an $\varepsilon$-free $C F G G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime}, S^{\prime}\right)$ without single productions such that both $\mathrm{G}^{\prime}[\ell / \ell] \mathrm{G}$ and $\mathrm{G}^{\prime}[\overrightarrow{\mathrm{r}} / \overrightarrow{\mathrm{r}}] \mathrm{G}$.

Proof. We show how the elimination of single productions can be done. We use auxiliary
sets $P_{0}, P_{1}$ and $P_{2}$. The set $P_{0}$ is the set of all the single productions in $P$. Initially, $P_{1}=\left\{A \rightarrow \alpha<i>\mid i . A \rightarrow \alpha\right.$ is in $\left.P-P_{0}\right\}, N^{\prime}=N$ and $P_{2}=\emptyset$.
(i) For any $A \in N$, if $A \stackrel{\oint}{\Rightarrow} B \stackrel{i}{\Rightarrow} Y$ is a derivation in $G$ such that $\delta \neq \varepsilon$ and either $|\gamma| \geq 2$ or $\gamma \in \Sigma$, then add [Aסi] $\rightarrow \gamma\langle\pi\rangle$ to $P_{1}$ and [Aסi] to $N^{\prime}$. To obtain a left cover, define $\pi=\delta i$. To obtain a right cover, define $\pi=i \delta^{R}$. Notice that since $G$ is cycle-free there are finitely many derivations to consider.
(ii) Define a homomorphism $h:\left(N^{\prime} \cup \Sigma\right)^{*} \rightarrow(N \cup \Sigma)^{*}$ by defining $h(X)=X$ for any $X \in N \cup \sum \cup\{\varepsilon\}$ and $h([A \delta])=A$ for each $[A \delta] \in N^{\prime}-N$. For each production $H \rightarrow \gamma\langle\pi\rangle$ in $P_{1}$ add the productions in the set

$$
\left.\left\{H \rightarrow \gamma^{\prime}<\pi\right\rangle|H \rightarrow \gamma<\pi\rangle \text { is in } P_{1}, h\left(\gamma^{\prime}\right)=\gamma \text { and } \gamma^{\prime} \in\left(N^{\prime} \cup \Sigma\right)^{*}\right\}
$$

to $\mathrm{P}_{2}$ 。
(iii) Initially set $P^{\prime}=P_{2}$. For any $\alpha \in\left(N^{\prime} \cup \Sigma\right)^{*}$ such that $\left[S \delta_{1}\right] \rightarrow \alpha, \ldots,\left[S \delta_{n}\right] \rightarrow \alpha$ are all the productions in $P_{2}$ with a lefthand side of the form $[\delta \delta], \delta \in \Delta_{G}^{*}$ and with the same righthand side $\alpha$, the following is done.
(a) Assume $\alpha=c \beta$ for some $c \in \Sigma$ and $\beta \in\left(\mathbb{N}^{\prime} \cup \Sigma\right)^{+}$. Add the productions $\left.S^{\prime} \rightarrow H_{i} \beta<\pi_{i}\right\rangle$ and $H_{i} \rightarrow c\langle\varepsilon\rangle$ to $P^{\prime}, 1 \leq i \leq n$. Here, $H_{i}$ is a newly introduced nonterminal symbol which is added to $N^{\prime}$ and $\pi_{i}=\delta_{i}$ in the case of a left cover and $\pi_{i}=\delta_{i}^{R}$ in the case of a right cover, $1 \leq i \leq n$. Symbol $S^{\prime}$ will be the start symbol of the newly obtained grampar $G^{\prime}$ without single productions.
(b) Assume $\alpha=C B$, for some $C \in N^{\prime}$ and $\beta \in\left(N^{\prime} \cup \Sigma\right)^{+}$. Add the productions $S^{\prime} \rightarrow c_{\delta_{i}} \beta<\pi_{i}>$ to $P^{\prime}, 1 \leq i \leq n$, with $\pi_{i}=\delta_{i}$ in the case of a left cover and $\pi_{i}=\delta_{i}^{R}$ in the case of a right cover. The newly introduced nonterminal symbols $C_{\delta_{i}}, 1 \leq i \leq n$, are added to $N^{\prime}$. Moreover, for each $\gamma \in$ rhs (C), if $C \rightarrow \gamma\langle\pi\rangle$ is in $P^{\prime}$, add the productions $C_{\delta_{i}} \rightarrow\langle\pi\rangle, 1 \leq i \leq n$, to $P^{\prime}$.
(c) Assume $\alpha=c, c \in \Sigma$. Since there are no different leftmost derivations from $S$ to $c$, we have that $n=1$. Add $S^{\prime} \rightarrow c<\pi_{1}>$ to $P^{\prime}$, with $\pi_{1}=\delta_{1}$ in the case of a left cover and $\pi_{1}=\delta_{1}^{R}$ in the case of a right cover.
(iv) For each production $S \rightarrow \alpha<\pi>$ in $\mathrm{P}_{2}$ add the production $\mathrm{S}^{\prime} \rightarrow \alpha<\pi>$ to $\mathrm{P}^{\prime}$.
(v) Remove the useless symbols. The newly obtained grammar will be referred to as $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime}, S^{\prime}\right)$.

Clearly gramar $G^{\prime}$ does not have single productions. Gramar G' left covers $G$. Let $\psi$ be the cover homomorphist which is defined in the steps above. After step (ii) has been performed the following properties hold.
a. If $A \stackrel{\pi_{\vec{L}}^{\prime}}{\vec{L}}$ win $G^{\prime}$ then $A \stackrel{\pi}{\vec{L}}$ w in $G$, with $\psi\left(\pi^{\prime}\right)=\pi$.
b. If $[A \delta] \frac{\pi^{\prime}}{\vec{L}} w$ in $G^{\prime}$ then $A \underset{\vec{L}}{\vec{\sim}} w$ in $G$, with $\psi\left(\pi^{\prime}\right)=\pi$.
c. If $A \underset{\vec{I}}{\vec{I}}$ w in $G$ then there exists $\pi^{\prime}$ such that either $A \underset{\vec{L}}{\pi^{\prime}}$ w in $G^{\prime}$ or $[A \delta] \underset{\vec{L}}{\pi^{\prime}}$ w in $G^{\prime}$, for some $\delta \in \Delta_{G}^{+}$and with $\psi\left(\pi^{r}\right)=\pi$.

These properties can formally be proved by induction on the lengths of the derivations. Similar properties hold for rightmost derivations.
In step (iii) and (iv) the new start symbol $S^{\prime}$ is introduced and the productions with lefthand side $S^{\prime}$ are created in such a way that from $S '$ we can derive 'everything' which could be derived from the symbols of the form $S$ and [S $\delta$ ]. From $a, b, c$ and simple observations on the definition of $\psi$ in steps (iii) and (iv) it follows that $G^{\prime}[\ell / \ell] G$ (and $G^{\prime}[\bar{r} / \bar{r}] G$ ).

## EXAMPLE 4.1.

Let $G$ be the CFG with productions

$$
\begin{array}{l|lc}
S \rightarrow a A & a B & \langle 1,2\rangle \\
A \rightarrow B & a & \langle 3,4\rangle \\
B \rightarrow C & & \langle 5\rangle \\
C \rightarrow a A & a & <6,7>
\end{array}
$$

We define a cover homomorphism for a left cover. The productions 3 and 5 are removed from $P$ in order to obtain set $P_{1}$. In step (i) the following productions are added to $\mathrm{P}_{1}$.

$$
\begin{array}{llll}
{[\text { A357] } \rightarrow \mathrm{a}} & <357> & {[\mathrm{A} 356] \rightarrow \mathrm{aA}} & <356> \\
{[\mathrm{B} 57] \rightarrow \mathrm{a}} & <57> & {[\mathrm{B} 56] \rightarrow \mathrm{aA}} & <56>
\end{array}
$$

In step (ii) the following productions are created.

$$
\begin{array}{llllll}
S \rightarrow a[\text { A357] } & <1> & {[\text { A356 }] \rightarrow a[\text { A356 }]} & <356> & C \rightarrow a[\text { A356] } & <6> \\
S \rightarrow a[\text { A356] } & <1> & {[\text { A356 }] \rightarrow a[\text { A357] }} & <356> & C \rightarrow a[A 357] & <6> \\
S \rightarrow a[\text { B57] } & <2> & {[\text { B56 }] \rightarrow a[\text { A356] }} & <56> & & \\
S \rightarrow a[\text { B56] } & <2> & {[\text { B56] } \rightarrow a[\text { A357] }} & <56> & &
\end{array}
$$

Now define $S^{\prime}=S$ and remove nonterminal $C$ and the productions $C \rightarrow a, C \rightarrow a A$ $C \rightarrow a[A 356]$ and $C \rightarrow a[A 357]$ from the grammar.

It will be clear that the cover which is defined in Lemma 4.6 is faithful. If we allow endmarkers for sentences then the condition mentioned in Lemma 4.5 and in Lemma 4.6 does not play a role.

LEMMA 4.7. For any E-free CFG $G=(N, \Sigma, P, S)$ there exists a CFG $G$ ' without single productions such that both $G^{\prime}[\ell / \ell] G$ and $G^{\prime}[\bar{r} / \bar{r}] G$.

Proof. If $\mathbb{L}(G)=\{\varepsilon\}_{\text {, }}$ then $G^{\prime}=G$. Otherwise, define $G_{0}=\left(\mathbb{N} \cup\left\{S_{0}\right\}, \Sigma \cup\{1\}\right.$, $P_{0}, S_{0}$ ) such that

$$
P_{0}=P \cup\left\{S_{0} \rightarrow S \perp\langle\varepsilon\rangle\right\}
$$

if $S \rightarrow \varepsilon \notin P$, and

$$
R_{0}=(P-\{S \rightarrow \varepsilon\}) \cup\left\{S_{0} \rightarrow S_{\perp}\langle E\rangle, S_{0} \rightarrow \perp\langle i\rangle\right\}
$$

if i.S $\rightarrow \varepsilon \in \mathbb{R}$.
Here $\perp$ is an endmarker and $S_{0}$ will be treated as the new start symbol.
Perform steps (i) and (ii) of the method used in the proof of Lemma 4.6. Then remove the useless symbols. Clearly, instead of including $S_{0} \rightarrow \perp\langle i\rangle$ in $P_{0}$ it is possible to include $S_{0} \rightarrow \varepsilon\langle i\rangle$.

OBSERVATION 4.4. If GFG $G$ in Lemma 4.6 is non-left-recursive then CFG $G^{\prime}$ is also non-left-recursive.

A note on grammax functors*:
With some simple observations we show the existence of an externally fixed and externally full grammar functor $H: S\left(G^{\prime}\right) \rightarrow S(G)$, where $G^{\prime}$ and $G$ are as in Lemma 4.6. Consider the method which is used in this lemma and assume that a left cover is defined. Notice that for any production $C \rightarrow \gamma<\pi>$ which is in $P_{2}$ after steps (i) and (ii) have been performed, $\pi$ stands for a leftmost derivation from $h(C)$ to $h(\gamma)$. This leftmost derivation will be the image morphism of production $C \rightarrow \gamma$ under $H$. We use $\tilde{\pi}$ to denote this morphism. For example, a leftmost derivation

$$
\mathrm{A} \stackrel{1}{\mathrm{~L}} \mathrm{BD} \stackrel{2}{\overrightarrow{\mathrm{~L}}} \mathrm{CcD} \stackrel{3}{\mathrm{~L}} \mathrm{bcD}
$$

for a CFG G has a corresponding left parse 123, while the corresponding morphism of $S(G)$ is

$$
1 \circ\left(2+i d_{D}\right) \circ\left(3+i d_{c D}\right) .
$$

This morphism uniquely follows from the string 123.

LEMMA 4.8. Let $G^{\prime}$ and $G$ be CFG's under the same conditions as in Leuma 4.6. There exists an externally fixed, externally full and faithful grammar functor $H: S\left(G^{\prime}\right) \rightarrow S(G)$.

Proof. We confine ourselves to the definition of $H: S\left(G^{\prime}\right) \rightarrow S(G)$. Faithfulness and external fullness will be clear from the definition of $H$ and the method which is used in Lemma 4.6.

For the objects it is sufficient to define $H$ on $V^{\prime}=N^{\prime} U \Sigma$, which is done by defining:
(i) $\quad H(X)=X$ for each $X \in V$.
(ii) $H([A \delta])=A$ for each nonterminal of the form [A $]$ which is introduced in step (i) of the method.
(iii) $H\left(S^{\prime}\right)=S$.
(iv) $H\left(H_{i}\right)=c$ for each nonterminal $H_{i}$ introduced in step (iii) (a) of the method, with corresponding production $H_{i} \rightarrow c$.
(v) $H\left(C_{\delta_{i}}\right)=C$ for each newly introduced nonterminal symbol $c_{\delta_{i}}$ in step (iii) (b) of the method.

For the morphisms it is sufficient to define $H$ on $P^{\prime}$ which is done as follows.
(i)' $H(A \rightarrow \alpha<\pi>)=\tilde{\pi}$, for each production $A \rightarrow \alpha$ created in step (ii) of the method.
(ii)' $H\left(S^{\prime} \rightarrow \alpha<\pi>\right)=\widetilde{\pi}$, where $\alpha$ is either of the form $H_{i} \beta$ or of the form $C_{\delta_{i}} \beta$, $H\left(H_{i} \rightarrow c\langle E\rangle\right)=i d_{c}$, and
$H\left(\mathrm{C}_{\delta_{\mathbf{i}}} \rightarrow \gamma<\pi>\right)=\tilde{\pi}$, for the productions created in step (iii) of the method.
(iii)' $H\left(S^{\prime} \rightarrow \alpha<\pi>\right)=\tilde{\pi}$ for each production $S^{\prime} \rightarrow \alpha<\pi>$ created in step (iv) of the method. Notice that in this case $\tilde{\pi}$ coincides with $S \rightarrow \alpha$.

End of note.

Now consider the possibility of eliminating $\varepsilon$-productions from a CFG in such a way that covers can be defined. The following method is due to Ukkonen [163]. It eliminates e-productions from a CFG in such a way that the resulting grammar right covers the original grammar.

DEFINITION 4.3. Let $G=(N, \Sigma, P, S)$ be a CFG. If $A \in N, \alpha \in \operatorname{rhs}(A)$ and $L(\alpha) \neq\{\varepsilon\}$ then a representation of $\alpha$ is a factorization $\alpha=\alpha_{0} X_{1} \alpha_{1} X_{2} \ldots \alpha_{n-1} X_{n} \alpha_{n}, n>0$ which satisfies
(i) $\quad X_{i} \in N \cup \Sigma$ and $L\left(X_{i}\right) \neq\{\varepsilon\}, 1 \leq i \leq n$.
(ii) $\alpha_{i} \in N^{*}$ and $\varepsilon \in L\left(\alpha_{i}\right), 0 \leq i \leq n$.

Notice that, in general, a righthand side $\alpha$ may have different representations.

## ALGORITHM 4.1.

Input. A CFG G $=(N, \Sigma, P, S)$ such that there is at most one $\pi$ such that $S \frac{\pi}{R} \varepsilon$ and there is in $G$ no derivalion of the form $A \stackrel{*}{\Rightarrow} \alpha A B$, where $\alpha \stackrel{+}{\Rightarrow} \varepsilon$.

Output. An $\varepsilon-f$ free $\operatorname{CFG} G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime}, S^{\prime}\right)$ such that $G^{\prime}[\vec{r} / \bar{r}] G$.
Method. Initially $P^{\prime}=\phi$ and $N^{\prime}=\left\{S^{\prime}\right\}$. If $S \underset{\vec{R}}{\vec{R}} \varepsilon$, add $\left.S^{\prime} \rightarrow \varepsilon<\pi^{R}\right\rangle$ to $P^{\prime}$. If $L(G)=$ $=\{\varepsilon\}$ then we are done. Otherwise add $S^{\prime} \rightarrow[\underline{S}]<\varepsilon>$ to $P^{\prime}$ and [ $\left.\underline{S}\right]$ to $N^{\prime}$. Repeat steps (1) and (2) until no changes are possible.
(1) For each element [ $\gamma \underline{A}$ ] in $N^{\prime}$ and for each production $j . A \rightarrow \alpha$ in $P$ such that $L(\alpha) \neq\{\varepsilon\}$ add to $P^{\prime}$, for any representation $\alpha=\alpha_{0} X_{1} \alpha_{1} X_{2} \ldots \alpha_{n-1} X_{n} \alpha_{n}, n>0$ the production $[\gamma A] \rightarrow Z_{1} Z_{2} \ldots Z_{n}\langle j\rangle$, where
(i) $Z_{1}=\left[y \alpha_{0} X_{1} \alpha_{1}\right]$, if $Y \alpha_{0} \alpha_{1} \neq \varepsilon$ or $X_{1} \in N$, and $Z_{1}=X_{1}$, otherwise.
(ii) For $2 \leq i \leq n, Z_{i}=\left[\underline{X}_{i} \alpha_{i}\right]$, if $\alpha_{i} \neq \varepsilon$ or $X_{i} \in N$ and $Z_{i}=X_{i}$, otherwise. Add to $\mathrm{N}^{\prime}$ all newly created nonterminal symbols.
(2) Let $j . B \rightarrow \beta$ be a production of $G$ such that $\varepsilon \in L(\beta)$. For each nonteminal [ $Y$ X $\alpha B]$ in $N^{\prime}$ where $\alpha, \gamma \in N^{*}$ and $X \in N \cup \Sigma$, the following is done.
(i) If $\gamma \alpha \beta \neq \varepsilon$ or $X \in N$, add the production $[\gamma \underline{X} \alpha B] \rightarrow[\gamma \underline{X} \alpha \beta]<j>$ to $P^{\prime}$ and [ $\gamma \mathrm{X} \alpha \beta$ ] to $\mathrm{N}^{\prime}$.
(ii) If $\gamma \alpha \beta=\varepsilon$ and $X \in \Sigma$, add to $P^{\prime \prime}$ the production $[\gamma X \alpha B] \rightarrow X<j>$.

Similarly, for each nonterminal [ $\gamma B X]$ in $N^{\prime}$ where $X \in \sum$ and $\gamma \in N^{*}$, if $\gamma \beta \neq \varepsilon$, add the production $[\gamma B X]+[\gamma \beta X]<j>$ co $P^{\prime}$ and the nonterminal $[\gamma \beta X]$ to $N^{\prime}$, and otherwise, add the production $[\gamma B \underset{Z}{ }] \rightarrow X\langle j\rangle$ to $P^{\prime}$.

In this algorithm it is demanded that $G$ has no derivations of the form $A \stackrel{*}{\Rightarrow} \alpha A \beta$, where $\alpha \stackrel{+}{\Rightarrow} \varepsilon$. This condition ensures termination of the method. Notice that if $G$ is NLR, then this condition is satisfied.

A detailed proof for a symetric version of this algorithm can be found in Ukkonen [165]. The proof is based on the following properties. Let [ $\gamma \underline{X} \delta$ ] be in $N^{\prime}$.
(a) If $[\gamma X \delta] \frac{\pi}{\mathbb{R}} w$ for some nonempty $w$ in $\Sigma^{\star}$, then $\gamma X \delta{\underset{\sim}{4}}_{\rho_{R}^{R}}^{R}$, where $X \underset{\mathrm{R}}{\stackrel{*}{\Rightarrow}} \mathbf{w}$ and $\rho=\psi\left(\pi^{R}\right)$.
(b) If $\gamma \mathrm{X} \delta \frac{\pi}{\vec{k}} w$, where $X$ derives $w$, then there is a unique derivation $[\gamma \times \delta] \frac{\rho}{R} w$, with $\psi\left(\rho^{R}\right)=\pi^{R}$.

The cover which is defined in this way is faithful and, moreover, if $G$ is non-left-recursive, then $G^{p}$ is non-left-recursive. Notice that except for a possible production $S^{\prime} \rightarrow \varepsilon$, the cover homomorphism is very fine. It should also be observed that the e-productions are in fact replaced by single productions.

COROLLARY 4.1. Any NLR grammar $G=(N, \Sigma, P, S)$, which satisfies the condition that there is at most one $\pi$ such that $S \frac{\pi}{\vec{R}} \varepsilon$, has an $E-f r e e$ NLR grammar $G^{\prime}$ such that $\mathrm{G}^{\prime}[\bar{r} / \bar{r}] \mathrm{G}$.

Algorithm 4.1 will be used at various places in this monograph. In Chapter 6 negative results concerning the possibility to find E-free covering gramars will be shown.

Before concluding this chapter we want to make one final remark. Not only in this chapter but also in the forthcoming chapters transformations will be introduced and discussed. For each of these methods it is interesting and useful to investigate the efficiency of the method. However, this will not be done in this monograph. The interested reader should consult Chapter 4 in Harrison [58] where the appropriate notions can be found.
$\dagger$ (Added in proof) Laufkötter [177] has independently found the conditions which guarantee that elimination of $\varepsilon$-productions can be done in such a way that a right covering gramar will be obtained. In his 'Diplomarbeit' many other results concerning $\varepsilon$-free covers can be found.

## CHAPTER 5

## NORMAL FORM COVERS FOR CONTEXT-FREE GRAMMARS

In this chapcer we will present results on the existence and nonexistence of certain covers for some normal forms. The emphasis will be on the non-left-recursive granmars and the gramars in Greibach normal form. Except for a few notes the existence of grammar functors will not be discussed. In, e.g., Hotz [66], Benson [13] and Reichardt [139] grammar functor results for these normal forms can be found.

Any CFG can be transformed to a weakly equivalent CFG in GNF. Transformations to obtain gramars in GNF are in Greibach [50,52] , Rosenkrantz [142] and Hotz [66]. Sometimes the transformation is performed in two steps. In the first step a NLR grammar is constructed, in the second step this grammar is transformed to a GNF gramar (cf. Aho and Ullman [3] and Wood [171]).

We investigate transformations which lead to Greibach normal form grammars. It should be noted that in the definition of an $\varepsilon$-free grammar and in the definition of a Greibach normal form gramar: we have allowed a production $S \rightarrow \varepsilon$ (cf, section l.3). Since this production, if it is in the grammar, remains unchanged under all forthcoming transformations we omit mentioning it.

The organization of this chapter is as follows. In section 5.1 transformations to non-left-recursive gramars are considered. Section 5.2 deals with transformations from non-left-recursive to grammars in GNF. Section 5.3 discusses transformations on grammars which are already in GNF or in $\overline{\text { GNF }}$.

### 5.1. FROM PROPER GRAMMARS TO NON-LEFT-RECURSIVE GRAMMARS

There are several methods to obtain non-left-recursive grammars from proper con-text-free gramars. The most wellknown method which is described in e.g. Aho and U11man [3] (Algorithm 2.13) will be referred to as the standard method for eliminating left recursion. It appeared before, in different versions, in e.g. Greibach [51], Kurki-Suonio [89] and in Kuno [87]. Another method is due to Foster [34,35]. This method was used in Wood [171]. A similar method was used in Anderson [5] to eliminate left recursion from attribute grammars. Other transformations are in Rosenkrantz, Lewis and Stearns [100] (cf, Appendix C7, the 'goal corner transformation'), SoisalonSoininen and Ukkonen [157], Soisalon-Soininen [155,156], Ukkonen [162] and Nijholt [115].

Our investigations on the existence of non-left-recursive covering grammars for proper context-free grammars started with the observation that some remarks concerning this problem in Gray and Harrison [49] and in Aho and Ullman [3] were not correct (cf. Nijholt [115]). That is, we showed that for any proper CFG $G$ there exists a

CFG $G^{\prime}$ which is NLR and $G^{\prime}[\bar{r} / \bar{r}] G$. Moreover, the existence of a NLR grammar $G^{\prime}$ such that $G^{\prime}[\ell / \bar{r}] G$ was verified (cf. Lemma 4.4.). In both cases the cover can be defined in such a way that the cover homomorphism is fine.

In the case of direct left recursion, that is, if $A \Rightarrow A N$, with $|\pi|=1$, these results can easily be shown. For general left recursion, if we follow the method of [115], the generalization becomes rather complicated. A simpler method, based on a trick of Kurki-Suonio [89], is presented in Soisalon-Soininen [156].

Similar 'tricks' are in Foster [35] and in Kuno [87]. We illustrate the method with the following example.

EXAMPLE 5.1. (Foster)
Let $G_{F}$ be the grammar with productions

$$
\begin{aligned}
& \mathrm{S} \rightarrow \mathrm{~T} \mid \mathrm{S}+\mathrm{T} \quad<\mathrm{p}, \mathrm{q}> \\
& \mathrm{T} \rightarrow i d \mid \mathrm{T} \times i d \quad<\mathrm{r}, \mathrm{~s}>
\end{aligned}
$$

Add to the right of each righthand side a new 'terminal' symbol. For convenience we use the labels $p, q, r$ and $s$. In this way we obtain

$$
\begin{array}{l|l}
\mathrm{S} \rightarrow \mathrm{Tp} & \mathrm{~S}+\mathrm{Tq} \\
\mathrm{~T} \rightarrow i d \mathrm{r} & \mathrm{~T} \times i d \mathrm{~s}
\end{array}
$$

The new grammar can be considered as a translation grammar (Brosgol [17]); the new symbols can then be considered as semantic actions.
If the standard method for eliminating left recursion is applied to this grammar, we obtain the NLR grammar

$$
\begin{aligned}
& \mathrm{S} \rightarrow \mathrm{Tp} \mid \mathrm{TpX} \\
& \mathrm{X} \rightarrow+\mathrm{Tq} \mid+\mathrm{TqX} \\
& \mathrm{~T} \rightarrow i d \mathrm{r} \mid i d \mathrm{Y} \\
& \mathrm{Y} \rightarrow \mathrm{X} i d \mathrm{~s} \mid \times i d s \mathrm{Y}
\end{aligned}
$$

Now define a grammar $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime}, S\right)$ as follows. The set $N^{\prime}$ consists of the symbols

$$
\mathrm{S}, \mathrm{~T}, \mathrm{X}, \mathrm{Y}, \mathrm{p}, \mathrm{q}, \mathrm{r} \text { and } \mathrm{s} \text {, }
$$

and the set $P^{\prime}$ of the productions

| $\mathrm{S} \rightarrow \mathrm{Tp} \mid \mathrm{TpX}$ | $\langle\varepsilon, \varepsilon\rangle$ | $\mathrm{p} \rightarrow \varepsilon$ | $<\mathrm{p}\rangle$ |
| :--- | :--- | :--- | :--- |
| $\mathrm{X} \rightarrow+\mathrm{Tq} \mid+\mathrm{TqX}$ | $\langle\varepsilon, \varepsilon\rangle$ | $\mathrm{q} \rightarrow \varepsilon$ | $<\mathrm{q}\rangle$ |
| $\mathrm{T} \rightarrow i d \mathrm{r} \mid \mathrm{idrY}$ | $\langle\varepsilon, \varepsilon\rangle$ | $\mathrm{r} \rightarrow \varepsilon$ | $<\mathrm{r}\rangle$ |
| $\mathrm{Y} \rightarrow \times i d \mathrm{~s} \mid \times i . d \mathrm{sY}$ | $\langle\varepsilon, \varepsilon\rangle$ | $\mathrm{s} \rightarrow \varepsilon$ | $<\mathrm{s}\rangle$ |

It is straightforward to verify that $G^{\prime}[\bar{r} / \bar{r}] G_{F}$, and (with the help of Lemma 4.3)
$G^{\prime}[\ell / \bar{r}] G{ }^{\text {. }}$ This example will be continued later in this section.
The argument in this example can be formalized (cf. [156]) and, obviously, this idea of adding special symbols to the right of the righthand sides is independent of the method which is used to eliminate left recursion. Therefore, also methods different from the standard method may be used to obtain the same cover results. This 'trick' always yields a faithful cover and a fine cover homomorphism.

COROLLARY 5.1. Any proper CFG $G$ can be given a NLR granmar $G^{\prime}$ such that $G^{\prime}[\bar{r} / \bar{r}] G$ and $G^{\prime}[\ell / \bar{r}] G$ under a fine and faithful cover homomorphism.

Notice that this method introduces $\varepsilon$-productions. With Algorithm 4.1 they can be eliminated in such a way that the right cover is preserved. Unfortunately the left-to-right cover can not be preserved (cf. Chapter 6).

EXAMPLE 5.1. (continued)
If Algorithm 4.1 is applied to $G^{\prime}$, then we obtain the grammar with productions

$$
\begin{array}{lll}
S^{\prime} \rightarrow[\underline{S}] & \langle\varepsilon\rangle & \\
{[\underline{S}] \rightarrow[\underline{T p}] \quad\langle\varepsilon\rangle} & {[\underline{T p}] \rightarrow[\underline{T}]} & \langle p\rangle \\
{[\underline{S}] \rightarrow[\underline{T p}][\mathrm{X}]} & <\varepsilon\rangle & {[\underline{T q}] \rightarrow[\underline{T}]}
\end{array}<\langle\mathrm{q}\rangle
$$

If the single productions are eliminated from this grammar (Lemma 4.6), we delete some siperfluous productions and we rename the nonterminal symbols, then we obtain

$$
\begin{array}{l|l|ll}
\mathrm{S} \rightarrow \mathrm{AB} & \mathrm{DC} & i d & \langle\varepsilon, \mathrm{p}, \mathrm{rp}\rangle \\
\mathrm{A} \rightarrow \mathrm{DC} & i d & <\mathrm{p}, \mathrm{rp}\rangle \\
\mathrm{B} \rightarrow+\mathrm{E} & +\mathrm{EB} & \langle E, \varepsilon\rangle \\
\mathrm{E} \rightarrow \mathrm{DC} & i d & \langle\mathrm{q}, \mathrm{rq}\rangle \\
\mathrm{C} \rightarrow \times \mathrm{F} & \times \mathrm{FC} & <\varepsilon, \varepsilon\rangle \\
\mathrm{D} \rightarrow \mathrm{id} & \langle r\rangle & \\
\mathrm{F} \rightarrow i d & \langle\mathrm{~s}\rangle &
\end{array}
$$

This grammar right covers grammar $G_{F}$. In section 5.2 .2 we will return to this gramaar. End of Example 5.1.

### 5.2. FROM NON-LEFT-RECURSIVE TO GREIBACH NORMAL FORM GRAMMARS

Each GNF grammar is NLR. In this section transformations from NLR to GNF grammars are considered. There are numerous instances of this transformation. Clearly, any transformation to GNF which is defined for proper context-free grammars can be used for proper NLR grammars as well.

Algorithm 2.14 in Aho and Ullman [3] (attributed by them to M.Paul) has become known as the standard method for transforming NLR grammars to GNF grammars. Other methods are sometimes defined for special subclasses of the (non-left-recursive) con-text-free gramars. E.g., the strict deterministic grammars (Geller, Harrison and Havel [42]), the simple chain grammars (Nijholt [122]) and the LL(k) grammars (Rosenkrantz and Stearns [144], Aho and Ullman [3]).

In section 5.2 . 1 we use an adaptation of the standard method to obtain covering context-free grammars in GNF. In section 5.2 .2 transformations are described which are based on the concept of 'chain'.

### 5.2.1. THE 'SUBSTITUTION' TRANSFORMATION

The standard method to produce a GNF grammar from a proper NLR grammar consists of repeated substitutions in the righthand sides of the productions. This process does not preserve ambiguity. More precisely, there is the possibility that there exists $w \in L\left(G^{\prime}\right)$ such that $\left\langle w, G^{\prime}\right\rangle\left\langle\langle w, G\rangle\right.$, where $G^{\prime}$ is the GNF grammar which is obtained from gramar $G$. It follows that due to the surjectivity condition of the cover definition a cover can not be defined.

This 'loss' of ambiguity which is caused by the process of substitution is simply illustrated in Figure 5.1. In this figure we use a CFG G with productions

1. $S \rightarrow A C$
2. $S \rightarrow B C$
3. $A \rightarrow a$
4. $B \rightarrow a$
5. $C \rightarrow C$

The transformation to GNF of this grammar with the standard method is portrayed in Figure 5.1. a. Our adaptation of this method gives the situation of Figure 5.1. b.

The standard method is also used in Benson [13]. There it is said that the transformation depicted in Figure 5.1. a is ambiguity preserving by providing the production $S \rightarrow a C$ with two different indexes. In this way we obtain the situation of Figure 5.1. c. One may say that in this way syntactical ambiguity is replaced by semantical ambiguity. With our adaptation of the standard method this replacement of ambiguity is not necessary.


Figure 5.1. Transformations to Greibach normal form.

The following algorithm will produce a left covering grammar in GNF for a proper NLR grammar. We may assume (cf. Chapter 4) that the input grammar has no single productions. Moreover, it is assumed that in the righthand sides of the productions of the input grammar a terminal symbol can only occur in the leftmost position. This can be done without loss of generality; for example, a production i. $A \rightarrow \alpha a \beta, \alpha \neq \varepsilon$, can be replaced by productions $\left.A \rightarrow \alpha H_{a} \beta<i\right\rangle$ and $H_{a} \rightarrow a\langle\varepsilon\rangle$.

## ALGORITHM 5.1.

Input. A proper NLR grammar $G=(N, \Sigma, P, S)$ such that each production is of the form $\mathrm{A} \rightarrow \alpha, \alpha \in \Sigma \mathrm{N}^{*} \cup \mathrm{NN}^{+}$.
Output. A CFG $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime}, S\right)$ in $G N F, G^{\prime}[\ell / \ell] G$ and the cover is faithful.
Method. Let $P_{0}$ be the subset of $P$ which consists of all the productions of the form $A^{\prime}+$ a $\alpha$ with $a \in \sum$ and $\alpha \in \mathbb{N}^{*}$. Initially, set $P_{1}=P_{0}$ and $N^{\prime}=N$. There are three steps.
(i) For each $A \in \mathbb{N}$ and $a \in \Sigma$, if
$\mathrm{A}{\underset{\mathrm{I}}{\mathrm{L}}}^{\mathbf{T}} \mathrm{C} \alpha^{\prime} \stackrel{\mathrm{i}}{\overrightarrow{\mathrm{L}} \mathrm{a} \alpha}$

G with $C \in N, \alpha, \alpha^{\prime} \in N^{+}$and $\pi^{\prime} \neq \varepsilon$, then add

$$
A \rightarrow a[(1: \alpha) \pi] \beta<\pi>
$$

to $P_{1}$. Here, $\beta=\alpha:(r-1), r=|\alpha|, \pi=\pi^{\prime} i$ and $[(1: \alpha) \pi]$ is a newly created nonterminal which is added to $\mathrm{N}^{\prime}$.
(ii) Set $P^{\prime}=P_{1} \cdot$ For each newly created nonterminal symbol [AT] do the following. If $\gamma \in \Sigma N^{\prime}$ such that $A \rightarrow \gamma<\rho>$ is in $P_{1}$, then add the production [AT] $\rightarrow \gamma<\rho>$ to $\mathrm{P}^{\prime}$.
(iii) Remove the useless symbols.

## EXAMPLE 5.2.

Let $G$ be the CFG with productions

$$
\left.\begin{array}{l}
\mathrm{S} \rightarrow \mathrm{AS}|\mathrm{BS}| \mathrm{C} \\
\mathrm{~A} \rightarrow \mathrm{a}
\end{array}\langle 4\rangle \mathrm{l}, 2,3\right\rangle
$$

For example <aac, $G>=4$. The standard method produces a CFG $G_{1}$ with <aac, $G_{1}>=1$. Algorithm 5.1 yields a CFG $G^{\prime}$ in $G N F$ with $\left\langle a \operatorname{cac}, G^{\prime}\right\rangle=4$. Initially $P_{1}=\{S \rightarrow c<3\rangle$, $A \rightarrow a<4>, B \rightarrow a<5>\}$. In step (i) the productions $S \rightarrow a[S 14]<14>$ and $S \rightarrow a[S 25]<25>$ are obtained from the derivations

$$
\mathrm{S} \stackrel{1}{\stackrel{1}{\mathrm{~L}}} \mathrm{AS} \stackrel{4}{\stackrel{4}{\mathrm{~L}}} \mathrm{aS}
$$

and

$$
\mathrm{S} \underset{\overrightarrow{\mathrm{~L}}}{2} \mathrm{BS} \underset{\stackrel{\mathrm{~L}}{\mathrm{~L}}}{ } \mathrm{aS}
$$

respectively.
In step (ii) the following productions are obtained.

$$
\begin{array}{llll}
{[\mathrm{S} 14] \rightarrow \mathrm{a}[\mathrm{~S} 14]} & <14\rangle & {[\mathrm{S} 25] \rightarrow \mathrm{a}[\mathrm{~S} 14]} & <14\rangle \\
{[\mathrm{S} 14] \rightarrow \mathrm{a}[\mathrm{~S} 25]} & <25> & {[\mathrm{S} 25] \rightarrow \mathrm{a}[\mathrm{~S} 25]} & <25\rangle \\
{[\mathrm{S} 14] \rightarrow \mathrm{c}} & <3> & {[\mathrm{S} 25] \rightarrow \mathrm{c}} & \langle 3\rangle
\end{array}
$$

In step (iii) the nonterminals $A$ and $B$ and the productions $A \rightarrow a$ and $B \rightarrow a$ are removed from the grammar.

LEMMA 5.1. Algorithm 5.1, when applied to a proper NLR grammar $G=(N, \Sigma, P, S)$ without single productions, yields a GNF grammar $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime}, S\right)$ such that $G^{\prime}[\ell / \ell] G$ under a faithful cover homomorphism.

Proof. Let $\psi$ be che homomorphism which is defined in the algorithm. The proof is based on the following observations. Both of them can be proved by induction on the lengths of the derivations.

Assume that $X \in \mathbb{N}^{\prime}, X=A$ or $X=[A \gamma]$ for some $A \in N$ and $\gamma \in \Delta_{G}^{*}$. If $X \underset{H^{\prime}}{\|^{\prime}} w$ in $G^{\prime}$, then there exists $\pi \in \Delta_{G}^{*}$ such that $A \stackrel{\pi}{\vec{L}} w$ and $\psi\left(\pi^{\prime}\right)=\pi$.

Conversely, consider the grammar which is obtained before step (iii) is executed. If $A \frac{\pi}{\frac{\pi}{2}} W$ in $G$, then there exists (a unique) $\pi^{\prime} \in \Delta_{G^{\prime}}^{*}$ such that $X \frac{\Pi_{\vec{L}}^{\prime}}{W}$ and $\dot{\psi}\left(\pi^{\prime}\right)=\pi$. $\square$

## Second note_on gramar functors*

This note is a continuation of the note on grammar functors in section 4.2. As mentioned above, using the standard method for producing a GNF grammar does not necessarily lead to a cover. Neither do we have that, if $F: S\left(G^{\prime}\right) \rightarrow S(G)$ is a grammar functor, $F\left(S^{\prime}, w\right)$ is surjective, where $S^{\prime}$ is the start symbol of $G^{\prime}$.

If we use the idea illustrated in Figure 5.1.c, then, as is shown in Benson [13] an externally fixed grammar functor can be defined which is faithful and externally full. However, here we will use Algorithm 5.1 (hence, Figure 5.1. b) to obtain this result.

Notice that faithfulness and external fullness are preserved under functor composition. Therefore, if we have a proper NLR grammar $G$, we may first eliminate the single productions (cf. the note in section 4.2) and then, as presently will be shown, apply Algorithm 5.1 to obtain a grammar $G^{\prime}$ in GNF such that a faithful and external full grammar functor $f^{\prime}: S\left(G^{\prime}\right) \rightarrow S(G)$ can be defined.

Notice that the condition mentioned before Algorithm 5.1 can also be handled functorially. For example, for the given example the functor $H$ should satisfy $H\left(H_{a}\right)=a, H\left(A \rightarrow \alpha H_{a} \beta\right)=A \rightarrow \alpha a \beta$ and $H\left(H_{a} \rightarrow a\right)=i d_{a}$. This can be generalized in an obvious way, and clearly, such a functor is faithful and externally full.

LEMMA 5.2. Algorithm 5.1, when applied to a proper NLR gramar G without single productions, yields a GNF grammar $G$ ' such that there exists an externally fixed, externally full and faithful gramar functor $H: S\left(G^{\prime}\right) \rightarrow S(G)$.

Proof. The method which is used in Algorithm 5.1 is functorial as well. We confine ourselves again to the definition of $H: S\left(G^{\prime}\right) \rightarrow S(G)$.

For each newly created nonterminal symbol of the form [AT] define $H([A \pi])=A$. Furthermore, define for each newly created production $A \rightarrow a[B \pi] \beta<\pi>$ in step (i), $H(A \rightarrow a[B \pi] \beta)=\tilde{\pi}$. For each newly created production [AT] $\rightarrow \gamma\langle\rho\rangle$ in step (ii), define $H([A \pi] \rightarrow \gamma)=\tilde{\rho}$. For all the other nonterminals and productions $H$ is the identity functor.
End of note.

### 5.2.2. THE LEFT PART TRANSFORMATION

The key concept in the left part transformation is that of a 'chain'. Chains were first used in the definition of simple chain grammars (cf. [119,122]).

DEFINITION 5.1. Let $G=(N, \Sigma, P, S)$ be a proper CFG. Define a relation $C H \subseteq V \times N^{*} \Sigma$ as follows. If $X_{0} \in N$ then $C H\left(X_{0}\right)$, the set of chains of $X_{0}$ is defined by $\mathrm{CH}\left(\mathrm{X}_{0}\right)=\left\{\mathrm{X}_{0} \mathrm{X}_{1} \ldots \mathrm{X}_{\mathrm{n}} \in \mathrm{N}^{\star} \Sigma \mid \mathrm{X}_{0} \overrightarrow{\mathrm{~L}} \mathrm{X}_{1} \psi_{1} \overrightarrow{\mathrm{~L}} \ldots \overrightarrow{\mathrm{~L}}_{\mathrm{X}} \mathrm{X}_{\mathrm{n}}, \psi_{\mathrm{i}} \in \mathrm{V}^{\star}, 1 \leq \mathrm{i} \leq \mathrm{n}\right\}$, and for $c \in \Sigma$, $\mathrm{CH}(\mathrm{c})=\{\mathrm{c}\}$.

In the following theorem some properties of chains are listed. Quasi-GNF was defined in Definition 1.10. b.

THEOREM 5.1. Let $G=(N, \Sigma, P, S)$ be a proper CFG.
(i) For each $\mathrm{X} \in \mathrm{V}, \mathrm{CH}(\mathrm{X})$ is a regular set.
(ii) Gramar $G$ is NLR if and only if, for all $X \in V, C H(X)$ is a finite set.
(iii) Granmar $G$ is in quasi-GNF if and only if, for each $X \in V$ and for each $\omega \in C H(X)$, $|\omega| \leq 2$.

Proof. (i) If $X \in \sum$ then $C H(X)=\{X\}$, which is a regular set. Assume $X \in N$. We construct a (right) regular gramar $G_{X}=\left(N_{X},{ }^{\prime} X_{X}, P_{X},[X]\right)$ such that $L\left(G_{X}\right)=C H(X)$. Three auxiliary sets, $N^{\prime}, \Sigma^{\prime}$ and $P^{\prime}$, are used. Define
(1) $N^{\prime}=\{[Z] \mid Z \in V\}$
(2) $\Sigma^{\prime}=V$
(3) $P^{\prime}=\{[a] \rightarrow a \mid a \in \Sigma\}$
$u$

$$
\left\{[\mathrm{C}] \rightarrow \mathrm{c}[\mathrm{Z}] \mid \mathrm{C} \rightarrow \mathrm{Z} \alpha \text { in } \mathrm{P}, \mathrm{Z} \in \mathrm{~V}, \alpha \in \mathrm{~V}^{\star}\right\}
$$

For each $X \in N$, grammar $G_{X}=\left(N_{X}, \Sigma_{X}, P_{X},[X]\right)$, which is right regular and which satisfies $L\left(G_{X}\right)=C H(X)$, is obtained by removing the useless symbols from $G_{X}^{\prime}=\left(N^{\prime}, \Sigma^{\prime}, P^{\prime}\right.$, [X]).

Properties (ii) and (iii) follow immediately from the definitions.

Chains will be used for the construction of the righthand sides of productions of a granmar in GNF. Before discussing the 'structure preserving' left part transformation we present a simpler version which preserves the original language. The degree of ambiguity for each sentence is not necessarily preserved.

To avoid a possible complication we demand that the set of productions of the original grammar is prefix-free, that is, if $A \rightarrow \alpha$ and $A \rightarrow \alpha \beta$ are in $P$ then $\beta=\varepsilon$.

Obviously, this can be done without loss of generality. For example, if both $A \rightarrow \alpha$ and $A \rightarrow \alpha \beta$ are in $P$ then replace them by $A \rightarrow \alpha, A \rightarrow H_{\alpha} \beta$ and $H_{\alpha} \rightarrow \alpha$.

The righthand sides of the newly obtained productions will now be finite length strings which are obtained with a homomorphism $\xi$ from $\Sigma[N]^{*}$. Homomorphism $\xi$ and alphabet [N] are defined below.

DEFINITION 5.2. Let $G=(N, \Sigma, P, S)$ be a proper CFG. Assume that $P$ is prefix-free. Define

$$
[N]=\left\{[A \alpha] \mid A \in N, \alpha \in V^{*} \text { and } A \rightarrow \alpha \beta \text { in } P \text { for some } \beta \in V^{\star}\right\}
$$

and derine homomorphism $\xi:[N]^{*} \rightarrow[\mathrm{~N}]^{*}$ by
(i) $\xi([A \alpha])=\varepsilon$ if $A \rightarrow \alpha$ is in $P$, and
(ii) $\xi([A \alpha])=[A \alpha]$ if $A \rightarrow \alpha \beta$ is in $P, \beta \neq E$.

Now we are sufficiently prepared to present the algorithm.

ALGORITHM 5.2. (Left part transformation)
Input. A proper NLR gramar $G=(N, \Sigma, P, S)$ such that $P$ is prefix-free.
output. A weakly equivalent $\operatorname{CFG} G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime},[S]\right.$ ) in GNF.
Method. Initially, $N^{\prime}=P^{\prime}=\emptyset$. $N^{\prime}$ will consist of all the symbols of [N] which appear in the productions introduced below.
(i) For each $5 X_{1} \ldots X_{n} \in \operatorname{CH}(S)$, add

$$
[s] \rightarrow x_{n} \xi\left(\left[x_{n-1} x_{n}\right]\left[x_{n-2} x_{n-1}\right] \ldots\left[s x_{1}\right]\right)
$$

to $P^{\prime}$.
(ii) For each $A \rightarrow \alpha X_{0} \varphi$ in $P$, where $\alpha \neq \varepsilon$ and $X_{0} X_{1} \ldots X_{n} \in \mathrm{CH}\left(X_{0}\right)$, add

$$
[A \alpha] \rightarrow X_{n} \xi\left(\left[X_{n-1} X_{n}\right] \ldots\left[X_{0} X_{1}\right]\left[A \alpha X_{0}\right]\right)
$$

=0 $\mathrm{P}^{\prime}$.

In Figure 5.2, which we hope is self-explanatory we have illustrated in (a) and (b) the algorithm for productions $S \rightarrow A \alpha_{1}, A \rightarrow B \alpha_{2}$ and $B \rightarrow a \alpha_{3}$. The arcs of chain $S A B a$ can be considered as the new nonterminals. In (c) and (d) the situation is portrayed for productions $A \rightarrow B C \beta_{0}, C \rightarrow D \beta_{1}$ and $D \rightarrow c \beta_{2}$.


Figure 5.2. Transformation to Greibach normal form.

The proof that $L\left(G^{\prime}\right)=L(G)$ is based on the following lemma. We omit the proof since similar proofs will be given for other versions of the transformation.

## LEMMA 5.3.

a. If $[A \alpha] \stackrel{m}{\Rightarrow} w$ then $A \stackrel{\star}{\Rightarrow} \alpha w$.
b. Let $A \rightarrow \alpha X_{0} \varphi$ be a production in $P$ such that if $A \neq S$ then $\alpha \neq \varepsilon$. Assume that $X_{0} X_{1} \ldots X_{n} \in \operatorname{CH}\left(X_{0}\right), a \geq 0$. Then, for each $X_{i}, 0 \leq i \leq n$, if $X_{i} \underset{\sim}{m} y$, where $y \in \Sigma^{*}$, then $[A \alpha] \stackrel{\star}{\Rightarrow} y \xi\left(\left[X_{i-1} X_{i}\right] \ldots\left[A \alpha X_{0}\right]\right)$.

Proof. Straightforward induction on the length m of the derivations.

Note. It is possible to drop in Algorithm 5.2 the input condition that $P$ is prefixfree. In that case $\xi$ should be taken as a substitution which satisfies
(i) $\xi([A \alpha])$ contains $\varepsilon$ if $A \rightarrow \alpha$ is in $P$, and
(ii) $\xi([A \alpha])$ contains $[A \alpha]$ if $A \rightarrow \alpha \beta$ is in $P, \beta \neq E$.

Hence, $\xi$ maps [A $\alpha$ ] to a subset of $\{\varepsilon,[A \alpha]\}$ and Algorithm 5.2 should be adapted in such a way that sets of productions are added to $\mathbf{P}^{\prime \prime}$.
End of the note.

Consider the following property of this left part transformation, which is valid for less simple versions as well.

If Algorithm 5.2 is applied to a CFG $G$ which satisfies the input conditions then a CFG G' in GNF is obtained. Subsequently, apply Algorithm 5.2 to gramar G'. The newly obtained grammar $G^{\prime \prime}$ is again in GNF and, moreover, each production is of the form $A \rightarrow a \gamma$, with $|\gamma| \leq 2$ (standard 2 -form).

A second property of the left part transformation which will only be mentioned
here is the following. Suppose $G$ is a proper CFG. For each $X \in V$ we have that $C H(X)$ is a regular set. Therefore, we can adapt Algorithm 5.2 in such a way that the righthand sides of the productions of $G^{\prime}$ will become regular expressions (or equivalently, regular sets or finite automata).

In this way we obtain an extented CFG (cf. e.g. Heilbrunner [62]). Each extended CFG can be transformed to a CFG by replacing each righthand side by a subgramr mar which generates the regular set represented by the righthand side. If we use the straightforward method which is described in Heilbrunner [62], then the newly obtained grammar is proper IJLR. A second application of the left part transformation yields a gramar in GNF. Hence, the left part transformation can be used, in an adapted version, for arbitrary proper CFG's as well.

Both the special alphabet [N] and the algorithm to obtain a GNF grammar will become slightly more complicated in the 'structure preserving' case. It is assumed that, if necessary, first the single productions of the input gramar are eliminated. Due to the special alphabet [ $N$ ] we do not have to bother about $P$ being prefix-free.

The transformation which is described is such that the new grammar $G$ ' in GNF left-to-x covers gramnar $G$, where, informally, $x$ may 'run' from left to left part. That is, if $G=(N, \Sigma, P, S)$ then, for each production $i . A \rightarrow \alpha$ in $P, \Gamma_{G}$ satisfies $1 \leq \Gamma_{G}(i) \leq|\alpha|$. In accordance with the notation introduced in section 2.2 we write $\ell \leq x \leq \ell p$. Hence, $x$ is the production directed parse relation induced by $\Gamma_{G}$.

Unfortunately, the algorithm does not yield a left-to-right cover. Surprisingly, this is not a 'shortcoming' of the algorithm but, as will be shown in Chapter 6 , this is a general negative result.

DEFINITION 5.3. Let $G=(N, \Sigma, P, S)$ be a CFG. Define

$$
[N]=\left\{[A i \alpha] \mid \text { i. } A \rightarrow \alpha \beta \text { is in } P \text { for some } \beta \leqslant V^{*}\right\}
$$

and define a homomorphism $\xi:[N]^{*} \rightarrow[N]^{*}$ by
(i) $\xi([$ Ai $\alpha])=\varepsilon$ if i. $A \rightarrow \alpha$ is in $P$, and
(ii) $\xi([A i \alpha])=[A i \alpha]$ if i. $A \rightarrow \alpha \beta$ is in $P, \beta \neq \varepsilon$.

DEFINITLON 5.4. Let $G=(N, \Sigma, \mathcal{P}, S)$ be a CFG. Define a relation $L P \subseteq N^{*} \Sigma \times \Delta_{G}^{*}$ as follows:
Let $\omega=X_{0} X_{1} \ldots X_{n} \in \mathbb{N}^{+} \Sigma$. LP $(\omega)$, the set of left production chains of $\omega$, is defined by

$$
L P(\omega)=\left\{i_{0} i_{1} \ldots i_{n-1} \leq \Delta_{G}^{*} \mid x_{0} \stackrel{i_{0}}{\vec{L}} x_{1} \psi_{1} \stackrel{i_{\mathrm{L}}}{\overrightarrow{i_{1}}} \ldots \stackrel{i}{n}-1_{\vec{L}}^{X_{n}} \psi_{n}, \psi_{j} \in V^{\star}, 1 \leq j \leq n\right\}
$$

If $\omega \in \Sigma$ then $L P(\omega)=\{\varepsilon\}$.

## ALGORITHM 5.3.

Input. A proper NLR grammar $G=(N, \Sigma, P, S)$ without single productions.
Output. A weakly equivalent CFG $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime},[S]\right)$ in $G N F$.
Method. Initially, $N^{\prime}=\{[S]\}$ and $P^{\prime}=\emptyset$.
All the elements of [ N ], which appear in the productions introduced below, will be added to $\mathrm{N}^{\prime}$.
(i) For each pair $(\omega, p), \omega=S X_{1} \ldots X_{n} \in C H(S)$ and $p=i_{0} i_{1} \ldots i_{n-1} \in L P(\omega)$, add

$$
[s] \rightarrow X_{n} \xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[s_{0} X_{1}\right]\right)
$$

to $P^{\prime}$.
(ii) For any production i. $A \rightarrow \alpha X_{0}{ }^{\varphi}$ in $P, \alpha \neq \varepsilon$, and for each pair ( $\omega, p$ ), $\omega=X_{0} X_{1} \ldots X_{n} \in C H\left(X_{0}\right)$ and $\rho=i_{0} i_{1} \ldots i_{n-1} \in \operatorname{LP}(\omega)$, add

$$
[\operatorname{Ai\alpha } \alpha] \leftrightarrow X_{n} \xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[X_{0} i_{0} X_{1}\right]\left[\operatorname{Ai\alpha } X_{0}\right]\right)
$$

to $P^{\prime}$.

Notice that for this algorithm the condition that the input grammar $G$ does not have single productions is not a necessary condition. To obtain the cover result of Theorem 5.2 it would have been sufficient to demand that, for any $A \in N$ and $X \in V$, if $A \stackrel{\pi}{\Rightarrow} X$ and $A \stackrel{\pi^{\prime}}{\Rightarrow} X$, then $\pi=\pi^{\prime}$. Clearly, this condition is satisfied for any unambiguous grammar $G$.

As we have shown, the single productions can be eliminated in a simple way and we can avoid the introduction of new conditions.

THEOREM 5.2. Let $G=(N, \Sigma, P, S)$ be a proper and NLR grammar. There exists a CFG G' in GNF such that, for any production directed parse relation $x, \ell \leq x \leq \ell p, G^{\prime}[\ell / x] G$.

Proof. We assume that the single productions have been eliminated. Use Algorithm 5.3 to transform the proper and NLR granmar $G$ to a grammar $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime},[S]\right.$ which is in GNF.

Let $T=\left(N, \Sigma, \Delta_{G}, R, S\right)$ be the simple SDTS, defined on $G=(N, \Sigma, P, S)$, which performs the translation $x$.

Define $T^{\prime}=\left(N^{\prime}, \Sigma, \Delta_{G}, R^{\prime},[S]\right)$ on $G^{\prime}$ by the rules:
(i)

$$
\begin{aligned}
{[s] \rightarrow } & X_{n} \xi\left(\left[x_{n-1} i_{n-1} X_{n}\right] \ldots\left[\operatorname{si}_{0} x_{1}\right]\right) \\
& j_{0} j_{1} \ldots j_{n-1} \xi\left(\left[x_{n-1} i_{n-1} X_{n}\right] \ldots\left[\operatorname{si}_{0} x_{1}\right]\right)
\end{aligned}
$$

for each corresponding production introduced in step (i) of the algorithm. The $j_{k}$ 's are defined by, for $0 \leq k \leq n-1, j_{k}=i_{k}$ if $\Gamma_{G}\left(i_{k}\right)=1$ and $j_{k}=\varepsilon$, otherwise. Here, $\Gamma_{G}: \Delta_{G} \rightarrow \mathbb{I N}$ is as in Notation 2.1.
(ii) $[$ Aia $] \rightarrow X_{n} \xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[x_{0} i_{0} X_{1}\right]\left[A_{i} \alpha X_{0}\right]\right)$,

$$
j j_{0} j_{1} \ldots j_{n-1} \xi\left(\left[x_{n-1} i_{n-1} x_{n}\right] \ldots\left[x_{0} i_{0} x_{1}\right]\left[a i \alpha x_{0}\right]\right)
$$

for each corresponding production introduced in step (ii) of the algorithm. The $j_{k}$ 's and $j$ are defined $b y$, for $0 \leq k \leq n-1$,

$$
\begin{aligned}
& j_{k}=i_{k} \text { if } r_{G}\left(i_{k}\right)=1 \text { and } j_{k}=\varepsilon, \text { otherwise, and } \\
& j=i \text { if }\left|\alpha X_{0}\right|=P_{G}(i) \text { and } j=\varepsilon, \text { otherwise. }
\end{aligned}
$$

Cover homomorphism $\psi$ is defined by mapping each production of $P^{\prime}$ on the string $\mathrm{j}_{0} \mathrm{j}_{1} \ldots \mathrm{j}_{\mathrm{n}-1}$ or $\mathrm{j}_{0} \mathrm{j}_{1} \ldots \mathrm{j}_{\mathrm{n}-1}$ of its corresponding rule in $\mathrm{R}^{\prime}$, obtained in (i) or (ii), respectively. Clearly, $T^{\prime}$ is semantically unambiguous (cf. also the note immediately preceeding this theorem) and therefore $\psi$ is well-defined.

The main task is now to prove that $\tau\left(T^{\prime}\right)=\tau(T)$. Then, if ( $w, \pi^{\prime}$ ) $\in \ell_{G^{\prime}}$ it follows immediately that $\left(w, \psi\left(\pi^{\prime}\right)\right) \in \mathrm{X}_{\mathrm{G}}$. Moreover, from the definitions of $\mathrm{T}^{\prime}$ and $\psi$ it follows also that if $(w, \pi) \in X_{G}=\tau(\mathbb{T})$ then there exists $\left(w, \pi^{\prime}\right) \in \ell_{G}$, such that $\left(\omega, \psi\left(\pi^{\prime}\right)\right)=(\omega, \pi)$. In fact, this $\pi^{\prime}$ is unique and therefore cover homomorphism $\psi$ is faithful. Thus we may conclude that $G^{\prime}[\ell / x] G$. Two claims are used in the proof that $\tau\left(T^{\prime}\right)=\tau(T)$. The following notation will be useful.

NOTATION 5.1. Let $G=(N, \Sigma, P, S)$ be a CFG. For any string $\alpha \in V^{*}$ the notation $\delta_{k}(\alpha)$, where $k \in \Delta_{G}$, is used as follows. (It is assumed that $\Delta_{G} \cap V=\emptyset$.)
(a) If $1 \leq \Gamma_{G}(k) \leq|\alpha|+1$ then $\delta_{k}(\alpha)$ denotes the string $\alpha_{1} k \alpha_{2}$, where $\alpha_{1} \alpha_{2}=\alpha$ and $\left|\alpha_{1}\right|=\Gamma_{G}(k)-1$.
(b) If $\Gamma_{G}(k)>|\alpha|+1$ then $\delta_{k}(\alpha)$ denotes $\alpha$.

CLAIM 1. Consider a production p.A $\rightarrow \operatorname{XX}_{0} \varphi$ in $P$ with $\alpha \varphi \in V^{*}, X_{0} \in V$ and if $\alpha=\varepsilon$ then $A=S$. Let $\rho=X_{0} X_{1} \ldots X_{n-1} X_{n} \in C H\left(X_{0}\right), n \geq 0$. Then, for each $X_{i}, 0 \leq i \leq n$, the existence of a derivation

$$
\left.\left(x_{i}, b_{\Sigma}\left(x_{i}\right)\right)\right)_{\mathrm{L}}^{\mathrm{L}}(y, \pi),
$$

for some $m \geq 0, y \in \Sigma^{*}$ and $\pi \in \Delta_{G}^{*}$, implies that there exists $P_{0} p_{1} \ldots p_{i-1} \in \operatorname{LP}(\rho)$ such that either
(a) if $\alpha=\varepsilon$, then

$$
\begin{aligned}
& ([s],[s]) \\
& \stackrel{ \pm}{\Rightarrow} \\
& \left(y \xi\left(\left[x_{i-1} p_{i-1} x_{i}\right] \ldots\left[x_{0} p_{0} x_{1}\right]\left[s p x_{0}\right]\right),\right. \\
& j j_{0} \ldots j_{i-1} \pi \xi\left(\left[x_{i-1} p_{i-1} x_{i}\right] \ldots\left[x_{0} p_{0} x_{1}\right]\left[s p x_{0}\right]\right), \text { or }
\end{aligned}
$$

(b) if. $\alpha \neq \varepsilon$, then

$$
\begin{aligned}
& \text { ([Ap }],[\text { Ap } \alpha] \text { ) } \\
& \stackrel{\star}{\circ} \\
& \left(y \xi\left(\left[X_{i-1} p_{i-1} x_{i}\right] \ldots\left[X_{0} p_{0} X_{1}\right]\left[\operatorname{Apa} X_{0}\right]\right)\right. \text {, } \\
& \left.j j_{0} \ldots j_{i-1} \pi \xi\left(\left[X_{i-1} p_{i-1} x_{i}\right] \ldots\left[x_{0} p_{0} x_{1}\right]\left[A p \alpha X_{0}\right]\right)\right) .
\end{aligned}
$$

Here, $j$ and $j_{k}, 0 \leq k \leq i-1$ are defined as in (i) and (ii).

Proof of Claim 1. The proof proceeds by induction on $m$. Suppose $m=0$, then $y=X_{i} \in \Sigma$ and $\pi=\varepsilon$.

In case (a), with $\alpha=\varepsilon$, we have $p . S \rightarrow X_{0} \varphi$ in $P$ and

$$
X_{0} \stackrel{p_{0}}{\vec{L}} x_{1} \gamma_{1} \vec{L} \cdots \vec{L} X_{i-1} \gamma_{i-1} \stackrel{P_{i-1}}{\stackrel{L}{L}} x_{i} \gamma_{i}
$$

for some $p_{0} p_{1} \cdots p_{i-1} \in L P(\rho)$ and $\gamma_{k} \in V^{*}, 1 \leq k \leq i$.
From the construction of $P^{\prime}$ it follows that

$$
[s] \rightarrow x_{i} \xi\left(\left[x_{i-1} p_{i-1} x_{i}\right] \ldots\left[x_{0} p_{0} x_{1}\right]\left[s p x_{0}\right]\right)
$$

and from the construction of $R^{\prime}$ the desired result follows.
Case (b) with $\alpha \neq E$ follows in an analogous way. Now let $m>0$ and assume the claim holds for all $\mathrm{m}^{\prime}<\mathrm{m}$ (induction hypothesis). Let

$$
k . Y \rightarrow Y_{1} Y_{2} \ldots Y_{q}, h_{\Sigma}\left(\delta_{k}\left(Y_{1} Y_{2} \ldots Y_{q}\right)\right)
$$

be the first of the $m$ rules which are used in the leftmost derivation

$$
\left(x_{i}, h_{\Sigma}\left(x_{i}\right)\right){\underset{L}{m}(y, \pi) . . . . ~}_{m}
$$

Thus, we have

$$
Y=X_{i}, Y_{1}=X_{i+1} \text { and } h_{\Sigma}\left(X_{i}\right)=X_{i}
$$

and we have the derivation

$$
\begin{aligned}
(Y, Y) & \underset{L}{\mathcal{L}}\left(Y_{1} Y_{2} \ldots Y_{q}, h_{\Sigma}\left(\delta_{k}\left(Y_{1} Y_{2} \ldots Y_{q}\right)\right)\right) \stackrel{\star}{\stackrel{\rightharpoonup}{U}} \\
& \stackrel{\star}{\vec{I}}\left(y_{1} y_{2} \ldots y_{q}, \pi_{1} \pi_{2} \ldots \pi_{\Gamma(k)-1} k \pi_{\Gamma(k)} \ldots \pi_{q}\right),
\end{aligned}
$$

where $y_{1} y_{2} \cdots y_{q}=y, \pi_{1} \pi_{2} \cdots \pi_{\Gamma(k)-1}{ }^{k \pi} \Gamma(k) \cdots \pi_{q}=\pi$ and where

$$
\left(Y_{r}, h_{\Sigma}\left(Y_{r}\right)\right) \stackrel{\mathbb{m}_{r}}{\stackrel{L}{L}}\left(y_{r}, \pi_{r}\right),
$$

where $1 \leq r \leq q, y_{r} \in \Sigma^{*}, \pi_{r} \in \Delta_{G}^{*}$ and $m_{r}<m$.
We confine ourselves with a proof of the induction step for case (b). Case (a) follows along similar lines and therefore its proof is omitted.

For the derivation

$$
\left(Y_{1}, h_{\Sigma}\left(Y_{1}\right)\right) \stackrel{\mathbb{m}_{1}}{\underset{L}{l}}\left(y_{1}, \pi_{1}\right)
$$

we can use the induction hypothesis to obtain

$$
\begin{aligned}
& ([A p \alpha],[A p \alpha]) \\
& \stackrel{=}{\Rightarrow} \\
& \left(y_{1} \xi\left(\left[Y_{k Y}\right]\left[X_{i-1} P_{i-1} X_{i}\right] \ldots\left[X_{0} P_{0} X_{1}\right]\left[A p \alpha X_{0}\right]\right),\right. \\
& \quad j j_{0} \ldots j_{i-1} k_{1} \pi_{1} \xi\left(\left[Y k Y 1\left[X_{i-1} p_{i-1} X_{i}\right] \ldots\left[X_{0} P_{0} X_{1}\right]\left[A p \alpha X_{0}\right]\right)\right),
\end{aligned}
$$

where $k_{1}=k$ if $\Gamma_{G}(k)=1$ and $k_{l}=\varepsilon$, otherwise.
Analogously, for

$$
\left(\mathrm{Y}_{\mathrm{r}}, \mathrm{~h}_{\Sigma}\left(\mathrm{Y}_{\mathrm{r}}\right)\right) \stackrel{\mathrm{m}_{\mathrm{r}}}{\underset{\mathrm{Z}}{\mathrm{~L}}}\left(\mathrm{y}_{r}, \mathbb{\pi}_{r}\right), r>1
$$

we obtain from the induction hypothesis that

$$
\begin{aligned}
& \left(\left[Y_{k Y_{1}} \ldots Y_{r-\frac{8}{8}}\right],\left[Y_{k} Y_{1} \ldots Y_{r-1}\right]\right) \\
& \stackrel{\star}{\Rightarrow} \\
& \left(Y_{r} \xi\left(\left[Y_{k Y}, \ldots Y_{r}\right]\right), k_{r}{ }_{r} \xi_{r}\left(\left[Y k Y_{1} \ldots Y_{r}\right]\right)\right.
\end{aligned}
$$

where $k_{r}=k$ if $\Gamma_{G}(k)=\left|Y_{1} Y_{2} \ldots Y_{r}\right|$ and $k_{r}=\varepsilon$ otherwise, $1<r \leq q$.
Combining these results yields

$$
\begin{aligned}
& ([A p \alpha],[A p \alpha]) \\
& \stackrel{x}{\leftrightarrow} \\
& \left(y_{1} y_{2} \ldots y_{q} \xi\left(\left[X_{i-1} p_{i-1} X_{i}\right] \ldots\left[X_{0} p_{0} X_{1}\right]\left[A p \alpha X_{0}\right]\right)\right. \\
& \left.j j_{0} \ldots j_{i-1} k_{1} \pi_{1} k_{2} \pi_{2} \ldots k_{q-1} \pi_{q-1} k_{q} \pi_{q} \xi\left(\left[X_{i-1} p_{i-1} X_{i}\right] \ldots\left[X_{0} p_{0} X_{1}\right]\left[A p \alpha X_{0}\right]\right)\right) .
\end{aligned}
$$

Notice that only $k_{\Gamma(k)}=k$ and all other $k_{r}{ }^{\prime} s, r \neq \Gamma(k)$, are equal to $\varepsilon$. This concludes the induction proof of part (b) and therefore the proof of claim 1.

Now let $(S, S) \stackrel{x}{\Rightarrow}(w, \pi)$ and assume that $k . S \rightarrow Z_{1} Z_{2} \ldots Z_{n}, h_{\Sigma}\left(\delta_{k}\left(Z_{1} Z_{2} \ldots Z_{n}\right)\right)$ is the first rule which is used in this derivation. Hence, $k . S \rightarrow Z_{1} Z_{2} \ldots Z_{n}$ is in $P$. If we use a similar partition of $w$ and $\pi$ as in the induction proof of Claim 1 , we obtain from this claim

```
([s],[s])
\(\stackrel{*}{=}\)
\(\left(\mathrm{w}_{1} \xi\left(\left[\mathrm{SkZ}_{1}\right], \mathrm{k}_{1} \pi_{1} \xi\left(\left[\mathrm{SkZ}_{1}\right]\right)\right)\right.\)
\(\left(w_{1} w_{2} \ldots w_{n}, \pi_{1} \pi_{2} \ldots \pi_{\Gamma(k)-1} k \pi_{\Gamma(k)} \cdots \pi_{n}\right)=(w, \pi)\).
Consequently, \(\tau(T) \subseteq T\left(T^{\prime}\right)\).
```

For the converse, the following claim is used.

CLAIM 2. Suppose that ( $[\operatorname{Ap\alpha X}],[\operatorname{Ap\alpha X}]) \underset{\overrightarrow{\mathrm{L}}}{\mathrm{m}}(\mathrm{w}, \mathrm{j} \pi)$, where $\mathrm{j}=\mathrm{p}$ if $|\alpha \mathrm{X}|=\Gamma_{\mathrm{G}}(\mathrm{p})-1$ and $j=\varepsilon$, otherwise. Then $(A, A) \stackrel{\star}{\Rightarrow}\left(\alpha X_{w}, h_{\Sigma}\left(\delta_{p}(\alpha X)\right) \pi\right)$.

Proof of Claim 2. Notice that in this claim $\alpha$ may be the empty word. Write $w=a v$, hence, $a \in \Sigma$ and $v \in \Sigma^{*}$. If $m=1$, then $v=\varepsilon$ and $w=a$. In this case we have a rule

$$
[\operatorname{Ap} \alpha X] \rightarrow a, j \pi
$$

in $\mathrm{T}^{\prime}$, where

$$
\begin{aligned}
& j=p \text { if }|\alpha X|=\Gamma_{G}(p)-1, \text { and } \\
& j=\varepsilon, \text { otherwise. }
\end{aligned}
$$

This rule is obtained from either a production

$$
\begin{equation*}
\mathrm{p} \cdot \mathrm{~A} \rightarrow \mathrm{oXa} \tag{*}
\end{equation*}
$$

in $P$, hence, $\pi=\varepsilon$, or from productions

$$
\begin{align*}
& P \cdot A \rightarrow \alpha X X_{0}, \text { and }  \tag{**}\\
& P_{0} \cdot X_{0} \rightarrow a
\end{align*}
$$

in $P$ such that $\pi=P_{0}$.
Therefore, in the case of ( $*$ ) we have, according to the definition of $T, A \rightarrow \alpha X a$, $h_{\Sigma}\left(\delta_{p}(\alpha X a)\right)$ in $R$, that is, we have

$$
(A, A) \Rightarrow\left(\alpha X a, h_{\Sigma}\left(\delta_{p}(\alpha X)\right) \pi\right),
$$

as desired.
In the case of (**) we have in R ,

$$
\begin{aligned}
& A \rightarrow \alpha X_{0}, h_{\Sigma}\left(\delta_{p}\left(\alpha X X_{0}\right)\right), \text { and } \\
& X_{0} \rightarrow a, p_{0}
\end{aligned}
$$

that is, we have

$$
(A, A) \Rightarrow\left(\alpha X X_{0}, h_{\Sigma}\left(\delta_{p}\left(\alpha X X_{0}\right)\right)\right) \Rightarrow\left(\alpha X a, h_{\Sigma}\left(\delta_{p}\left(\alpha \operatorname{Xp}_{0}\right)\right)\right)
$$

where $h_{\Sigma}\left(\delta_{p}\left(\alpha X p_{0}\right)\right)=h_{\Sigma}\left(\delta_{p}(\alpha X)\right) \pi$, as desired.
This concludes the basis of the induction proof. Induction. Assume m>1 and assume that the claim holds for $a l l \mathrm{~m}^{\prime}<\mathrm{m}$. Let the first rule which is used in the derivation be

$$
\begin{aligned}
& ([\operatorname{Ap\alpha X}],[\operatorname{Ap\alpha X}]) \\
& \Rightarrow \\
& \left(\operatorname{a\xi }\left(\left[X_{n-1} P_{n-1} X_{n}\right] \ldots\left[X_{0} p_{0} X_{1}\right]\left[\operatorname{Ap\alpha XX} X_{0}\right]\right),\right. \\
& \left.j j_{0} j_{1} \ldots j_{n-1} \xi\left(\left[X_{n-1} p_{n-1} X_{n}\right] \ldots\left[X_{0} p_{0} X_{1}\right]\left[\operatorname{Ap\alpha XX} X_{0}\right]\right)\right),
\end{aligned}
$$

under the assumption that $w$ is written as $a v, a \in \Sigma$ and $v \in \Sigma^{*}$. Notice that by construction of $T^{\prime}$ the rules of $R^{\prime}$ are of this form.

Here, $j, j_{0}, \ldots j_{n-1}$ are again as previously defined. In this case we have the leftmost derivation

```
([ApaX],[ApaX])
\(\stackrel{1}{\overrightarrow{\mathrm{~L}}}\)
\(\left(a \xi\left(\left[X_{n-1} p_{n-\frac{1}{2}} X_{n}\right] \ldots\left[X_{0} p_{0} X_{1}\right]\left[A p \alpha X X_{0}\right]\right)\right.\),
    \(\left.j j_{0} \dot{j}_{1} \ldots j_{n-1} \xi\left(\left[X_{n-1} p_{n-1} x_{n}\right] \ldots\left[x_{0} p_{0} X_{1}\right]\left[\operatorname{Ap\alpha XX} X_{0}\right]\right)\right)\)
```



```
(av, \(\mathrm{i} \pi\) ).
```

Write $j \pi=j j_{0} j_{1} \ldots j_{n-1} \pi^{\eta}$. Obviously, there exist $v_{\ell} \in \Sigma^{*}$ and $\pi_{\ell} \in \Delta_{G}^{*}, 0 \leq \ell \leq n$, such that
$\mathrm{v}=\mathrm{v}_{\mathrm{n}} \mathrm{v}_{\mathrm{n}-1} \cdots \mathrm{v}_{1} \mathrm{v}_{0}$ and $\pi^{\prime}=\pi_{\mathrm{n}}^{\prime} \pi_{\mathrm{n}-1}^{\prime} \cdots \pi_{1}^{\prime} \pi_{0}^{\prime}$.
(ii) $v_{n}=\pi_{n}^{*}=\varepsilon$, if $\xi\left(\left[X_{n-1} P_{n-1} X_{n}\right]\right)=\varepsilon$
and
$v_{0}=\pi_{0}^{q}=\varepsilon$, if $\xi\left(\left[\mathrm{Ap}_{\mathrm{AKX}}^{0}\right]^{\prime}\right)=\varepsilon$.
(iii) for each $\ell, 1 \leq \ell \leq n$ and $\xi\left(\left[X_{\ell-1} \mathrm{p}_{\ell-1} \mathrm{X}_{\ell}\right]\right) \neq \varepsilon$
we have

$$
\left(\left[x_{\ell-1} p_{\ell-1} x_{\ell}\right],\left[x_{\ell-1} p_{\ell-1} x_{\ell}\right]\right)
$$

$\mathrm{t}_{\ell}$
$\stackrel{\mathrm{Z}}{2}$
$\left(v_{\ell}, k_{\ell-1} \pi_{\ell}\right)$,
where $t_{\ell}<m, k_{\ell-1} \pi_{\ell}=\pi_{\ell}^{\prime}$ and $k_{\ell-1}=P_{\ell-1}$ if $\left|X_{\ell}\right|=\Gamma_{G}\left(p_{\ell-1}\right)-1$ and $k_{\ell-1}=\varepsilon_{,}$ otherwise.
(iv) if $\xi\left(\left[\operatorname{Ap} \alpha X_{0}\right]\right) \neq E$, then
([ApaXX $\left.{ }_{0}\right],\left[\right.$ Ap $\left.^{2} X X_{0}\right]$ )
$t_{0}$
$\dot{L}$
$\left(v_{0}, k \pi_{0}\right)$,
where $t_{0}<m, k \pi_{0}=\pi_{0}^{\prime}$ and $k=p$ if $\left|\alpha X X_{0}\right|=\Gamma_{G}(p)-1$ and $k=\varepsilon$ otherwise.
If $\xi\left(\left[X_{\ell-1} p_{\ell-1} X_{\ell}\right]\right) \neq E, 1 \leq \ell \leq n$, then, since $t_{\ell}<m$, we obtain from the induction hypothesis

$$
\left(X_{\ell-1}, X_{\ell-1}\right) \stackrel{*}{\Rightarrow}\left(\mathrm{X}_{\ell} \mathrm{v}_{\ell}, \mathrm{h}_{\Sigma}\left(\delta_{\mathrm{P}_{\ell-1}}\left(\mathrm{X}_{\ell}\right)\right) \pi_{\ell}\right)
$$

and otherwise, in which case $\ell=n$, it follows from the construction of $T^{\prime}$ that

$$
\left(X_{n-1}, X_{n-1}\right) \Rightarrow\left(X_{n}, h_{\Sigma}\left(\delta_{p_{n-1}}\left(X_{n}\right)\right)\right)
$$

Analogous $l y$, if $\xi\left(\left[\operatorname{Ap\alpha XX} X_{0}\right]\right) \neq E$, then, since $t_{0}<m$, we obtain

$$
(A, A) \stackrel{*}{\Rightarrow}\left(\alpha X_{0} v_{0}, h_{\Sigma}\left(\delta_{p}\left(\alpha X x_{0}\right)\right) \pi_{0}\right)
$$

and otherwise, it follows that

$$
(A, A) \Rightarrow\left(\alpha X X_{0}, h_{\Sigma}\left(\delta_{p}\left(\alpha X X_{0}\right)\right)\right)
$$

If we combine these results the desired result follows. Notice that due to our notations we have

$$
\delta_{p_{\ell-1}}\left(x_{\ell}\right)=j_{\ell-1} x_{\ell} k_{\ell-1}, 1 \leq \ell \leq n
$$

and

$$
\delta_{p}\left(\alpha X X_{0}\right)=\delta_{p}(\alpha X) X_{0} k
$$

Therefore,

$$
\begin{aligned}
(A, A) & \stackrel{*}{\Rightarrow}\left(\alpha X X_{0} v_{0}, h_{\Sigma}\left(\delta_{p}\left(\alpha X X_{0}\right)\right) \pi_{0}\right) \\
& =\left(\alpha X X_{0} v_{0}, h_{\Sigma}\left(\delta_{p}(\alpha X) X_{0} k\right) \pi_{0}\right) \\
& \stackrel{*}{\Rightarrow}\left(\alpha X X_{1} v_{1} v_{0}, h_{\Sigma}\left(\delta_{p}(\alpha X) h_{\Sigma}\left(\delta_{p_{0}}\left(X_{1}\right)\right) \pi_{1} k\right) \pi_{0}\right) \\
& =\left(\alpha X X_{1} v_{1} v_{0}, h_{\Sigma}\left(\delta_{p}(\alpha X) h_{\Sigma}\left(j_{0} X_{1} k_{0}\right) \pi_{1} k\right) \pi_{0}\right) \\
& \stackrel{*}{\Rightarrow} \ldots . \\
& \stackrel{*}{\Rightarrow}\left(\alpha X X_{\ell} v_{\ell} \ldots v_{0}, h_{\Sigma}\left(\delta_{p}(\alpha X) h_{\Sigma}\left(j_{0} \ldots h_{\Sigma}\left(j_{\ell-1} X_{\ell} k_{\ell-1}\right) \pi_{\ell} k_{\ell-2} \ldots \pi_{1} k\right) \pi_{0}\right)\right. \\
& \stackrel{*}{\Rightarrow} \ldots
\end{aligned}
$$

$$
\begin{aligned}
& \stackrel{*}{\Rightarrow}\left(\alpha X a v_{n} \ldots v_{0}, h_{\Sigma}\left(\delta_{p}(\alpha X)\right) j_{0} \ldots j_{n-1} k_{n-1} \pi_{n} k_{n-2} \ldots k_{0} \pi_{1} k \pi_{0}\right) \\
& =\left(\alpha X v, h_{\Sigma}\left(\delta_{p}(\alpha X)\right) \pi\right),
\end{aligned}
$$

which had to be proved. This completes the proof of Claim 2.

Let $([S],[S]) \stackrel{*}{\Rightarrow}(w, \pi)$ in $T^{r}$. Let $w=a v$ and assume that the first step of this derivation is done with a rule

$$
\begin{aligned}
([s],[s]) \Rightarrow & \left(a \xi_{2}\left(\left[x_{n-1} p_{n-1} x_{n}\right] \ldots\left[x_{0} p_{0} x_{1}\right]\left[s p x_{0}\right]\right),\right. \\
& j j_{0} \ldots j_{n-1} \xi\left(\left[x_{n-1} p_{n-1} x_{n}\right] \ldots\left[x_{0} p_{0} x_{1}\right]\left[s_{p x_{0}}\right]\right),
\end{aligned}
$$

where again $X_{n}=a$ and the other notations are as usual. Strings $v$ and $\pi$ can again be partitioned in $v_{n} v_{n-1} \ldots v_{1} v_{0}=v$ and $j_{0} j_{1} \ldots j_{n-1} \pi_{n}^{\prime} \pi_{n-1}^{\prime} \ldots \pi_{1}^{\prime} \pi_{0}^{\prime}=\pi$, respectively, as we did in the proof of Claim 2. Application of this claim then gives the result $(S, S) \stackrel{*}{*}(w, \pi)$.

This completes the proof that $\tau(T)=\tau\left(T^{\prime}\right)$ and therefore the proof of the theorem.

The algorithm is illustrated with the following example.

## EXAMPLE 5.3.

Let $G=(N, \Sigma, P, S)$ be the CFG with productions

$$
1 . S \rightarrow A a B, \quad 2 . A \rightarrow c B, \quad 3 . B \rightarrow A B \text { and } 4 . B \rightarrow b .
$$

Define

$$
\Gamma_{G}(1)=1, \Gamma_{G}(2)=2, \Gamma_{G}(3)=2 \text { and } \Gamma_{G}(4)=1
$$

Step (i) of the algorithm yields

$$
[S] \rightarrow c \xi([A 2 c][S 1 A])
$$

and from step (ii) we obtain

$$
\begin{aligned}
& {[A 2 c] \rightarrow c \xi([A 2 c][B 3 A][A 2 c B]),} \\
& {[A 2 c] \rightarrow b \xi([B 4 b][A 2 c B])}
\end{aligned}
$$

and

$$
\begin{aligned}
& {[B 3 A] \rightarrow c \xi([A 2 c][B 3 A][B 3 A B]),} \\
& {[B 3 A] \rightarrow b \xi([B 4 b][B 3 A B]),}
\end{aligned}
$$

and

$$
\begin{aligned}
& {[S 1 A] \rightarrow a \xi([S 1 A a]),} \\
& {[S 1 A a] \rightarrow c \xi([A 2 c][B 3 A][S 1 A a B]),} \\
& {[S 1 A a] \rightarrow b \xi([B 4 b][S 1 A a B]) .}
\end{aligned}
$$

Performing $\xi$ and listing the image of each production under the cover homomorphism $\psi$ (such that $G^{\prime}[\ell / x] G$, where $x$ is defined by $\Gamma_{G}$ ) after each production, we obtain the following productions

$$
\begin{aligned}
& {[\mathrm{S}] \rightarrow \mathrm{c}[\mathrm{~A} 2 \mathrm{c}][\mathrm{S} 1 \mathrm{~A}] \quad<1>} \\
& {[\mathrm{A} 2 \mathrm{c}] \rightarrow \mathrm{c}[\mathrm{~A} 2 \mathrm{c}][\mathrm{B} 3 \mathrm{~A}]<2>} \\
& {[\mathrm{A} 2 \mathrm{c}] \rightarrow \mathrm{b} \quad<24} \\
& {[\mathrm{~B} 3 \mathrm{~A}] \rightarrow \mathrm{c}[\mathrm{~A} 2 \mathrm{C}][\mathrm{B} 3 \mathrm{~A}]<3>} \\
& {[\mathrm{B} 3 \mathrm{~A}] \rightarrow \mathrm{b}<34>} \\
& {[\mathrm{S} 1 \mathrm{~A}] \rightarrow \mathrm{a}[\mathrm{~S} 1 \mathrm{Aa}]<\varepsilon>} \\
& {[\mathrm{S} \mid \mathrm{Aa}] \rightarrow \mathrm{c}[\mathrm{~A} 2 \mathrm{c}][\mathrm{B} 3 \mathrm{~A}]<\varepsilon>} \\
& [\mathrm{S} \mid \mathrm{Aa}] \rightarrow \mathrm{b}<\mathrm{E}\rangle
\end{aligned}
$$

End of Example 5.3.

Before we turn our attention to right covers we have a final remark on the theorem. It is demanded that, for each production i.A $\rightarrow \alpha$ in $P, \Gamma_{G}$ satisfies $\Gamma_{G}(i) \leq|\alpha|$. We can slightly weaken this condition by letting $\Gamma_{G}(i) \leq|\alpha|$ if $\alpha: 1 \in N$ and $\Gamma_{G}(i) \leq|\alpha|+1$ if $\alpha: 1 \in \Sigma$.

In section 5.3 and in Chapter 6 we will return to the problein of finding left-to-right covers.

Next we consider the possibility of obtaining a CFG in GNF which right covers the $\varepsilon-f r e e$ NLR grammar. We use two transformations. We transform $E-f r e e$ NLR grammars to grammars which are almost-GNF. For convenience of description we assume that the input grawmar is such that terminal symbols in the righthand sides of the productions can only appear at the leftmost positions of the righthand sides.

This can be done without loss of generality. For example, if a grammar has a production i. $A \rightarrow \alpha a \beta$, with $\alpha \neq E$, then we can replace this production by $A \rightarrow \alpha H_{a} \beta$ <i> and $H_{a} \rightarrow a<\varepsilon>$ and the new grammar right covers the original gramar.

The second transformation will produce GNF grammars from almost-GNF grammars.

DEFINITION 5.5. A CFG $G=(N, \Sigma, P, S)$ is said to be an almost-GNF grammar if for any production $A \rightarrow \alpha$ in $P$ either
(i) $\alpha \in \Sigma$, or
(ii) $\alpha \in \mathbb{N N}^{+}$and $\operatorname{rhs}(1: \alpha) \leq \Sigma$.

## ALGORITHM 5.4.

Input. A NLR gramaar $G=(N, \Sigma, P, S)$ such that $P \subseteq N \times\left(E N^{*} \cup N N^{+}\right)$. Output. An almost-GNF grammar $\mathrm{G}^{\prime}=\left(\mathrm{N}^{\prime}, \Sigma, \mathrm{P}^{\prime},[\mathrm{S}]\right)$, such that $\mathrm{G}^{\prime}[\overline{\mathrm{r}} / \overline{\mathrm{r}}] \mathrm{G}$.
Method. The set $P^{\prime}$ will contain all productions introduced below. The set $\mathrm{N}^{\prime}$ will contain [S], all symbols of [ N$]$ which appear in the productions and some special indexed symbols $H$. Initially set $P^{\prime}=\varnothing$.
(i) For each production of the form i.s $\rightarrow$ a in $P$ with $a \in E$, add $[S] \rightarrow a<i>t o P^{\prime}$.
(ii) For each pair $(\omega, \rho), \omega=\mathrm{SX}_{1} \ldots \mathrm{X}_{\mathrm{n}} \in \mathrm{CH}(\mathrm{S})$ and $\rho=\mathrm{i}_{0} \mathrm{i}_{1} \ldots \mathrm{i}_{\mathrm{n}-1} \in \operatorname{LP}(\omega), \mathrm{n}>1$, add

$$
[s]+H_{i_{n-1}} \xi\left(\left[x_{n-1} i_{n-1} X_{n}\right] \ldots\left[s i_{0} X_{1}\right]\right)<\varepsilon>
$$

and

$$
\mathrm{m}_{i_{n-1}} \rightarrow x_{n}<p>
$$

to $P^{\prime}$. Here, $p=i_{n-1}$ if $i_{n-1} \cdot X_{n-1} \rightarrow X_{n} \in P$ and $p=\varepsilon$ otherwise.
(iii) Let i. $A \rightarrow \alpha X_{0} \varphi$ be in $P, \alpha \neq \varepsilon$. For each pair ( $\omega, \rho$ ), $\omega=X_{0} X_{1} \ldots X_{n} \in C H\left(X_{0}\right)$ and $\rho=i_{0} i_{1} \ldots i_{n-1} \in \operatorname{LP}(\omega)$, the following two cases are distinguished:
(Notice that always $\mathrm{a}>0$.)
(1) $n=1, \varphi=\varepsilon$ and $i_{0} X_{0} \rightarrow X_{1}$ is in $P$; add $[A i \alpha] \rightarrow X_{1}\left\langle i_{0} i>\right.$ to $P^{\prime}$
(2) otherwise, add
$[A i \alpha] \rightarrow H_{i_{n-1}} \xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[X_{0} i_{0} X_{1}\right]\left[\right.\right.$ Ai $\left.\left.\alpha X_{0}\right]\right)<p>$
and

$$
\mathrm{H}_{\mathrm{i}_{\mathrm{n}-1}} \rightarrow \mathrm{X}_{\mathrm{n}}<\mathrm{q}>
$$

to $P^{\prime}$, where $p=i$ if i. $A \rightarrow \alpha X_{0}$ is in $P$ and $p=\varepsilon$ otherwise, and $q=i_{n-1}$ if $i_{n-1} \times X_{n-1} \rightarrow X_{n} \in P$ and $q=\varepsilon$ otherwise.

LEMMA 5.4. Any ©-free NLR grammar $G$ can be transformed to an almost-GNF grammar $G^{\prime}$ such that $G^{\prime}[\bar{r} / \bar{r}] G$.

Proof. Without loss of generality we may assume that $G$ does not have single productions. We use Algorithm 5.4 to transform $G$ to a grammar $G^{\prime}$. By construction $G$ ' is almost-GNF.

CLALM 1. The cover homomorphism $\psi$, implicitly defined in the algorithm, is well defined.

Proof of Claim 1. To verify that for any pair $p$ and $p^{\prime}$ of productions in $P^{\prime}$ it follows that if $\psi(p)=\pi$ and $\psi\left(p^{\prime}\right)=\pi^{\prime}$, with $\pi \neq \pi^{\prime}$, then $p \neq p^{\prime}$. This is straightforward to verify and therefore it is omitted.

In the following claims $\varphi: \Delta_{G^{\prime}}^{*} \rightarrow \Delta_{G}^{*}$ is defined by letting, for any $p \in \Delta_{G^{\prime}}$, $\varphi(p)=\pi^{R}$ if and only if $\psi(p)=\pi$.

CLAIM 2. If [Aia] $\frac{\pi^{\prime}}{R}$ w then $A \xrightarrow[R]{\underline{\varphi}\left(\pi^{\prime}\right)} \alpha_{w}$.

Proof of Claim 2. The proof is by induction on $\left|\pi^{\prime}\right|$.
Basis. If $\left|\pi^{\prime}\right|=1$ then $T^{\prime}=[$ Aid ] $\rightarrow$ a $\langle j i\rangle$. In this case there is a derivation $A \stackrel{i}{R} \alpha X_{0} \frac{j}{R} \alpha a$, for $X_{0} \in N$.
Induction. Assume $\left|\pi^{\prime}\right|=m, m>1$ and assume the property holds for all rightmost derivations with length less than m. Let $p^{\prime}$.[Aial $] \rightarrow H_{i_{n-1}} \xi_{[ }\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[X_{0} i_{0} X_{1}\right]$ [ $\operatorname{Ai\alpha } X_{0}$ ]) be the first production which is used in the derivation [Aia] $\mathbb{N}^{\prime}{ }^{\prime}$ w. Hence, we may write $w=X_{n} x$ and $\pi^{\prime}=p^{\prime} \gamma q^{\prime}$, where $q^{\prime}=H_{i_{n-1}} \rightarrow X_{n}$. Then we have

$$
\begin{aligned}
& \text { [Aia] } \frac{p_{R}^{\prime}}{\prime} H_{i_{n-1}} \xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[x_{0} i_{0} x_{1}\right]\left[\operatorname{Ai\alpha } X_{0}\right]\right) \frac{\gamma}{R} \ldots \\
& \cdots{ }_{R} H_{i_{n-1}} x_{n} x_{n-1} \cdots x_{1} x_{0} \frac{q^{\prime}}{R} x_{n} x_{n} x_{n-1} \ldots x_{1} x_{0}=w,
\end{aligned}
$$

such that
(a) if $\xi\left(\left[\operatorname{Ai\alpha X} X_{0}\right]\right) \neq \varepsilon$ then $\left[\operatorname{AinX}_{0}\right] \stackrel{\pi_{0}}{\vec{R}} x_{0}$, otherwise $x_{0}=\pi_{0}=\varepsilon$,
(b) $\left[X_{k-1} i_{k-1} X_{k}\right] \stackrel{\pi_{k}}{\stackrel{R}{R}} X_{k}, 1 \leq k \leq n-1$,
(c) if $\xi\left(\left[X_{n-1} i_{n-1} X_{n}\right]\right) \neq E$ then $\left[X_{n-1} i_{n-1} X_{n}\right] \stackrel{T_{n}}{\vec{R}} X_{n}$, otherwise $\pi_{n}=x_{n}=\varepsilon$, and
(d) $q^{\prime} \cdot H_{i_{n-1}} \rightarrow X_{n}$ with $p^{\prime} \pi_{0} \pi_{1} \ldots \pi_{n} q^{\prime}=p^{\prime} \gamma q^{\prime}=\pi^{\prime}$.

It follows from the induction hypothesis that
(a) $A \xlongequal[R]{\varphi\left(p^{\prime} \pi_{0}\right)} \alpha X_{0} x_{0}$, with either $\varphi\left(p^{\prime}\right)=\varepsilon$ or $\pi_{0}=x_{0}=\varepsilon$,
(b) ${ }^{\prime} X_{k-1} \xrightarrow[R]{\varphi\left(\pi_{k}\right)} X_{k} x_{k}, 1 \leq k \leq n-1$, and
(c) ${ }^{\prime} X_{n-1} \xlongequal[R]{\varphi\left(\pi_{n} q^{\prime}\right)} X_{n} x_{n}$, with either $\varphi\left(q^{\prime}\right)=\varepsilon$ or $\pi_{n}=x_{n}=\varepsilon$.

Thus, $A \xrightarrow[R]{\varphi\left(\pi^{\prime}\right)}$ ow.
CLAIM 3. Assume that i. $A \rightarrow \alpha X_{0} \varphi$ is in $P$ and $A \frac{i \pi}{\mathbb{R}} \alpha w$. Then there exists $\pi^{\prime} \in \Delta_{G^{\prime}}^{*}$ such that $[A i \alpha] \frac{\pi^{\prime}}{R} w$ and $\varphi\left(\pi^{\prime}\right)=i \pi$.

Proof of Claim 3. The proof is by induction on $|\pi|$.
Basis. If $|\pi|=1$ then, with $\pi . X_{0} \rightarrow w$ in $P, w \in \Sigma$, we have

$$
A \frac{\mathrm{i}}{\vec{R}} \alpha X_{0} \frac{\pi}{\vec{R}} \alpha w
$$

in $G$, and by construction of $G^{\prime}$

$$
[A i \alpha] \frac{i}{\mathrm{R}}^{\prime} w
$$

with $\varphi\left(i^{\prime}\right)=i \pi$.
Induction. Assume $|\pi|>1$. We factorize

$$
A \stackrel{i}{\vec{~}} \alpha X_{0} \varphi \frac{\pi}{\vec{R}} \alpha w
$$

into

$\varphi \stackrel{\rho_{1}}{\stackrel{\rightharpoonup}{k}} v_{1}$, and
$\mathrm{X}_{0} \stackrel{\mathrm{P}_{0}}{\mathrm{k}} \mathrm{av}_{0}, ~$
where $\operatorname{av}_{0} v_{1}=w$. Since $X_{0} \in N$ we have $\left|\rho_{1}\right|<|\pi|$ and from the induction hypothesis we obtain, if $\varphi \neq E$,

$$
\left[\operatorname{Ai\alpha } X_{0}\right] \stackrel{\rho_{1}^{\prime}}{\mathrm{v}_{1}}, \text { with } \varphi\left(\rho_{1}^{\prime}\right)=i \rho_{1} .
$$

Moreover, there exist productions $i_{k} \cdot X_{k}+X_{k+1} \varphi_{k}, 0 \leq k \leq n-1$ and $X_{n}=a$, such that
(i)

$$
X_{k} \stackrel{i_{k}}{\vec{R}} X_{k+1} \varphi_{k} \stackrel{\pi_{k}}{\stackrel{r_{k}}{R}} X_{k+1} w_{k},
$$

with $0 \leq k \leq n-1$ and such that $\left|\pi_{k}\right|<|\pi|$, hence

$$
\left[x_{k} i_{k} X_{k+1}\right] \stackrel{\pi_{k}^{2}}{\frac{k}{k}} w_{k}
$$

and $\varphi\left(\pi_{k}^{\prime}\right)=i_{k} \pi_{k}$
(ii) $X_{n-1} \stackrel{i_{n-1}}{\Longrightarrow} a \varphi_{n} \xlongequal[R]{\pi_{n-1}} a w_{n-1}$,
such that $\left|\pi_{n-1}\right|<|\pi|$, hence, if $\varphi_{n} \neq \varepsilon$,

$$
\left[X_{n-1} i_{n-1} a\right] \stackrel{n_{n-1}^{\prime}}{R} w_{n-1}
$$

and $\varphi\left(\pi_{n-1}^{r}\right)=i_{n-1} \pi_{n-1}$
(iii)

$$
w_{n-1} \cdots w_{1} w_{0}=v_{0} \text { and } i_{0} \pi_{0} i_{1} \pi_{1} \ldots i_{n-1} \pi_{n-1}=\rho_{0} .
$$

It follows that in $P^{\prime}$ there exists a production

$$
p^{\prime} \cdot[A i \alpha] \rightarrow H_{i_{n-1}} \xi\left(\left[x_{n-1} i_{n-1} a\right] \ldots\left[x_{0} i_{0} x_{0}\right]\left[A i \alpha X_{0}\right]\right)
$$

and a derivation

$$
[\text { Ai } \alpha] \underset{\mathbb{R}}{\pi^{\prime}} \quad \mathrm{w},
$$

such that
(a) $w=a v_{0} v_{1}, \pi^{\prime}=q^{\prime} \rho_{1}^{\prime} \pi_{0}^{\prime} \ldots \pi_{n-1}^{\prime} q^{\prime}$, with $q^{\prime}$ is $H_{i_{n-1}} \rightarrow a$.
(b) $\varphi\left(p^{\prime} \rho_{1}^{\prime}\right)=i \rho_{1}$,

$$
\begin{aligned}
& \varphi\left(\pi_{0}^{\prime} \ldots \pi_{n-1}^{\prime}\right)=i_{0} \pi_{0} i_{1} \ldots i_{n-2} \pi_{n-2}, \\
& \varphi\left(\pi_{n-1}^{\prime} q^{\prime}\right)=i_{n-1} \pi_{n-1}, \text { and } \\
& i_{0} \pi_{0} i_{1} \ldots i_{n-2} \pi_{n-2} i_{n-1} \pi_{n-1}=\rho_{0}
\end{aligned}
$$

Hence, $\varphi\left(\pi^{\prime}\right)=\mathbf{i} \rho_{1} \rho_{0}=\mathbf{i} \pi$.

Now it is not difficult to verify that $G^{\prime}[\bar{r} / \bar{r}] G$. Therefore we omit the details and only mention that if [S] $\underset{\sim}{\pi}{ }^{\prime}$ ' $w$ then one should distinguish the first production from the remainder of the derivation. A similar argument can be used to show the surjectivity of the cover homomorphism. This concludes the proof of Lemma 5.4.

Next we show that any almost-GNF grammar can be transformed to a GNF grammar. This is done in the following algorithm. The newly obtained grammar will right cover the original grammar.

## ALGORITHM 5.5 .

Input. An almost-GNF grammar $G=(N, \Sigma, P, S)$.
Output. A GNF graumar $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime}, S\right)$ such that $G^{\prime}[\bar{r} / \bar{r}] G$.
Method. We use two auxiliary sets, $N_{0}$ and $P_{0}$. Initially set $N^{\prime}=N, N_{0}=\emptyset$ and

$$
P_{0}=\{A+\alpha<i>\mid \text { i. } A+\alpha \text { is in } P \text { and } \alpha \in \Sigma\}
$$

Step 1. For each production i. $A \rightarrow B C \alpha$ in $P$ (with $B, C \in N$ and $\alpha \in N^{*}$ ) the following is done.
(i) If j.C $\rightarrow$ DBE is in $P$ (with $D, E \in N$ and $\beta \in N^{*}$ ) then, for any pair of productions $k . B \rightarrow a$ and $\ell . D \rightarrow b$ in $P$ add

$$
A \rightarrow a H k \ell^{\beta[E j] \alpha<i>}
$$

and

$$
\left.H_{k} \ell \rightarrow b<k 1\right\rangle
$$

to $P_{0}$. Add $[E j]$ to $N_{0}$ and $[E j]$ and $H_{k \ell}$ to $N^{\prime}$.
(ii) If $j . C \rightarrow b$ is in $P$, then, for any production $k . B \rightarrow a$ add

$$
A \rightarrow a H_{k \cdot j} j^{a x}\langle i\rangle
$$

and

$$
H_{k j} \rightarrow b\langle k j\rangle
$$

to $P_{0}$. Add $Y_{k j}$ to $\mathbb{N}^{\dagger}$.
Step 2. Set $P^{\prime}=P_{0}$. For each $[E j]$ in $N_{0}$ add $[E j] \rightarrow \alpha\langle i j\rangle$ to $P^{\prime}$ for each production $E \rightarrow \alpha\left\langle i>\right.$ in $P_{0}$.

Step 3. Remove the useless symbols.

The general idea of the transformation is displayed in Figure 5.3.


Figure 5.3. Step 1 of Algorithm 5.5.

LEMMA 5.5. Any almost-GNF grammar $G$ can be transformed to a GNF grammar G' such that $G^{\prime}[\bar{r} / \bar{r}] G$.

Proof. Let $\psi: \Delta_{G^{\prime}}^{*} \rightarrow \Delta_{\mathrm{G}}^{*}$ be the cover homomorphism which is defined in the algorithm. As we did in the proof of Lemma 5.4 we will use homomorphism $\varphi$ instead of $\psi$. Two claims are used in the proof of Lemma 5.5. For any triple of strings $\alpha, \beta$ and $\gamma$ with $\alpha=\beta \gamma$ we have that $\alpha / \beta$ denotes $\gamma$.

CLAIM 1. Assume $A \in N$.
(i) If $A \frac{\pi^{\prime}}{R} w$ in $G^{\prime}$ then $A \frac{\varphi\left(\pi^{\prime}\right)}{R}$ w in $G$.
(ii) If $[A k] \frac{\pi_{\vec{R}}^{\prime}}{}$ w in $G^{\prime}$ then $A \xlongequal[\vec{R}]{\delta} w$ in $G$, with $\delta=\varphi\left(\pi^{\prime}\right) / k$.

Proof of Claim 1. The proof is by induction on $\left|\pi^{\prime}\right|$.
Basis. If $\left|\pi^{\prime}\right|=1$ then we have
(i) Production $A \rightarrow W$ is both in $P$ and $P^{\prime}$, hence the claim is trivially satisfied.
(ii) Production $\pi^{\prime} \cdot[A k] \rightarrow w$ is in $P^{\prime}$. From step 2 of the algorithm it follows that $\varphi\left(\pi^{\prime}\right)=k i$, where i. $A \rightarrow w$ is in P. Therefore $A \frac{\delta}{\vec{R}} w$ in $G$, with $\delta=\varphi\left(\pi^{\prime}\right) / k$. Induction. Consider case (i). Assume $A \frac{\pi^{\prime}}{\vec{R}} w$ in $G^{\prime}$, with $\left|\pi^{\prime}\right|>1$. The first production which is used in this derivation is either of the form $i^{\prime} . A \rightarrow a H_{k} \ell^{\beta[E j]} \alpha<i>$ or $i^{\prime} . A \rightarrow \mathrm{aH}_{\mathrm{kj}}{ }^{\alpha}\langle\mathrm{i}>$. Notice that in both cases we can completely determine from which two productions of $P$ such a production has been constructed. We continue with the former case. The case in which $A \rightarrow \mathrm{aH}_{\mathrm{kj}}{ }^{\alpha}$ is the first production can be treated similarly and is therefore omitted. Now we can factorize the derivation in the following way:
(a) $i^{\prime} . A \rightarrow \mathrm{aH}_{k \ell^{\beta[E j] ~}}$, with $\varphi\left(\mathrm{i}^{\prime}\right)=\mathrm{i} . \mathrm{A} \rightarrow \mathrm{BC} \alpha$, where B is the lefthand side of production $k$ in $P$ and $C$ is the lefthand side of production $j$ in $P$.
(b) $\alpha \stackrel{\pi_{R}^{\prime}}{\stackrel{2}{\Longrightarrow}} w_{0}$, and from the induction hypothesis it follows that $\alpha \stackrel{\pi_{0}}{\vec{R}} w_{0}$ in $G$, where $\pi_{0}=\varphi\left(\pi_{0}^{\prime}\right)$.
(c) $[E j] \underset{R}{\stackrel{\pi}{l}} w_{1}$, and from the induction hypothesis it follows that $E \underset{R}{\stackrel{\pi_{1}}{\Longrightarrow}} w_{1}$ in $G$, where $\pi_{1}=\varphi\left(\pi_{1}^{3}\right) / j$.
(d) $\beta \stackrel{\pi_{2}^{\prime}}{\vec{R}} w_{2}$, and from the induction hypothesis it follows that $\beta \stackrel{\pi_{2}}{\vec{R}} w_{2}$ in $G$, where $\pi_{2}=\varphi\left(\pi_{2}^{\prime}\right)$.
(e) $q^{\prime} \cdot H_{k \ell} \rightarrow b$, where we assume that $b \in \Sigma$ is the righthand side of production $\ell$ in P. Moreover, $\varphi\left(q^{\prime}\right)=\ell k$.

It follows that $i^{\prime \prime} \pi_{0}^{\prime} \pi_{1}^{\prime} \pi_{2}^{\prime} q^{\prime}=\pi^{\prime}$, abw ${ }_{2} W_{1} w_{0}=w$ and $\varphi\left(\pi^{\prime}\right)=i \pi_{0} j \pi_{1} \pi_{2} \ell k$, such that (if we assume that $D$ is the lefthand side of production $\ell$ )

This concludes the verification of case (i). Case (ii) can be verified along similar lines and therefore this case is omitted. This concludes the induction part of the proof and therefore the claim is proved.

CLAIM 2. Consider CFG G' before step 3 of the algorithm is executed. If $A \underset{\vec{R}}{ } \quad w$ in $G$ then there exists $\pi^{\prime} \in \Delta_{G^{\prime}}^{*}$ such that $A \frac{\pi^{\prime}}{\mathbb{R}} w$ in $G^{\prime}$ and $\varphi\left(\pi^{\prime}\right)=\pi$.

Proof of Claim 2. In the proof which may proceed by induction on $|\pi|$ one should distinguish that $A \underset{\vec{R}}{\frac{\pi}{2}}$ win $G$ can also imply [Ak] $\frac{\pi_{\vec{R}}}{}{ }^{*} W$, for some $k \in \Delta_{G}$ and with $\varphi\left(\pi^{\prime}\right) / k=\pi$. We omit the proof since it proceeds along the same lines as the proof of Claim 1 .

From these two claims it is now clear that $G^{\prime}[\bar{r} / \bar{r}] G$.

The next theorem follows from the previous results.

THEOREM 5.3. Any E-free CFG $G$ can be transformed to a CFG $G^{\text { }}$ in $G N F$ such that $G^{\prime}[\bar{r} / \bar{r}] G$.

Proof. For any $\varepsilon$-f́ree CFG $G$ we can find an $\varepsilon$-free NLR grammar $G_{0}$ (Corollary 5.1) such that $G_{0}[\bar{r} / \bar{r}] G$. The single productions of $G_{0}$ can be eliminated in such a way that the right cover is preserved (Lenma 4.6) and the new gramar, which is also non-left-recursive (Observation 4.4) can be transformed with Algorithm 5.4 followed by Algorithm 5.5 to a grammar $G^{\prime}$ which is in $G N F$ and which has the property $G^{\prime}[\bar{r} / \bar{r}] G . \square$

Now that we have seen this positive cover result one can ask for an anologous result for left covers. Unfortunarely, as we will see in Chapter 6, this is not possible.

We conclude this section with an example.

## EXAMPLE 5.4.

In Example 5.1 we introduced grammar $G_{F}$ and we transformed it to a proper NLR grammar without single productions. Hence, we can transform it to an almost-GNF gramar.
Assume that the productions are numbered from 1 to 13 (cf. p.49).
In step (i) and (ii) of Algorithm 5.4 we obtain

$$
\begin{aligned}
& [\mathrm{S}] \rightarrow i d<\mathrm{rp}\rangle \\
& {[\mathrm{S}] \rightarrow \mathrm{H}_{12}[\mathrm{~A} 4 \mathrm{D}][\mathrm{S} 1 \mathrm{~A}]<\varepsilon>} \\
& {[\mathrm{S}] \rightarrow \mathrm{H}_{5}[\mathrm{~S} 1 \mathrm{~A}] \quad<\varepsilon>} \\
& {[\mathrm{S}] \rightarrow \mathrm{H}_{12}[\mathrm{~S} 2 \mathrm{D}]<\varepsilon>} \\
& \mathrm{H}_{12} \rightarrow i d<\mathrm{i}> \\
& \mathrm{H}_{5} \rightarrow i d<r p>
\end{aligned}
$$

In step (iii) the following productions are obtained:

$$
\begin{aligned}
& {[\mathrm{A} 4 \mathrm{D}] \rightarrow \mathrm{H}_{10}[\mathrm{C} 10 \times]} \\
& \left.[\mathrm{A} 4 \mathrm{D}] \rightarrow \mathrm{H}_{11}[\mathrm{C} 1] \times\right]
\end{aligned} \begin{aligned}
& \langle\mathrm{p}\rangle \\
& \mathrm{H}_{10} \rightarrow x<\varepsilon> \\
& \mathrm{H}_{11} \rightarrow x<\varepsilon>
\end{aligned}
$$

$$
\begin{aligned}
& {[\mathrm{S} 1 \mathrm{~A}] \rightarrow \mathrm{H}_{6}[\mathrm{~B} 6+]<\varepsilon>} \\
& {[\mathrm{S} 1 \mathrm{~A}] \rightarrow \mathrm{H}_{7}[\mathrm{~B} 7+] \quad\langle\varepsilon\rangle} \\
& \mathrm{H}_{6} \rightarrow+\langle E\rangle \\
& \mathrm{H}_{7} \rightarrow+\langle\varepsilon\rangle \\
& {[\mathrm{S} 2 \mathrm{D}] \rightarrow \mathrm{H}_{10}[\mathrm{C} 10 \times] \quad \text { <p> }} \\
& {[\mathrm{S} 2 \mathrm{D}] \rightarrow \mathrm{H}_{11}[\mathrm{C} 11 \times] \quad<\mathrm{p}>} \\
& {[\mathrm{ClOX}] \rightarrow \text { id }\langle\mathrm{s}>} \\
& {[\mathrm{Cllx}] \rightarrow \mathrm{H}_{13}[\mathrm{Cl1} \mathrm{\times F}] \quad\langle\varepsilon\rangle} \\
& \mathrm{H}_{13} \rightarrow i d \text { <s> } \\
& {[\mathrm{Cl} 1 \times \mathrm{F}] \rightarrow \mathrm{H}_{10}[\mathrm{ClO} \mathrm{\times}] \quad \text { <E> }} \\
& \left.[\mathrm{C} 11 \times \mathrm{F}] \rightarrow \mathrm{H}_{11}[\mathrm{C} 11 \times] \quad<\mathrm{E}\right\rangle \\
& {[\mathrm{B6}+] \rightarrow \mathrm{H}_{12} \text { [E8D] <E> }} \\
& \text { [B6+] } \rightarrow \text { id <rq> } \\
& {[\mathrm{B} 7+] \rightarrow \mathrm{H}_{12}[\mathrm{E} 8 \mathrm{D}][\mathrm{B} 7+\mathrm{E}] \quad\langle\mathrm{E}\rangle} \\
& {[\mathrm{B} 7+] \rightarrow \mathrm{H}_{9}[\mathrm{~B} 7+\mathrm{E}] \quad\langle\varepsilon\rangle} \\
& H_{9} \rightarrow i d\langle r q\rangle \\
& \text { [E8D] } \rightarrow \mathrm{H}_{10}[\mathrm{C} 10 \times] \quad<\mathrm{q}> \\
& {[E 8 D] \rightarrow H_{11}[\mathrm{C} 11 \times]<q>} \\
& {[B 7+E] \rightarrow H_{6}[B 6+] \quad\langle E\rangle} \\
& {[\mathrm{B} 7+\mathrm{E}] \rightarrow \mathrm{H}_{7}[\mathrm{~B} 7+] \quad\langle\mathrm{E}\rangle}
\end{aligned}
$$

Clearly, this grammar is in almost-GNF. Moreover, it right covers $G_{F}$ under the cover homomorphism which is indicated after each production displayed above.

Since it is already sufficiently clear that our methods will transform the four productions of the example gramar $G_{F}$ to an unattractively long list of productions for a right covering gramar in GNF, we will not bother the reader with the transformation from almost-GNF to GNF for this example. Instead we consider a more simple example.

## EXAMPLE 5.5.

Consider CFG G with productions

$$
\text { 1. } S \rightarrow A S, 2 . \quad S \rightarrow b, 3 . A \rightarrow a .
$$

Granmar $G$ is in almost-GNF. Therefore it can be transformed to a CFG $\mathrm{G}^{\text {' }}$ in GNF such
that $G^{\prime}[\bar{r} / \bar{r}] G$.
In step 1 of Algorithm 5.5 the following productions are added to $\mathbb{P}_{0}=$ $=\{S \rightarrow b \quad<2\rangle, A \rightarrow a<3\rangle\} ;$

$$
\left.\begin{array}{l}
\mathrm{S} \rightarrow \mathrm{aH}_{33}[\mathrm{Sl}] \\
\mathrm{H}_{33} \rightarrow \mathrm{a}
\end{array}<33>\mathrm{l}\right\rangle
$$

In step 2 the following productions are added in order to obtain $\mathrm{P}^{\prime}$.

$$
\begin{aligned}
& {[\mathrm{S} 1] \rightarrow \mathrm{aH}_{33}[\mathrm{~S} 1]<11>} \\
& {[\mathrm{S} 1] \rightarrow \mathrm{aH}_{32}<11>} \\
& {[\mathrm{S} 1] \rightarrow b<21>}
\end{aligned}
$$

In step 3 production $A \rightarrow a$ is removed from $P^{\prime}$ and $A$ is removed from $N^{\prime}$.

### 5.3. TRANSFORMATIONS ON GREIBACH NORMAL FORM GRAMMARS

In this section we consider transformations on context-free gramars which are in GNF or in $\overline{\text { GNF }}$.

As we already mentioned in section 5.2 , if we apply the left part transformation (Algorithm 5.2 or Algorithm 5.3) to a CFG which is already in GNF then the newly created grammar is in standard 2-form.

Once we have a CFG in GNF we can use the following algorithm to convert left parses into right parses. This algorithm is a slight generalization of a method which was first used in[121].

## ALGORITHM 5.6.

Input. A CFG $G=(N, \Sigma, P, S)$ in $G N F$.
Output. A CFG $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime}, S\right)$ in $G N F$ such that $G^{\prime}[\bar{r} / \ell] G$.
Method. Initially, $P^{\prime}=\left\{A \rightarrow a<i>\mid i, A \rightarrow a \in P, a \in \Sigma\right.$ ) and $N^{\top}=N$. The indexed symbols $H$ which are created below are added to $N^{\prime}$. Each newly created production is followed by its image under the cover homomorphism $\psi$.
(i) For each production of the form i. $A \rightarrow a \alpha$ in $P, \alpha \neq \varepsilon$, the following is done. Assume $\alpha=B \gamma, \gamma \in \mathbb{N}^{*}$. For any $j_{k}, B \rightarrow b_{k} \gamma_{k}$ in $P, 1 \leq k \leq|r h s(B)|$ add

$$
A \rightarrow a H_{i j_{k}} \gamma_{k} \gamma \quad\langle\varepsilon\rangle
$$

and

$$
H_{i j_{k}}+b_{k} \quad<i j_{k}>
$$

to $\mathrm{P}^{\prime}$.
(ii) Remove all useless symbols.

THEOREM 5.4. Any CFG G in GNF can be transformed to a CFG G' in GNF such that $G^{\prime}[\bar{r} / \ell] G$.

Proof. Two claims are used to prove the theorem. Homomorphism $\varphi: \Delta_{G}^{*}, \rightarrow \Delta_{G}^{*}$ is defined by letting, for any $p \in \Delta_{G}, \varphi(p)=\pi^{R}$ iff $\psi(p)=\pi$, where $\psi$ is as in Algorithm 5.6.

GLAIM 1. If $A \frac{\pi^{\prime}}{\vec{R}}$ w in $G^{\prime}$, then $A \frac{\varphi\left(\pi^{\prime}\right)}{L} w$ in $G$.

Proof of Claim 1. Notice that $A \in N$. The proof is by induction on $\left|\pi^{\prime}\right|$.
Basis. If $\left|\pi^{\prime}\right|=1$ then $\varphi\left(\pi^{\prime}\right)=\pi^{\prime}$ and the result is clear.
Induction. Assume $\left|\pi^{\prime}\right|=m, m>1$. For $A \underset{\vec{R}}{\pi^{\prime}} \quad w$ we may write

$$
A \stackrel{i^{\prime}}{\stackrel{\rightharpoonup}{R}} a_{i j_{k}} \gamma_{k} \gamma \frac{e^{\prime}}{R} a H_{i j_{k}} w^{\prime} \frac{\dot{l}^{\prime}}{R} a b w^{\prime},
$$

where $i^{\prime} \rho^{\prime} j^{\prime}=\pi^{\prime}$ and $a b w^{\prime}=w$.
Since $\left|\rho^{\prime}\right|<m$ and $\gamma_{k} \gamma \in N^{*}$ it is easily verified with the help of the induction hypothesis that

$$
\gamma_{k} Y \stackrel{\varphi\left(\rho^{\prime}\right)}{L} w^{\prime}
$$

in $G^{\prime}$. Moreover, $\varphi\left(i^{\prime}\right)=\varepsilon$ and $\varphi\left(j^{\prime}\right)=j_{k} i$, where $j_{k} \cdot B \rightarrow b \gamma_{k}$ and $i . A \rightarrow a B \gamma$ are in $P$. Hence,

$$
A \stackrel{\varphi\left(\pi^{\prime}\right)}{L} w
$$

in $G$.

CLALM 2. If A $\frac{\pi}{L} w$ in $G$, then there exists $\pi^{\prime} \in \Delta_{G}^{*}$, such that $A \frac{\pi^{\prime \prime}}{R} w$ in $G^{\prime}$ and $\varphi\left(\pi^{\prime}\right)=\pi$.

Proof of Claim 2. The argument is similar to that of Claim 1 . Notice that if $|\pi|>1$ we can write

$$
A \underset{\vec{I}}{\dot{I}} a B \gamma \frac{\dot{L}}{\underline{L}} a b \gamma_{k} \gamma \frac{e^{\prime}}{\underline{L}} a b w^{\prime}=w
$$

The details are left to the reader.

In both claims we can take $A=S$ and we can conclude that $G^{\prime}[\bar{r} / \ell] G$.

If a grammar is in $\overline{G N F}$, then there exists a very simple proof to show the existence
of a left-to-right covering grammar in GNF.

THEOREM 5.5. Any CFG $G$ in $\overline{G N F}$ can be transformed to a CFG $G$ ' in GNF such that $G^{\prime}[\ell / \vec{r}] G$.

Proof, Let $G=(N, \Sigma, P, S)$ be the $C F G$ in $\overline{G N F}$. Define a grammar $G_{R}=\left(N, \Delta_{G}, P_{R}, S\right)$ by the set of productions

$$
P_{R}=\{A \rightarrow \alpha i \mid i . A \rightarrow \alpha a \text { is in } P, a \in \Sigma\}
$$

Define homomorphism $\varphi: \Delta_{G}^{*} \rightarrow \Sigma^{*}$ by letting $\varphi(i)=$ a if i.A $\rightarrow \alpha a$ is in $P$.
Notice that $G_{R}$ is unambiguous. Find for $G_{R}$ a weakly equivalent CFG $G_{L}=\left(N^{\prime}, \Delta_{G}, P_{L^{\prime}} S^{\prime}\right)$ in GNF. Grammar $G^{\prime}$ and the associated cover homomorphism $\psi$ are obtained from $G_{L}$ by defining

$$
P^{\prime}=\left\{i^{\prime} \cdot A^{\prime} \rightarrow a \alpha^{\prime} \quad\langle j>| i^{\prime} \cdot A^{\prime} \rightarrow j \alpha^{\prime} \text { is } \text { in } P_{L} \text { and } \varphi(j)=a\right\}
$$

We may conclude that $G^{\prime}[\ell / \bar{r}] G$ if we have verified that $\psi$ is wel1-defined. That is, i.f $i^{\prime} . A^{\prime} \rightarrow i \alpha^{\prime}$ and $j^{\prime} . A^{\prime} \rightarrow j \alpha^{\prime}$ are in $P_{L}$, then $i \neq j$ implies $\varphi(i) \neq \varphi(j)$. But this property is trivially satisfied since otherwise $G_{L}$ can generate sentences of the form $\pi_{1} i \pi_{2}$ and $\pi_{1} j \pi_{2}$. Hence, there exists $w \in L(G)$ such that $\varphi\left(\pi_{1} i \pi_{2}\right)=\varphi\left(\pi_{1} j \pi_{2}\right)=w$, and we have two different right parses for the same sentence. Since these right parses only differ in one production, this is impossible.

The usefulness of this theorem will become clear from the following observation. We know (Theorem 5.2 and 'symmetry') that any proper NRR grammar $G$ can be transformed to a CFG $G_{0}$ in $\overline{G N F}$ such that $G_{0}[\bar{r} / \bar{r}]$. From the above theorem it follows that we can transform $G_{0}$ to a grammar $G^{\prime}$ in $G N F$ such that $G^{\prime}[\ell / \bar{r}] G_{0}$ and from transitivity it follows that $G^{\prime}[\ell / \bar{r}] G$.

COROLLARY 5.2. Any proper NRR grammar can be transformed to a CFG G' in GNF such that $\mathrm{G}^{\prime}[\ell / \overline{\mathrm{r}}] \mathrm{G}$.

A similar result was obtained in Ukkonen [162].

We conclude this section with some observations on production directed parses which are different from the left and right parses.

In section 5.2 .2 it was shown that for any proper NLR grammar $G$ there exist a CFG G ${ }^{\prime}$ in GNF such that $G^{\prime}[\ell / x] G, \ell \leq x \leq \ell p$. From transitivity and Theorem 5.4 of this section one can immediately conclude that any proper NLR granmar $G$ can be given a CFG $G^{\prime}$ in $G N F$ such that $G^{\prime}[\bar{r} / x] G, \ell \leq x \leq \ell p$.

However, it is fairly simple to obtain more general results.

LEMMA 5.6. Let $G=(N, \Sigma, P, S)$ be a NLR grammar. Let $X_{G}$ be a production directed parse relation. Then there exists a CFG $G^{\prime}$ in GNF such that $G^{\prime}[\bar{r} / x] G$.

Proof. From Lemma 4.4 and Observation 4.2 it follows that there exists a gramar $G_{1}$ such that $G_{1}$ is NLR and $G_{1}[\bar{r} / x] G$. Grammar $G_{1}$ can be transformed to an $\varepsilon$-free NLR grammar $G_{2}$ (Corollary 4.1) such that $G_{2}[\bar{r} / \bar{r}] G_{1}$. Finally, for $G_{2}$ we can find a CFG $G^{\prime}$ in $G N F$ such that $G^{\prime}[\bar{r} / \bar{r}] G_{2}$ (Theorem 5.3). Hence, $G^{\prime}[\bar{r} / \mathbf{x}] G$.

Another interesting result is obtained from the following argument. Consider a proper CFG $G$ with a production directed parse relation $x$ which satisfies $\ell c \leq x \leq \bar{r}$. Define a proper CFG $G_{1}$ in the following way.

For each production i. $A \rightarrow \alpha \beta$ of $G$ with $|\alpha \beta|>1$ and $\Gamma_{G}(i)=|\alpha|+1$ define productions $A \rightarrow H_{i} \beta<\varepsilon>$ and $H_{i} \rightarrow \alpha<i>$ for grammar $G_{1}$. If $|\alpha \beta|=1$, then $A \rightarrow \alpha \beta$ is also production of grammar $G_{1}$.

Clearly, $G_{1}[\bar{r} / x] G$. Hence, with the help, of Theorem 5.3 and transitivity, it follows that there exists a CFG G' in GNF such that $\mathrm{G}^{\prime}[\overline{\mathbf{r}} / \mathrm{x}] \mathrm{G}$.

## COROLLARY 5.3.

(a) If $G$ is a proper NLR grammar, then there exists a GFG G' in GNF such that $G^{\prime}[\ell / x] G, \ell \leq x \leq \ell p$.
(b) If $G$ is a NLR grammar, then there exists a CFG G' in GNF such that $G^{\prime}[\bar{r} / x] G$, $\ell \leq x \leq \bar{r}$.
(c) If $G$ is a proper CFG, then there exists a CFG G' in GNF such that $G^{\prime}[\bar{r} / \mathrm{x}] \mathrm{G}$, $\ell c \leq x \leq \bar{r}$.

Note. Observe that if $G$ is in $G N F$, then $\ell_{G}$ coincides with $\ell_{G}$. Analogously, if $G$ is in $\overline{\mathrm{GNF}}$ then $\ell_{\mathrm{P}_{\mathrm{G}}}$ coincides with $\overline{\mathrm{r}}_{\mathrm{G}}$.

## CHAPTER 6

THE COVER-TABLE FOR CONTEXT-FREE GRAMMARS

Once more we mention that the context-free grammars which we consider are cyclefree, they do not have useless symbols, and if the empty word is in the language then there is exactly one leftmost derivation for this word. Such a granmar is referred to as an amenable (AME) grammar. We will not pay attention to the special production $S_{0} \rightarrow S_{1}$ which may be introduced in the case of the elimination of single productions.

The cover-table, which is presented below, has five rows (AME, $\varepsilon$-FREE, NLR, $\varepsilon-$ FREE NLR, GNF) and seven columns (ANP; e-FREE, NLR, E-FREE NLR, GNF, NRR, $\varepsilon-$ FREE NRR). Each row has four subrows, one for each type of cover which is considered, viz., $\ell / \ell-, \ell / \overline{\mathrm{r}}, \overline{\mathrm{r}} / \ell-$ and $\overline{\mathrm{r}} / \overline{\mathrm{r}}$-covers. For each of these covers a yes $/ n o-a n s w e r$ is presented to the question whether certain types of gramars (indicated by the name of the column) can be covered by a grammar in some normal form (indicated by the name of the row).

A simple reference system to the entries of the table is used. Except for the AME-row all places are labeled with either letters ( $\mathrm{a}, \ldots, \mathrm{p}$.) or numbers ( $1 ., \ldots, 96$. ) .

Example. Entry 25. is no, hence, not every $\varepsilon$-free grammar (satisfying the AMEconditions) can be left sovered with a NLR grammar.

We have a short discussion on a negative cover result. In Ukkonen [164] it is shown, among others, that gramar $G$ with productions

$$
\begin{array}{l|l}
\mathrm{S} \rightarrow \mathrm{OSL} & 0 \mathrm{RL} \\
\mathrm{R} \rightarrow 1 \mathrm{RL} & 1 \\
\mathrm{~L} \rightarrow \varepsilon
\end{array}
$$

can not be left covered with an $\varepsilon$-free CFG. Now, consider CFG $G_{0}$ with productions
3. $S \rightarrow$ OSL
2. $S \rightarrow 1 R L$
3. $R \rightarrow 1 R L$
4. $R \rightarrow 2$
5. $L \rightarrow \varepsilon$

Clearly, if $G$ does not have an $\varepsilon$-free CFG which left covers $G$, then $G_{0}$ does not have such a grammar. Grammar $G_{0}$ will be useful in the construction of the covertable. Next we list the productions of a CFG $G_{N}$ which has the property that $G_{N}[\bar{r} / \ell] G_{0}$.

$$
\begin{array}{llll}
\mathrm{S} \rightarrow 0 \mathrm{H}_{00} \mathrm{~S} & <55> & \mathrm{H}_{00} \rightarrow 0 & <11> \\
\mathrm{S} \rightarrow 0 \mathrm{H}_{01} \mathrm{R} & <55> & \mathrm{H}_{01} \rightarrow 1 & <12> \\
\mathrm{S} \rightarrow 1 \mathrm{H}_{11} \mathrm{R} & <55> & \mathrm{H}_{11} \rightarrow 1 & <23> \\
\mathrm{S} \rightarrow 1 \mathrm{H}_{12} & <5> & \mathrm{H}_{12} \rightarrow 2 & <24> \\
\mathrm{R} \rightarrow 1 \mathrm{Q}_{11} \mathrm{R} & <55> & \mathrm{Q}_{11} \rightarrow 1 & <33> \\
\mathrm{R} \rightarrow 1 \mathrm{Q}_{12} & <5> & \mathrm{Q}_{12} \rightarrow 2 & <34> \\
\mathrm{R} \rightarrow 2 & <4> & &
\end{array}
$$

Grammar $G_{N}$ is in $G N F$ and since $G_{N}[\bar{r} / \ell] G_{0}$ we may immediately conclude that $G_{N}$ does not have an $\varepsilon$-free CFG $G^{\prime}$ such that $G^{\prime}[\ell / \bar{r}] G_{N}$.

Now we are sufficiently prepared to present the cover-table (Table VII) and the way it is obtained.

## Construction_of the_cover-table

(6.1) All the $\ell / \ell$ and $\bar{r} / \bar{r}$ entries of the AME-row are trivially yes. The $\ell / \bar{r}$ and $\bar{r} / \ell$ entries are yes because of Lema 4.4.
(6.2) Trivially yes are also the entries $1 ., 4 ., 9 ., 12 ., 13 ., 16 ., 21 ., 24 ., 29 ., 32 .$, 33., 36., 37. and 40. Because of Lemma 4.4 and Observation 4.2 the entries 30., 31., 34., 35., 38. and 39. are yes. Trivially yes are also the entries 57., 60., 61., 64., 85. and 88.
(6.3) Due to grammar $G_{0}$ we have that entry a. is no and from 'symmetry' it follows that entry d. is no. Therefore, also i., \&., m. and P. are no. Since $G_{0}$ is NLR it follows that entry 5. is no and again from 'symmetry' entry 20. is no. Thus, entries 68. and 92. are no.
(6.4) Next we consider grammar $G_{N}$. This grammar has the property that $G_{N}[\vec{r} / \ell] G_{0}$. Since $G_{0}$ has no e-free grammar which left covers $G_{0}$ it follows that $G_{N}$ does not have an $\varepsilon$-free grammar which left-to-right covers $G_{N}$. Moreover, $G_{N}$ is in GNF, hence, the entries $14 ., 10 ., 6 ., 2$ and $b$. are all no. Because of 'symmetry' it follows that the entries c., 3., 19. and 23. are no.

We have the following immediate consequences.
(i) Since entries $b$. and $c$. are no it follows that entries j., k., $n$, and o. are no.
(ii) Since entries 2. and 3. are no it follows that entries 50., 51., 74. and 75. are no.
(iii) Since entries 5. and 6. are no it follows that entries 53., 54., 77. and 78. are no.
(iv) Since entries 10. and 14. are no it follows that entries 58., 82., 62. and 86. are no.

| $G^{\prime}$ | COVER | AME | $\varepsilon$-FREE | NLR | $\begin{gathered} \varepsilon-F R E E \\ \text { NLR } \end{gathered}$ | GNF | NRR | $\begin{gathered} \varepsilon-\text { FREE } \\ \text { NRR } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| AME | $\begin{aligned} & \ell / \ell \\ & \ell / \bar{r} \\ & \bar{r} / \ell \\ & \bar{r} / \bar{r} \end{aligned}$ | yes <br> yes <br> yes <br> yes | yes <br> yes <br> yes <br> yes | yes <br> yes <br> yes <br> yes | yes <br> yes <br> yes <br> yes | yes <br> yes <br> yes <br> yes | yes <br> yes <br> yes <br> yes | yes <br> yes <br> yes <br> yes |
| $\varepsilon-$ FREE | $\begin{aligned} & \ell / \ell \\ & \ell / \bar{r} \\ & \bar{r} / \ell \\ & \bar{r} / \bar{r} \end{aligned}$ |  | 1. yes <br> 2. no <br> 3. no <br> 4. yes | 5. no <br> 6. no <br> 7. yes <br> 8. yes | 9. yes <br> 10. no <br> 11. yes <br> 12. yes | 13. yes <br> 14. no <br> 15. yes <br> 16. yes | $\left\lvert\, \begin{aligned} & 17 . \text { yes } \\ & 18 . \text { yes } \\ & 19 . \text { no } \\ & 20 . \text { no } \end{aligned}\right.$ | 21. yes <br> 22. yes <br> 23. no <br> 24. yes |
| NLR | e/e <br> $\ell / \bar{r}$ <br> $\bar{r} / \ell$ $\bar{r} / \bar{r}$ |  | 25. no <br> 26. yes <br> 27. no <br> 28. yes | 29. yes <br> 30. yes <br> 31. yes <br> 32. yes | 33. yes <br> 34. yes <br> 35. yes <br> 36. yes | 37. yes <br> 38. yes <br> 39. yes <br> 40. yes | $\left\lvert\, \begin{array}{ll} 41 & n o \\ 42 & n o \\ 43 & n o \\ 44 & n o \end{array}\right.$ | 45. no <br> 46. yes <br> 47. no <br> 48. yes |
| $\begin{gathered} \varepsilon-F R E E \\ \text { NLR } \end{gathered}$ | $\begin{aligned} & \ell / \ell \\ & \ell / \overline{\mathrm{r}} \\ & \overline{\mathrm{r}} / \ell \\ & \overline{\mathrm{r}} / \overline{\mathrm{r}} \end{aligned}$ | i. no j. no k. no 1. no | 49. no <br> 50. no <br> 51. no <br> 52. yes | 53. no <br> 54. no <br> 55. yes <br> 56. yes | 57. yes <br> 58. no <br> 59, yes <br> 60. yes | 61. yes <br> 62. no <br> 63. yes <br> 64. yes | $6 \begin{array}{ll} 65 . & n o \\ 66 . & n o \\ 67 . & n o \\ 68 . & n o \end{array}$ | 69. no <br> 70. yes <br> 71. no <br> 72. yes |
| GNF | $\begin{aligned} & \ell / \ell \\ & \ell / \bar{r} \\ & \bar{r} / \ell \\ & \bar{r} / \bar{r} \end{aligned}$ | m. no <br> n. no <br> 0. no <br> p. no | $\begin{array}{ll} 73 . & \text { no } \\ 74 . & \text { no } \\ 75 . & \text { no } \\ 76 . & \text { yes } \end{array}$ | 77. no <br> 78. no <br> 79. yes <br> 80. yes | 81. yes <br> 82. no <br> 83. yes <br> 84. yes | 85. yes <br> 86. no <br> 87. yes <br> 88. yes | $\begin{aligned} & 89 . \\ & 90 . \\ & 90 \\ & 91 . \end{aligned}$ | 93. no <br> 94. yes <br> 95. no <br> 96. yes |

Table VII. Cover-table.
(v) Since entries 19. and 23. are no it follows that entries 67., 91., 71. and 95. are no.
(6.5) Due to the Corollaries 5.1 and 4.1 the entries 26., 28, and 52, are yes. From Theorem 5.2 it follows that entry 81. is yes. From Theorem 5.3 it follows that entries 76., 84. and 96. are yes. Since entry 96. is yes it follows that entries 72. and 48. are yes. From Corollary 5.2 it follows that entry 94 . is yes and, consequently, entries 70., 46. and 22. are yes. Since the entries 81. and 85. are yes Theorem 5.4 tells us that entries 83. and 87. are yes and, consequently, entries 59., 11., 63. and 15. are yes.

With some simple observations, in which Theorem 5.4 can be used to obtain contradictions, it follows that the entries 73., 90., 93. and 89. are no.

Since the entries 73., 89., 93., and 90. are no, the entries 49., 69., 65. and 66. are no. Otherwise a contradiction with Theorem 5.2 can be obtained.
(6.6) Because of Corollary 4.1 we have that entry 8. is yes and from 'symmetry' it follows that entry 17 . is yes. The assumption that entries $h$. and g. are yes leads, with the help of Corollary 4.1 , to a contradiction with entries $d$. and c. which are no, respectively.

Similarly, with Corollary 4.1 and since entry 31 . is yes, we must conclude that entries f. and e. are no in order to avoid contradictions with $h$. and g., respectively. Since both entry 19. and entry 20. are no we obtain with the same type of argument that entries 41., 42., 43. and 44. are no.
(6.7) Entry 56 , is yes since the entries 8 . and 52. are yes. The entries 25 . and 27. are both no since otherwise a contradiction can be obtained (via entry 31. and 56. in the case of entry 25. and via entry 56. in the case of entry 27.) with entry 3. which is no.

For any NLR grammar $G$ there exists a NLR grammar $G^{\prime}$ such that $G^{\prime}[\bar{r} / \ell] G$. Grammar G' has an $\varepsilon$-free NLR gramar $G^{\prime \prime}$ such that $G^{\prime \prime}[\bar{r} / \ell] G$. Hence, entry 55. is yes and therefore also entry 7. is yes and ('symmetry') entry 18. is yes. Since entries 55. and 56. are yes it follows (with entry 84. which is yes) that entries 79. and 80. are yes.

Both entries 45, and 47. are no because otherwise, with the he1p of 55. and 56., a contradiction with entry 71. is no is obtained. This concludes the construction of the cover-table.

We conclude this chapter with a few remarks on the cover-table in relation with section 3.2 ('Historical notes').

Our right cover result (entry 76.) deals with the comment of Griffiths and Petrick. That is, we have found a procedure for relating the structural descriptions of a standard form grammar (GNF grammar) to the context-free grammar from which it
was constructed.
Both Kurki-Suonio and Foster solve (in their formalism) the problem of relating the structural descriptions in the case of elimination of left recursion. In the cover formalism (Soisalon-Soininen [156] and Nijholt [1.15]) there are corresponding right cover results (entry 28.)

Kuno's attempts are also illustrated in the table. He has no problem to relate a GNF grammar to the NLR grammar from which it is constructed (cf.entry 81.). How ever, his attempt to relate a NLR grammar to the context-free gramar from which it is obtained gives rise to a complicated procedure. It follows from our covertable (cf. entry 25.) that a cover homomorphism is not strong enough to express this relation.

## NORMAL FORM COVERS FOR REGULAR GRAMMARS

In this chapter we present two techniques to transform left and right regular grammars into covering GNF grammars.

Given a left regular grammar $G$, the method described in the proof of Theorem 5.5 is adequate to obtain a grammar $G^{\prime}$ in $G N F$ such that $G^{\prime}[\ell / \bar{r}] G$. However, the first algorithm of this section shows that we can always find a right regular grammar $G^{\prime}$ such that $G^{\prime}[\ell / \bar{r}] G$. The method in this algorithm is a slight adaptation of method which is sometimes used to show that the classes of languages of left regular and right regular grammars coincide.

## ALGORITHM 7.1.

Input. A left regular granmar $G=(N, \Sigma, P, S)$.
Output. A right regular gramar $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime}, S^{\prime}\right)$ such that $G^{\prime}[\ell / \bar{r}] G$ under a very fine and faithful cover homomorphism.
Method. Initially, set $P^{\prime}=\emptyset$. Each production in $P^{\prime}$ will be followed by its image under the cover homomorphism. Set $N^{\prime}$ will consist of the nonterminal symbols which occur in the productions. Start symbol $S^{\prime}$ is the only newly introduced nonterminal symbol.
(i) For any $A \in N, A \neq S$, if i. $A \rightarrow$ a is in $P$, then add $S^{\prime} \rightarrow$ aA $\langle i\rangle$ to $P^{\prime}$. Moreover, if i. $A \rightarrow B a$ is in $P$, add $B \rightarrow a A<i>$ to $P^{\prime}$.
(ii) a. If i. $S \rightarrow$ a is in $P$, add $S^{\prime} \rightarrow a<i>$ to $P^{\prime}$. Moreover, if $S$ is left recursive, add $S^{\prime} \rightarrow a S<i>$ to $P^{\prime}$.
b. If i.S $\rightarrow$ Aa is in $P$, add $A \rightarrow a<i>$ to $P^{\prime}$. Moreover, if $S$ is left recursive, add $A \rightarrow a S<i>t o P^{\prime}$.

THEOREM 7.1. Any left regular grammar $G$ can be transformed to a right regular grammar $G^{\prime}$ such that $G^{\prime}[\ell / \bar{r}] G$ under a very fine and faithful cover homomorphism.

Proof. Use Algorithm 7.1. Obviously, G' is right regular and the homomorphism which is defined is very fine. Call this homomorphism $\psi$. Two claims are used.

CLALM 1. Assume $B \neq S^{\prime}$. If $B \underset{\sim}{T^{\prime}}$ wA in $G^{\prime}$, then there exists a derivation $A \frac{\pi}{R}$ Bw in G, with $\psi\left(\pi^{\prime}\right)=\pi^{R}$.

Proof of Claim 1. The proof is by induction on $|w|$. Assume $|w|=1$. Hence, $w \in \Sigma$ and we write $w=a$ and $\pi^{\prime \prime}=i^{\prime}$. In this case there is a production $i^{\prime} \cdot B \rightarrow$ aA in $P^{\prime}$ and there exists a production $i . A \rightarrow B a$ in $P$ with $\psi\left(i^{\prime}\right)=i$.

Now assume $|w|>1$. If we write $w=a u$, with $a \in \sum$ and $u \in \Sigma^{+}$, and $\pi^{\prime}=i^{\prime \prime} \rho^{\prime}$, where $i^{\prime} . \bar{B} \rightarrow a C$ is in $P^{\prime}$, then we have a derivation

$$
B \underset{\overrightarrow{\mathrm{~L}}}{\mathrm{i}^{\prime}} \text { ac } \frac{\mathrm{Q}^{\prime}}{\overrightarrow{\mathrm{L}}} a u A
$$

in $\mathrm{G}^{\prime}$.
Notice that, due to the construction of $\mathrm{G}^{\prime}, \mathrm{S}^{\prime}$ does not occur in a righthand side of a production. Therefore, $C \neq S^{\prime}$ and since $C \frac{\rho^{\prime}}{\vec{L}} u A$ we may conciude from the induction hypothesis that $A \frac{\rho}{\vec{R}} \mathrm{Cu}$ in $G$, where $\psi\left(\rho^{\prime}\right)=\rho^{R}$. Moreover, there exists a production $\mathrm{i} . \mathrm{C} \rightarrow$ Ba in $\mathcal{P}$ with $\psi\left(\mathrm{i}^{\prime}\right)=\mathrm{i}$ and it follows that $\mathrm{A} \stackrel{\pi}{\vec{R}}$ Bw in $G$, with $\pi=\rho i$ and $\psi\left(\pi^{r}\right)=\pi^{R}$. This concludes the proof of Claim $I$.

It should be observed that if $S$ is left recursive in $G$, then the existence of a derivation $S \underset{R}{\mathbb{R}}$ Bw in $G$ implies that the following derivations exist in $G^{\prime}$ :
(a) $B \frac{\pi^{\prime}}{\vec{L}}$ wS for some sequence $\pi^{\prime}$ of productions such that $\psi\left(\pi^{\prime \prime}\right)=\pi^{R}$ and $\pi^{\prime \prime}$ can be written as $\pi^{\prime}=\rho^{\prime} i^{\prime}$ for a production $i^{\prime}$ in $P^{\prime}$ which is of the form $A \rightarrow a S$,
(b) $B \underset{\vec{L}}{\delta^{\prime}} w$ for the sequence $\delta^{\prime}=\rho^{\prime} j^{\prime}$ such that production $j^{\prime}$ is of the form $A \rightarrow a$ and $\psi\left(i^{\prime}\right)=\psi\left(j^{\prime}\right)$, hence $\psi\left(\pi^{\prime}\right)=\psi\left(\delta^{\prime}\right)=\pi^{R}$.

If $S$ is not lefi recursive, then only situation (b) occurs. Formally,

CLAIM 2. Assume that $S$ is not left recursive. For any $A \in \mathbb{N}$, $A \neq S$, if $A \underset{R}{\vec{R}} B W$ in $G$, then there exists $\pi^{\prime}$ such that $B \frac{\pi^{\prime}}{\vec{L}}$ wA in $G^{\prime}$ and $\psi\left(\pi^{\prime}\right)=\pi^{R}$.

The proof of Claim 2 proceeds again by induction on $|w|$ and since it goes along the same lines as the proof of Claim we omit it.

Now consider a derivation $S^{\prime}{\underset{\vec{T}}{ }}_{\prime}^{\prime}$ w in $G^{*}$. This derivation can be written as

$$
S^{\prime} \frac{i^{\prime}}{\vec{L}} \text { aA } \frac{g^{\prime}}{\vec{L}} \quad \text { auB } \frac{j^{\prime}}{\vec{L}} \text { aub, }
$$

where $w=$ aub and $\pi^{\prime}=i^{\prime} \rho^{\prime} j^{\prime}$. From the construction of $G^{\prime}$ it follows that there exist productions j. $S \rightarrow B b$ and i. $A \rightarrow a$ in $P$ with $\psi\left(i^{\prime}\right)=i$ and $\psi\left(j^{\prime}\right)=j$. From Claim 1 it follows that

$$
B \underset{\vec{R}}{\rho} A u \text {, with } \psi\left(\rho^{\prime}\right)=\rho^{R} .
$$

Hence, $S \frac{\pi}{\vec{R}} w$ in $G$ with $\pi=j \rho i$ and $\psi\left(\pi^{\prime}\right)=\pi^{R}$.
Now consider the second condition of the cover definition. Assume $S \frac{\pi}{\vec{k}} w$ in $G$. We can wrice, with $a, b \in \Sigma$ and $u \in \Sigma^{*}$,

$$
\mathrm{S} \frac{\mathrm{i}}{\mathrm{R}} \mathrm{Ab} \frac{\mathrm{~g}}{\mathrm{R}} \mathrm{Bub} \frac{\mathrm{i}}{\mathrm{~N}} \mathrm{a} \text { aub, }
$$

where $w=a u b$ and $j p i=\pi$. Notice that if $S$ is not left recursive then $A \neq S$. Hence,
from Claim 2 it follows that $B \frac{\rho^{\prime}}{\vec{L}} u A$ in $G^{\prime}$, with $\psi\left(\rho^{\prime}\right)=\rho^{R}$. From the construction of $G^{\prime}$ it follows that there exist $i^{\prime} . S^{\prime} \rightarrow a B$ and $j^{\prime} . A \rightarrow b$ in $P^{\prime}$, with $\psi\left(i^{\prime}\right)=i$ and $\psi\left(j^{\prime}\right)=j$. Hence, $s^{\prime}{\underset{\vec{L}}{ }}_{\prime} w$, with $\pi^{\prime}=i^{\prime} \rho^{\prime} j^{\prime}$ and $\psi\left(\pi^{\prime}\right)=\pi^{R}$.

Since the construction is such that for any (rightmost) derivation $S \stackrel{\pi}{\vec{R}} w$ in $G$ there exists exactly one (leftmost) derivation $S^{\prime} \prod_{\vec{I}}^{\prime} w$ in $G^{\prime}$ with $\psi\left(\pi^{\prime}\right)=\pi^{R}$, we can conclude that the cover is faithful.

## EXAMPLE 7.1.

Consider the well-known left regular grammar $G_{0}$ with productions

$$
\begin{array}{ll}
\text { 1. } & S \rightarrow S 0 \\
\text { 2. } & S \rightarrow S 1 \\
\text { 3. } & S \rightarrow 0 \\
\text { 4. } & S \rightarrow 1
\end{array}
$$

If we apply Algorithm 7.1, then step (i) is void and in the second step we obtain productions
(ii) a. $s^{\prime} \rightarrow 0<3>$
$S^{\prime} \rightarrow 1<4>$
$S^{\prime} \rightarrow 0 S<3>$
$S^{\prime} \rightarrow$ iS $<4>$

$$
\text { (ii) b. } \quad \begin{array}{lll} 
& S \rightarrow 0 & <1> \\
& S \rightarrow 1 & <2> \\
& S \rightarrow 0 S<1> \\
& S \rightarrow 1 S<2>
\end{array}
$$

Since any right regular grammar is in GNF, Algorithm 5.6 can be used to obtain a GNF grammar which right covers the input grammar of Algorithm 7.1. If this is done for the grammar of Example 7.1, then grammar G', displayed in Table $V$ (section 3.3), is obtained.

Notice that it would have been sufficient, in order to conclude that there exists a right regular grammar which left-to-right covers the left regular input grammar, to prove that Algorithm 7.1 is language preserving. Then we could have used the method of Theorem 5.5. For the unspecified transformation to GNF in this method one may use Algorithm 7.1.

Another method which preserves regularity is the Rosenkrantz method [142].

Before we can present a table which shows the possibilities of covering regular grammars with grammars in Greibach normal form we need one more algorithm.

In Chapter 6 we saw that not every GNF grammar $G$ can be left-to-right covered with a GNF grammar G'. However, if GNF grammar $G$ is right regular, then a GNF gramar $G^{\prime}$ such that $G^{\prime}[\ell / \bar{r}] G$ exists.

## ALGORITHM 7.2.

Input. A right regular gramar $G=(N, \Sigma, P, S)$.

Output. A grammar $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime}, S^{\prime}\right)$ in $G N F$ such that $G^{\prime}[\ell / \bar{r}] G$ under a faithful and very fine cover homomorphism.
Method. We construct a (nondeterministic) pushdown transducer $R=\left(Q, \Sigma, \Gamma, \Delta_{G}, \delta, q, S, \emptyset\right)$ which translates with empty pushdown stack, without $\varepsilon$-moves, and which satisfies

$$
\tau_{e}(R)=\bar{r}_{G} .
$$

Here, $Q=\{q, r\}, \Delta_{G}$ is the output set, $\Gamma=\{s\} \cup\left\{[i j] \mid i, j \in \Delta_{G}\right\}$ and $s$ is the start symbol. Let $\Delta_{G}^{\prime}=\{i \mid i . A \rightarrow a$ is in $P, a \in \Sigma\}$. Define the mapping $\delta$ as follows: a. For each $a \in \Sigma, \delta(q, a, s)$ contains
(i) ( $p,[i j], j$ ), if $p \in Q, j \in \Delta_{G}^{\prime}$ and, for some $B \in N, i . S+a B$ is in $P$. If $p=r$, then production $j$ has lefthand side $B$.
(ii) $(r, \varepsilon, i)$, if i.S $\rightarrow$ a is in $P$.
b. For each $a \in \Sigma, \delta(q, a,[i j])$ contains
(i) $(p,[m n][i j], n)$, if $p \in Q, n \in \Delta_{G} \Delta_{G}^{\prime}$ and there exist $X, Z, U \in N$ and $Y \in \Sigma$ such that $\mathrm{i} . \mathrm{X} \rightarrow \mathrm{YZ}$ and $\mathrm{m} . \mathrm{Z} \rightarrow$ aU are in P . If $\mathrm{p}=\mathrm{r}$, then production n has lefthand side $U$. If $n . X^{\prime} \rightarrow b V$ is in $P$, then production $j$ has lefthand side $V$.
(ii) ( $\mathrm{r},[\mathrm{ij}], \mathrm{n}$ ), if there exist $\mathrm{X}, \mathrm{Z}, \mathrm{U} \in \mathbb{N}$ and $\mathrm{Y} \in \Sigma$ such that $\mathrm{i} . \mathrm{X} \rightarrow \mathrm{YZ}$ and $\mathrm{n} . \mathrm{Z} \rightarrow$ aU are in $P$ and production $j$ has lefthand side $U$.
c. For each a $\varepsilon \Sigma, \delta(r, a,[m n])=(r, \varepsilon, m)$ if there exist $X \in N$ and $Y \in N \cup\{\varepsilon\}$ such that $\mathrm{n} . \mathrm{X} \rightarrow$ aY is in P .

This concludes the construction of PDT R. Now construct, using the Standard Construction (cf. section 1.3.1), a simple $\operatorname{SDTS} T_{1}=\left(N_{1}, \Sigma, \Delta_{G}, R_{1}, S^{\prime}\right)$ from pushdown transducer R .

All the rules of $T_{1}$ are of the form $A \rightarrow a \alpha, \pi \alpha$ with $a \in \Sigma, \pi \in \Delta_{G}$ and $\alpha \in N_{1}^{*}$. The desired GNF grammar $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime}, S\right)$ is obtained by removing the useless symbols from the input grammar of $\mathrm{T}_{1}$ 。

Homomorphism $\psi$ is defined by mapping each production $A \rightarrow a \alpha$ on $\pi$ if $A \rightarrow a \alpha, \pi \alpha$ is a rule of $T_{1}$.

Our first observation concerning this algorithm deals with the definition of $\psi$. We have to verify that $\psi$ is well-defined, that is, there do not exist rules $A \rightarrow a \alpha$, $\pi_{1}^{\alpha}$ and $A \rightarrow a \alpha, \pi_{2} \alpha$ in $R$ with $\pi_{1} \neq \pi_{2}$. This follows from the following lema.

LEMMA 7.1. Pushdown transducer $R$ is semantically unambiguous.

Proof. We have to verify that there do not exist $p \in Q$, $a \in \sum$ and $X \in \Gamma$ such that $\delta(p, a, X)$ contains elements which only differ in their output symbol. For the cases a., b.(i) and c. this is immediate. For step b.(ii) this property follows from the fact that the productions $i$ and $j$, together with the input symbol a, uniquely deter-
mine production $n$.
The following observation will clarify the behaviour of pushdown transducer R .

OBSERVATION 7.1. Assume $R$ translates $w \in L(G)$ by empty pushdown list. If $|w|$ is even and $|w|>2$, then translation of $w$ can only take place in the following way:
A. one application of a step of the form $a$. (i), followed by
B. $(|\mathrm{w}| / 2)-2$ applications of steps of the form $b$. (i) with $p=q$, followed by
C. one application of a step of the form $b$. (i) with $p=r$, followed by D. (|w|/2) applications of steps of the form c. .

Translating starts with one symbol on the stack. Each of the steps of $b$. (i) lets the stack grow with one symbol. After the application of a step $b$. (i) with $p=r$, there are $|\mathrm{w}| / 2$ symbols on the stack. Each of the $|\mathrm{w}| / 2$ steps of the form $c$. reduces the number of symbols on the stack with one.

Similar observations hold for $|w|$ is odd and some trivial cases $(|w| \leq 2)$. Other ways of translating do not lead to acceptance. Either the stack is empty where there is still input to be read, or the input is read and the stack is not yet empty. End of Observation 7.1.

Now we are sufficiently prepared to present the following theorem.

THEOREM 7.2. Any right regular grammar $G$ can be transformed to a CFG G' in GNF such that $G^{\prime}[\ell / \bar{r}] G$ under a very fine and faithful cover homomorphism.

Proof. The proof is based on the following claim. This claim is used to prove that $\tau_{e}(R)=\bar{r}_{G}$, where $R$ is the pushdown transducer of Algorithm 7.2.

CLALM. Let $u \in \Sigma^{*},|u| \geq 1, c \in \Sigma$ and $i . A \rightarrow a B$ and $j . C \rightarrow C X$ in $P$ with $X \in N \cup\{\in\}$. Then,

$$
(q, u c,[i j], \varepsilon) \stackrel{\star}{\backsim}(r, \varepsilon, \varepsilon, \pi i)
$$

in $R$ if and only if

$$
\mathrm{B} \stackrel{\pi^{\mathrm{R}}}{\Rightarrow} \mathrm{uC} \dot{\mathrm{j}} \mathrm{ucX}
$$

is a derivation in G.

Proof of the claim. The proof is by induction on $|\mathrm{u}|$.
Basis. Assume $|u|=1$. Write $u=b, b \in \Sigma$. In this case the computation

$$
(q, b c,[i j], \varepsilon) \stackrel{\star}{\vDash}(r, \varepsilon, \varepsilon, \pi i)
$$

is done with two moves and we must conclude the existence of

$$
(r,[i j], \pi) \leqslant \delta(q, b,[i j])
$$

obtained from step b. (ii) of the algorithm, and of

$$
(r, \varepsilon, i) \in \delta\left(r, c_{s}[i j]\right)
$$

obtained from step $c$. of the algorithm. It follows that there exists a production $\pi . B \rightarrow b C$ in $P$ and we have a derivation

$$
\mathrm{B} \stackrel{\pi}{\Rightarrow} \mathrm{bc} \stackrel{j}{\Rightarrow} \mathrm{bcX}
$$

which had to be proved. Notice that $\pi^{R}=\pi$. In a similar way the other direction of the basis of the induction can be proved.

Induction. Assume $|u|>1$. If

$$
(q, u c,[i j], \varepsilon) \neq(r, \varepsilon, \varepsilon, \pi i)
$$

then, if we write $u=b v$ (with $b \in \Sigma$ and $v \in \Sigma^{*}$ ) and $\pi=n \gamma$ (with $n \in \Delta_{G}$ and $\gamma \in \Delta_{G}^{*}$ ), we can factor this computation into

$$
(q, b v c,[i j], \varepsilon) \vdash(p, v c,[m n][i j], n) \not{ }^{\star}(r, \varepsilon, \varepsilon, n \gamma i),
$$

where $p \in Q$.

First consider the case $p=r$. Then there exists

$$
(r,[\operatorname{mn}][i j], n) \in \delta(q, b,[i j])
$$

obtained from step $b(i)$ of the algorithm,

$$
(r, \varepsilon, m) \in \delta(r, v,[m n])
$$

and

$$
(r, \varepsilon, i) \in \delta(r, c,[i j])
$$

obtained fram step $c$. of the algorithm, with $m=\gamma, m \in \Delta_{G}$ and $v \in \Sigma$. Hence, there exist productions $\mathrm{m} . \mathrm{B} \rightarrow \mathrm{bU}$ and $\mathrm{n}, \mathrm{U} \rightarrow \mathrm{VC}$ in P and we have a derivation

$$
\mathrm{B} \stackrel{\mathrm{~m}}{\Rightarrow} \mathrm{bu} \stackrel{\mathrm{n}}{\Rightarrow} \mathrm{bvC} \stackrel{j}{\Rightarrow} \mathrm{bvcX}
$$

with $(m n)^{R}=n \gamma$ as had to be proved.
Now consider the case $p=q$. In this case we have

$$
(q,[\operatorname{mn}][i j], n) \in \delta(q, b,[i j])
$$

which is obtained in step $b$. (i) of the algorithm. Hence, we have a production $m$ of the form m. $\rightarrow$ b bJ. Moreover, we have a computation

$$
(q, v c,[m n][i j], \varepsilon) \stackrel{\star}{\not}(r, \varepsilon, \varepsilon, \gamma i) .
$$

Clearly, we can write $v=v_{1} v_{2}$ and $\gamma=\gamma_{1} \gamma_{2}$ such that

$$
\left(q, v_{1},[m n], \varepsilon\right) \stackrel{\star}{\star}\left(p, \varepsilon, \varepsilon, \gamma_{1}\right)
$$

and

$$
\left(p, v_{2} c,[i j], \varepsilon\right) \stackrel{\star}{\curvearrowleft}\left(r, \varepsilon, \varepsilon, \gamma_{2} i\right) .
$$

From the construction of $\delta$ it follows that $p=r$ and the last symbol of string $\gamma_{1}$ is m. Moreover, since $p=r$ we have also $v_{2}=\varepsilon$ and $\gamma_{2}=\varepsilon$. Therefore $v_{1}=v$ and $\gamma_{1}=\gamma$. Hence, we may write $\gamma=\gamma^{\prime} m$ and

$$
(q, v,[m n], \varepsilon) \stackrel{\star}{\dashv}\left(\mathrm{r}, \varepsilon, \varepsilon, \gamma^{\prime} \mathrm{m}\right)
$$

and

$$
(r, c,[i j], \varepsilon) \vdash(r, \varepsilon, \varepsilon, i)
$$

We distinguish between two cases.
(a) $|v|>1$. Write $v=v^{\prime} d, d \in \Sigma$. Since, by assumption, production $j$ is of the form j. $C \rightarrow c X$ we have by construction of $\delta$ (cf. the conditions mentioned in step $b$. (i)) that production $n$ is of the form $n . X^{\prime} \rightarrow d C$. It follows from the induction hypothesis that

$$
U^{\gamma_{\Rightarrow}^{\prime}}{ }^{R} v^{\prime} X^{\prime}
$$

and since $m . B \rightarrow b U, n . X^{\prime} \rightarrow d C$ and $j . C \rightarrow c X$ are productions in $P$, we have a derivation

$$
\mathrm{B} \stackrel{\mathrm{~m}}{\Rightarrow} \mathrm{bU} \stackrel{\gamma^{\prime} \mathrm{R}}{\Rightarrow} \mathrm{bv} \mathrm{v}^{\prime} \mathrm{X}^{\prime} \stackrel{\mathrm{n}}{\Rightarrow} \mathrm{bv} v^{\prime} \mathrm{dC} \stackrel{\dot{j}}{\Rightarrow} \mathrm{~b} v^{\prime} \mathrm{dcX}
$$

that is,

$$
\mathrm{B} \stackrel{\pi^{\mathrm{R}}}{\Rightarrow} \mathrm{uC} \dot{\mathrm{~L}} \mathrm{ucX}
$$

where $b v^{\prime} d=u$ and $\pi=n \gamma^{\prime} m$, which had to be proved.
(b) $|v|=1$. This would mean that

$$
\left(q, v,[\operatorname{mil} \varepsilon)-\left(x, \varepsilon, \varepsilon, \gamma^{7} m\right)\right.
$$

with $\gamma^{\prime}=\varepsilon$. However, with our definition of $\delta$ such a move is not possible. Therefore, this case does not occur. This concludes the 'only if'-part of the induction proof.

The 'if'-part of the proof is a straightforward reversal of the argument used in the 'only if'-proof. Therefore it is omitted. Moreover, we assume that it is clear that for any (rightmost) derivation

$$
B \xrightarrow{\pi^{R}} u C \text { ucX }
$$

in the claim there is exactly one sequence of moves

$$
(q, u c,[i j], \varepsilon)^{i^{*}}(r, \varepsilon, \varepsilon, \pi i)
$$

This concludes the proof of the claim.
With the help of this claim it is now fairly simple to verify that

$$
\mathrm{S} \stackrel{\pi_{\mathrm{L}}^{\mathrm{R}}}{\mathrm{~L}} \mathrm{w}
$$

if and only if

$$
(q, w, S, \varepsilon) \stackrel{*}{-}(x, \varepsilon, \varepsilon, \pi)
$$

that is, $\tau_{e}(R)=\bar{r}_{G}$.
Now we want to show that $G^{\prime}[\ell / \bar{r}] G$. However, this is an imediate consequence of the 3tandard Observation (cf. section 1.3 .1 ). We know that simple SDTS $T_{1}$ performs the same transiation as $R$, that is, $\tau\left(T_{1}\right)=\tau_{e}(R)=\bar{r}_{G}$. All the rules of $T_{1}$ are of the form i. $A \rightarrow a \alpha, b \alpha$ where $b \in \Delta_{G}$. Hence, if we define $\psi(i)=b$, then $\left(w, \pi^{\prime}\right) \in \ell_{G}{ }^{\prime}$ implies $\left(w, \psi\left(\pi^{\prime}\right)\right) \in \bar{r}_{G}$. It is also clear that ( $\left.w, T\right) \in \vec{r}_{G}=\tau\left(T_{1}\right)$ implies that there exists $\pi^{\prime}$ such that $\left(w, \pi^{\prime}\right) \in \ell_{G}$, and $\psi\left(\pi^{\prime}\right)=\pi$. Therefore, $G^{\prime}[\ell / \bar{r}] G$ and by definition of $\psi$ the cover homomorphism is very fine.

For each derivation $S \underset{L}{\pi}$ w in $G$ there is exactly one sequence of moves

$$
(q, w, s, \varepsilon) \stackrel{H}{*}^{*}\left(r, \varepsilon, \varepsilon, \pi^{R}\right)
$$

(cf. the concluding remark in the proof of the claim.) Then it follows from the Standard Construction of a simple SDTS from a PDT that there is also exactly one derivation

$$
(S, S) \stackrel{\star}{\stackrel{*}{L}}\left(w, \pi^{R}\right)
$$

Hence, if $\left(w, \pi^{R}\right) \in \bar{I}_{G}$, then there is exactly one element $\left(w, \pi^{\prime}\right) \in \mathcal{L}_{G}$, such that
$\psi\left(\pi^{\prime}\right)=\pi^{R}$. Therefore the cover is faithful. This concludes the proof of Theorem 7.2.

In Table VIII we have collected the GNF cover results for regular gramars.

| G | COVER | LEFT <br> REGULAR | RIGHT <br> REGULAR |
| :---: | :--- | :--- | :--- |
| GNF | $\ell / \ell$ | 1. yes | 5. yes |
|  | $\ell / \bar{r}$ | 2. yes | 6. yes |
|  | $\bar{r} / \ell$ | 3. yes | 7. yes |
|  | $\bar{r} / \overline{\mathrm{r}}$ | 4. yes | 8. yes |

Table VIII. Cover-table for regular grammars.

The entries in this table are numbered from 1 to 8. The table shows that for any (left- or right-) regular grammar $G$ a grammar $G$ ' in GNF can be found which covers $G$ for each of the types of cover. The answers in this table are found in the following way.

## Construction of the cover-table.

(7.1) The entries 5. and 8, follow trivially, Entry 2. is yes because of Theorem 7.1. Entry 6. is yes because of Theorem 7.2.
(7.2) Since entry 2. is yes we may conclude, with the help of Algorithm 5.6 (transitivity), that entry 4. is yes. Similarly, via entry 5., entry 7. is yes.
(7.3) Let $G$ be a left regular gramar. Algorithm 7.1 yields a right regular grammar $G^{\prime}$ such that $G^{\prime}[\ell / \bar{r}] G$. Hence, we have also that $G(\bar{\ell} / r] G$, where we use $\bar{\ell}$ and $r$ to denote the reverse of left parses and right parses, respectively. Since for regular grammars the leftmost and the rightmost derivations coincide, we obtain $G^{\prime}[\bar{r} / \ell] G$. Therefore, entry 3 . is yes.
(7.4) Let $G$ be a left regular gramar. From the argument in (7.3) we know that there exists a right regular gramar $G^{\prime}$ such that $G^{\prime}[\bar{r} / \ell] G$.
Since entry 6. is yes it follows that there exists a GNF graugar G" such that $G^{\prime \prime}[\ell / \bar{r}] G^{\prime}$. From transitivity it follows that $G^{\prime \prime}[\ell / \ell] G$. Therefore entry 1 . is yes.

It is worth noting that the GNF gramars of entries 2. and 3. are in fact right regular grammars. Moreover, except for entries 4. and 7., the cover homomorphisms are very fine. In particular the result that any left regular grammar can be transformed to a left covering GNF grammar under a very fine cover homomorphism (entry l.) is interesting.

We illustrate Algorithm 7.2 with the following example.

## EXAMPLE 7.2.

Consider the CFG $G$ which is obtained in Example 7.1. If we apply Algorithm 7.2 to this grammar, then we obtain a gramar in GNF which left covers grammar $G_{0}$ under a very fine cover homomorphism. Notice that for right covers a similar result can not be obtained (cf. Chapter 3 and Gray and Harrison [49]). That is, gramar $G_{0}$ can not be right covered under a very fine cover homomorphism by a context-free gramar in Greibach normal form.

We start with grammar $G$ with productions

| 1. $S^{e} \rightarrow 0<3>$ | 5. $\mathrm{S} \rightarrow 0<1\rangle$ |
| :---: | :---: |
| 2. $S^{\prime \prime} \rightarrow 1<4>$ | 6. $\mathrm{S} \rightarrow 1<2>$ |
| 3. $S^{3} \rightarrow 0 \mathrm{~S}\langle 3\rangle$ | 7. $\mathrm{S} \rightarrow 0 \mathrm{~S}<1>$ |
| 4. $S^{3} \rightarrow$ 1S <4> | 8. $s+1 s<2>$ |

Gramar $G$ is such that $G \overline{[ } \bar{r} / \ell] G_{0}$. If we perform Algorithm 7.2 with input gramar $G$, then we obtain, after a suitable renaming of the nonterminal symbols, the GNF granmar with the following 98 (!) productions:

$$
\begin{aligned}
& s \rightarrow 0|l<1,2\rangle \\
& \mathrm{S} \rightarrow \mathrm{OA}_{0}\left|0 \mathrm{E}_{0}\right| 0 \mathrm{~A}_{1}\left|O \mathrm{~B}_{1}<5,5,6,6\right\rangle \\
& \mathrm{S} \rightarrow 1 \mathrm{~A}_{2}\left|1 \mathrm{~B}_{2}\right| 1 \mathrm{~A}_{3} \mid 1 \mathrm{~B}_{3}<5,5,6,6> \\
& B_{0} \rightarrow 0 A_{0} \mid 1 A_{0}\langle 7,8\rangle
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{B}_{0} \rightarrow 0 \mathrm{E}_{0} \mathrm{~A}_{0}\left|0 \mathrm{E}_{1} \mathrm{~A}_{0}\right| 1 \mathrm{E}_{2} \mathrm{~A}_{0} \mid 1 \mathrm{E}_{3} \mathrm{~A}_{0}<7,8,7,8> \\
& B_{1}+0 A_{1} \mid 1 A_{1}<7,8> \\
& \mathrm{B}_{1} \rightarrow 0 \mathrm{D}_{0} \mathrm{~A}_{1} \left\lvert\, \begin{array}{l|l|l|ll} 
& 0 \mathrm{~A}_{1} & 1 \mathrm{D}_{2} \mathrm{~A}_{1} & 1 \mathrm{D}_{3} \mathrm{~A}_{1}<7,8,7,8>
\end{array}\right. \\
& \mathrm{B}_{1} \rightarrow \mathrm{OE}_{0} \mathrm{~A}_{1}\left|\mathrm{OE}_{1} \mathrm{~A}_{1}\right| \mathrm{IE}_{2} \mathrm{~A}_{1} \mid \mathrm{IE}_{3} \mathrm{~A}_{1} \quad\langle 7,8,7,8\rangle \\
& \mathrm{B}_{2} \rightarrow 0 \mathrm{~A}_{2} \mid 1 \mathrm{~A}_{2}\langle 7,8\rangle \\
& \begin{array}{l|l|l|ll}
\mathrm{B}_{2} \rightarrow 0 \mathrm{D}_{0} \mathrm{~A}_{2} & 0 \mathrm{D} \mathrm{~A}_{2} & 1 \mathrm{D}_{2} \mathrm{~A}_{2} & 1 \mathrm{D}_{3} \mathrm{~A}_{2} & <7,8,7,8\rangle \\
\mathrm{B}_{2} \rightarrow 0 \mathrm{E}_{0} \mathrm{~A}_{2} & 0 \mathrm{E}_{1} \mathrm{~A}_{2} & 1 \mathrm{E}_{2} \mathrm{~A}_{2} & 1 \mathrm{E}_{3} \mathrm{~A}_{2} & <7,8,7,8\rangle
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{B}_{3} \rightarrow 0 \mathrm{~A}_{3} \mid 1 \mathrm{~A}_{3}<7,8> \\
& \begin{array}{l|l|l|ll}
\mathrm{B}_{3} \rightarrow 0 \mathrm{D}_{0} \mathrm{~A}_{3} & 0 \mathrm{D}_{1} \mathrm{~A}_{3} & 1 \mathrm{D}_{2} \mathrm{~A}_{3} & 1 \mathrm{D}_{3} \mathrm{~A}_{3} & \langle 7,8,7,8\rangle \\
\mathrm{B}_{3} \rightarrow 0 \mathrm{E}_{0} \mathrm{~A}_{3} & 0 \mathrm{E}_{1} \mathrm{~A}_{3} & 1 \mathrm{E}_{2} \mathrm{~A}_{3} & 1 \mathrm{E}_{3} \mathrm{~A}_{3} & \langle 7,8,7,8\rangle
\end{array} \\
& \begin{array}{l|l|l|ll}
\mathrm{E}_{0} \rightarrow 0 \mathrm{E}_{0} \mathrm{D}_{0} & 0 \mathrm{E}_{1} \mathrm{D}_{0} & 1 \mathrm{E}_{2} \mathrm{D}_{0} & 1 \mathrm{E}_{3} \mathrm{D}_{0} & <7,8,7,8> \\
\mathrm{E}_{0} \rightarrow 0 \mathrm{D}_{0} \mathrm{D}_{0} & 0 \mathrm{D}_{1} \mathrm{D}_{0} & 1 \mathrm{D}_{2} \mathrm{D}_{0} & 1 \mathrm{D}_{3} \mathrm{D}_{0} & <7,8,7,8>
\end{array} \\
& E_{0} \rightarrow 0 D_{0} \mid 1 D_{0}<7,8>
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{E}_{2} \rightarrow 0 \mathrm{E}_{0} \mathrm{D}_{2} \left\lvert\, \begin{array}{l|l|l|l} 
& \mathrm{D}_{2} \mathrm{D}_{2} & 1 \mathrm{E}_{2} \mathrm{D}_{2} & 1 \mathrm{E}_{3} \mathrm{D}_{2}\langle 7,8,7,8\rangle
\end{array}\right. \\
& \begin{array}{ll}
\mathrm{E}_{2} \rightarrow 0 \mathrm{D}_{0} \mathrm{D}_{2}\left|0 \mathrm{D}_{1} \mathrm{D}_{2}\right| 1 \mathrm{D}_{2} \mathrm{D}_{2}\left|1 \mathrm{D}_{3} \mathrm{D}_{2}<7,8,7,8\right\rangle \\
\mathrm{E}_{2} \rightarrow 0 \mathrm{D}_{2}\left|1 \mathrm{D}_{2}<7,8\right\rangle
\end{array} \\
& \begin{array}{l|l|l|ll}
\mathrm{E}_{3} \rightarrow 0 \mathrm{E}_{0} \mathrm{D}_{3} & 0 \mathrm{E}_{1} \mathrm{D}_{3} & 1 \mathrm{E}_{2} \mathrm{D}_{3} & 1 \mathrm{E}_{3} \mathrm{D}_{3} & <7,8,7,8> \\
\mathrm{E}_{3} \rightarrow 0 \mathrm{D}_{0} \mathrm{D}_{3} & 0 \mathrm{D}_{1} \mathrm{D}_{3} & 1 \mathrm{D}_{2} \mathrm{D}_{3} & 1 \mathrm{D}_{3} \mathrm{D}_{3} & <7,8,7,8>
\end{array} \\
& \mathrm{E}_{3} \rightarrow 0 \mathrm{D}_{3} \mid 1 \mathrm{D}_{3}<7,8> \\
& A_{0} \rightarrow 0<3>\quad D_{0} \rightarrow 0<7> \\
& \left.\left.A_{1}+1<3\right\rangle \quad D_{1}+1<7\right\rangle \\
& \mathrm{A}_{2}+0<4>\quad \mathrm{D}_{2} \rightarrow 0<8> \\
& \mathrm{A}_{3} \rightarrow 1<4>\quad \mathrm{D}_{3} \rightarrow 1<8>
\end{aligned}
$$

The reader may verify with a few examples that this GNF grammar indeed left covers grammar $G_{0}$. End of Example 7.2.

The transformation from a right regular grammar $G$ to a GNF granmar $G$ ' such that $G^{\prime}[\ell / \bar{r}] G$ is defined in terms of a PDT. We have not tried to give a grammatical characterization of this transformation. However, the idea in this transformation can be simply used in examples to obtain left covering or left-to-right covering grammars in GNF. This is illustrated in the following two examples.

## EXAMPLE 7.3.

Consider again left regular gramar $G_{0}$. In Figure 7.1 we have displayed a typical parse tree for a sentence of $G_{0}$ and the way this tree is transformed to a parse tree of a grammar $G$ in $G N F$ such that $G[\ell / \ell] G_{0}$ and $G[\ell / \bar{r}] G_{0}$.


Figure 7.1. A left and left-to-right cover for $G_{0}$.

The indices of the symbols $\mathrm{H}_{23}, \mathrm{H}_{12}$ and $\mathrm{H}_{22}$, in this order, reflect the productions which are used in the parse tree with respect to $G_{0}$. The first index of $H$ is used to describe the upper part of the tree of $G_{0}$ in a top-down manner (212). The second index describes the lower part of the tree of $G_{0}$ in a bottom-up manner (322).

Rather mechanically we can obtain all the productions of $G$. Each production of $G$ is followed by its image under a left cover and a left-to-right cover, respectively.

$$
\begin{aligned}
& \begin{array}{l|l|l|lll}
\mathrm{S}^{*} \rightarrow \mathrm{OSH}_{23} & 1 \mathrm{SH}_{24} & 0 \mathrm{SH}_{13} & 1 \mathrm{SH}_{14} & \langle 2,2,1,1\rangle & <3,4,3,4\rangle \\
\mathrm{S} \rightarrow \mathrm{OSH}_{21} & 1 \mathrm{SH}_{22} & 0 \mathrm{SH}_{11} & 1 \mathrm{SH}_{12} & \langle 2,2,1,1\rangle & <1,2,1,2\rangle
\end{array} \\
& \begin{array}{l|l|l|lll}
\mathrm{S}^{\prime} \rightarrow \mathrm{OH}_{23} & 1 \mathrm{H}_{24} & 0 \mathrm{OH}_{13} & 1 \mathrm{H}_{14} & \langle 2,2,1,1\rangle & \langle 3,4,3,4\rangle \\
\mathrm{S} \rightarrow \mathrm{OH}_{21} & 1 \mathrm{H}_{22} & \mathrm{OH}_{11} & 1 \mathrm{H}_{12} & \langle 2,2,1,1\rangle & \langle 1,2,1,2\rangle
\end{array} \\
& \left.s^{\prime} \rightarrow 0|1<3,4\rangle<3,4\right\rangle \\
& \mathbf{S} \rightarrow 0 \mid 1<1,2><1,2>
\end{aligned}
$$

EXAMPLE 7.4.
Consider right regular grammar $G$ with productions

1. $S \rightarrow O S$
2. $S \rightarrow 1 S$
3. $\mathrm{s} \rightarrow 0$
4. $s \rightarrow 1$

In Figure 7.2 we have illustrated how a parse tree with respect to $G$ can be converted to a parse tree with respect to a GNF grammar $G^{\prime}$ such that a left-to-right and a left cover can be defined. The complete definition of $G^{\prime}$ is left to the reader.


Figure 7.2. A left-to-right and left cover for $G$.

With this example we conclude Chapter 7.

## CHAPTER 8

## DETERMINISTICALLY PARSABLE GRAMMARS

### 8.1. INTRODUCTION

Various parsing methods for general context-free languages have been developed. However, for most of the practical applications the attention can be restricted to subclasses of the deterministic languages. The main parts of the syntactic structures of programming languages describe deterministic languages. Therefore it is not only legal to do so but also, since the time and space requirements for the parsing methods for the class of deteministic languages and its subclasses are modest in comparison with the methods for the general context-free languages, preferable to do so. Moreover, many of these methods can be easily implemented.

Suppose we have a language which is described by a context-free grammar. We want to build a parser for this grammar. This can be done by hand or with a compiler writing system. ${ }^{\dagger}$ If it is done by hand and a certain parsing method has been chosen, then one may expect that one has to manipulate the grammar, change it, apply transformations to it, etc. in order to make it suitable for this parsing method. The same may hold in the case of a compiler writing system. Such a system takes as input the syntactic rules of a gramar (together with semantic information) and produces as output a parser or, more generally, a compiler for this gramar. In a compiler writing system a choice has been made for a certain type of parsing method. If the system is provided with the syntactic rules then it will try to generate a parser of this specific type.

In their 'state-of-the-art' paper on 'Translator Writing Systems' Feldman and Gries [30] describe, among others, compiler writing systems where the syntactic analysis - is based on 'precedence techniques'. Gramars which can be parsed with these techniques are called 'precedence gramars'. Feldman and Gries remark :
> "Moreover, one must manipulate a grammar for an average progranming language considerably before it is a precedence grammar ..... The final gramar could not be presented to a programuer as a reference to the language".

Also in other situations where the chosen parsing method is based on other than precedence techniques one will need transformations to make the granmar suitable for the parsing method. clearly, there is no need to worry about the final form of the grammar if the necessary transformations are done by the system itself.
$\dagger$ A lot of other names have been used, including translator writing system, parser generator and compiler-compiler.

These transformations can change the structure of the grammar. This can mean that the newly obtained grammar does not necessarily perform the same translation to semantic actions (which lead to code generation) as the original grammar. However, as the reader already did expect, if the transformations are done in such a way that a covering grammar is obtained, then we can 'fool' the user of a compiler writing system. This idea is illustrated in Figure 8.1.


Figure 8.1. Compiler writing system for type X-grammars.

In the following chapters we will frequently refer to grammars which are LL(k) and LR(k). We will not confine ourselves to the formal introduction of these classes of grammars but we will give some introductory considerations on parsing. Moreover, these preliminaries make it possible to discuss a number of recent compiler writing systems and to mention those aspects which are of interest for our investigations in this monograph.

It is customary to distinguish between top-down and bottom-up parsing methods. The most important feature of (deterministic) top-down parsing is its simplicity.

## TOP-DOWN

Consider a leftmost derivation

$$
\omega_{0} \stackrel{P_{0}}{\stackrel{\mathrm{~L}}{\mathrm{~L}}} \omega_{1} \stackrel{\mathrm{P}_{1}}{\overrightarrow{\mathrm{~L}}} \ldots \omega_{\mathrm{n}-1} \stackrel{P_{n-1}}{\underset{L}{\Longrightarrow}} \omega_{n}
$$

where $\omega_{0}=s$ and $\omega_{n} \in \Sigma^{*}$.
In top-down parsing the aim is to find the string $P_{0} P_{1} \ldots P_{n-1}$ of productions which have been used to derive $\omega_{n}$ from $\omega_{0}$. If we know $\omega_{j-1}$ then the problem is how to find $\omega_{j}$. Since we consider leftmost derivations we may write $\omega_{j-1}=w A \alpha$. If we know how $A$ is rewritten at this point in order to obtain $\omega_{n}$ at the end, then the problem is solved. In deterministic (one-pass) top-down parsing this can be done, after we have seen $\omega_{0}, \omega_{1}, \ldots, \omega_{j-2}$ and $\omega_{j-1}=w A \alpha$, by looking at the symbols of $\omega_{n}$ which appear to the right of $w$. Notice that $w_{n}$ can be written as wv, where $v$ is also
a string of terminal symbols. If we allow a 'look-ahead' of at most $k$ symbols then the class of grammars for which this method works is the class of $\mathrm{LL}(\mathrm{k})$ grammars.

Hence, if we have a leftmost derivation

$$
S{\underset{Z}{*} w A \alpha}_{*}^{w}
$$

and productions $\alpha \rightarrow \beta$ and $A \rightarrow \gamma$, then

$$
\operatorname{FIRST}_{k}(\beta \alpha) \cap \operatorname{FIRST}_{k}(\gamma \alpha) \neq \phi
$$

should imply $\beta=\gamma$,
LL-parsers and $L L(k)$ grammars have been discussed in e.g. Lewis and Stearns [101], Rosenkrantz and Stearns [144], Culik [22], and Wood [173].

Because of the simplicity of the LL-parsing method much effort has been made to transform gramars into $L L(k)$ or $L L(1)$ grammars. For instance, in Wood [173], Foster [34], Stearns [158], Paull and Unger [130] and Lewis, Rosenkrantz and Stearns [100], algorithms are described to transform grammars into LL(1) form. In Paull and Unger [129] a transformation to simple deterministic grammars (a subclass of the LL(1) grammars) is described. Transformations into $L L(k)$ gramars appear in Rosenkrantz and Lewis [143], Soisalon-Soininen and Ukkonen [157], Hunt and Rosenkrantz [69], Nijholt and Soisalon-Soininen [128] (cf. also Chapter 12) and Hammer [56].

In Beatty [10] various definitions of $L(k)$ grammars have been discussed and compared.

## BOTTOM-UP

Many methods especially those which are used in compiler writing systems, are based on bottom-up techniques. Consider a rightmost derivation
where $\omega_{n}=S$ (the scart symbol) and $\omega_{0} \in \Sigma^{*}$.
In bottom-up parsing the goal is to find the string $P_{1} P_{2} \ldots P_{n}$ of productions which have been used (in the reversed order) to derive $\omega_{0}$ from $\omega_{n}$. If we write $\omega_{j}=\alpha A w$ and $\omega_{j-1}=\alpha \beta \omega$, then the problem becomes to determine $\beta$ and $|\alpha \beta|$ (the position of $\beta$ ) in $\omega_{j-1}$, and by which symbol the substring $\beta$ at position $|\alpha \beta|$ in $\omega_{j-1}$ should be replaced in order to obtain $\omega_{j}$. The pair $(A \rightarrow \beta,|\alpha \beta|)$ will be called the handle of $\omega_{j-1}$. Bottom-up parsing starts with $\omega_{0}$ and the process of determining the handle and replacing substring $\beta$ by $A$
('reducing') should be continued, if possible, until the staxt symbol has been reached. In the deterministic one pass bottom-up parsing methods $\omega_{j}$ can be uniquely determined after having seen $\omega_{0}, \omega_{1}, \ldots, \omega_{j-2}$ and $\omega_{j-1}$. The handle ( $A \rightarrow \beta,|\alpha \beta|$ ) of $\omega_{j-1}$ is determined from the uniqueness of the context of $\beta$. In these methods the context to the right of $\beta$ which will be considered is restricted to a fixed number of $k$ symbols ( $k \geq 0$ ).

In the most general case, if we have rightmost derivations.

$$
S \stackrel{\star}{\hat{\mathrm{R}}} \alpha A w{ }_{\mathrm{R}}^{\mathrm{R}} \alpha \beta w=\gamma w
$$

and

$$
S \stackrel{\star}{\vec{R}} \alpha^{\prime} A^{\prime} x \underset{R}{\mathcal{R}^{\prime} \alpha^{\prime} B^{\prime} x=\gamma w^{\prime}}
$$

and the first $k$ symbols of $w$ and $w^{\prime}$ are the same, then the handles of $\gamma \omega$ and $\gamma w^{\prime}$ should be the same. This conclusion implies that $\alpha=\alpha^{\prime}, A=A^{\prime}, \beta=\beta^{\prime}$ and $x=w^{\prime}$. Grammars which satisfy this condition are called $L R(k)$ grammars. Consult section 8.2 for the formal definition. In Geller and Harrison [40] a detailed study of LR(k) grammars and languages is given. Numerous papers have appeared in which parsing methods for LR(k) grammars are described (e.g. in Knuth [76], DeRemer [25], tho and Johnson [1] and Geller and Harrison [41]). Two subclasses, the SLR(1) grammars (simple LR(1)) and the LALR(1) grammars (look-ahead $L R(1)$ ) have become popular since they can be implemented efficiently and they can describe most of the usual programming language constructs. The context of $\beta$ in $\omega_{j-1}$ can be used in a more restricted way. Other subclasses of the LR(k) grammars are then obtained. For example, the bounded (right) context grammars and the various classes of precedence gramars (cf. Aho and Ullman [3]).
The bottom-up parsing methods for these classes of grammars are also called shiftreduce methods. The reason is that in the implementation of these methods a stack is used and the operations of the parser are either 'shift the next input symbol to the top of the stack' or 'reduce' if a handle has been found and $\beta$, which is then on the top of the stack, will be replaced by A. For non-LR-grammars there will be action conflicts. That is, there will be situations where the parser can not decide whether a shift action or a reduce action should be done (a shift/reduce conflict) or the parser can not decide which reduce action has to be made (a reduce/reduce conflict).

## STRICT_DETERMINISM

There is a third class of gramars, the class of strict deterministic grammars (Harrison and Havel [59,60,61]), which has turned out to be useful. This class is a subclass of the class of $\operatorname{LR}(0)$ grammars. Observations on the strict deterministic
gramars and their parsing method, which has a hybrid character, that is, between top-down and bottom-up parsing, have lead to many useful ideas on parsing and translation (cf. Geller and Harrison [39,41], Lewis, Rosenkrantz and Stearns [99], Ukkonen [166] and Nijholt [116]). The definition of strict deterministic gramars (cf. Definition 8.5) is based on the productions of the grammar and not on the derivations. Therefore it is rather simple to decide whether a gramar is strict deterministic. In Chapter 9 the strict deterministic gramars will play an important role when we consider cover results for $L R(k)$ grammars.

Before we will introduce the reader to the issues which will be treated in the following chapters we have a few remarks on developments in the theory of parsing and translation of context-free grammars.

Several authors have tried to generalize the ideas which are used in the parsing methods for $\operatorname{LR}(k)$ grammars, $L L(k)$ grammars and some of their subclasses. For instance, deterministic context-sensitive parsing has been introduced for a subclass of the context-sensitive grammars (Walters [167]). Similarly, the class of indexed grammars has been subclassified into $L L(k)$ - and $L R(k)$-type indexed grammars (Sebesta and Jones [152]).

Other authors have tried to define deterministic parsing methods for other than the well-known left and right parses. One may consult Colmerauer [20], Szymanski and Willians [159], Williams [169] and Kuo-Chung Tai [88]. In Demers [24], Brosgol [18] and Rosenkrantz and Lewis [143] parsing methods are defined which yield production directed parses. Semi-top-down parsing methods are discussed in Krâl and Demner [84] and in Kretinsky [85].

Straightforward generalizations of the LL- and LR- grammar definitions are the LL-regular (Jarzabek and Krawczyk [73], Nijholt [114, 126], Poplawsky [133]) and the LR-regular (Culik and Cohen [23]) gramar definitions.

Another approach in the theory of deterministic parsing has been the introduction of parsing methods for extended context-free grammars. In an extended contextfree grammar each righthand side of a production consists of a regular expression (or, equivalently, a regular set or a finite automaton). In DeRemer [26], LaLonde [92,93], Madsen and Kristensen [105] and Thompson [161] extended LR-parsing is considered. In Lewi et al. [96,97] and in Heilbrunner [62] extended LL-gramars are discussed.

These ample discussions on parsing methods and grammar definitions are meant to give the reader some insight in the areas where the concept of gramar cover can be used. Many cover results, practically useful for parsing, have been obtained in Gray and Harrison [49]. As mentioned before, cover results can be used in compiler writing systems. Therefore we will consider some existing compiler writing systems.

Assume that the user of such a system provides the system with a set of productions (syntactic rules). The system will try to build a parser. This parser will be based on a specific parsing method. This may be, for example, a precedence method, an LALR-method or an LL-method.

If the syntactic rules, which are given as input, do not specify a gramar for which this type of parser can be built then the following may happen:

- the system reports its failure to build a parser to the user; it gives information why it failed and this information can be used by the user to change the syntactic rules (and the associated semantics) to make themappropriate for this system.
- the system can apply transformations to the input grammar in order to make it suitable for this method; clearly, it should be expected that this is done in such a way that the original semantics are preserved.
- although the syntactic rules do not specify a grammar which is suitable for the underlying parsing method of the compiler writing system, supplementary information, provided by the user as input to the system, will suffice to construct a correct parser.

Clearly, it is possible to combine the second and third alternative. Moreover, it is also possible that the system itself takes decisions which lead to a construction of a parser if the syntactic rules (whether or not with supplementary information) do not specify a grammar of the desired kind. In that case it remains for the user to verify that the parser has been built conform his intentions.

It should be mentioned that due to the latter possibilities it is possible to 'parse' ambiguous grammars. As was mentioned in Chapter 2 we use the name parser and parsing method even if the parser does not define a proper parse relation for a given grammar. Deterministic parsing of ambiguous grammars has been discussed by Aho, Johnson and Ullman [2]. Their ideas have not only been used in compiler writing systems but have also lead to more theoretical considerations (e.g., Ruzicka [145] Wharton [168] and Earley [29]).

We now want to mention a few examples of compiler writing systems. Feldman and Gries [30] gave an extensive survey of these systems until 1968. It is by no means our intention to give a new survey. In Räihä [135] and in Räihä and Saarinen [136] recent surveys can be found. Depending on the underlying top-down or bottom-up parsing method one can distinguish between the compiler writing systems.

## TOP-DOWN

In Foster [34,35] a compiler writing system is described which is based on a top-down parsing method. The input grammar is made suitable for the top-down method
by a special program SID (Syntax Improving Device)' which perfoms some transformations on the grammar. One of these transformations is the elimination of left recursion. As we mentioned in section 5.1 this transformation yields a left-to-right and a right cover, thus preserving the original semantics.

Other examples of compiler writing systems which are based on LL(1) parsing methods can be found in Lewi et al. [96,97] (based on extended LL(1) grammars), Bochmann and Ward [16] and Milton, Kirchhoff and Rowland [112]. This latter system can use supplementary information, in this case obtained from the so-called 'inherited attributes', to build the parser. A consequence is that parsers can be constructed for non-LL(1) grammars. Cf, also Madsen and Jones [104].

## BOTTOM-UP

In Lecarme and Bochmann [95] transformations are mentioned in their compiler writing system which make the input grammar suitable for the underlying precedence parsing method.

In Mickunas and Schneider [111] a parser generating system is described where the first phase of the system converts the imput grammar into a simplified normal form for internal use. The transformation to this normal form preserves the original semantics. In fact, the authors give a definition of what we call a right cover. It is announced that an approach for their system is being developed which will involve transforming $L R(k)$ grammars into grammars that can be parsed without considering look-ahead. These transformations to SLR(1) and LALR(1) grammars have been described in Mickunas and Schneider [110], Mickunas, Lancaster and Schneider [109] and Mickunas [108]. These transformations yield right covers.

Building compiler writing systems based on an LALR(1) parsing method has become a popular occupation. The Yacc (Yet another compiler-compiler) system of Johnson [74] is, due to its availability on the UNIX time sharing system, probably the most wide-spread system which is based on the LALR(1) method. The syntactic rules which are given as input to the system are converted to an LALR(1) parsing algorithm. If the input grammar is not LALR(1), then there will be parsing actions conflicts. Supplementary information provided by the user can help to resolve these conflicts and to produce a correct parser. Otherwise the system uses some built-in rules to resolve these conflicts. Hence, non-LALR(1) gramars can be converted to parsers and these parsers do not necessarily define proper parse relations.

The first LALR(1) based system is described in LaLonde, Lee and Horning [94]. Joliat [75] describes another LALR(1) based compiler writing system. In the compiler writing system HLP (Helsinki Language Processor), described in Räihä et al.[137], it is also required that the input grammar is LALR(1). The system produces diagnostic information to help the user to change his grammar to an LALR(1) grammar if the LALR (1) condition is not satisfied. Similar ideas as have been used in the Yacc system
can be found in the system described by Kron, Hoffmann and Winkler [86]. In Lewi et al.[98] another system based on the LALR(1) method is described. Druseikis [28] has designed an SLR(1) parser generator.

Because of the popularity of the LALR(1) parsing method much effort has been made to investigate 'error-recovery' techniques for LR- and LALR-grammars (cf. Sippu and Soisalon-Soininen [153,154] and Graham, Haley and Joy [47]) and to obtain methods for efficient implementations for their parsing methods (cf. Thompson [161], DeRemer and Pennelo [27] and Fisher and Weber [31]).

This section is concluded with a few remarks on the contents of the forthcoming sections.

In Harrison [57] and in Aho and Ullman [3] the question was raised whether each LR(k) grammar can be (right) covered with an LR(1) grammar. Starting form their work on the development of a compiler-compiler this question was answered affirmative1y by Mickunas and Schneider [110], Mickunas, Lancaster and Schneider [109] and Mickunas [108]. In Nijholt [116] a more simple proof was given and some more general. results were obtained. The following chapter is based on the latter paper. However, our treatment here will be more general.

In Chapter 9 we will introduce the concept of a valid DPDT (deterministic pushdown transducer). This transducer will be the model for the parsing methods which we will consider. Grammars will be called parsable with respect to a certain parse relation. We shall have the convention that the parsing methods assign one parse to each sentence. We can deterministically parse ambiguous grammars since the parse relation may be chosen in such a manner that for each sentence $w$ in the language there is exactly one element ( $w, \pi$ ) in the parse relation. For example, in Aho, Johnson and U11man [2] LL(k) and LR(k) parsing methods are used to parse ambiguous grammars. The parse relations which are used are subclasses of the left and right parse relations. If a gramar $G$ is parsable with respect to a certain parse relation $f_{G}$, then it will be shown that we can obtain a strict deterministic grammar or LR(1) grammar G' and a cover homomorphism $\psi$ which is defined between $\ell_{G}$, or $\bar{r}_{G}$, and $⿷_{G}$.

In Chapter 10 we continue our discussion on cover results for normal forms of context-free grammars. Instead of arbitrary context-free grammars we will now consider the classes of LR-, LL-, and strict deterministic grammars.

### 8.2. PRELIMINARIES

We shall reproduce below a few definitions of grammars and automata which will frequently be referred to in the forthcoming sections. From now on we will only consider automata and transducers which are deterministic.

DEFINITION 8.1. A detexministic pushdown automaton (DPDA for short) is a pushdown
automaton $P=\left\{Q, \Sigma, \Gamma, \delta, q_{0}, Z_{0}, F\right)$ which has the property that $\delta$ is a partial function from $Q \times\left(\sum \cup\{\varepsilon\}\right) \times \Gamma$ to $Q \times \Gamma^{*}$ and, for any $q \in Q$ and $Z \in \Gamma$, if $\delta(q, \varepsilon, Z)$ is defined then, for all $a \in \Sigma, \delta(q, a, Z)$ is undefined.

A CFL is said to be deterministic if it is accepted by some DPDA.

DEFINITION 8.2. A deterministic pushdown transducer (DPDT for short) is a pushdown transducer ( $\left.Q, \Sigma, F, \Sigma^{\prime}, \delta, q_{0}, Z_{0}, F\right)$ which has the property that $\delta$ is a partial function from $Q \times(\Sigma \cup\{\varepsilon\}) \times \Gamma$ to $Q \times \Gamma^{*} \times \Sigma^{{ }^{*}}$ and, for any $q \in Q$ and $Z \in \Gamma$, if $\delta(q, \varepsilon, z)$ is defined then, for $a l l a \in \Sigma, \delta(q, a, Z)$ is undefined.

DEFINITION 8.3. A deterministic finite transducer (DFT for short) is a six-tuple $M=\left(Q, \Sigma, \Sigma, \delta, q_{0}, F\right)$, where
(i) $Q$ is a finite set of state symbols, $\Sigma$ and $\Sigma^{\text { }}$ are alphabets of input symbols and output symbols, respectively; $q_{0} \in Q$ is the initial state and $F \subseteq Q$ is the set of final states.
(ii) $\delta$ is a partial function from $Q \times(\Sigma \cup\{\varepsilon\})$ to $Q \times \Sigma^{\prime *}$ such that, for any $q \in Q$, $\delta(q, \varepsilon)$ is defined implies $\delta(q, a)$ is undefined for all a $\in \Sigma$.

Definitions similar to those for a PDT (Definition 1.15) can be given for a configuration and a binary relation $\vdash$ on the configurations of a DFT. Likewise we define a translation

$$
\tau(M)=\left\{\left(w, w^{\prime}\right) \mid\left(q_{0}, w, \varepsilon\right) \stackrel{ }{ }^{*}\left(q, \varepsilon, w^{\prime}\right) \text { for some } q \in F\right\}
$$

For any set $L \subseteq \Sigma^{*}$ we define

$$
M(L)=\{y \mid x \in L \text { and }(x, y) \in \tau(M)\}
$$

We need three definitions of subclasses of the context-free grammars. Again, we assume that each grammar which is considered is reduced. Our definition of LR(k) grammars is the same as the one used in Geller and Harrison [40].

DEFINITION 8.4. Let $k \geq 0$ and $G=(N, \Sigma, P, S)$ be a CFG such that $S \stackrel{+}{\vec{~}} S$ is not possible in G. Grammar $G$ is $\operatorname{LR}(k)$ if for each $w, w^{\prime}, x \in \Sigma^{*} ; \gamma, \alpha, \alpha^{\prime}, \beta, \beta^{*} \in V^{*} ; A, A^{\prime} \in \mathbb{N}$, if
(i) $S \stackrel{*}{\stackrel{*}{\mathrm{E}}} \alpha A W{ }_{\mathrm{R}}^{\alpha} \alpha \beta \mathrm{W}=\gamma \mathrm{w}$,
(ii) $S \stackrel{\star}{\vec{~}} \alpha^{\prime} A^{\prime} x \underset{R}{\vec{R}} \alpha^{\prime} \beta^{\prime} x=\gamma w^{\prime}$,
(iii) $k: w=k: w^{\prime}$,
then $(A \rightarrow \beta,|\alpha \beta|)=\left(A^{\prime} \rightarrow \beta^{\prime},\left|\alpha^{\prime} \beta^{\prime}\right|\right)$.

For any $k \geq 1$, the class of $\operatorname{LR}(k)$ languages coincides with the class of deterministic languages. A language $L$ is said to be prefix-free if $u$ and $u v$ in $L$ implies $v=\varepsilon$. The class of prefix-free deterministic languages is a proper subclass of the class of $L R(0)$ languages. Let $G=(N, \Sigma, P, S)$ be an $L R(k)$ grammar. If $S^{\prime}$ is a symbol not already in $N$ and $\perp$ is a symbol not already in $\Sigma$, then

$$
G^{\prime}=\left(N \cup\left\{S^{\prime}\right\}, \sum \cup\{\perp\}, P \cup\left\{S^{\prime} \rightarrow S \perp\right\}, S^{\prime}\right)
$$

is $\operatorname{LR}(k)$ and $L\left(G^{\prime}\right)$ is a prefix-free deteministic language (cf. Geller and Harrison [40]). The strict deterministic grammars (Harrison and Havel [59] generate exactly the prefix-free deterministic languages.

DEFINITION 8.5. A CFG $G=(N, \Sigma, P, S)$ is strict deterministic if there exists a partition $\pi$ of $V$ such that
(i) $\Sigma \in \pi$,
(ii) For any $A, A^{\prime} \in N$ and $\alpha, \beta, \beta^{\prime} \in V^{*}$, if $A \rightarrow \alpha \beta, A^{\prime} \rightarrow \alpha \beta^{\prime}$ and $A \neq A^{\prime}$ $(\bmod \pi)$, then either
(a) both $\beta, \beta^{\prime} \neq \varepsilon$ and $1: \beta \equiv 1: \beta^{\prime}(\bmod \pi)$
or
(b) $\beta=\beta^{\prime}=\varepsilon$ and $A=A^{\prime}$.

The class of strict deterministic gramars is a proper subclass of the class of LR(0) grammars. No strict deterministic grammar is left recursive. Moreover, if $A, B \in N$ and $\alpha \in V^{*}$, then $A \stackrel{+}{\Rightarrow} B \alpha$ implies $A \not \equiv B$. Any partition of $V$ which satisfies (i) and (ii) is called a strict partition.

In general a strict deterministic gramar can have more than one strict partition. The set of strict partitions of a strict deterministic gramar is a semi-lattice under the meet operation. Therefore there exists a minimal strict partition. An algorithm which is presented in Harrison and Havel [59] computes this minimal strict partition. We recall this algorithm since it can be used to check our example grammars on strict determinism.

Let $G=(N, \Sigma, P, S)$ be a CFG. Let $\alpha, B \in V^{*}$ and let $A, B \in V$ such that $A \neq B$ and we have $\alpha=\gamma A \alpha_{1}$ and $\beta=\gamma B \beta_{1}$ for some $\gamma, \alpha_{1}, \beta_{1} \epsilon V^{*}$. Then the pair ( $A, B$ ) is said to be the distinguishing pair of $\alpha$ and $\beta$.

ALGORITHM 8.1.
Input. A CFG $G=(N, \Sigma, P, S)$. The productions of $P$ are denoted in the following way

$$
P=\left\{A_{i} \rightarrow \alpha_{i}|i=1, \ldots,|P|\}\right.
$$

Qutput. If $G$ is strict deterministic, then the minimal strict partition is computed. Method. [A] will denote the (unique) block of the partition which contains A.

Step 1. Initially define $\pi=\{\{A\} \mid A \in N\} \cup\{\Sigma\}$. Set $i=0$.
Step 2. Set $i=j=\dot{j}+1$. If $i>|P|$ go to step 8.
Step 3. Set $j=j+1$. If $j>|P|$ go to step 2.
Step 4. If $A_{i} \neq A_{j}$ go to step 3. If $\alpha_{i}$ and $\alpha_{j}$ have no distinguish pair go to step 7.

Step 5. Let ( $B, C$ ) be the (unique) distinguishing pair of $\alpha_{i}, \alpha_{j}$. If $B \equiv C$ go to step 3. If $B \in \Sigma$ or $C \in \Sigma$ go to step 7.

Step 6. Replace [B] and [C] in $\pi$ by one new block [B] $\cup[C]$. Set $i=0$ and go to step 2.

Step 7. Halt. $G$ is not a strict deterministic grammar.
Step 8. Halt. $G$ is strict deterministic under $\pi$.
End of the algorithm.

There are three subclasses of the class of strict deterministic grammars which will be referred to in the forthcoming sections.

## DEFINITION 8.6.

a. (Korenjak and Hopcroft [80]) A CFG $G=(\mathbb{N}, \mathcal{Z}, \mathbb{P}, S$ ) is said to be a simple deterministic granmar if it is in $G N F$ and, for each $A \in N$, if $A \rightarrow$ ad and $A \rightarrow a \beta$ are in $P$, then $\alpha=\beta$.
b. (Pittl [131]) A CFG $G=(N, \Sigma, P, S)$ is said to be a uniform grammar if it is in GNF and there exists a strict partition $\pi$ of $V$ which satisfies: For all $A, A^{\prime} \in N$, $a \in \Sigma$ and $\alpha, \alpha^{\prime} \in \mathbb{N}^{*}$, if $A \rightarrow a \alpha$ and $A^{\prime} \rightarrow a \alpha^{\prime}$ are in $P$, then $A \equiv A^{\prime}$ (mod $\pi$ ) implies $|\alpha|=\left|\alpha^{\prime}\right|$.
c. (Harrison and Havel [61]) A CFG $G=(N, \Sigma, P, S)$ is said to be a real-time strict deterministic gramar if it is $\varepsilon-f r e e$ and it has a minimal strict partition $\pi$ such that, for all $A, A^{\prime}, B, B^{*} \in \mathbb{N}$ and $\alpha, \beta \in V^{*}$, if $A \rightarrow \alpha B$ and $A^{\prime} \rightarrow \alpha B^{\prime} \beta$ are in $P$, then $A \equiv A^{\prime}(\bmod \pi)$ implies $\beta=E$.

Any simple deterministic gramar $G=(N, \Sigma, P, S)$ is strict deterministic with respect to the parition $\pi=\{\Sigma, N\}$ and with respect to the minimal partition $\pi_{0}=\{\Sigma\} \cup\{\{A\} \mid A \in N\}$. Any simple deterministic grammar is a uniform grammar, since $\pi_{0}$ is a uniform strict partition. Clearly, any uniform gramar is a real-time strict deterministic grammar. The following relation between these classes of gramars can be shown:

The third class of grammars which we will consider is the class of LL(k) grammars.

DEFINITION 8.7. Let $k \geq 0$ and $G=(N, \Sigma, P, S)$ a CFG. Grammar $G$ is LL(k) if for each $w \in \Sigma^{\star}, A \in N$ and $\alpha, \beta, Y \in V^{\star}$, if $A \rightarrow \beta$ and $A \rightarrow \gamma$ are in $P$ and
$S \stackrel{\underset{\sim}{\boldsymbol{L}}}{\stackrel{*}{*}} \mathrm{wA} \alpha$
then $\operatorname{FIRST}_{k}(\beta \alpha) \cap \operatorname{FIRST}_{k}(\gamma \alpha) \neq \emptyset$ implies $\beta=\gamma$.

Each LL(k) grammar is an $\mathrm{LR}(\mathrm{k})$ gramar. The class of $\mathrm{LL}(\mathrm{k})$ languages is properly included in the class of deterministic languages. For each $k \geq 1$ there exists an LL(k) language which is not LL(k-l). Clearly, the classes of simple deterministic grammars and LL(1) grammars in GNF coincide (except for a possible production $S \rightarrow \varepsilon$ ).

Whenever we speak of an LL- or an LR-gramar, then we mean a grammar for which there exists a non-negative integer $k$ such that it is LL(k) or LR(k), respectively. It should be noted that instead of Definition 8.7 we could have given the following equivalent definition:

Let $k \geq 0$ and $G=(N, \Sigma, P, S)$ be a CFG. Grammar $G$ is $L L(k)$ if for each $w, x, y \in \Sigma^{*}$, $A \in N$ and $\alpha, \beta, Y \in V^{\star}$, if $A \rightarrow \beta$ and $A \rightarrow Y$ are in $P$ and
(i) $S \stackrel{\star}{\stackrel{*}{E}} w A \alpha \underset{\mathrm{~L}}{\Rightarrow} w \beta \alpha \stackrel{*}{\overrightarrow{\mathrm{~L}}} w x$

(iii) $k: x=k: y$
then $\beta=\gamma$.

This definition can easily be changed to a definition of strong LL(k) grammars.

DEFINITION 8.8. Let $k \geq 0$ and $G=(N, \Sigma, P, S)$ a GFG. Grammar $G$ is strong LL $(k)$ if for each $W_{1}, W_{2}, x, y \in \Sigma^{\star}, A \in N$ and $\alpha_{1}, \alpha_{2}, \beta, \gamma \in V^{\star}$, if $A \rightarrow \beta$ and $A \rightarrow \gamma$ are in $P$ and
(i) $S \stackrel{\star}{\vec{L}} w_{1} A \alpha_{1} \overrightarrow{\mathrm{~L}} \mathrm{w}_{1} \beta \alpha_{1} \stackrel{\star}{\overrightarrow{\mathrm{~L}}} \mathrm{w}_{1} x$
(ii) $S \stackrel{\star}{\stackrel{\star}{\mathrm{~L}}} \mathrm{w}_{2} \mathrm{~A} \alpha_{2} \stackrel{\rightharpoonup}{\mathrm{~L}} \mathrm{w}_{2} \gamma \alpha_{2} \stackrel{\star}{\stackrel{\rightharpoonup}{\mathrm{~L}}} \mathrm{w}_{2} y$
(iii) $k: x=k: y$
then $\beta=\gamma$.

It can be shown (cf. Rosenkrantz and Stearns [144]) that any LL(k) gramanar can be converted into a structurally equivalent strong LL(k) grammar (cf. Definition
1.7. c). For $k=$, the notions of $L L(k)$ and strong $L L(k)$ coincide. Each simple deterministic grarmar is LL(1) and instead of simple deterministic grammars they are also called simple LL(i) grammars. Cf. section 10.2 for a further discussion on $L(k)$ and strong LL(k) grammars.

## CHAPTER 9

## COVERS AND DETERMINISTICALLY PARSABLE GRAMMARS

### 9.1. DETERMINISTICALLY PARSABLE GRAMMARS

The well-known parsing methods for deterministic languages can be implemented by a DPDT. In Aho and Ullman [3] this has been made clear for a $k$-predictive parsing algorithm (for $L L(k)$ grammars) and for a shift-reduce parsing algorithm (e.g. for LR(k) grammars). In Harrison and Havel $[59,60]$ the same has been done for strict deterministic parsing. For other methods, although not always explicitly shown, it is mostly intuitively clear that the method can be implemented by a DPDT.

For $\operatorname{LL}(k)$ and $L R(k)$ grammars this means that the proper parse relations $\ell_{G}$ and $\bar{r}_{G}$, respectively, are obtained as the translation of a DPDT. Clearly, each of these translations can also be obtained from a simple SDTS which has the LL(k) or LR(k) grammar as underlying granmar. Lewis and Stearns [101] have investigated this type of (simple) syntax directed translations. We list the two main theorems. The terminology is of Aho and Ullman [3]. The symbol $\perp$ is used as an endmaker.

THEOREM 9.1. Let $T=(N, \Sigma, \Delta, R, S)$ be a semantically unambiguous simple SDTS with an underlying LL(k) grammar. Then $\{(x \perp, y) \mid(x, y) \in \tau(T)\}$ can be defined by a DPDT.

Proof. See Aho and Ullman [ 3 ,p.731].

It follows that any production directed parse relation $f_{G}$ of an $L L(k)$ grammar $G$ can be defined by a DPDT.

This is not the case for $\operatorname{LR}(\mathrm{k})$ grammars. We have to restrict the notion of a simple SDTS such that its translation can be defined by a DPDT. A simple SDTS $T=(N, \Sigma, \Delta, R, S)$ where each rule is of the form $A \rightarrow \alpha, \beta$ with $\beta$ in $N^{*} \Delta^{*}$, is called a simple postfix SDTS.

THEOREM 9.2. Let $T=(N, \Sigma, \Delta, R, S)$ be a semantically unambiguous simple postfix SDTS with an underlying $\operatorname{LR}(k)$ gramar. Then $\{(x \perp, y) \mid(x, y) \in \tau(T)\}$ can be defined by a DPDT.

Proof. See Aho and Ullman [ 3 , p. 733].

It follows from this theorem that the right parse relation $\bar{r}_{G}$ of an $L R(k)$ grammar $G$ can be defined by a DPDT.

There exist classes of grammars which properly include the class of $\mathrm{LL}(\mathrm{k})$ grammars and which are properly included in the class of $L R(k)$ grammars. For these classes
less severe restrictions on the simple SDTS than are necessary for $\operatorname{LR}(k)$ grammars need to be introduced. Cf. Soisalon-Soininen [155] and Rosenkrantz and Lewis [143] for such classes of gramars.

These observations motivate us to consider deterministic pushdown transducers as a model for parsers. If $f_{G}$ is a parse relation for CFG $G$, then we call DPDT $P$ a parser for $G$ and $f_{G}$ if $\tau(P)=f_{G}$. A more formal definition will be given shortly.

We require that at most one parse will be given to each sentence of $L(G)$. This condition restricts the class of deterministic pushdown transducers. This can be seen with the help of the following example.

## EXAMPLE 9.1.

Consider gratmar $G$ with productions

$$
\begin{aligned}
& \text { 1. } S \rightarrow S \\
& \text { 2. } S \rightarrow a
\end{aligned}
$$

A production directed parse relation is the set

$$
\bar{r}_{G}=\left\{\left(a, 2 l^{k}\right) \mid k \geq 0\right\}
$$

A DPDT for $G$ and $\bar{r}_{G}$ is defined by

$$
P=\left(\left\{q_{0}, q_{e}\right\},\{a\},\{s\},\{1,2\}, \delta, q_{0}, s,\left\{q_{e}\right\}\right)
$$

such that

$$
\delta\left(q_{0}, a, 3\right)=\left(q_{e}, s, 2\right)
$$

and

$$
\delta\left(q_{e}, E, s\right)=\left(q_{e}, s, 1\right)
$$

Here we have $\tau(\mathbb{P})=\left\{\left(a, 21^{k}\right) \mid k \geq 0\right\}=\bar{r}_{G}$. We do not want to consider this DPDT as a deterministic parser. End of Example 9.1.
A. DPDT will be called a parser for $G$ and $G_{G}$ if and only if it is valid for $G$ and $E_{G}$.

DEFINITION 9.1. A DPDT $P$ is valid for $C F G G$ and parse relation $f_{G}$ if
(i) $\tau(P)=\left\{(x ., y) \mid(x, y) \in f_{G}\right\}$
(ii) no moves can be made in the final states of $P$.

LEMMA 9.1. Let $P$ be a valid DPDT for GFG $G$ and parse relation $f_{G}$. If ( $w, \pi_{1}$ ) $\in f_{G}$ and $\left(w, \pi_{2}\right) \in \mathbf{f}_{G}$, then $\pi_{1}=\pi_{2}$.

Proof. Assume that pushdown transducer $P$ is a valid DPDT for CFG $G$ and parse relation $-f_{G}$. Suppose $\left(w, \pi_{1}\right)$ and $\left(w, \pi_{2}\right)$ are in $f_{G}$. Since $P$ is deterministic all the moves which are made to reäch a final state with $w$ are the same for a translation from $w \perp$ to $\pi_{1}$ and a translation from $w$ to $\pi_{2}$. Since there are no possible moves in this final state it follows that $\pi_{1}=\pi_{2}$.

Let us call a parse relation $f_{G}$ unambiguous if $\left(w, \pi_{1}\right)$ and $\left(w, \pi_{2}\right)$ in $f_{G}$ implies $\pi_{1}=\pi_{2}$.

LEMMA 9.2. If $f_{G}$ is an unambiguous parse relation of CFG $G$, then any DPDT P with $\tau(P)=\left\{(w L, \pi) \mid(w, \pi) \in f_{G}\right\}$ can be converted to a valid DPDT for $G$ and $f_{G}$.

Proof. Suppose that

$$
\left(q_{0}, w \perp, z_{0}, \varepsilon\right) \vdash^{*}\left(q_{e}, \varepsilon, \gamma, u\right)
$$

in $P=\left(Q, \Sigma, \Gamma, \delta, q_{0}, Z_{0}, F\right)$, where $q_{e} \in F$ and $q_{e}$ is the first final state which is reached after the symbols of w have been read. Hence, ( $w \perp, u$ ) $\in \tau(P)$. It is possible that $\varepsilon$-moves are made from $q_{e}$ to an other final state $q_{e}^{\prime}$. However, during these moves no output can be given. Otherwise $f_{G}$ would not be unambiguous. It follows that we can delete $\delta\left(q_{e}, E, 1: \gamma\right)$ from the definition of $\delta$. This can be done for each final state. The modified DPDT is a valid DPDT for $G$ and $f_{G}$.

Any $\operatorname{LR}(k)$ gramar $G$ is unambiguous. Therefore the parse relation $\bar{r}_{G}$ is unambiguous. Since, by Theorem 9.2, for any $L R(k)$ grammar $G$ and parse relation $\bar{r}_{G}$ there exists a DPDT P which satisfies $T(P)=\left\{(w \perp, x) \mid(w, x) \in \bar{r}_{G}\right\}$ it follows from Lemma 9.2 that $G$ and $\bar{r}_{G}$ have a valid DPDT.

Notice that any CFG $G$ which generates a deterministic language has a DPDT which is valid for $G$ and parse relation $\{(w, \varepsilon) \mid w \in L(G)\}$. If DPDT $P$ is valid for $G$ and parse relation $f_{G}$, then, necessarily, $L(G)$ is deterministic.

Now classes of gramars can be defined with respect to parse relations.

DEFINITION 9.2. A CFG G is an $\mathrm{f}_{\mathrm{G}}$-parsable grammar if there exists a DPDT which is valid for $G$ and $f_{G}$.

With this definition we can introduce, among others, left parsable grammars $\left(f_{G}=\ell_{G}\right)$, right parsable grammars $\left(f_{G}=\bar{r}_{G}\right)$, left corner parsable grammars ( $f_{G}=$ $=\ell c_{G}$ ) and left part parsable granmars ( $f_{G}=\ell_{P_{G}}$ ).

In Aho and Ullman [3] the left and right parsable gramars were introduced with the help of a simple SDTS.

Notice that if $G$ is an $f_{G}$-parsable grammar, then it is not necessarily the case that $G$ is unambiguous since we bave not required that $f_{G}$ is a proper parse relation. Therefore we can deterministically parse ambiguous grammars in the sense described in Aho, Johnson and Ullman [2]. It follows from the discussion before Definition 9.2 that each $F_{G}$-parsabie gramar generates a deterministic language.

The left parsable and the right parsable grammars are also discussed in tho and J11man [3]. There we can find the following inclusion diagram


Figure 9.1. Diagram for the left and right parsable gramars.

Clearly, any LL(k) gramar is left parsable and any $\operatorname{LR}(k)$ grammar is right parsable. The classes of LR-grammars and left parsable grammars are incomparable. Examples showing this and showing the proper inclusions in the diagram can be found in [3].

To show that, e.g. an example grammar $G$ is not left parsable one can use the argument of $[3, p .272]$. That is, try to construct a (valid) DPDT for $G$ and $\ell_{G}$. If this turns out to be impossible, then $G$ is not left parsable.

We show some results which are not in the diagram. Mostly these results are of the form: Grammar $G$ is $f_{G}$-parsable but not $h_{G}$-parsable, thus establishing incomparability of classes of grammars. Except for the first example we will confine ourselves to the presentation of some example grammars and mention their properties. This is justified by the simplicity of the examples. The properties of each gramar can be checked by using the type of argument mentioned above.

Consider the grammar G with productions

1. $\mathrm{S} \rightarrow$ 1S1
2. $S \rightarrow 1 S 2$
3. $S \rightarrow 1$

Grammar $G$ is not left parsable. Suppose there is a valid DPDT P for $G$ and $\ell_{G}$. In translating $P$ can only start with emitting output after the last symbol of a sentence $u \in L(G)$ has been read. (Formally this can be seen as follows. Consider two sentences wl and $w 2$ in $L(G)$. Translation of $w l$ with $P$ leads to a sequence of moves such that

$$
\left(q_{0}, w l \perp, z_{0}, \varepsilon\right)^{\star}\left(r, 1 \perp, \gamma, \pi_{w}\right) \stackrel{*}{\leftarrow}\left(q_{e}, \varepsilon, \gamma^{\prime}, \pi^{\prime}\right)
$$

where $q_{0}$ is the initial state, $r$ is an intermediate state and $q_{e}$ is a final state. Suppose that $\pi_{w} \neq \varepsilon$. Necessarily, $1: \pi_{w}=1$. Now consider the translation of $w 2$ with P. Here we have

$$
\left(q_{0}, w 2 \perp, z_{0}, \varepsilon\right) \vdash^{\star}\left(r, 2 \perp, \gamma, \pi_{w}\right)
$$

Since $1: \pi_{w}=1$ we can not have that a final state is reached form the configuration ( $r, 2 \perp, Y, \pi_{W}$ ). Since $P$ is deterministic there is no other way for $w 2 \perp$ to reach a final state via $\left(r, 2 \perp, \gamma, \pi_{W}\right)$. It follows that $\pi_{w}=\varepsilon$. End of the formal argument.)

To recognize a sentence of the form $1^{n} 11^{k} 2 v$ with $k+1+|v|=n$ we have to verify that $|2 \mathrm{v}| \leq \mathrm{n}$. To make this possible we should have shifted the symbols 1 on the stack. Verification can now be done by popping one symbol from the stack for this first symbol and for each following symbol until the endmarker is read. (It is left to the reader to formalize this argument.) It follows that when we have read the endmarker we do mot have available the information on the stack which is necessary to give the correct output (It is left to the reader to formalize this argument.) Therefore grammar $G$ is not left parsable.

In a similar way it can be shown that $G$ is not right parsable. Since the left corner parses coincide with the left parses and the left part parses with the right parses it follows that $G$ is not left corner parsable and not left part parsable. However, $G$ is parsable with respect to the proper parse relation

$$
\begin{aligned}
f_{G}=\left\{\left(1^{m} u, u 31^{n}\right) \mid\right. & u \in\{\varepsilon\} \cup 2\{1,2\}^{*}, m>0, n \geq 0 \\
& |u| \leq m-1 \\
& |u|+m \text { is odd } \\
& |u|+n=(m+|u|-1) / 2\}
\end{aligned}
$$

Informally, read l's and shift them onto the stack until the first 2 (if any) is encountered. Continue reading, emit for each symbol 2 (including the first 2) the symbol 2 and for each symbol 1 the symbol 1 and pop for each symbol which is read (including the first 2) one symbol from the stack. If the endmarker is read, emit the symbol 3 and pop one symbol from the stack. It remains to check whether the stack contains an even number of l's. For each pair of l's the symbol land should be emitted.

EXAMPLE 9.2.
(a) $\mathrm{G}_{0}: \mathrm{S} \rightarrow \mathrm{AE} \mid \mathrm{DBa}$
$A \rightarrow a$
$D \rightarrow a$
$\mathrm{B} \rightarrow \mathrm{bEc} \mid \mathrm{bc}$
$\mathrm{B} \rightarrow \mathrm{bBc} \mid \mathrm{bc}$

Gramar $G_{0}$ is unambiguous. $L\left(G_{0}\right)$ is a deterministic language. There does not exist a proper parse relation $f_{G}$ such that $G_{0}$ is $f_{G}$-parsable.

$$
\text { (b) } \begin{aligned}
G_{1}: & S \rightarrow 1 A|1 B| 0 \\
A & \rightarrow S 0 \\
B & \rightarrow S 1
\end{aligned}
$$

Grammar $G_{1}$ is strict deterministic. $G_{1}$ is right parsable but not left parsable, left corner parsable or left part parsable.
(c) $\mathrm{G}_{2}: \mathrm{S} \rightarrow 0 \mathrm{SO} \mid \mathrm{OS}$

$$
S \rightarrow \mathrm{BAB} \mid \mathrm{CAC}
$$

$C \rightarrow a$
$B \rightarrow a$
$A \rightarrow B A \mid a$
Gramar $G_{2}$ is left part parsable (for a proper parse relation $\ell_{P_{G}}$ ) but not left parsable, left corner parsable or right parsable.
(d) $\mathrm{G}_{3}: \mathrm{S} \rightarrow \mathrm{AH}|\mathrm{BCb}| \mathrm{DCC}$

$$
\begin{aligned}
& A \rightarrow S \\
& H \rightarrow 0 \\
& C \rightarrow B C \mid a \\
& D \rightarrow a
\end{aligned}
$$

Grammar $G_{3}$ is left corner parsable (for a proper parse relation $\ell c_{G}$ ) but not left parsable, left part parsable or right parsable.
(e) $\begin{aligned} G_{4}: \quad & S \rightarrow A 0|A l| B D D \mid C D C \\ A & \rightarrow S \\ & B \rightarrow a \\ & C \rightarrow a \\ & D \rightarrow E \mid a \\ & E \rightarrow B D\end{aligned}$

Gramar $G_{4}$ is left parsable, but not left corner parsable, left part parsable or right parsable.

Notice that for all these examples the parse relations $\ell c_{G}$ and $\ell_{P_{G}}$ are proper. The properties of the grammars are collected in Table IX.

|  | $\mathrm{G}_{0}$ | $\mathrm{G}_{1}$ | $\mathrm{G}_{2}$ | $\mathrm{G}_{3}$ | $\mathrm{G}_{4}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| left parsable | no | no | no | no | yes |
| left corner parsable | no | no | no | yes | no |
| left part parsable | no | no | yes | no | no |
| right parsable | no | yes | no | no | no |

Table IX. Parsability and proper parse relations.

### 9.2. ON THE COVERING OF DETERMINISTICALLY PARSABLE GRAMMARS.

In this section we show that the part of the grammar which is parsed by the DPDT is covered with a strict deterministic or LR(1) grammar. The part of the grammar which is parsed is defined by the parse relation. The proof of this cover result is in fact well-known. Any DPDA which satisfies a few simple conditions can be converted to a strict deterministic grammar. The generalization of this conversion to a DPDT is the 'Standard Construction' of section 1.3 .1 when applied to a DPDT. In this way we obtain a simple SDTS $T$ with an underlying grammar $G$ which has the property that each leftmost derivation (left parse) of a sentence $w \in \mathcal{L}(G)$ can be mapped on the translation of $w$ by $T$. This observation (the 'Standard Observation' of section 1.3.1) is well-known; it can be concluded from the results in Aho and Ullman [3] and it is explicitly mentioned in Brosgol [17]. This observation was related to covers in Nijholt [116] by considering parsing as a restricted way of translating. We need a few technical preliminaries before we can give the full argument.

Many of the transformations which will be used in the forthcoming sections are well-known or have been treated in the preceding sections. This means that we already know that they preserve language. Now consider two gramoars $G^{\prime}$ and $G$, and parse relations $f_{G}$, and $h_{G}$. We will mostly be in a situation where $L\left(G^{\prime}\right)=L(G), g=\langle\varphi, \psi\rangle$ is a (total) parse homomorphism and $\varphi$ is the identity homomorphism.

LEMMA 9.3. Let $G^{\prime}$ and $G$ be grammars with parse relations $f_{G}$, and $h_{G}$, respectively. Let $g=\langle\varphi, \psi\rangle$ be a parse homomorphism, $g: f_{G}, \rightarrow h_{G}$, such that $\varphi$ is the identity homomorphism. If $L\left(G^{\prime}\right)=L(G)$ and $G$ is unambiguous then $g$ is a cover homomorphism.

Heace, if we know that $G$ is unambiguous, $L\left(G^{\circ}\right)=L(G)$ and we restrict ourselves to parse homomorphisms $g=\langle\varphi, \psi\rangle$ where $\varphi$ is the identity homomorphism, then we may conclude that $G^{\prime}$ covers $G$ if $\left(w, \pi^{\prime}\right) \in f_{G^{\prime}}$ implies $\left(w, \psi\left(\pi^{\prime}\right)\right) \in h_{G}$. Now we return to our discussion on valid DPDT's. As we mentioned in section 3.3 we will no longer consider homomorphism $\varphi$.

We will convert an arbitrary valid DPDT to a valid DPDT which is more amenable for a conversion to a strict deterministic gramar.

LEMMA 9.4. Let $P$ be a valid DPDT for CFG $G$ and parse relation $f_{G}$. Then we can construct a valid DPDT $P^{\prime}$ for $G$ and $f_{G}$ which accepts with empty pushdown list in one final state.

Proof. Let $P=\left(Q, \Sigma, \Gamma, \Delta, \delta, q_{0}, Z_{0}, F\right)$ be valid for $C F G G$ and parse relation $f_{G}$. Define DPDT

$$
q^{\prime}=\left(Q \cup Q_{1} \cup\left\{q_{e}\right\}, \Sigma, \Gamma \cup\left\{z_{00}\right\}, \Delta, \delta^{\prime}, q_{0}, z_{00},\left\{q_{e}\right\}\right)
$$

where $Q_{1}=\left\{q^{q} \mid q \in F\right\}$ and where $q_{e}$ and the states $q^{*}$ in $Q_{1}$ are newly introduced states. $Z_{00}$ is a new pushdown symbol not already in $\Gamma$ and $\delta$ ' is equal to $\delta$ except for the following cases:
(i) Define $\delta^{\prime}\left(q_{0}, \varepsilon, Z_{00}\right)=\left(q_{0}, Z_{0} Z_{00}, \varepsilon\right)$
(ii) For all $q \in F$, for all corresponding $q^{\prime} \in Q_{1}$ and for all $X \in \Gamma$, define

$$
\begin{array}{ll}
\delta^{\prime}\left(q, \varepsilon, Z_{00}\right)=\left(q_{e}, \varepsilon, \varepsilon\right) \\
\delta^{\prime}(q, \varepsilon, X)=\left(q^{\prime}, \varepsilon, \varepsilon\right), & X \neq Z_{00} \\
\delta^{\prime}\left(q^{\prime}, \varepsilon, X\right)=\left(q^{\prime}, \varepsilon, \varepsilon\right), & X \neq Z_{00} \\
\delta^{\prime}\left(q^{\prime}, \varepsilon, Z_{00}\right)=\left(q_{e}, \varepsilon, \varepsilon\right)
\end{array}
$$

It can easily be verified that $P^{\text {E }}$ satisfies the desired conditions.

LEMMA 9.5. Let $P$ be a valid DPDT for CFG $G$ and parse relation $f_{G}$. Suppose that L(G) is prefix-free. Then we can construct a DPDT $P^{\prime}$ which accepts with empty pushdown list in one final state such that $\tau\left(P^{\prime}\right)=f_{G}$.

Proof. Let $P=\left(Q, \Sigma, \Gamma, \Delta, \delta, q_{0}, Z_{0},\left\{q_{e}\right\}\right)$ be valid for CFG $G$ and parse relation $f_{G}$. Due to Lemma 9.4 we may assume that $P$ accepts with empty pushdown list in one final state. $P$ defines the set $\tau(P)=\left\{(w \perp, \pi) \mid(w, \pi) \in f_{G}\right\}$. If ( $\left.w \perp, \pi\right) \in \tau(P)$, then

$$
\left(q_{0}, w \perp, z_{0}, \varepsilon\right) \stackrel{H}{*}^{*}(q, \perp, \gamma, u) \vdash\left(q^{\prime}, \varepsilon, \gamma^{\gamma}, u^{q}\right) \vdash^{*}\left(q_{e}, \varepsilon, \varepsilon, \pi\right)
$$

Since $\delta(q, \perp, 1: \gamma)$ is defined, $\delta(q, \varepsilon, 1: \gamma)$ is undefined. Otherwise $P$ would be nondeterministic. If $\delta(q, a, l i \gamma)$ is defined for $a \neq \perp$, then since $L(G)$ is prefix-free, application of this step can never lead to a final state. Therefore, for each $a \in \Sigma$, $a \neq \perp$ we can delete $\delta(q, a, l ; \gamma)$ from the definition of $\delta$. If we replace in the definition of $\delta$

$$
\delta(q, \perp, Z)=\left(q^{\prime}, \alpha, \beta\right)
$$

by

$$
\delta(q, \varepsilon, z)=\left(q^{\prime}, \alpha, \beta\right)
$$

for any $q, q^{\prime}$ in $Q, Z$ in $\Gamma, \alpha$ in $\Gamma^{\star}$ and $\beta$ in $\Delta^{\star}$, then $T(P)=F_{G}$.
For convenience we repeat the 'Standard Construction' of section 1.3.1. If it is applied to a DPDT which accepts with empty pushdown list in one final state, then a simple SDTS is obtained which has an underlying strict deterministic gramar. Only the productions of the underlying gramar are given. Each production is followed by the output which is given in the rule of the DPDT from which this production has been obtained.

## ALGORITHM 9.1.

Input. A DPDT $P=\left(Q, \Sigma, \Gamma, \Delta, \delta, q_{0}, Z_{0},\left\{q_{e}\right\}\right)$ which accepts with empty pushdown list in one final state.

Output. A strict deterministic grammar $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime}, S^{\prime}\right)$.
Method. (1) Define $N^{\prime}=\{[p A q] \mid p, q \in Q, A \in \Gamma\}$ and $S^{\prime}=\left[q_{0} Z_{0} q_{e}\right]$.
(2) $P$ is defined as follows. Let $\delta(p, a, A)=\left(r, X_{1} \ldots X_{k}, y\right)$, with $a \in \sum \cup\{\varepsilon\}$. If $k>0$, then $P^{\prime}$ contains the productions

$$
\left[p A q_{k}\right] \rightarrow a\left[r X_{1} q_{1}\right] \ldots\left[q_{k-1} X_{k} q_{k}\right] \quad\langle y\rangle
$$

for all sequences of states $q_{1}, \ldots, q_{k}$ in $Q$. If $k=0$, then $P^{\prime}$ will contain $[P A R] \rightarrow a<y>$.

It follows from Harrison and Havel [59] that $G$ ' is a strict deterministic grammar. In the sequel we assume that in a grammar obtained with this construction all useless symbols and productions are removed. This removal can be done such that strict determinism is preserved (Harrison and Havel [59]). Grammar G' simulates with leftmost derivations the moves of the DPDT, Therefore we have the following theorem.

THEOREM 9.3. Let $G$ be an $f_{G}$-parsable grammar. As sume that $L$ ( $G$ ) is prefix-free. Then there exists a strict deterministic gramar $G^{\prime}$ such that $G^{\prime}[\ell / f] G$.

Proof. If $G$ is $f_{G}$-parsable then there exists a valid DPDT $P$ for $G$ and $f_{G}$. We may assume that $P$ accepts with empty pushdown list in one final state. Moreover, since $L(G)$ is prefix-Eree we may assume that $T(P)=f_{G}$.
With the help of Algorithrn $9.1 P$ can be converted into a strict determini ${ }^{\text {ftic gramar }}$ $G^{\prime}$ with label set $\Delta_{G^{\prime}}$. Define a homomorphism $\psi: \Delta_{G}^{*}, \rightarrow \Delta_{G}^{*}$ such that each production which is obtained from a step

$$
\delta(p, a, A)=\left(r, X_{1} X_{2} \ldots X_{k}, y\right)
$$

where $a \in \sum U\{\varepsilon\}, k \geq 0$, is mapped on the string $y \in \Delta_{G}^{*}$,
Now, if $\left(w, \pi^{\prime}\right) \in \mathcal{L}_{G}$, then $\left(w, \psi\left(\pi^{\prime}\right)\right) \in \tau(P)$. Hence $\left(w, \psi\left(\pi^{\prime}\right)\right) \in f_{G}$. Moreover, due to the construction, for each $(w, \pi) \in f_{G}$ there exists a $\pi^{\prime}$ such that $\left(w, \pi^{\prime}\right) \in \ell_{G}{ }^{\prime}$ and $\psi\left(\pi^{\prime}\right)=\pi$. Notice that this is the 'Standard Observation' of section 1.3.1. We conclude that $G^{\prime}[\ell / f] G$.

It follows that each right parsable grammar (e.g. an LR(k) grammar) with a prefix-free language is left-to-right covered with a strict deterministic grammar. Any left parsable grammar (e.g. an $L L(k)$ grammar) with a prefix-free language is left covered with a strict deteministic grammar. We will deal with the prefix-free condition shortly.

First we notice that this result is not quite satisfactory from the point of view of our model of parsing. A strict deterministic or LR-parsing method yields right parses. Moreover, there exist strict deterministic grammars which are not left parsable. Therefore we try to change Theorem 9,3 so that the right parse relation of the strict deterministic grammar can be considered.

THEOREM 9.4. Let $G$ be an $f_{G}$-parsable grammar. Assume that $L$ ( $G$ ) is prefix-free. Then there exists a strict deteministic grammar $G^{\prime \prime}$ such that $G^{\prime \prime}[\vec{r} / f] G$.

Proof. Our starting point is the valid DPDT $P$ in the proof of Theorem 9.3 from which a strict deterministic gramar $G^{\prime}$ is constructed. Hence, $G^{\prime}[\ell / f] G$. We will construct a strict deterministic gramar $G^{\prime \prime}$ such that $G^{\prime \prime}$ will play the role of the intermediate grammar of Observation 4.1.

Let $P=\left(Q, \Sigma, \Gamma, \Delta, \delta, q_{0}, Z_{0},\left\{q_{e}\right\}\right)$ be the DPDT. We assume that the elements of $\delta$ are uniquely labeled by numbers from the set $H=\{1,2, \ldots, h\}$, where $h$ is the total number of three-tuples for which $\delta$ is defined. From $P$ we construct a new DPDT $P^{\prime}$, also valid for $G$ and $f_{G}$. Define

$$
\begin{gathered}
P^{!}=\left(Q, \Sigma, \Gamma \cup\left\{H_{i} \mid i \in H\right\}, \Delta, \delta^{\prime}, q_{0}, Z_{0},\left\{q_{e}\right\}\right) \\
\text { with }\left\{H_{i} \mid i \in H\right\} \cap \Gamma=\emptyset \text { and } \delta^{*} \text { is defined as follows. }
\end{gathered}
$$

(i) If in $P$, for $k>0$ and $a \in \sum \cup\{\varepsilon\}$

$$
\begin{equation*}
\text { i. } \delta(p, a, A)=\left(r, X_{1} \ldots X_{k}, y\right) \tag{1}
\end{equation*}
$$

then define in $P^{\prime}$

$$
\begin{equation*}
i^{\prime} . \delta^{\prime}(p, a, A)=\left(r, H_{i} X_{1} \ldots X_{k}, \varepsilon\right) \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
i^{\prime \prime} . \delta^{\prime}\left(r, \varepsilon, H_{i}\right)=(r, \varepsilon, y) . \tag{3}
\end{equation*}
$$

(ii) If in $P$, for $a \in \sum \cup\{\varepsilon\}$

$$
\begin{equation*}
j \cdot \delta(p, a, A)=(r, \varepsilon, z) \tag{4}
\end{equation*}
$$

then define in $P^{\prime}$

$$
\begin{equation*}
j^{\prime} . \delta^{\prime}(p, a, A)=(r, \varepsilon, z) . \tag{5}
\end{equation*}
$$

Notice that for any input string the final state of $P$ is reached with an application of a step of the form $\delta(p, a, A)=\left(q_{e}, \varepsilon, z\right)$ with $a \in \Sigma \cup\{\varepsilon\}$. Such a step remains unaltered and $P^{\prime}$ accepts with empty pushdown list in one final state and $T\left(P^{\prime}\right)=\tau(P)$. If $P^{\prime}$ is converted to a CFG then a strict deterministic grammar $G^{\prime \prime}$ is obtained. Clearly, G"[ $/ f=$. We show that also G" $\bar{r} / f] G$.

Define a partition $\pi_{t}$ of $\Delta_{G}$, as follows. Two productions of $G$ ' are in the same block of $\pi_{t}$ if and only if they are obtained from the same step $\delta(p, a, A)=\left(r, X_{1}, \ldots X_{k}, y\right)$ of $P$ (a $\in \sum \cup\{\varepsilon\}, k \geq 0$ ). Clearly all the productions in a block $B$ of $\pi_{t}$ are mapped on the same string $y \in \Delta_{G}^{*}$ by the cover homomorphism $\psi$. Therefore $\pi_{t}$ is a transitivity partition. Define $\delta_{t}: \Delta_{G^{\prime}}^{*} \rightarrow \pi_{t}^{*}$ by $\delta_{t}(i)=B$, for $i \in B$. We have the transitivity relation

$$
\tilde{\ell}_{G^{\prime}}=\left\{(w, \pi) \mid\left(w, \pi^{\prime}\right) \in \ell_{G^{\prime}} \text { and } \delta_{t}\left(\pi^{v}\right)=\pi\right\} .
$$

It remains to verify that there exists a homomorphism $\psi_{t}: \Delta_{G^{\prime \prime}}^{*} \rightarrow \pi_{t}^{*}$ such that, if $(w, \pi) \in \bar{r}_{G}$, then $\left(w, \psi_{t}(\pi)\right) \in \tilde{\ell}_{G}$, Notice that $\tilde{\ell}_{G}$, can play the role of parse relation $\quad h_{G}$ in Lemma 9.3. Therefore we do not have to verify the surjectivity of $\psi_{t}$ (the second condition of observation 4.1).

The verification can be done by induction on the length of the derivations using an argument almost similar to that of the proof of Theorem 5.4. We confine ourselves to the definition of $\psi_{t}$. We refer to the situations (i) and (ii) displayed above.
(i) Productions of the form

$$
\left[p A q_{k}\right] \rightarrow a\left[x X_{1} q_{1}\right] \ldots\left[q_{k-1} X_{k} q_{k}\right] \quad\langle y\rangle
$$

are abtained Erom (i) (for CFG G') and productions of the fom

$$
\begin{aligned}
& {\left[\mathrm{PAq}_{k}\right]+a\left[r H_{i} \mathrm{r}\right]\left[r \mathrm{X} q_{1}\right] \ldots\left[\mathrm{q}_{k-1} \mathrm{X}_{\mathrm{k}} \mathrm{q}_{k}\right]\langle\varepsilon\rangle} \\
& {\left[r H_{i} r\right]+\varepsilon \quad\langle y>}
\end{aligned}
$$

are obtained from (2) and (3) (for GFG G'). Define

$$
\psi_{t}\left(\left[\mathrm{pAq}_{k}\right] \rightarrow a\left[r \mathrm{H}_{i} r\right]\left[r X_{1} q_{1}\right] \ldots\left[q_{k-1} X_{k} q_{k}\right]\right)=\varepsilon,
$$

for any sequence of states $q_{1}, \ldots, q_{k}$, and

$$
\psi_{t}\left(\left[r H_{i} r\right] \rightarrow \varepsilon\right)=\left\{\left[\mathrm{pAq}_{k}\right] \rightarrow a\left[r X_{1} q_{1}\right] \ldots\left[q_{k-1} X_{k} q_{k}\right] \mid q_{1}, \ldots, q_{k} \in Q\right\} .
$$

(ii) A produccion

$$
\{p A r] \rightarrow 2<z\rangle
$$

is obtained from (4) for CFG G', and a production

$$
[\mathrm{pAr}] \rightarrow a \quad<z>
$$

is obtained from (5) for CFG G". Define

$$
\psi_{t}([p A I] \rightarrow a)=\{[p A r] \rightarrow a\}
$$

With this definition of $\psi_{t}: \Delta_{G^{\prime \prime}}^{*} \rightarrow \pi_{t}^{*}$ we conclude from Observation 4.1 that G"[̄/f]G.

Up to this point we have been concerned with context-free grammars with prefixfree languages. In the following theorem we show the existence of an LR(1) grammar $G^{\prime}$ which covers an $f_{G}$-parsable grammar $G$.

THEOREM 9.5. Let $G$ be an $f_{G}$-parsable grammar. Then there exists an LR(1) grammar $G^{\prime}$ such that $G^{\prime}[\ell / f] G$ and $G^{\prime}[\bar{r} / f] G$.

Proof. Let $G=(N, \Sigma, P, S)$ be an $f_{G}$-parsable gramar. Define grammar $G_{0}=\left(\mathbb{N} \cup\left\{S_{0}\right\}\right.$, $\left.\sum \cup\{\perp\}, P \cup\left\{S_{0} \rightarrow S_{\perp}\right\}, S_{0}\right\}$ where $S_{0}$ is a newly introduced nonterminal and $\perp$ is the endmarker. Production $S_{0} \rightarrow S_{L}$ will be given label $0 . L\left(G_{0}\right)$ is prefix-free. The set $h_{G_{0}}=\left\{(W L, T 0) \mid(W, \pi) \in f_{G}\right\}$ is a parse relation for $G_{0}$. Since $G$ is $f_{G}$-parsable there
exists a valid DPDT $P^{\prime}=\left(Q, \Sigma \cup\{\perp\}, \Gamma, \Delta, \delta, q_{0}, Z_{0},\left\{q_{e}\right\}\right)$ such that
$\tau\left(P^{\prime}\right)=\left\{(w \perp, \pi) \mid(w, \pi) \in f_{G}\right\}$.
Notice that $P^{\prime}$ has steps of the form $\delta(q, X, Z)=\left(q_{X}, \varepsilon, p\right)$, where $q \in Q$,
$X \in \sum \cup\{\varepsilon\} \cup\{\perp\}, Z \in \Gamma, q_{e}$ is a final state and $\rho \in \Delta^{*}$. Each of these steps may be replaced by $\delta(q, x, z)=\left(q_{e}, \varepsilon, \rho 0\right)$. In this way we obtain a DPDT $P_{0}=\left(Q, \Sigma \cup\{\perp\}, \Gamma, \Delta \cup\{0\}, \delta^{\prime}, q_{0}, Z_{0},\left\{q_{e}\right\}\right)$, where $\delta^{\prime}$ represents the modified $\delta$. Clearly, $\tau\left(P_{0}\right)=h_{G_{0}} . P_{0}$ can be converted to a strict deterministic grammar $G_{1}$ such that $G_{1}[\bar{r} / h] G_{0}$ and $G_{1}[\ell / h] G_{0}$. We modify grammar $G_{1}$ in such a way that an LR(1) grammar $G^{\prime}$ is obtained which satisfies $G^{\prime}[\bar{r} / f] G$ and $G^{\prime}[\ell / f] G$.

Gramar $G_{1}=\left(N_{1}, \Sigma \cup\{\perp\}, P_{1}, S_{1}\right)$ has productions with $\perp$ in the righthand side. These productions are of the form $A \rightarrow \perp B_{1} B_{2} \ldots B_{n}, n \geq 0$ and $A, B_{1}, B_{2}, \ldots, B_{n} \in N_{1}$. Necessarily, $B_{1} B_{2} \ldots B_{n} \stackrel{*}{\Rightarrow} \varepsilon$. Let $P_{1}$ be the subset of $P_{1}$ which contains only productions of this form. Define

$$
R=\left\{A \rightarrow B_{1} B_{2} \cdots B_{n} \mid A+\perp B_{1} B_{2} \ldots B_{n} \in P_{\perp}\right\},
$$

where each production in $R$ has the same label as the corresponding production in $P_{\perp}$. Notice that, due to the fact that $P_{0}$ is deterministic, if $A \rightarrow \perp B_{1} B_{2} \ldots B_{n}$ is in $P_{1}$, then there does not exist $A \rightarrow B_{1} B_{2} \ldots B_{n}$ in $P_{1}$. Let $R^{\prime}$ be the complement of $P_{1}$ in $P_{1}$. Define $G^{\prime}=\left(N^{\prime}, \Sigma^{\prime}, P^{\prime}, S^{\prime}\right)$, where $N^{\prime}=N_{1}, \Sigma^{\prime}=\Sigma, P^{\prime}=R \cup R^{\prime}$ and $S^{\prime}=S_{1}$. clearly, $L\left(G^{\prime}\right)=L(G)$.

Let $\psi: \Delta_{G_{1}}^{*} \rightarrow \Delta_{G_{0}}^{*}$ be the cover homomorphism for which we have $G_{1}[\bar{r} / \mathrm{h}] \mathrm{G}_{0}$ and $\mathrm{G}_{1}[\ell / \mathrm{h}] \mathrm{G}_{0}$. Define $\psi^{\prime}: \Delta_{\mathrm{G}}, \rightarrow \Delta_{\mathrm{G}}^{*}$ as follows:
For each $p \in P^{\prime}$,

$$
\begin{aligned}
& \psi^{\prime}(p)=\pi_{1} \pi_{2} \text { if } \psi(p)=\pi_{1} 0 \pi_{2}, \text { for some } \pi_{1}, \pi_{2} \in \Delta_{G}^{*}, \text { and } \\
& \psi^{\prime}(p)=\psi(p), \text { otherwise. }
\end{aligned}
$$

Now it should be clear that $G^{\prime}[\bar{r} / f] G$ and $G^{\prime}[\ell / f] G$. We prove that $G^{\prime}$ is an $\operatorname{LR}(1)$ grammar. Suppose that $G^{\prime}$ is not $\operatorname{LR}(1)$. Then there exist $\gamma, \alpha, \alpha \prime, \beta, \beta^{\prime} \in\left(N^{\prime} \cup \Sigma^{\prime}\right)^{*}$; $W^{\prime}, W^{\prime}, x \in \Sigma^{\prime *} ; A, A^{\prime} \in N^{\prime}$ such that
(1) $S^{\prime} \stackrel{*}{\overrightarrow{\mathrm{R}}} \alpha A w \underset{\mathrm{R}}{\Rightarrow \beta w}=\gamma w$,
(2) $S^{\prime} \frac{*}{\hat{R}} \alpha^{\prime} A^{\prime} x \overrightarrow{R^{\prime}} \alpha^{\prime} \beta^{\prime} x=\gamma w^{\prime}$, and
(3) $1: w=1:\left(w^{\prime}\right.$ and $(A+\beta,|\alpha \beta|) \neq\left(A^{\prime}+\beta^{\prime},\left|\alpha^{\prime} \beta^{\prime}\right|\right)$.

We prove that this assumption leads to a contradiction with $G_{1}$ being strict deterministic (and hence $L R(0)$ ). Notice that the only difference between $G$ and $G_{1}$ is the sets $R$ and $P_{\perp}$. For the derivations (1) and (2) we have corresponding derivations ( $1^{\prime}$ ) and ( $2^{\prime}$ ) in $G_{1}$. That is, if in (1) or (2) a production of $R$ is used, then the corresponding production of $P_{\perp}$ is used in ( $1^{\prime}$ ) or ( $2^{\prime}$ ). Otherwise the same
productions are used. We distinguish between two cases.
Case 1. Assume $1: w^{\prime}=\varepsilon$. Then $w=w^{r}=\varepsilon$ and $G^{\prime}$ is ambiguous. The corresponding derivations for (1) and (2) can be written as
and

$$
\left(2^{p}\right) S^{\mathrm{i}} \stackrel{\underset{R}{*} \mathrm{R}^{\mathrm{B}}}{\mathrm{i}}
$$

where

$$
\begin{aligned}
& \gamma^{\prime}=\gamma_{1} \gamma_{2} \text {, with } \gamma_{1} \gamma_{2}=\gamma \text {, if a production of } R \text { is used in (1), } \\
& \gamma^{\prime}=\gamma \text { if no production of } R \text { is used in (1), } \\
& \gamma^{\prime \prime}=\gamma_{3} \gamma_{4} \text {, with } \gamma_{3} \gamma_{4}=\gamma \text {, if a production of } R \text { is used in (2), } \\
& \gamma^{\prime \prime}=\gamma \text {, if no production of } R \text { is used in (2). }
\end{aligned}
$$

It is sufficient to consider the following three cases.
a. The case $\gamma^{\prime}=\gamma^{\prime \prime}=\gamma$ is impossible since $G_{1}$ is unambiguous.
b. Let $\gamma^{\prime}=\gamma_{1} \gamma_{2}$ and $\gamma^{\prime \prime}=\gamma=\gamma_{1} \gamma_{2}$. Notice that $\gamma_{2} \stackrel{*}{\Rightarrow} \varepsilon$. If $v \in L\left(\gamma_{1}\right)$ then both $v$ and $v \perp$ in $L\left(G_{1}\right)$. This is impossible.
c. Let $\gamma^{\prime}=\gamma_{1} \perp \gamma_{2}$ and $\gamma^{\prime \prime}=\gamma_{3} \perp \gamma_{4}$. Assume that $\gamma_{1}$ is a proper prefix of $\gamma_{3}$. The symmetric case, $\gamma_{3}$ is a proper prefix of $\gamma_{1}$, is omitted. We can write $\gamma^{\prime}=\gamma_{1} \perp \rho \gamma_{4}$ and $\gamma^{\prime \prime}=\gamma_{1} \rho \perp \gamma_{4}$. For any $w \in L\left(\gamma_{1}\right)$ we have $w \perp \in L\left(\gamma^{\prime}\right)$ and $w \perp \in L\left(\gamma^{\prime \prime}\right)$. Therefore, since $G_{1}$ is unambiguous, either $\gamma^{\prime} \stackrel{*}{\vec{R}} \gamma^{\prime \prime}$ or $\gamma^{\prime \prime} \stackrel{*}{\vec{R}} \gamma^{\prime}$. We consider the first case. The second case needs a similar argument. If $\gamma_{1}{ }^{\perp \rho \gamma_{4}} \stackrel{*}{\vec{R}} \gamma_{1} \rho \perp \gamma_{4}$, then $\gamma_{1} \stackrel{\star}{\mathrm{R}} \gamma_{1} \rho$.
 Contradiction.

There remains the situation $\gamma^{\prime}=\gamma^{\prime \prime}=\gamma_{1} \perp \gamma_{2}$. In this case it should be verified that the pairs in $G_{1}$ which correspond with the pairs $(A \rightarrow \beta,|\alpha \beta|)$ and ( $\left.A^{\prime} \rightarrow \beta^{\prime},\left|\alpha^{\prime} \beta^{\prime}\right|\right)$ of $G^{\prime}$ are also different. This can easily be done and therefore we obtain a contradiction with $G$ being $\operatorname{LR}(0)$.

Case 2. Assume $1: w \in \sum$. The derivations in $G_{1}$ corresponding to (1) and (2) are

and

$$
\left(2 a^{\prime}\right) s^{\prime} \stackrel{*}{\mathbb{R}} \alpha^{\prime} A^{\prime} x \perp \overrightarrow{R_{1}} a^{\prime} B^{\prime} x+=\gamma w^{\prime} i
$$

or

$$
\left(2 b^{\prime}\right) S^{\prime} \stackrel{\star}{\mathrm{R}} \alpha^{\prime} A^{\prime} \overrightarrow{\mathrm{R}} \alpha^{\prime} \perp=\gamma w^{\prime} \perp
$$

Since $G_{1}$ is $\operatorname{LR}(0)$ it follows that we can not have $(A \rightarrow \beta,|\alpha \beta|) \neq\left(A^{\prime} \rightarrow \beta^{\prime},\left|\alpha^{\prime} \beta^{\prime}\right|\right)$ for these derivations.

We may conclude from Case 1 and Case 2 that the assumption that $G^{\prime}$ is not $\operatorname{LR}(1)$ leads to a contradiction with $G_{1}$ being $\operatorname{LR}(0)$.

A consequence of this theorem is that any $\operatorname{LR}(k)$ grammar is right covered and left-to-right covered by an LR(1) grammar.

We conclude this section with a few observations on the relation between parsability and covers.

THEOREM 9.6. Let $h_{G}$ be a parse relation for CFG G. If $G$ is not an $h_{G}$-parsable grammar, then there does not exist an $f_{G}$,-parsable gramar $G^{\prime}$ such that $G^{\prime}[f / h] G$.

Proof. If $G^{\prime}$ is $f_{G}{ }^{\prime}$-parsable then there exists a DPDT P such that $\tau(P)=\left\{(w \perp, \pi) \mid(w, \pi) \in f_{G^{\prime}}\right\}$. Assume that $G^{\prime}[f / h] G$ under a cover homomorphism $\psi: \Delta_{G}^{*}, \rightarrow \Delta_{G}^{*}$ A DPDT $P^{\prime}$ is obtained from $P$ by changing any rule $\delta(q, X, Z)=$ $=\left(r, X_{1} \ldots X_{k}, y\right)$ from $P$ to $\delta(q, X, Z)=\left(r, X_{1} \ldots X_{k}, \psi(y)\right)$. DPDT $P^{\prime}$ is valid for $G$ and $h_{G}$. However, this is in contradiction with $G$ is not $h_{G}$-parsable. Therefore $G$ [ $\left.f / h\right] G$ is not possible.

This theorem is simple but useful. Consider e.g. the CFG $G$ with productions

$$
\begin{array}{l|l}
\mathrm{S} \rightarrow \mathrm{aAc} & \mathrm{aAd} \\
\mathrm{~A} \rightarrow \mathrm{aAb} & \mathrm{~b}
\end{array}
$$

Grammar G can be simply transformed to LL(1) gramar $G^{\prime}$ with productions

$$
\begin{aligned}
& S \rightarrow a A H \\
& A \rightarrow a A b \mid b \\
& H \rightarrow c \mid d
\end{aligned}
$$

However, since $G$ is not a left parsable gramar, it follows from Theorem 9.6 that there does not exist an $L \mathcal{L}(1)$ grammar which left covers $G$.

Suppose that we are in a situation as described in Theorem 9.6. Hence $G^{\prime}[f / h] G$ is not possible. Can we obtain the result that $G$ ' covers $G$ for these two parse relations if we use, instead of a homomorphism, a DFT to map the parses of $f_{G}$, on the parses of $h_{G}$ ? The answer is negative because of the following argument. If $G^{\prime}$ is
$\mathrm{E}_{G^{\prime}}$,-parsable then there exists a valid DPDT P for $G^{\prime}$ and $f_{G}{ }^{n}$. If $M$ is the DFT which maps the parses of $f_{G}$, on the parses of $h_{G}$, then we can combine DPDT P and DFT M to a DPDT $P^{\prime}$ which is valid for $G$ and $h_{G}$. Since grammar $G$ is not $h_{G}$-parsable, we have obtained a contradiction.

The construction of $P^{\prime}$ is defined below. Without loss of generality we may assume that DFT M has no e-moves. We assume that it is clear from the construction that $P^{\prime \prime}$ has the desired properties.

ALGORITHM 9.2.
Input. A DPDT $P=\left(Q, \Sigma, \Gamma, \Delta_{G}, \delta, q_{0}, Z_{0}, F\right)$ and a DFT $M=\left(Q_{M}, \Delta_{G}, \Delta_{G},, \delta_{M}, P_{0}, Q_{M}\right)$. Output. A DPDT $P^{*}$ such that $\tau\left(P^{\prime}\right)=\{(w \perp, M(\pi)) \mid(w \perp, \pi) \in \tau(P)\}$.
Method. Define

$$
P^{\prime}=\left(Q \times Q_{M}, \Sigma, \Gamma, \Delta_{G}, \delta^{\prime},\left(q_{0}, P_{0}\right), Z_{0}, F \times Q_{M}\right),
$$

where $\delta^{\prime}$ is defined as follows.
For each step $\delta(q, a, z)=(r, \alpha, \omega)$ in $P$, with a $\in \sum \cup\{\in\}$, define
(i) $\delta^{\prime}((q, p), a, z)=\left((r, t), \alpha, \omega^{\prime}\right)$, if $|\omega| \geq I$ and $(p, \omega, \varepsilon) f^{*}\left(t, \varepsilon, w^{\prime}\right)$ in $M$ (ii) $\delta^{\prime}((q, p), a, z)=((r, p), \alpha, \varepsilon)$ if $|\omega|=0$. This concludes the construction of $P^{\prime}$. $]$

It follows that replacing the homomorphism in the cover definition by a DFTmapping does not help in finding a left covering grammar for the example gramar $G$ displayed above.

## NORMAL FORM COVERS FOR DETERMINISTICALLY PARSABLE GRAMMARS

In the three sections of this chapter we will frequently refer to the algorithms which were introduced in the Chapters 4 and 5. The cover properties of the transformations defined by these algorithms were proved in these chapters.

To obtain similar cover properties for LL(k), strict deterministic and LR(k) grammars one has to prove that these algorithms preserve LL-ness, strict determinism and LR-ness, respectively. This is done in the forthcoming sections. Cover-tables will be constructed for these three classes of gramars.
10.1. NORMAL FORM COVERS FOR LL (k) GRAMMARS

As we did in Chapter 6 for context-free grammars, here we will construct a covertable for $L L(k)$ grammars. We start with some general results and then we will actually construct the table. This section is concluded with a short evaluation of the results from a more practical point of view.

Our first lemma is in fact Lemma 4.4, but now formulated for LL(k) grammars.

LEMMA 10.1. For any LL(k) grammar $G$ and production directed parse relation $h_{G}$ there exists an $L(k)$ grammar $G^{\prime}$ such that both $G^{\prime}[\ell / h] G$ and $G^{\prime}[\bar{r} / h] G,(k \geq 0)$.

Proof. It is sufficient to show that CFG G' of Lema 4.4 is LL(k) if granmar $G$ is. CFG G' is obtained from $G$ by inserting new nonterminal symbols in the righthand sides of the productions. For each production the inserted nonterminal symbol is unique. The argument that this does not change the $\mathrm{LL}(\mathrm{k})$ property is elementary and is therefore omitted.

We do not know whether e-productions in an $\operatorname{LL}(k)$ granmar can be eliminated in such a way that a right covering LL-gramar is obtained. It is well-known that any LL(k) language can be given an $L L(k+1)$ grammar without $\varepsilon$-productions. This change from $k$ to $k+1$ is necessary, since there exist $L L(k)$ languages which can not be generated by $\varepsilon$-free $L L(k)$ grammars. We will consider a subclass of the $L L(k)$ grammars.

DEFINITION 10.1. Let $G=(N, \Sigma, P, S)$ be a CFG which has $\varepsilon$-productions. Gramar $G$ is said to have strict $\varepsilon$-productions if, for any $A \in N, \varepsilon \in L(A)$ implies $L(A)=\{\varepsilon\}$.

We recall the definition of a representation of a righthand side of a production (Definition 4.3). If $A \rightarrow \alpha$ is a production, $L(\alpha) \neq\{\varepsilon\}$, then a representation of $\alpha$ is a factorization $\alpha=\alpha_{0} X_{1} \alpha_{1} X_{2} \ldots \alpha_{n-1} X_{n} \alpha_{n}, n>0$, which satisfies
(i) $X_{i} \in N \cup \sum$ and $L\left(X_{i}\right) \neq\{\varepsilon\}, 1 \leq i \leq n$.
(ii) $\alpha_{i} \in \mathbb{N}^{*}$ and $\varepsilon \in L\left(\alpha_{i}\right), 0 \leq i \leq n$.

LEMMA 10.2. Let $G=(N, \Sigma, P, S)$ be a GFG with strict $\varepsilon$-productions. Each righthand side $\alpha$, with $L\{(\alpha) \neq\{\varepsilon\}$, of a production $A \rightarrow \alpha$ in $p$ has exactly one representation,

Proof. Straightforward and therefore omitted.

THEOREM 10.I. Any LL(k) grammax with strict E-productions can be right covered with an $\varepsilon$-free $L L(k)$ grammar ( $k \geq 0$ ).

Proof. Since each LL(k) gramar is non-left-recursive, we can use Algorithm 4.1 to eliminate the $\varepsilon$-productions of an $L \mathcal{L}(k)$ gramar $G$. Grammar $G$ ' which is obtained by this algorithm is $\varepsilon$ - - ree and $G^{\prime}[\bar{r} / \bar{r}] G$. We show that if $G$ has strict E-productions, then $G^{\prime}$ is $\operatorname{LL}(k)$.

Assume for the sake of contradiction that $G^{\prime}$ is not $L L(k)$. Then there exists a derivation

$$
\mathrm{s}^{!} \stackrel{\pi}{\overrightarrow{\mathrm{L}}} \mathrm{wC} \omega^{\mathrm{P}}
$$

and productions $C \rightarrow \alpha^{\prime}$ and $C \rightarrow \beta^{\prime}$ in $G^{\prime}$ such that $\alpha^{\prime} \neq \beta^{\prime}$ and

$$
\operatorname{FIRST}_{k}\left(\alpha^{\prime} w^{\prime}\right) \cap \operatorname{FIRST}_{k}\left(\beta^{\prime} \omega^{*}\right) \neq \phi
$$

Hence, $|\operatorname{rhs}(C)| \geq 2$. Suppose $C$ is of the form [ $\gamma \underline{X} \alpha$ ] with $\alpha \neq E$. It follows from step (2) of the algorithm that there exist productions of the form $B \rightarrow \beta_{1}$ and $B \rightarrow \beta_{2}$ in $P$ with $\beta_{1} \neq \beta_{2}$ and $\varepsilon \in L\left(\beta_{1}\right) \cap L\left(\beta_{2}\right)$. This implies that $G$ is ambiguous which is imm possible for an LL(k) gramar. Therefore $C$ can not be of the form [ $\gamma \mathbb{K}(\alpha]$ with $\alpha \neq \varepsilon$. Similarly, $C$ can not be of the form [ $\gamma \underset{X}{X}]$ with $\gamma \neq \varepsilon$ and $X \in \Sigma$.

There remains the case that $C=[\gamma A]$ with $A \in N$ and $\gamma \in \mathbb{N}^{*}$. Therefore, we can write

$$
S^{*} \underset{\mathrm{E}}{\mathrm{E}} \mathrm{~W}[\gamma \underline{\underline{A}}] \omega^{\ell}
$$

A straightforward induction on the lengths of the derivations learns that

$$
S^{\|}{ }_{\vec{L}}^{x} w[\gamma A] \omega^{\prime \prime}
$$

implies

$$
S \stackrel{*}{\mathrm{~L}} \text { wAcu }
$$

where $\omega$ is obtained from $\omega$ ' by deleting the square brackets '[' and ']'.
We consider possible righthand sides for the nonterminal [ $\gamma \mathrm{A}$ ]. If $A \rightarrow \alpha$ and $A \rightarrow \beta$ are in $P$, with $\alpha \neq \beta, L(\alpha) \neq\{\varepsilon\}$ and $L(\beta) \neq\{\varepsilon\}$, then we have productions $[\gamma A] \rightarrow \alpha^{\prime}$ and $[\gamma \underline{A}] \rightarrow \beta^{\prime}$ in $P^{\prime}$, where $\alpha^{\prime}$ is the unique representation of $\alpha$ and $\beta^{\prime}$ is the unique representation of $\beta$. Any nonterminal symbol [ $\gamma \underline{X} \delta$ ] of $N^{\dagger}$ has the property that if $[\gamma \underline{X} \delta] \stackrel{\star}{\Rightarrow} w$ for some $w \in \Sigma^{+}$, then $\gamma X \delta \stackrel{*}{\Rightarrow} w$ in $G$, and $w$ is derived from $X$ (cf. the remarks which follow Algorithm 4.1). It imediately follows that if in $G$ ' the condition

$$
\operatorname{FIRST}_{k}\left(\alpha^{\prime} \omega^{\prime}\right) \cap \operatorname{FIRST}_{k}\left(\beta^{\prime} \omega^{\prime}\right)=\emptyset
$$

is not satisfied then we obtain a corresponding situation in $G$ with $\alpha \neq \beta$ and

$$
\operatorname{FIRST}_{k}(\alpha \omega) \cap \operatorname{FIRST}_{k}(\beta \omega) \neq \emptyset
$$

which is not possible since $G$ is $L L(k)$. It follows that $G^{\prime}$ is $L L(k)$.

When applied to an arbitrary $L L(k)$ grammar, Algorithm 4.1 does not necessarily produce an LL-grammar.

The next transformation which we want to consider is the left part transformation (Algorithm 5.3). Since any LL(k) grammar is unambiguous, we do not have to bother about single productions (cf. the remark following Algorithm 5.3).

It should be noted that the usual transformation from an $\varepsilon$-free $L L(k)$ grammar to an LL(k) gramar in GNF gives rise to a more simple proof. However, apart from including this proof for completeness sake, we will also use it in the proof of Lemma 10.4

THEOREM 10.2. For any $E-$ free $L L(k)$ grammar $G$ there exists an $L L(k)$ grammar $G^{\prime}$ in GNF such that $G^{\prime}[\ell / x] G, \ell \leq x \leq \ell p$ and $k \geq 0$.

Proof. From Theorem 5.2 we may conclude that Algorithm 5.3, when applied to an $\varepsilon$-free NLR grammar G, yields a CFG G' in GNF such that $G^{\prime}[\ell / x] G$. Since any $\varepsilon-f r e e$ LL(k) granmar is $\varepsilon$-free NLR, it remains to verify that $G^{\prime}$ is $L \mathcal{L}(k)$ when $G$ is LL(k).

Assume for the sake of contradiction that $G^{\prime}$ is not $L L(k)$. Then there exists a derivation

$$
[S] \stackrel{\star}{\mathrm{L}} w[A i \alpha] \omega
$$

and productions

$$
[\text { Aia }] \rightarrow \beta
$$

and

$$
[A i \alpha] \rightarrow \gamma
$$

with $\beta \neq \gamma$, such that

$$
\operatorname{FIRST}_{k}(\beta \omega) \cap \operatorname{FIRST}_{k}(\gamma \omega) \neq \emptyset .
$$

Let $A \rightarrow \alpha X_{0} \varphi$ be the ith production of $P$. Since $\beta \neq \gamma$, there exist chains

$$
\pi_{1}=x_{0} x_{1} \ldots x_{n-1} x_{n}
$$

and

$$
\pi_{2}=Y_{0} X_{1} \ldots Y_{m-1} Y_{m}
$$

with $X_{0}=X_{0}$, in $\mathrm{CH}\left(\mathrm{X}_{0}\right)$ and left production chains

$$
\rho_{1}=i_{0} i_{1} \ldots i_{n-1} \text { in } \operatorname{LP}\left(\pi_{1}\right)
$$

and

$$
\rho_{2}=j_{0} j_{1} \ldots j_{m-1} \text { in } \operatorname{LP}\left(\pi_{2}\right)
$$

such that $\rho_{1} \neq \rho_{2}$ and

$$
[A i \alpha] \rightarrow X_{n} \xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[X_{0} i_{0} X_{1}\right]\left[A i \alpha X_{0}\right]\right)=[A i \alpha] \rightarrow \beta
$$

and

$$
[A i \alpha] \rightarrow Y_{m} \xi\left(\left[Y_{m-1} j_{m-1} Y_{m}\right] \ldots\left[Y_{0} j_{0} Y_{1}\right]\left[A i \alpha Y_{0}\right]\right)=[A i \alpha] \rightarrow \gamma
$$

Write $\omega=\left[C_{0} k_{0} \delta_{0}\right]\left[C_{1} k_{1} \delta_{1}\right] \ldots\left[C_{\ell} k_{\ell} \delta_{\ell}\right]$.
We omit the proof of the following claim.

CLAIM 1.
If

$$
[S] \stackrel{\star}{\overrightarrow{\mathrm{L}}} ⿴[A i \alpha]\left[C_{0} k_{0} \delta_{0}\right]\left[C_{1} k_{1} \delta_{1}\right] \ldots\left[C_{\ell} k^{k_{l}} \delta_{\ell}\right]
$$

where

$$
\begin{aligned}
& \text { i. } A \rightarrow \alpha X_{0} \varphi \\
& \mathrm{k}_{0} \cdot \mathrm{C}_{0} \rightarrow \delta_{0} \varphi_{0} \\
& \mathrm{k}_{1} \cdot \mathrm{C}_{1} \rightarrow \delta_{1} \varphi_{1} \\
& \cdot \\
& \cdot \\
& \cdot \\
& \cdot \\
& \mathrm{k}_{\ell} \cdot \mathrm{c}_{\ell} \rightarrow \delta_{\ell} \varphi_{\ell}
\end{aligned}
$$

are productions in $P$, then

$$
s \stackrel{*}{\overrightarrow{\mathrm{~L}}} \mathrm{uA}_{0} \varphi_{1} \cdots \varphi_{\ell} \stackrel{i}{\overrightarrow{\mathrm{~L}}} \operatorname{uax}_{0} \varphi_{0} \varphi_{0} \ldots \varphi_{\ell} \stackrel{*}{\overrightarrow{\mathrm{~L}}} \mathrm{uvX}_{0} \varphi \varphi_{0} \cdots \varphi_{\ell}
$$

where $u v=w$.
The following claim, which is also independent of the fact that $G$ is $L L(k)$, follows from the two more general claims which are used in the proof of Theorem 5.2. Compare also the remark which follows Lemma 5.3.

CLALM 2. If i. $A \rightarrow \alpha \varphi$ in $P, \varphi \neq \varepsilon$, then

$$
[\operatorname{Ai} \alpha] \stackrel{*}{\leftrightarrows} \mathrm{w} \text { if and only if } \varphi \stackrel{\star}{\Rightarrow} \mathrm{w} .
$$

Since

$$
\begin{aligned}
& \operatorname{FIRSI}_{k}\left(X_{n} \xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[X_{0} i_{0} X_{1}\right]\left[\operatorname{Ai\alpha } X_{0}\right]\right) \omega\right) \\
& \cap \\
& \operatorname{FIRST}_{k}\left(Y_{m} \xi\left(\left[Y_{m-1} j_{m-1} Y_{m}\right] \ldots\left[Y_{0} j_{0} Y_{1}\right]\left[\operatorname{Ai\alpha } Y_{0}\right]\right) \omega\right) \\
& \neq \emptyset,
\end{aligned}
$$

there exist

$$
\begin{aligned}
& x_{1} \in L\left(X_{n} \xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[X_{0} i_{0} X_{1}\right]\left[\text { Ai } \alpha X_{0}\right]\right)\right), \\
& y_{1} \in L(\omega), \\
& x_{2} \in L\left(Y_{m} \xi\left(\left[Y_{m-1} j_{m-1} Y_{m}\right] \ldots\left[Y_{0} j_{0} Y_{1}\right]\left[A i \alpha Y_{0}\right]\right)\right), \text { and } \\
& y_{2} \in L(\omega),
\end{aligned}
$$

such that $k: x_{1} y_{1}=k: x_{2} y_{2}$.
From the two claims it follows that there exist $x_{1} \in L\left(x_{0} \varphi\right), x_{2} \in L\left(Y_{0} \varphi\right)$, $y_{1} \in \mathrm{~L}\left(\varphi_{0} \varphi_{1} \ldots \varphi_{\ell}\right)$ and $y_{2} \in \mathrm{~L}\left(\varphi_{0} \varphi_{1} \ldots \varphi_{\ell}\right)$ such that $k: x_{1} y_{1}=k: x_{2} y_{2}$. However,
since $\rho_{1} \neq \rho_{2}$ it follows that we have obtained a contradiction with $G$ being $L L(k)$. We conclude that $G^{\text { }}$ is $\operatorname{LL}(k)$.

Next we consider the possibility to obtain a right covering LL(k) grammar in GNF from an $\varepsilon$-free $\operatorname{LL}(k)$ grammar. We use Algorithm 5.4 to obtain an almost-GNF grammar which is LL( $k$ ) and Algorithm 5.5 to transform an almost-GNF LL( $k$ ) grammar to a GNF LL( $k+1$ ) grammar. However, first we have to show that any $\varepsilon$-free LL(k) grammar can be made to satisfy the input conditions of Algorithm 5.4.

Notice that if a grammar is $\mathrm{LL}(\mathrm{k})$ and we replace a production of the form $A \rightarrow \alpha a \beta, \alpha \neq \varepsilon$, by the productions $A \rightarrow \alpha H_{a} \beta$ and $H_{a} \rightarrow a$, then the newly obtained grammar is also $L L(k)$. We now have to verify that the elimination of single productions does not change the $L L(k)$ property of a grammar.

LEMMA 10.3. For any e-free LL(k) gratmar $G$ there exists an E-free $L L(k)$ grammar $G^{\prime}$ without single productions such that $G^{\prime}[\ell / \ell] G$ and $G^{\prime}[\bar{r} / \bar{r}] G(k \geq 0)$.

Proof. We can use the method for eliminating single productions which is described in the proof of Lemma 4.6. However, since any $\mathrm{LL}(\mathrm{k})$ grammar is unambiguous, we can simplify this method. Only step (i) of this method needs to be considered.

Let $G=(N, \Sigma, P, S)$ be an $\varepsilon$-free $L L(k)$ gramor. Define

$$
P_{1}=\left\{A \rightarrow \alpha\langle i\rangle \mid \text { i.A } \rightarrow \alpha \text { is in } P-P_{0}\right\}
$$

where $P_{0}$ is the subset of $P$ which contains all the single productions.
For any $A \in \mathbb{N}$, if $A \stackrel{\delta}{\Rightarrow} B \stackrel{i}{\Rightarrow} \gamma$ is a derivation in $G$ such that $\delta \neq \varepsilon$ and either $|\gamma| \geq 2$ or $\gamma \in \Sigma$, then add $A \rightarrow \gamma<\pi>$ to the set $P_{1}$. To obtain a left cover, define $\pi=\delta i$. To obtain a right cover, define $\pi=i \delta^{R}$. The desired grammar $G$ ' is now obtained by reducing the grammar ( $N, \Sigma, P_{1}, S$ ). Clearly, $G^{\prime}$ is LL( $k$ ) when grammar $G$ is LL(k).

It follows that we can use Algorithm 5.4 to obtain an almost-GNF grammar $G^{\prime}$ such that $G^{*}$ is $L h(k)$.

LEMMA 10.4. Any E-free $L(k)$ grammar $G$ can be transformed to an almost-GNF grammar $G^{\prime}$ such that $G^{\prime}[\bar{r} / \bar{r}] G$ and $G^{\prime}$ is $\operatorname{LL}(k)(k \geq 0)$.

Proof. If Algorithm 5.4 is applied to an $L L(k)$ grammar $G$ which satisfies the input conditions, then an almost-GNF grammar $G^{\prime}$ which right covers $G$ is produced. We show that $G^{\prime}$ is LL(k). The following trick is used.

If Algorithm 5.3 is applied to an $L L(k)$ grammar $G$ with $P \subseteq N \times\left(\Sigma N^{*} \cup N N^{+}\right)$, then we obtain a grawar $G_{1}$ which is $L L(k)$ and which has productions which are of the
following forms:
(i)

$$
[S] \rightarrow X_{n} \xi\left(\left[x_{n-1} i_{n-1} x_{n}\right] \ldots\left[x_{1} i_{1} X_{2}\right]\left[S_{0} x_{1}\right]\right)
$$

and

$$
\begin{equation*}
[A i \alpha] \rightarrow X_{n} \xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[X_{0} i_{0} X_{1}\right]\left[\operatorname{Ai}^{\alpha} \alpha X_{0}\right]\right) \tag{ii}
\end{equation*}
$$

Grammar G' which is obtained by using Algorithm 5.4 can be constructed from $G_{1}$ in the following way.
(a) If in (i) $\xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[S i_{0} X_{1}\right]\right)=\varepsilon$ (hence, $i_{0} . S \rightarrow X_{n}$ in $P$, then $[S] \rightarrow X_{n}$ in $P^{\prime}$. If in (i) $\xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[\sin _{0} X_{1}\right]\right) \neq \varepsilon$, then

$$
[s] \rightarrow H_{i_{n-1}} \xi\left(\left[x_{n-1} i_{n-1} X_{n}\right] \ldots\left[S i_{0} X_{1}\right]\right)
$$

and

$$
H_{i_{n-1}} \rightarrow X_{n}
$$

are in $P^{\prime}$.
(b) If in (ii) $\xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[X_{0} i_{0} X_{1}\right]\left[A i \alpha X_{0}\right]\right)=E$, then [Aia] $\rightarrow X_{n}$ is in $P^{\prime}$. If in (ii) $\xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[X_{0} i_{0} X_{1}\right]\left[\operatorname{Ai\alpha }_{0}\right]\right) \neq \varepsilon$, then

$$
[A i \alpha] \rightarrow H_{i_{n-1}} \xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[X_{0} i_{0} X_{1}\right]\left[\operatorname{Ai}_{1} \alpha X_{0}\right]\right)
$$

and

$$
H_{i_{n-1}} \rightarrow X_{n}
$$

are in $\mathrm{P}^{\prime}$.

It follows that either we have the same productions for $G_{1}$ and $G^{\prime}$ (viz. [S] $\rightarrow X_{n}$ or $[A i \alpha] \rightarrow X_{n}$ ) or we have a simple change of a production of the form $C \rightarrow c \gamma$ for $L L(k)$ grammar $G_{1}$ to productions $C \rightarrow H \gamma$ and $H \rightarrow C$. It is easily verified that a situation $\mathrm{C} \rightarrow \mathrm{H}_{1} \gamma, \mathrm{C} \rightarrow \mathrm{H}_{2} \gamma, \mathrm{H}_{1} \rightarrow \mathrm{c}$ and $\mathrm{H}_{2} \rightarrow \mathrm{c}$ can never be introduced because of our choice of nonterminal symbols $H_{i_{n-1}}$. This simple transformation on the productions of an LL(k) grammar does not change the $L L(k)$ property. This concludes the proof of Lema 10.4 .

Any almost-GNF LL-grammar can be transformed to a GNF LL-grammar which right
covers the original grammar. Algorithm 5.5 is used to show this.

LEMMA 10.5. Any almost-GNF LL(k) grammar G can be transformed to a GNF LL(k+1) grammar $G^{\prime}$ such that $G^{\prime}[\bar{r} / \bar{r}] G(k \geqslant 0)$.

Proof. When Algorithm 5.5 is applied to an almost-GNF LL(k) grammar G, then a GNF grammar $G^{\prime}$ is obtained which satisfies $G^{\prime}[\bar{r} / \bar{r}] G$. We show that $G^{\prime}$ is $L L(k+1)$.

Consider Figure 10.1 where, once more, the general idea of the transformation is displayed. In this figure the part of the transformation which changes the parse


Figure 10.1. Step 1 of Algorithm 5.5.
trees is displayed. In step 2 of the algorithm it is possible that the production

$$
A \rightarrow \mathrm{aH}_{k \ell^{\prime}} \beta[\mathrm{Ej]} \alpha
$$

of this figure is changed to a production

$$
[A P] \rightarrow a H_{k \ell} \beta[E j] \alpha
$$

for some $p \in \Delta_{G}$. Now consider a derivation

$$
S \stackrel{\star}{\underset{\sim}{*}} \mathrm{wC} C^{\prime} w^{s}
$$

in $G^{\prime}$ and two productions $C^{\prime} \rightarrow \beta^{\prime}$ and $C^{\prime} \rightarrow \gamma^{\prime}$ in $P^{\prime}$ with $\beta^{\prime} \neq \gamma^{\prime}$.
For the nonterminal symbols of $N^{\prime}$ we can distinguish the following forms:
(i) [Ap] with $A \in N$ and $p \in \Delta_{G}$
(ii) $A \quad$ with $A \in \mathbb{N}$
(iii) $H_{k l} \quad$ with $k, \ell$ in $\Delta_{G}$

Any nonterminal symbol of the form $H_{k l}$ can only be lefthand side of one produc-
tion. It follows that $A^{\prime}$ is of the form [Ap] or A. Let $N^{\prime \prime}$ be the subset of $N^{\prime}$ which contains the nonterminal symbols of the form $A$ and [Ap]. Define a homomorphism $\mathrm{f}: \mathrm{N}^{\prime{ }^{*}}+\mathrm{N}^{\star}$ by defining $\mathrm{f}(\mathrm{A})=\mathrm{A}$ and $\mathrm{f}([\mathrm{Ap}])=\mathrm{A}$.

CLAIM. Let $C \in N^{\prime \prime}$. If $S \stackrel{\star}{\vec{L}} w^{\prime} \omega^{\prime}$ in $G^{\prime}$, then $S \stackrel{\star}{\overrightarrow{\mathrm{~L}}} w C \omega$ in $G$, where $C \omega=f\left(C^{\prime} \omega^{\prime}\right)$.

Proof of the Claim. The proof can be done by a straightforward induction on the lengths of the derivations. Instead of doing the proof for startsymbol $s$, the proof should be done for an arbitrary nonterminal symbol $A^{\prime} \in \mathbb{N}^{\prime \prime}$.

Notice that in this claim $\omega^{\prime}$ is always in $N^{\prime \prime *}$. It follows from Claim 1 of the proof of Lemma 5.5 that, for any $A^{\prime} \in \mathbb{N}^{\prime \prime}$, if $A^{\prime} \stackrel{\star}{\Rightarrow} w$ in $G^{\prime}$, then $f\left(A^{\prime}\right) \stackrel{\star}{\Rightarrow} w$ in $G$.

Now suppose that $G^{\prime}$ is not $L L(k+1)$. Then we can have a situation described above with

$$
\operatorname{FIRST}_{k+1}\left(\beta^{\prime} \omega^{\prime}\right) \cap \operatorname{FIRST}_{k+1}\left(\gamma^{\prime} \omega^{\prime}\right) \neq \emptyset
$$

Now it should be verified that for all possible occurences of $\beta^{\prime}$ and $\gamma^{\prime}$ this situation gives rise to a contradiction with $G$ being $L L(k)$. We confine ourselves to the verification of the situation where

$$
C^{\prime} \rightarrow \beta^{\prime}=C \rightarrow a H_{k \ell^{\prime}} \beta_{1}[E i] \alpha_{1}
$$

and

$$
C^{\prime} \rightarrow \gamma^{\prime}=C \rightarrow a H_{\operatorname{mn}} \beta_{2}[F j] \alpha_{2} .
$$

It follows that in $G$ we have a derivation $S \stackrel{*}{\vec{L}} w C \omega$ and productions $C \rightarrow D_{1} Q_{1} \alpha_{1}$, $C \rightarrow D_{2} Q_{2} \alpha_{2}, D_{1} \rightarrow a, D_{2} \rightarrow a, Q_{1} \rightarrow D_{3} \beta_{1} E_{,} Q_{2} \rightarrow D_{4} \beta_{2} F, D_{3} \rightarrow b$ and $D_{4} \rightarrow c$. This situation is illustrated in Figure 10.2 .


Figure 10.2. Productions of grammar G.

Due to our assumption we have strings

$$
\begin{aligned}
& x_{1} \in L\left(a b \beta_{1}[E i] \alpha_{1}\right) \\
& y_{1} \in L\left(\omega^{p}\right) \\
& x_{2} \in L\left(a c \beta_{2}[F j] \alpha_{2}\right) \\
& y_{2} \in L\left(\omega^{p}\right)
\end{aligned}
$$

such that $k+:: x_{1} y_{1}=k+1: x_{2} y_{2}$.
It follows that in $G$ we can not distinguish the productions $C \rightarrow D_{1} Q_{1} \alpha_{1}$ and $\mathrm{C} \rightarrow \mathrm{D}_{2} \mathrm{Q}_{2} \alpha_{2}$. Therefore, $\mathrm{C} \rightarrow \mathrm{D}_{1} \mathrm{Q}_{1} \alpha_{1}=\mathrm{C} \rightarrow \mathrm{D}_{2} \mathrm{Q}_{2} \alpha_{2}$. This implies that in $G$ we have a derivation

$$
S \stackrel{*}{\stackrel{*}{\mathrm{~L}}} \mathrm{waQ}_{0}
$$

with $Q=Q_{1}=Q_{2}$ and $\omega_{0}=\alpha_{1} \omega=\alpha_{2} \omega$. Moreover, we have productions $Q \rightarrow D_{3} \beta_{1} E$ and $Q \rightarrow D_{4} \beta_{2} F$. Since $k+1: x_{1} y_{1}=k+1: x_{2} y_{2}$ we have that

Since $G$ is $L(k)$ we must conclude that $D_{3} \beta_{1} E=D_{4} \beta_{2} F$. But this implies that $\beta^{\prime}=\gamma^{\prime}$, contradicting $\beta^{\prime} \neq \gamma^{\prime}$.

The verification of the other possibilities for $\beta^{\prime}$ and $\gamma^{\prime}$ can be done along similar lines. It follows that $G^{+}$is $L L(k+1)$.

From Lemma 10.4 and Lemma 10.5 we obtain the following corollary.

COROLIARY 10.1. Any $\varepsilon$-free $L L(k)$ grammar $G$ can be transformed to an $L L(k+1)$ grammar $G^{\prime}$ in $G N F$ such that $G^{\prime}[\bar{r} / \bar{r}] G(k \geq 0)$.

THEOREM 10.3. Any LL(k) gramar G with strict E-productions can be transformed to an $L L(k+1)$ grammar $G^{\prime}$ in GNF such that $G^{\prime}[\bar{r} / \vec{r}] G(k \geq 0)$.

Proof. Combine Theorem 10.1 and Corollary 10.1.

Notice that for any LL(k) grammar $G$ with strict $\varepsilon$-productions we can find an LL(k) grammar $G^{\prime}$ such that $G^{\prime}[\bar{r} / \mathrm{x}] \mathrm{G}$, with $\ell \leq \mathrm{x} \leq \overline{\mathrm{r}}$ (Lemma 10.1). Grammar $\mathrm{G}^{\prime}$ has also strict $\varepsilon$-productions and we can use Theorem 10.3 to obtain the following corollary.

COROLLARY 10.2. Any LL(k) grammar $G$ with strict $\varepsilon$-productions can be transformed to an $\mathrm{LL}(\mathrm{k}+1)$ gramar $\mathrm{G}^{\text { }}$ in GNF such that $\mathrm{G}^{\prime}[\overline{\mathrm{r}} / \mathrm{X}] \mathrm{G}$, with $\ell \leq \mathrm{x} \leq \overline{\mathrm{r}}$ and $\mathrm{k} \geq 0$.

Note. There remain two problems which have not been investigated. Firstly, can we eliminate E-productions from an arbitrary $L L(k)$ grammar in such a way that a right: covering LL $(k+1)$ grammar is obtained? Secondly, can the transformation from almost GNF LL(k) to GNF LL $(k+1)$ be done in such a way that the right covering grammar is LL(k) instead of $L L(k+1)$ ?

We now show negative cover results for $\operatorname{LL}(k)$ grammars. In Chapter 6 we presented a grammar $G_{0}$ with productions

$$
\begin{array}{l|l}
\mathrm{S} \rightarrow \text { OSL } & \mathrm{IRL} \\
\mathrm{R} \rightarrow \mathrm{IRL} & 2 \\
\mathrm{~L} \rightarrow \varepsilon &
\end{array}
$$

Grammar $G_{0}$ has the property that there does not exist an $\varepsilon$-free CFG $G^{\prime}$ by which it is left covered. Since grammar $G_{0}$ is $L L(1)$ we have the following corollary.

COROLIARY 10.3. Not every LL( $k$ ) gramar ( $k \geq 1$ ) can be left covered with an e-free grammar.

Consider the grammar $\mathrm{G}_{\mathrm{N}}$ with productions

| $\mathrm{S} \rightarrow \mathrm{OH}_{00} \mathrm{~S}$ | $\mathrm{H}_{00} \rightarrow 0$ |
| :--- | :--- |
| $\mathrm{~S} \rightarrow \mathrm{OH}_{01} \mathrm{R}$ | $\mathrm{H}_{01} \rightarrow 1$ |
| $\mathrm{~S} \rightarrow 1 \mathrm{H}_{11} \mathrm{R}$ | $\mathrm{H}_{11} \rightarrow 1$ |
| $\mathrm{~S} \rightarrow 1 \mathrm{H}_{12}$ | $\mathrm{H}_{12} \rightarrow 2$ |
| $\mathrm{R} \rightarrow 1 \mathrm{Q}_{11} \mathrm{R}$ | $\mathrm{Q}_{11} \rightarrow 1$ |
| $\mathrm{R} \rightarrow 1 \mathrm{Q}_{12}$ | $\mathrm{Q}_{12} \rightarrow 2$ |
| $\mathrm{R} \rightarrow 2$ |  |

This grammar was introduced in Chapter 6. Grammar $G_{N}$ satisfies $G_{N}[\bar{r} / \ell] G_{0}$. Notice that $G_{N}$ is LL(2) and, moreover, $G_{N}$ is in GNF. From the transitivity of the cover relation we obtain the following corollary.

COROLLARY 10.4. Not every LL(k) grammar ( $k \geq 2$ ) in GNF can be left-to-right covered with an $\varepsilon$-free CFG.

Now we are sufficiently prepared to construct the cover-table for $\mathrm{LL}(\mathrm{k})$ grammars.

| $\mathrm{G}^{+}$ | COVER | ARB LL | $\underset{\varepsilon-L L}{\text { STRICT }}$ | $\begin{aligned} & \text { E-FREE } \\ & L L \end{aligned}$ | $\begin{aligned} & \text { GNF } \\ & \text { LL } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { ARB } \\ & L L \end{aligned}$ | $\begin{aligned} & \ell / \ell \\ & \ell / \bar{r} \\ & \bar{r} / \ell \\ & \bar{r} / \bar{r} \end{aligned}$ | 1. yes <br> 2. yes <br> 3. yes <br> 4. yes | 5. yes <br> 6. yes <br> 7. yes <br> 8. yes | 9. yes <br> 10. yes <br> 11. yes <br> 12. yes | 13. yes <br> 14. yes <br> 15. yes <br> 16. yes |
| $\varepsilon$-FREE LL | $\begin{aligned} & \ell / \ell \\ & \ell / \overline{\mathrm{r}} \\ & \overline{\mathrm{r}} / \ell \\ & \overline{\mathrm{r}} / \overline{\mathrm{r}} \end{aligned}$ | 17. no <br> 18. no <br> 19.? <br> 20. ? | 21. no <br> 22. no <br> 23. yes <br> 24. yes | 25. yes <br> 26. no <br> 27. yes <br> 28. yes | 29. yes <br> 30. no <br> 31. yes <br> 32. yes |
| LL | $\begin{aligned} & \ell / \ell \\ & \ell / \bar{r} \\ & \bar{r} / \ell \\ & \vec{r} / \bar{r} \end{aligned}$ | 33. no <br> 34. по <br> 35. ? <br> 36. ? | 37. no <br> 38. no <br> 39. yes <br> 40. yes | 41. yes <br> 42. no <br> 43. yes <br> 44. yes | 45. yes <br> 46. no <br> 47. yes <br> 48. yes |

Table X. Cover-table for LL-gramars.

In Table $X$ we have collected the cover results. The entries in this table are numbered from 1. to 48. The column with name STRICT E-LL indicates the LL(k) gramars with strict $\varepsilon$-productions. In the table it is not displayed that in some cases the necessary look-ahead may change from $k$ to $k+1$. The answers in this table can be found in the following way.

## Construction of the cover table

(10.1.1) Trivially yes are the entries $1 ., 4 ., 5 ., 8 ., 9 ., 12 ., 13 ., 16 ., 25 ., 28 .$, 29., 32., 45. and 48. Because of Lemma 10.1 we may conclude that the entries 2., 3., 6., 7., 10., 11., 14. and 15. are yes.
(10.1.2) From Corollary 10.2 it follows that the entries 40., 39., 24., 23., 44., 43., 27., 47. and 31. are yes.
(10.1.3) Due to Theorem 10.2 we have that entry 41 . is yes.
(10.1.4) From Corollary 10.3 it follows that entry 17 . is no. Since grammar $G_{0}$ has strict $\varepsilon$-productions we have also that entry 21 . is no. Therefore, entries 33. and 37. are no. From Corollary 10.4 we may conclude that entry 30 . is no. Therefore, the entries $26 ., 22$, 18., 46., 42., 38. and 34. are no.
(10.1.5) The entries 19., 20., 35. and 36. are open. Cf. the note which follows Corollary. 10.2.

This concludes the construction of the cover-table. It should be observed that all the no-entries in this table are no because of a more general negative cover result. That is, we do no obtain positive results if we relax the condition that the covering grammar should be an LL-grammar.

Let us consider transformations which deal with $L L(k)$ grammars from a more practical point of view. If we have a CFG which should be made suitable for a top-down parsing method (for example as the first phase in a compiler writing system), then there exist transformations which can be applied and which sometimes, depending on the starting grammar, yield an $L L(k)$ grammar. Some of these transformations can be found in Stearns [158] and in Appendix A of Lewis, Rosenkrantz and Stearns [100]. As remarked in Stearns:
"Although these transformations are not guaranteed to make grammars $L L(1)$ they seem to work out when applied to real programming languages".

The two most well-known transformations which can be used to obtain an LL(k) grammar are the elimination of left recursion and left factorisation. The elimination of left recursion (cf. Table VII) can yield a right covering and a left-to-right covering grammar. Now consider left factorisation. If a grammar is not left factored (Definition 1.10), then there exist productions of the form i.A $\rightarrow \alpha \beta$ and j.A $\rightarrow \alpha \gamma$ with $\alpha \neq \varepsilon$ and $\beta \neq \gamma$. A straightforward process of left factorisation consists of replacing these productions by the productions $A \rightarrow \alpha H<\varepsilon>$ and $H \rightarrow \beta \mid \gamma\langle i, j>$, where $H$ is a newly introduced nonterminal symbol. This can be repeated for all such pairs $A \rightarrow \alpha \beta \mid \alpha \gamma$ until the grammar is left factored. In this way a right covering grammar is obtained. However, in our model of parsing we prefer a left-to-right covering grammar. If the newly obtained gramar is $L L(k)$, then the LL-parsing method can yield a left parse and this parse can be mapped on the right parse of the original grammar. In Chapter 12 a process of left factoring will be introduced which yields a left-to-right cover.

Now, if we consider the results of this section then we see that for each $\varepsilon$-free LL-grammar $G$ we can obtain a GNF LL-grammar $G$ ' such that $G^{\prime}[\vec{r} / \vec{r}] \mathbf{G}$.

One might think that this result, like other right cover results, is not useful for practical applications. Gramar G' is constructed to be parsed top-down and in
our model. of parsing top-down parsing is assumed to yield left parses. Therefore one might expect results of the form $G^{1}[\ell / \bar{r}] G$. However, it follows from Theorem 9.I that any production directed parse relation of an LL-grammar G' can be defined by a DPDT. Therefore right parses can be obtained fram parsing (in a top-down manner) LL-gramars. The intuitive idea is as follows (cf. Aho and Uliman [3] for the whole story).

If $A$ is a nonterminal symbol at the top of the stack then it should be replaced by a righthand side $\alpha$ of a production i. $A \rightarrow \alpha$ and $i$ should be emitted as the next symbol in the left parse. This righthand side is uniquely determined by the lookahead which is allowed. Now we can obtain a right parse if $A$ is replaced by $\alpha$ (the top of the stack is assumed to be on the left) and i is emitted in a DPDT-step of the form $\delta(q, \varepsilon, i)=(r, \varepsilon, i)$.

It should be observed that if we 'translate' this way of parsing to the grammatical model in the case of GNF LL-gramars, then it would have been sufficient to have a grammar $G^{\prime}$ which has productions of the form $A \rightarrow a \alpha H<\varepsilon>$ and $H \rightarrow \varepsilon<\pi>$ instead of $A \rightarrow a \alpha\langle\pi\rangle$, to make this type of parsing possible. That is we could have transformed the original grammar $G$ to a less restricted normal form than $G N F$ and still have the same practical result.

Now we turn to the last topic of this section, the relation between $\mathrm{LL}(\mathrm{k})$ and strong LL(k) grammars. As mentioned in section 8.2 it has been shown in Rosenkrantz and Stearns [144] that each $L L(k)$ grammar can be converted into a structurally equivalent strong LL(k) grammar.

The property $G_{1} \cong G_{2}\left(G_{1}\right.$ is structurally equivalent with $G_{2}$ ) does not necessarily imply that $G_{1}$ covers $G_{2}$. Consider the following counter-example:

$$
\begin{array}{rl}
G_{1}: S_{1} \rightarrow a B & G_{2}: S_{2} \rightarrow a B|a C| a b \\
B \rightarrow a B & B \rightarrow a B|a C| a D \\
B \rightarrow b \mid c & C \rightarrow b \\
& D \rightarrow c
\end{array}
$$

In this case we have that both $G_{1}$ and $G_{2}$ are Li-grammars and $G_{1} \cong G_{2}$. However, we do not have $G_{1}[\ell / \ell] G_{2}$ or $G_{1}[\bar{r} / \bar{r}] G_{2}$.

The conversion from an $L L(k)$ grammar to a strong $L I(k)$ gramar as described in Rosenkrantz and Stearns is such that a left and a right cover is obtained.

THEOREM 10.4. Any LLi(k) grammar $G$ can be transformed to a strong $L L(k)$ grammar $G^{\prime}$ such that $G^{\prime}[\ell / \ell] G$ and $G^{\prime}[\bar{r} / \bar{r}] G(k \geq 0)$.

Proof. We use the following notation. Let $L$ be a set of strings. Use the notation

$$
k: L=\{x \mid k: w=x \text { for some } w \in L\}
$$

and

$$
2^{k: L}
$$

for the set of all subsets of $k$ : $L$
Let $G=(N, E, P, S)$ be an $L L(k)$ granmar. Define

$$
\begin{aligned}
& \Sigma^{\prime \prime}=\Sigma \times 2^{k: \Sigma^{*}}, \\
& N^{\prime \prime}=N \times 2^{k: \Sigma^{\star}}, \\
& S^{\prime \prime}=(S,\{\varepsilon\}) \\
& P^{\prime \prime}=P \times 2^{k: \Sigma^{*}}
\end{aligned}
$$

The pair ( $p, R$ ) represents the production

$$
(A, R) \rightarrow\left(X_{n}, R_{n}\right) \ldots\left(X_{1}, R_{1}\right)
$$

where $A \rightarrow X_{n} \ldots X_{1}$ is the production $p$ and $R_{i+1}$ satisfies the condition

$$
R_{i+1}=k:\left(L\left(X_{i} \ldots X_{1}\right) R\right)
$$

for all $n>i \geq 1$. Define $R_{1}=R$ and if $p=A \rightarrow \varepsilon$ then $(A, R) \rightarrow \varepsilon$. Reduce grammar $G^{\prime \prime}=\left(N^{\prime \prime}, \Sigma^{\prime \prime}, P^{\prime \prime}, S^{\prime \prime}\right)$ and replace each occurrence of a terminal (a, $R$ ) by terminal symbol a. In this way we obtain grammar $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime}, S^{\prime}\right)$.

Given a leftmost (rightmost) derivation in $G^{\prime}$ a corresponding leftmost (rightmost) derivation in $G$ is obtained by replacing each nonterminal ( $A, R$ ) by A. Instead of applying production $p$ to an instance of $A$ one can apply ( $p, R$ ) to the corresponding ( $A, R$ ) in order to obtain a leftmost (rightmost) derivation of $G^{\prime \prime}$ from a leftmost (rightmost) derivation of G. A corresponding derivation in $G^{\prime}$ is immediate.

The cover homomorphism $\psi: \Delta_{G}^{*}, \rightarrow \Delta_{G}^{*}$ is defined by $\psi((P, R)$ ) $=p$, for each (modified) production ( $p, R$ ) of $P^{\prime}$. Hence, $G^{\prime}[\ell / \ell] G$ and $G^{\prime}[\bar{r} / \bar{r}] G$. In [144] it is shown that $G^{\prime}$ is strong $L L(k)$. This concludes the proof.

### 10.2. NORMAL FORM COVERS FOR STRICT DETERMINISTIC GRAMMARS

This section is concerned with the construction of cover-table for strict
deterministic grammars.
Just like the $\mathrm{LL}(\mathrm{k})$ grammars, the strict deterministic grammars are non-leftrecursive. Therefore, the construction of the table does not differ very much from the construction of the LL cover-table in section 10.1 .

For strict deterministic grammars we have the following version of Lemma 4.4.

LEMMA 10.6. For any strict deterministic grammar $G$ there exists a strict deterministic grammar $G^{\text { }}$ such that $G^{\prime}[\ell / \bar{r}] G$.

Proof. This is a direct consequence of Theorem 9.3. However, it is more simple to construct gramar $G^{\prime}$ in the following way. Suppose that gramar $G$ is strict deterministic with partition $\pi$. Define $G^{\prime}$ by introducing productions $A \rightarrow \alpha H_{i}\langle\varepsilon\rangle$ and $H_{i} \rightarrow E<i>$ for each production $i . A \rightarrow \alpha$ in $P$. Symbol $H_{i}$ is a newly introduced nonterminal symbol. Clearly, $G^{\prime}[\ell / \bar{r}] G$.

Notice that for any pair of productions $A \rightarrow \alpha$ and $A^{\prime} \rightarrow \alpha \beta$ of $G$ with $A \equiv A^{\prime}$ (mod $\pi$ ), we have $\beta=\epsilon$ and $A=A^{\prime}$. Therefore, the new nonterminal symbols do not interfere with the original nonterminal symbols. Thus, we can define a strict partition $\pi^{\prime}$ for $G^{\prime}$ by $\pi^{\prime}=\pi u\left\{\left\{H_{i}\right\}|1 \leq i \leq|P|\}\right.$.

Notice that we can slightly generalize this result. If strict deterministic gramar $G$ is $h_{G}$-parsable, then it follows from Theorem 9.3 that there exists a strict deterministic grammar $G^{\prime}$ such that $G^{\prime}[\ell / h] G$. Moreover,from Theorem 9.4 it follows that there exists a strict deterministic gramar G' such that $G^{\prime}[\bar{r} / h] G$.

Since not every strict deterministic grarmar $G$ is left parsable, we can not have the general result $G^{\ell}[\bar{r} / \ell] G$, where $G^{\prime}$ is strict deterministic.

We want to show that e-productions in a strict deterministic gremmar can be eliminated in such a way that a right covering strict deterministic gramar is obtained. Before doing so we need a few preliminaries on strict deterministic grammars.

It is clear that the set of productions of a strict deterministic grammar is prefix-free. That is, if $A \rightarrow \alpha$ and $A \rightarrow \alpha \beta$ are in $P$, then $\beta=\varepsilon$. Clearly, this property holds for all nonterminals in a block of the strict partition. That is, if $A \rightarrow \alpha$ and $A^{\prime} \rightarrow \alpha \beta$, then $A \neq A^{\prime}(\bmod \pi)$ implies $\beta=\varepsilon$.

LEMMA 10.7. Let $G=(N, \Sigma, P, S)$ be a CFG with strict partition $\pi$. For any $A, A^{\prime} \in N$, if $A \equiv A^{\prime}(\bmod \pi)$, then $L(A) \cup L\left(A^{\prime}\right)$ is prefix-free and, if moreover $A \neq A^{\prime}$, $L(A) \cap L\left(A^{\prime}\right)=\emptyset$.

Proof. Do the proof of Theorem 2.2 from Harrison and Havel [59] for $A$ and $A^{\prime \prime}$ instead of for $S$. This gives the result $L(A) \cup L\left(A^{\prime}\right)$ is prefix-free. The property
$L(A) \cap L\left(A^{\prime}\right)=\emptyset$ can be proved by a simple induction on the lengths of the derivations starting from $A$ and $A^{\prime}$.

LEMA 10.8. A strict deterministic gramar can only have strict e-productions.

Proof. It follows from Lemma 10.7 that for any nonterminal $A$ the set $L(A)$ is prefixfree. Thus, if $\varepsilon \in L(A)$, then $L(A)=\{\varepsilon\}$.

It follows directly from Lema 10.2 that each righthand side $\alpha, L(\alpha) \neq\{\varepsilon\}$, of a production $A \rightarrow \alpha$ of a strict determinisitic grammar, has exactly one representation.

LEMMA 10.9. Let $G=(N, \Sigma, P, S)$ be a CFG with strict partition $\pi$. Let $A \rightarrow \alpha$ and $A^{\prime} \rightarrow \beta$ be productions in $P$ with $L(\alpha) \neq \varepsilon, L(\beta) \neq \varepsilon$ and $A \approx A^{\prime}(\bmod \pi)$. If $\alpha_{0} X_{1} \ldots X_{i-1} \alpha_{i-1} X_{i} \ldots X_{n} \alpha_{n}$ and $\alpha_{0} X_{1} \ldots X_{i-1} \beta_{i-1} Y_{i} \ldots Y_{m} \beta_{m}$ are representations of $\alpha$ and $\beta$, respectively, then $\alpha_{i-1}=\beta_{i-1}$.

Proof. We have that $i \geq 1$, $i \leq n$ and $i \leq m$. Consider the case $i<n$ and $i<m$. If $\alpha_{i-1} \neq \beta_{i-1}$, then there are two possibilities.
(i) $\alpha_{i-1}$ is a prefix of $\beta_{i-1}$ (or the symmetric case, which we omit). Hence, $\beta_{i-1}=\alpha_{i-1} \rho$ and we have $1: \rho \equiv X_{i}(\bmod \pi)$. However, $\varepsilon \in L(1: \rho)$ and $L\left(X_{i}\right) \neq\{\varepsilon\}$. Therefore, $L(1: \rho) \cup L\left(X_{i}\right)$ is not prefix-free which contradicts Lema 10.7.
(ii) $\alpha_{i-1}$ can be written as $\rho Q_{1} \delta_{1}$ and $\beta_{i-1}$ as $\rho Q_{2} \delta_{2}$, with $Q_{1} \neq Q_{2}$. Since $\varepsilon \in L\left(Q_{1}\right)$, $\varepsilon \in \cdot L_{1}\left(Q_{2}\right)$ and $Q_{1} \equiv Q_{2}(\bmod \pi)$ we have again a contradiction with Lemma 10.7., We conclude that in this case $\alpha_{i-1}=\beta_{i-1}$.
Now consider the case $i=n$ and $i<m$ (or the symmetric case, which we omit).
Then we have $\alpha=\alpha_{0} X_{1} \ldots \alpha_{n-1} X_{n} \alpha_{n}$ and $\beta=\alpha_{0} X_{1} \ldots \alpha_{n-1} X_{n} \beta_{n} Y_{n+1} \ldots Y_{m} \beta_{m}$. Since $L(\alpha) \cup L(\beta)$ should be a prefix-free set, we can conclude that $Y_{n+1} \ldots Y_{m} \beta_{m}=\varepsilon$. Assume $\alpha_{n} \neq \beta_{n}$. If $\alpha_{n}$ is a prefix of $\beta_{n}$ (or the symmetric case), then we obtain an immediate contradiction with the definition of a strict deterministic grammar. With a similar argument as used above we can conclude that a situation $\alpha_{n}=\rho Q_{1} \delta_{1}$ and $\beta_{n}=\rho Q_{2} \delta_{2}$ with $Q_{1} \neq Q_{2}$ can not occur. It follows that $\alpha_{n}=\beta_{n}$. This concludes the proof of Lemma 10.9.

We can now show that e-productions can be eliminated in such a way that strict determinism is preserved.

THEOREM 10.5. Any strict deterministic grammar can be right covered with an efree strict deterministic grammar.

Proof. Since any stríct deterministic gramar is non-left-recursive, we can use

Algorithm 4.1 to eliminate the $\varepsilon$-productions from a strict deterministic gramar G. Gramar $G^{\prime}$ which is obtained by this algorithm is $\varepsilon$-free and $G^{\prime}[\bar{r} / \bar{r}] G$. Unfortunately, we do not necessarily have that $G^{\prime}$ is strict deterministic. We will modify the input gramar $G$ such that $G$ ' will be strict deterministic.

Let $G=(N, \Sigma, P, S)$ be a CFG with strict partition $\pi$. Let $j . A \rightarrow \alpha$ be a production in $P$ with $L(\alpha) \neq\{\varepsilon\}$. If $\alpha_{0} X_{1} \alpha_{1} X_{2} \ldots X_{n} \alpha_{n}$ is a representation of $\alpha$, then replace this rule by

$$
A \rightarrow H_{\alpha 0 X 1} H_{\alpha 1} X_{2} \cdot \cdot X_{n} H_{\alpha n}<j>
$$

where each

$$
H_{\alpha i}, \quad 0 \leq i \leq n
$$

is a newly introduced nonterminal symbol, and introduce the productions

$$
H_{\alpha i}+\varepsilon \quad<\pi_{i}>, \quad 0 \leq i \leq n
$$

if

$$
\alpha_{i} \xrightarrow[R]{\stackrel{\pi_{i}^{R}}{\Rightarrow}} \varepsilon .
$$

If $\alpha_{i}=\varepsilon$, then define $\pi_{i}=\varepsilon$. This can be done for each production $A \rightarrow \alpha$ in $P$. Clearly, the newly obtained grammar $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime}, S\right)$ right covers the original grammar.

Notice, that if for some $\alpha$ and $\beta$ the productions $H_{\alpha} \rightarrow \varepsilon<\pi_{1}>$ and $H_{\beta} \rightarrow \varepsilon<\pi_{2}>$ are introduced and $\alpha=\beta$, then $\pi_{1}=\pi_{2}$.

Let $H$ be the set of all newly introduced nonterminal symbois. The new grammar is strict deterministic under a partition $\pi^{\text {' }}$ which is defined by the following conditions:
(i) $\quad \Sigma \in \pi^{\prime}$
(ii) For any $A_{s} A^{\prime}$ in $N$ such that $A \equiv A^{\prime}(\bmod \pi)$ we have $A \equiv A^{\prime}\left(\bmod \pi^{\circ}\right)$.
(iii) For each newly introduced nonterminal symbol $H_{\alpha i}$ we have that $\left\{H_{\alpha i}\right\}$ is a block of the partition $\pi^{\prime}$.

We verify that $\pi^{\prime}$ is a strict partition. Consider two productions

$$
A \rightarrow \alpha, \beta
$$

and

$$
A^{\circ} \rightarrow \alpha \beta^{\prime}
$$

in $P^{\prime}$, with $A \equiv A^{\prime}\left(\bmod \pi^{\prime}\right)$. If both $A$ and $A^{\prime}$ are newly introduced nonterminal symbols, then $\beta=\beta^{\prime}=\varepsilon, \alpha=\varepsilon$ and $A=A^{\prime}$, as is required. Now consider the case that both $A$ and $A^{\prime}$ are in $N$. We distinguish two subcases.
(i) Write $\alpha=H_{\alpha 0} X_{1} H_{\alpha i}, \beta=X_{i+1} \ldots X_{n} H_{\alpha n}$ and $\beta^{\prime}=Y_{i+1} \ldots Y_{m} H_{\beta m}$. By considering the corresponding productions in $P$, it imediately follows that either $\beta$ and $\beta^{\prime}$ are not empty and $X_{i+1} \equiv Y_{i+1}\left(\bmod \pi^{\prime}\right)$ or $\beta=\beta^{\prime}=\varepsilon$ and $A=A^{\prime}$.
(ii) Write $\alpha=H_{\alpha 0} X_{1} H_{\alpha 1} \ldots X_{i}, \beta=H_{\alpha i} X_{i+1} \ldots X_{n} H_{\alpha_{n}}$ and $\beta^{\prime}=H_{\beta i} Y_{i+1} \ldots Y_{m} H_{\beta m}$. Due to the construction of $G^{\prime}$ it follows that $\beta, \beta^{\prime} \neq \varepsilon$. It follows from Lemma 10.9 that $H_{\alpha i}=H_{\beta i}$ and, therefore, $H_{\alpha i} \equiv H_{\beta i}\left(\bmod \pi^{\prime}\right)$. This concludes the proof that $\pi^{\prime}$ is strict.

We now show that $G^{\prime}$ can be transformed to a strict deterministic gramar $G^{\prime \prime}$ which has no $\varepsilon$-productions and which right covers $G^{\prime}$. From transitivity it then follows that $G^{\prime \prime}[\bar{r} / \bar{r}] G$.

Apply Algorithm 4.1 to grammar $G^{\prime}$. The newly obtained grammar $G^{\prime \prime}=\left(N^{\prime \prime}, \Sigma, P^{\prime \prime}, S^{\prime}\right)$ right covers $G^{\prime}$ and has no $\varepsilon$-productions. We show that $G^{\prime \prime}$ is strict deterministic under a partition $\pi^{\prime \prime}$ which is defined as follows:
(i) $\sum \in \pi^{\prime \prime}$
(ii) $[\gamma \underline{X} \alpha] \equiv\left[\gamma^{\prime} \underline{Y} \beta\right]\left(\bmod \pi^{\prime \prime}\right)$ if and only if
$-\gamma=\gamma^{\prime}$
$-X \equiv Y(\bmod \pi)$

- both $\alpha$ and $\beta$ are in $H$ or $\alpha=\beta=\varepsilon$
- if $X=Y$, then $\alpha=\beta$

We show that this partition is strict. We distinguish the following five cases.
(1) Consider nonterminal symbols [ $\gamma \underset{A}{ }]$ and $[\gamma B]$ with $A \equiv B(\bmod \pi)$ and $A, B$ in $N$. Hence, $[\gamma \underline{A}] \equiv[\gamma \underline{B}]\left(\bmod \pi^{\prime \prime}\right)$. Suppose we have productions

$$
[\gamma \underline{A}] \rightarrow \alpha \beta
$$

and

$$
[\gamma \underline{B}] \rightarrow \alpha \beta^{\prime}
$$

in $P^{\prime \prime}$. These productions have been introduced in step (1) of Algorithm 4.1. If $\alpha \neq E$, then we can write

$$
\begin{aligned}
& \alpha=\left[\gamma H_{0} X_{1} H_{1}\right]\left[\underline{X}_{2} H_{2}\right] \ldots\left[\underline{X}_{i} H_{i}\right] \\
& \beta=\left[\underline{x}_{i+1} H_{i+1}\right] \ldots \ldots\left[\underline{X}_{n} H_{n}\right] \\
& \beta^{\prime}=\left[\underline{X}_{i+1}^{\prime} H_{i+1}^{\prime}\right] \ldots\left[X_{m}^{\prime} H_{m}^{\prime}\right]
\end{aligned}
$$

Assume $\beta=\beta^{\prime}=\varepsilon$. Then there exist productions

$$
\begin{aligned}
& A \rightarrow H_{0} X_{1} H_{1} X_{2} H_{2} \ldots X_{i} H_{i} \\
& B \rightarrow H_{0} X_{1} H_{1} X_{2} H_{2} \ldots X_{i} H_{i}
\end{aligned}
$$

in $P^{\prime}$ and necessarily $A=B$. Hence, $[\gamma A]=[\gamma \underline{B}]$, as is required.
Assume $\beta \neq \varepsilon$ and $\beta^{\prime} \neq \varepsilon$. In this case we have that $X_{i+1} \equiv X_{i+1}^{\prime}\left(\bmod \pi^{i}\right)$ in $G^{\prime}$. Moreover, if $X_{i+1}=X_{i+1}^{\prime}$, then $H_{i+1}=H_{i+1}^{\prime}$, since otherwise $G^{\prime}$ can not be strict deterministic. Therefore, $\left[\underline{X}_{i+1}{ }^{H}{ }_{i+1}\right] \equiv\left[\underline{X}_{i+1}^{\prime}{ }_{i+1}^{1}\right]$ (mod $\pi^{\prime \prime}$ ), as is required.

It is left to the reader to verify that the case $\beta=\varepsilon$ and $\beta^{\prime} \neq \varepsilon$ (or the symmetric case) can not occur.

Consider the case $\alpha=\varepsilon$. Since $G^{11}$ does not have $\varepsilon$-productions, it follows that $\beta, \beta^{\prime} \neq \varepsilon$. We can write $1: \beta=\left[\gamma H_{0} X_{1} H_{1}\right]$ and $1: \beta^{\prime}=\left[\gamma H_{0}^{\prime} X_{1}^{\prime} H_{1}^{\prime}\right]$. Since $G^{\prime}$ is strict deterministic it follows that $H_{0}^{\prime}=H_{0}\left(H_{0}\right.$ and $H_{0}^{*}$ are equivalent and they are lefthand sides of $\varepsilon-$ productions $)$ and $X_{I}=X_{1}^{\prime}(\bmod \pi)$. Moreover, if $X_{1}=X_{1}^{\prime}$, then $H_{1}=H_{1}^{\prime}$. Therefore, $\left[\gamma_{0} X_{1} H_{1}\right] \equiv\left[\gamma H_{0}^{\top} X_{1} H_{1}^{\prime}\right]\left(\bmod \pi^{\prime \prime}\right)$, as is required.
(2) Consider nonterminal symbols $\left[\underline{X H}_{1}\right]$ and $\left[\mathrm{YH}_{2}\right]$ with $X, Y \in \Sigma$. If $\left[\mathrm{XH}_{1}\right] \equiv\left[\mathrm{YH}_{2}\right]$ (mod $\pi^{\prime \prime}$ ) and we have (unique) productions $\left[\mathrm{XH}_{1}\right] \rightarrow X$ and $\left[\mathrm{YH}_{2}\right] \rightarrow Y$, then $X \equiv Y$ (mod $\pi^{\prime \prime}$ ), as is required. Moreover, it follows from the definition of $\pi^{\prime \prime}$ that if $\mathrm{X}=\mathrm{Y}$, then $\mathrm{H}_{1}=\mathrm{H}_{2}$ and $\left[\mathrm{XH}_{1}\right]=\left[\mathrm{YH}_{2}\right]$, as is required.
(3) Consider noncerminal symbols $\left.[\gamma \underline{X H}]_{1}\right]$ and $\left[\gamma \underline{Y H}_{2}\right]$ with $X \equiv Y$ (mod $\pi$ ) and $\gamma \neq \varepsilon$ or $X \in N$. If $\left[\gamma \underline{X H} H_{1}\right] \equiv\left[Y \underline{Y H}_{2}\right]$ (nod $\pi^{\prime \prime}$ ) and we have (unique) productions

$$
\begin{aligned}
& {\left[\underline{\mathrm{XH}}_{1}\right]+[\underline{\mathrm{X}}]} \\
& {\left[{\left.\underline{\mathrm{Y}} \mathrm{H}_{2}\right]}\right][\underline{\mathrm{Y} \underline{Y}]}}
\end{aligned}
$$

then $[\gamma \underline{X}]=[\gamma \underline{Y}]\left(\bmod \pi^{\prime \prime}\right)$ as is required. Moreover. If $[\gamma \underline{X}]=[\gamma \underline{Y}]$ then it follows from the definition of $\pi^{\prime \prime}$ that $H_{1}=H_{2}$. Thus, $\left[\gamma \underline{X_{1}}{ }_{1}\right]=\left[\gamma \underline{Y_{2}}\right]$, as is required.
(4) Consider nonterminal symbols $\left[\gamma H_{1} X\right]$ and $\left[\gamma H_{1} Y\right]$ with $X, Y \in \sum$ and $\gamma \in H^{*}$. Then $\left[\gamma H_{1} \underline{X}\right] \equiv\left[\gamma_{1} Y\right]\left(\bmod \pi^{81}\right)$ and we have unique productions

$$
\begin{aligned}
& {\left[\gamma \mathrm{H}_{1} \mathrm{X}\right] \rightarrow[\gamma \underline{X}]} \\
& {\left[\gamma \mathrm{H}_{1} \underline{Y}\right] \rightarrow[\gamma \underline{Y}]}
\end{aligned}
$$

Clearly, $[\gamma \underline{X}] \equiv[\gamma \underline{Y}]\left(\bmod \pi^{\prime \prime}\right)$ and if $[\gamma \underline{X}]=[\gamma \underline{Y}]$, then $\left[\gamma \mathcal{H}_{1} \underline{X}\right]=\left[\gamma H_{1} \underline{Y}\right]$, as is required.
(5) Consider nonterminal symbols $\left[H_{1} \underset{X}{X}\right]$ and $\left[H_{1} \underline{Y}\right]$ with $X, Y \in \Sigma$. Then $\left[H_{1} X\right] \equiv\left[H_{1} \underline{Y}\right]$
(mod $\pi^{\prime \prime}$ ) and we have unique productions

$$
\begin{aligned}
& {\left[\mathrm{H}_{1} \underline{X}\right] \rightarrow X} \\
& {\left[\mathrm{H}_{1} \underline{\mathrm{Y}}\right] \rightarrow Y}
\end{aligned}
$$

Clearly, $X \equiv Y\left(\bmod \pi^{\prime \prime}\right)$ and if $X=Y$, then $\left[H_{1} \underline{X}\right]=\left[H_{1} \underline{Y}\right]$, as is required.
The cases (1) to (5) cover all possible pairs of equivalent nonterminal symbols. Therefore we can conclude that $G^{\prime \prime}$ is strict deterministic under partition $\pi^{\prime \prime}$.

The next transformation which will be considered is the left part transformation (Algorithm 5.3). Due to the fact that strict deterministic grammars are unambiguous and due to the remark which follows Algorithm 5.3, we do not have to bother about single productions.

In Nijholt [123] we used Algorithm 5.2 to show that any E-free strict deterministic grammar can be transformed to a weakly equivalent strict deterministic grammar in GNF. In Geller, Harrison and Havel [42] another algorithm was presented to show the same result. They use this result to show that any deterministic language can be generated by an LR(1) grammar in GNF. Their algorithm modestly utilizes properties of strict deterministic grammars.

The result that any deterministic language is generated by an LR(1) grammar in GNF was first shown by Lomet [102].

Here we show that the left part transformation (which does not make use of specific properties of strict deterministic gramars) when it is applied to a strict deterministic grammar $G$, will produce a $G N F$ grammar $G^{\prime}$ which is strict deterministic and which has the property that $G^{\prime}[\ell / x] G, \ell \leq x \leq \ell p$.

THEOREM 10.6. For any $\varepsilon$-free strict deterministic grammar $G$ there exists a strict deterministic grammar $G^{\prime}$ in $G N F$ such that $G^{\prime}[\ell / x] G, \ell \leq x \leq \ell_{p}$.

Proof. Apply Algorithm 5.3 to the $\varepsilon$-free strict deterministic grammar $G=(N, \Sigma, P, S)$ with strict partition $\pi$. The newly obtained grammar $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime},[S]\right.$ ) is in GNF and $G^{\prime}[\ell / x] G$. We show that $G^{\prime}$ is strict deterministic under the following partition $\pi^{\prime}$ :
(i) $\sum \in \pi^{\prime},\{[s]\} \in \pi^{\prime}$.
(ii) For any $[A i \alpha],[B j \beta]$ in $N^{\prime}$, with $A, B \in N$ and $\alpha, \beta \in V^{+},[A i \alpha] \equiv[B j \beta]\left(\bmod \pi^{\prime}\right)$ if and only if $\alpha=\beta$ and $A \equiv B(\bmod \pi)$.

In the following observations we will show some properties of the productionsof G'. These properties are needed to show that $\pi^{\prime}$ is strict.

OBSERVATION 10.1. Consider two productions in $P^{\prime \prime}$ which are of the form

$$
[\text { Air }] \rightarrow \mathbf{a} \rho
$$

and

$$
[B j y] \rightarrow a \delta
$$

where $A, B \in N, \gamma \in \mathbb{V}^{+}, a \in \Sigma, D, \delta \in \mathbb{N}^{\prime *}$ and $A \equiv B$ (mod $\pi$ ). Because of the construction of $P^{\prime}$ it follows that there exist productions $i_{n} A \rightarrow \gamma X_{0} \varphi$ and $j, B \rightarrow \gamma Y_{0} \psi$ in $P$ with $X_{0}, Y_{0} \in V$ and $\varphi, \Psi \in V^{*}$. Moreover, there exist chains $X_{0} X_{1} \ldots X_{n-1} X_{n}$ and $Y_{0} Y_{1} \ldots Y_{m-1} Y_{\text {m }}$ in $\mathrm{CH}\left(X_{0}\right)$ and $\mathrm{CH}\left(Y_{0}\right)$, respectively, where $X_{n}=Y_{m}=a$ and associated Left production chains $i_{0} i_{1} \ldots i_{n-1}$ and $j_{0} j_{1} \ldots j_{m-1}$, such that

$$
\rho=\xi\left(\left[X_{n-1} i_{n-1} 2\right] \ldots\left[X_{0} i_{0} X_{1}\right]\left[\operatorname{Ai\gamma } X_{0}\right]\right)
$$

and

$$
\delta=\xi\left(\left[Y_{m-1} j_{m-1}^{a}\right] \ldots\left[Y_{0} j_{0} Y_{1}\right]\left[B j \gamma Y_{0}\right]\right)
$$

Since gramar $G$ is strict deterministic we have $X_{0} \not Y_{0}(\bmod \pi)$ and it follows also that $m=n$ and $X_{k} \equiv Y_{k}(\bmod \pi), 1 \leq k \leq n$.

Notice that a similar observation holds for productions of the form [ S ] $\rightarrow a \rho$ and $[S] \rightarrow$ af. Since our observations can easily be converted to similar observations for the cases that the productions in question have lefthand sides [s], we will not treat this nonterminal separately. Notice that [S] can not occur in the righthand sides of the productions of $G^{\prime}$.

We will need the following claim.

CLAIM 1. If $\xi([\operatorname{Ci} \gamma])=\xi([D j \gamma])$, where $C \equiv D(\bmod \pi)$, then $C=D$ and $i=j$.

Proof of Claim l. For some $\varphi, \dot{\psi} \in V^{*}$ there exist productions $i . c \rightarrow \gamma \varphi$ and $j . D \rightarrow \gamma \psi$ in $P$. Since $C \cong D(\bmod \pi)$ we may distinguish between two cases:
(a) either both $\varphi$ and $\psi$ are empty, hence $C=D$ and $i=j$, or
(b) both $\varphi$ and $\psi$ are not empty and by definition of $\xi$ it follows that $\xi([\mathrm{Ci} \gamma])=[\mathrm{Ci} \gamma]$ and $\xi([D j \gamma])=[D j \gamma]$, hence $C=D$ and $i=j$.

OBSERVATION 10.2. Let $C \rightarrow \alpha \beta$ and $C^{\beta} \rightarrow \alpha \beta^{\prime}$ be in $P^{\prime}$, with $C \equiv C^{\prime}\left(\bmod \pi^{\prime}\right)$. From Observation 10.1 and the definition of $\pi^{\prime}$ it follows that we may write

$$
c \rightarrow \alpha \beta=[A i \gamma] \rightarrow a \xi\left(\left[X_{n-1} i_{n-1} a\right] \ldots\left[X_{0} i_{0} X_{1}\right]\left[A i \gamma X_{0}\right]\right)
$$

and

$$
C^{\prime} \rightarrow \alpha \beta^{\prime}=[B j \gamma] \rightarrow a \xi\left(\left[Y_{n-1} j_{n-1}^{a}\right] \ldots\left[Y_{0} j_{0} Y_{1}\right]\left[B_{j} \gamma Y_{0}\right]\right)
$$

Consider a situation in which we have

$$
\xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[\zeta X_{k}\right]\right)=\xi\left(\left[Y_{n-1} j_{n-1} Y_{n}\right] \ldots\left[\zeta^{\prime} Y_{k}\right]\right)
$$

where $X_{n}=Y_{n}=a, k$ satisfies $0 \leq k \leq n$ and either
(i) $\zeta=$ AiY, $\zeta^{\prime}=\operatorname{Bj} \gamma$ and $k=0$, or
(ii) $\zeta=X_{k-1} i_{k-1}, \quad \zeta^{\prime}=Y_{k-1} j_{k-1}$ and $k \geq 1$.

In this situation we have the following result.

CLAIM 2. $\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[\zeta X_{k}\right]=\left[Y_{n-1} j_{n-1} Y_{n}\right] \ldots\left[\zeta^{\prime} Y_{k}\right]$.

Proof of Claim 2. If $n=0$, then the situation amounts to showing that $\xi([\zeta, a])=$ $=\xi\left(\left[\zeta^{\prime} a\right]\right)$ implies $\zeta=\zeta^{\prime}$ and this follows immediately from claim 1 . Assume $n>0$. First we show, by induction on m where $k \leq m<n$, that $X_{m}=Y_{m}$ and $i_{m}=j_{m}$. As basis we take $m=n-1$. Since $X_{n}=Y_{n}$ one can easily verify, using Claim 1 , that $X_{n-1}=$ $=Y_{n-1}$ and $i_{n-1}=j_{n-1}$. Assume inductively that $X_{p}=Y_{p}$ and $i_{p}=j_{p}$ for all $p$ such that $k \leq m<p<n$. We show that $X_{m}=Y_{m}$ and $i_{m}=j_{m}$. In this case the situation can be reduced to

$$
\xi\left(\left[X_{m} i_{m} X_{m+1}\right] \ldots\left[\zeta X_{k}\right]\right)=\xi\left(\left[Y_{m} j_{m} Y_{m+1}\right] \ldots\left[\zeta^{\prime} Y_{k}\right]\right)
$$

Use of Claim 1 and its proof yields again $X_{m}=Y_{m}$ and $i_{m}=j_{m}$. This concludes the induction. It follows that $X_{k}=Y_{k}$ and again with Claim 1 we conclude $\zeta=\zeta^{\prime}$. This concludes the proof of Claim 2.

We continue with Observation 10.2 . Now we consider a situation in which we have $\beta, \beta^{\prime} \neq \varepsilon$. Then there exist $p$ and $q, 0 \leq p, q \leq n$ such that

$$
1: \beta=\xi\left(\left[\zeta x_{p}\right]\right)=\left[\zeta x_{p}\right]
$$

where either $\zeta=X_{p-1} i_{p-1}$ or $\zeta=$ Air and $p=0$, and

$$
1: \beta^{\prime}=\xi\left(\left[\zeta^{\prime} Y_{q}\right]\right)=\left[\zeta^{\prime} Y_{q}\right]
$$

where either $\zeta^{\prime}=Y_{q-1} j_{q-1}$ or $\zeta^{\prime}=B j \gamma$ and $q=0$.
In this situation we have the following result.

CLAIM 3. $: \beta \equiv 1 ; \beta^{3}\left(\bmod \pi^{2}\right)$ and $p=q$.

Proof of Claim 3. Assume $p>q$ (the case $p<q$ is symmetric and therefore omitted). In this case we have

$$
\alpha=a \xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[X_{p} i_{p} X_{p+1}\right]\right)=a \xi\left(\left[Y_{n-1} j_{n-1} Y_{n}\right] \ldots\left[Y_{q} j_{q} Y_{q+1}\right]\right)
$$

It follows (see also Clain 2.) that

$$
\xi\left(\left[Y_{p-1} j_{p-1} Y_{p}\right] \ldots\left[Y_{q-1} j_{q-1} Y_{q}\right]\right)=\varepsilon
$$

 of the forlil $i_{p^{-1}} \rightarrow X_{p} \varphi$ for some $\varphi \in V^{+}$and $j_{p-1} . Y_{p-1} \rightarrow Y_{p}$. Norice that $X_{p}=Y_{p}$ and $X_{p-1} \equiv Y_{p-1}(\bmod \pi)$. But then we have a contradiction with condition (ii) of Definition 8.5. Therefore $p=q$. Since $p=q$ we have that $1: \beta=\left[\delta X_{p}\right], 1: \beta^{\prime}=\left[\zeta^{\prime} Y_{p}\right]$ with $X_{p}=Y_{p}$ and either
(i) $\quad \zeta=X_{p-1} \mathrm{i}_{\mathrm{p}-1}$ and $\zeta^{\prime}=\mathrm{Y}_{\mathrm{p}-1} \mathrm{j}_{\mathrm{p}-1}$ with $\mathrm{X}_{\mathrm{p}-1} \equiv \mathrm{X}_{\mathrm{p}-1}(\bmod \pi)$ and by definition of $\pi^{\prime}$ it follows that $\left[\zeta X_{p}\right] \equiv\left[\zeta^{\prime} Y_{p}\right]\left(\bmod \pi^{\prime}\right)$, or
(ii) $\zeta=A i \gamma$ and $\zeta^{\prime}=\operatorname{Bj} \gamma$ with $A \equiv B(\bmod \pi)$ and also in this case, by definition of $\pi^{\prime}$, it follows that $\left[\zeta X_{p}\right] \equiv\left[\zeta^{\prime} Y_{p}\right]\left(\bmod \pi^{\prime}\right)$.
Thus $1: \beta \equiv 1: \beta^{\prime}$. This concludes the proof of Claim 3.
With the proof of this claim we conclude Observation 10.2 .
Now it is straightforward to show that $\pi^{\prime}$ is strict. By definition of $\pi^{\prime}$ we have $\Sigma \in \pi^{\prime}$. It remains to verify that $\pi^{\prime}$ satisfies condition (ii) of Definition 8.5. First we consider case (a) of this condition. Consider two productions $\mathcal{C} \rightarrow \alpha \beta$ and $C^{\prime} \rightarrow \alpha \beta^{\prime}$ in $P^{\prime}$ where $C=C^{\prime}\left(\bmod \pi^{\prime}\right)$ and $\beta, \beta^{\prime} \neq \varepsilon$. If $\alpha=\varepsilon$, then $1: \beta, 1: \beta^{\prime} \in \Sigma$ hence $1: \beta \equiv 1: \beta^{\prime}\left(\bmod \pi^{\prime}\right)$. Case (b) of condition (ii) follows inmediately from Claim 2. Since $G$ is strict deteministic, other cases are not possible.

Before examining other cover properties of strict deterministic grammars we shortly discuss the strict partition $\pi^{\prime}$. The set of strict partitions of a strict deterministic grammar forms a semi-lattice under the meet operation. Therefore there exists a minimal strict partition. In section 8.2 we presented the algorithm which computes this minimal strict partition. If the algorithm is applied to CFG $G^{\prime}$, which is obtained by the left part transformation, then $\pi^{\prime}$ is obtained. That is, independent of the definition of $\pi$ we have that $\pi^{\prime \prime}$ is the minimal strict partition of $G^{\prime}$.

It can be verified that if the input gramar $G$ is a real-time strict deterministic gramar (Definition 3.6.c), then the left part transformation produces a gramar which is not only real-time strict deterministic but also uniform (Definition 8.6.b).

As we mentioned in section 5.2 .2 , if the left part transformation is applied twice, then the newly obtained gramar is at the same time in standard 2 -form.

We want to consider the possibility of obtaining a right covering almost-GNF strict deterministic grammar from an $\varepsilon$-free strict deterministic grammar. Algorithm 5.4 will be slightly adapted in order to make it suitable for strict deterministic grammars. However, first we have to show that any $\varepsilon$-free strict deterministic granmar can be made to satisfy the input conditions of Algorithm 5.4. Notice that if a grammar is strict deterministic and we replace each production of the form $A \rightarrow \alpha a \beta, \alpha \neq \varepsilon$, by the productions $A \rightarrow \alpha H_{a} \beta$ and $H_{a} \rightarrow a$, then the newly obtained grammar is also strict deterministic. That is, if $\pi$ is the original strict partition, then the new partition is $\pi \cup\left\{\left\{\mathrm{H}_{\mathrm{a}} \mid a \in \Sigma\right\}\right\}$.

Unfortunately, the single productions of a strict deterministic grammar can not be eliminated in a straightforward way. The reason is that, whenever we have two nonterminal symbols $A$ and $A^{\prime}$ with $A \equiv A^{\prime}$, then $\pi_{1} \in \mathrm{CH}(A)$ and $\pi_{2} \in \mathrm{CH}\left(\mathrm{A}^{\prime}\right)$ implies $\left|\pi_{1}\right|=\left|\pi_{2}\right|$. However, if we have a derivation

and

$$
A^{\prime} \stackrel{\pi_{2}}{\stackrel{\rightharpoonup}{\mathrm{~L}}} \mathrm{~B} \varphi
$$

with $\left|\pi_{1}\right|>1$, then eliminating the single productions in the 'usual' way yields a production $A \rightarrow a$, while, if $\varphi \neq \varepsilon$, the derivation which uses $\pi_{2}$ does not necessarily change under the elimination of single productions. Hence, such an elimination does not preserve strict determinism. Therefore we will include this elimination in the algorithm which transforms an $\varepsilon$-free strict deterministic grammar into a strict deterministic grammar in almost-GNF. It should be noted that if a granmar is real-time strict deterministic, then we can eliminate the single productions in the same way as was described for the $L L(k)$ grammars (cf. Lemma 10.3).

One more remark should be made. We need to adapt the definition of almost-GNF in order to be able to deal with strict deterministic gramars. This is done in the following definition.

DEFINITION 10.2. (AlmOst-GNF, second version) A CFG $G=(N, \Sigma, P, S$ ) is said to be an almost-GNF gramar if for any production $A \rightarrow \alpha$ in $P$ either
(i) $\alpha \in \sum$, or
(ii) $\alpha \in \mathrm{N}^{+}$and $\operatorname{rhs}(1: \alpha) \subseteq \Sigma$.

Notice that in Definition 5.5 we had the condition
(ii) $\alpha \in \mathrm{NN}^{+}$and $\operatorname{rhs}(1: \alpha) \subseteq \Sigma$.

Therefore, the new definition is slightly more general.

LEMMA 10.10. Each $\varepsilon$-free strict deterministic grammar G can be transformed to an almost-GNF gramar $G^{\prime}$ such that $G^{\prime}[\bar{r} / \bar{r}] G$ and $G^{\prime}$ is strict deterministic.

Proof. We have to adapt Algorithm 5.4 in order to deal with the single productions and the strict determinism. As we did for $L(k)$ grammars, we will first consider Algorithm 5.3. If this algorithm is applied to a strict deterministic grammar $G$ with $P \subseteq N \times\left(\Sigma N^{*} \cup N^{+}\right)$, then we obtain a grammar $G_{1}$ which is strict deterministic and which has productions with the following forms:

$$
\begin{equation*}
[S] \rightarrow X_{n} \xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[x_{1} i_{1} X_{2}\right]\left[\operatorname{si}_{0} X_{1}\right]\right) \tag{i}
\end{equation*}
$$

and
(ii) $[A i \alpha] \rightarrow X_{n} \xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[X_{0} i_{0} X_{1}\right]\left[A i \alpha X_{0}\right]\right)$

We will proceed in the following way. Firstly, we construct a strict deterministic grammar $G^{\prime}$ which is in almost GNF. In this construction we do not have to bother about single productions. At the same time a nomomorphism will be defined under which $G^{\prime}[\bar{r} / \bar{r}] G$ if $G$ has no single productions. Secondly, we will slightly change gramar $G^{\prime}$ and the definition of the homomorphism in order to deal with the case that G has single productions.

Consider the strict partition $\pi$ of grammar $G$. Let $\pi=\{\Sigma\} \cup\left\{V_{1}, V_{2}, \ldots, V_{m}\right\}$. Let $V_{k} \in \pi-\{\Sigma\}$. For each a $\in \Sigma$, define

$$
q_{k}^{a}=\left\{i: \text { i. } A \rightarrow a \alpha \text { in } P, A \in V_{k} \text { and } \alpha \in \mathbb{N}^{*}\right\} .
$$

Clearly, for each $i, j \in Q_{k}^{a}$ such that i. $A \rightarrow a \alpha$ and $j . B \rightarrow a \beta$ are in $P$, we have that either $\alpha=\beta=\varepsilon$ and $i=j$, or both $\alpha$ and $\beta$ are not equal to $\varepsilon$.

Grammar $G_{1}$, which is obtained by Algorithm 5.3 , is strict deterministic under a partition $\pi_{1}$ which is defined by
(1) $\sum \in \pi_{1},\{[S]\} \in \pi_{1}$
(2) $[A i \alpha] \equiv[B j B]\left(\bmod \pi_{1}\right)$ if and only if $A \equiv B(\bmod \pi)$ and $\alpha=\beta$.

Gramar $G^{\prime}=\left(N^{\prime}, \Sigma_{,} P^{\prime},[S]\right)$ is obtained from grammar $G_{1}=\left(N, \Gamma, P_{1},[S]\right)$ in the following way. Initially, set $P^{\prime}=\emptyset$. The symbols $Q_{k}^{a}$ which denote the sets defined above will be used as nonterminal symbols. They will be added to $N_{1}$ in order to obtain N'.

Now we define the productions of $\mathrm{G}^{\prime}$. Each production is followed by its image under a mapping of which it will be shown that it is a cover homomorphism.
(a) If in (i) $\xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[S_{0} X_{1}\right]\right)=\varepsilon$ (hence, with our assumption that $G$ has no single productions, $i_{0} . S \rightarrow X_{n}$ is in $P$ ), then

$$
[s] \rightarrow Q_{k}^{X_{n}}<\varepsilon>
$$

mhere $S \in V_{k}$, and

$$
Q_{k}^{X_{n}} \rightarrow X_{n} \quad<i_{0}>
$$

are added to $P^{\prime}$.
(b) If in (i) $\xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[S i_{0} X_{1}\right]\right) \neq \varepsilon$, then

$$
\left.[s]+Q_{k}^{X_{n}} \xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[\operatorname{si}_{0} x_{1}\right]\right)<\varepsilon\right\rangle,
$$

where $X_{n-1} \in V_{k}$, and

$$
Q_{k}^{X_{n}} \rightarrow X_{n}<p>
$$

are added to $P^{\prime}$. Here, $p=i_{n-1}$ if $i_{n-1} \cdot X_{n-1} \rightarrow X_{n}$ is in $P$ and $p=\varepsilon$ otherwise.
(c) If in (ii) $\xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[X_{0} i_{0} X_{1}\right]\left[A i \alpha X_{0}\right]\right)=\varepsilon$ (hence, with our assumption that $G$ has no single productions, $i . A \rightarrow \alpha X_{0}$ and $i_{0} . X_{0} \rightarrow X_{1}$ are in $P$ and $n=1$ ), then

$$
[A i \alpha] \rightarrow Q_{k}^{X_{n}}<i>
$$

where $X_{0} \in V_{k}$, and

$$
Q_{k}^{X_{n}} \rightarrow X_{n}<i_{0}>
$$

are added to $P^{\prime}$.
(d) If in (ii) $\xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[X_{0} i_{0} X_{1}\right]\left[A i \alpha X_{0}\right]\right) \neq \varepsilon$, then

$$
[A i \alpha] \rightarrow Q_{k}^{X_{n}} \xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[X_{0} i_{0} X_{1}\right]\left[\operatorname{Ai\alpha X}_{0}\right]\right) \quad<p>
$$

where $X_{n-1} \in V_{k}$, and

$$
\mathrm{Q}_{\mathrm{k}}^{\mathrm{X}_{\mathrm{n}}} \rightarrow \mathrm{X}_{\mathrm{n}} \quad<\mathrm{q}>
$$

are added to $p^{\prime}$. Here, $p=i$, if i. $A \rightarrow \alpha X_{0}$ is in $P$ and $p=\varepsilon$ otherwise, and $q=i_{n-1}$ if $i_{n-1} \cdot X_{n-1} \rightarrow X_{n} \in P$ and $q=E$, otherwise.

CLAIM 1. Grammar $G^{\prime}$ is strict deterministic.

Proof of claim 1. Grammar $G^{\prime}$ is strict deterministic under a partition $\pi^{\prime \prime}$ which is defined as follows
(1) $\pi_{1} \subseteq \pi^{3}$
(2') For each $k, 1 \leq k \leq m$, the $\operatorname{set}\left\{Q_{k}^{a} \mid a \in \Sigma\right.$ and $\left.Q_{k}^{a} \neq \emptyset\right\}$ is a block of the partition.

We prove that $\pi^{\text { }}$ is strict. Since we know that $G_{1}$ is strict deterministic under partition $\pi_{1}$ it is sufficient to notice that the new nonterminal symbols do not interfere with this partition. Moreover, if $Q_{k}^{a} \equiv Q_{k}^{b}\left(\bmod \pi^{\prime}\right)$, then if $Q_{k}^{a} \rightarrow a$ and $Q_{k}^{b} \rightarrow b$ are in $P^{\prime}$, then $a=b$ implies that $Q_{k}^{a}=Q_{k}^{b}$ as is desired. We conclude that $G^{\prime}$ is strict deterministic.

CLALM 2. If $G$ has no single productions, then $G^{\prime \prime}[\bar{r} / \bar{r}] G$.
Proof of Claim 2. We should compare grammar $G$ ' with the grammar which is obtained in the proof of Lemma 5.4. The grammar of Lemma 5.4 right covers grammar G. It should be clear from the definition of the sets $Q_{k}^{a}$ that the mapping defined by $Q_{k}^{a} \rightarrow X_{n}<q>$ coincides with the mapping defined by the productions $H_{i_{n-1}}+X_{n}\left\langle q>\right.$ with $i_{n-1} \in Q_{k}^{a}$.
Therefore, $G^{\prime}[\bar{r} / \bar{r}] G$. Therefore, $G^{\prime}[\bar{r} / \bar{r}] G$.

Now suppose that $G$ has single productions. Grammar $G_{1}$ which is obtained by Algorithm 5.3 is strict deterministic. We show how to modify the steps (a), (b), (c) and (d) in order to obtain a right covering strict deterministic gramar $G^{\prime}$. First consider case (a). If $G$ has single productions and $\xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots .\left[S_{0} X_{1}\right]\right)=$ $=\varepsilon$, then

$$
[S] \rightarrow Q_{k}^{X_{n}}<\varepsilon>
$$

where $X_{n-1} \in V_{k}$, and

$$
q_{k}^{X_{n}} \rightarrow x_{n}<i_{n-i} \cdots i_{0}>
$$

are added to $P^{\prime}$. Notice that since $G$ is strict deterministic, a situation $Q_{k} X_{n} \rightarrow X_{n}<\rho_{1}>$ and $Q_{k} \rightarrow X_{n}<\rho_{2}>$ with $\rho_{1} \neq \rho_{2}$ can not occur.

A similar modification is done in case (c). If
$\xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[X_{0} i_{0} X_{1}\right]\left[\right.\right.$ Ai $\left.\left.\alpha X_{0}\right]\right)=\varepsilon$, then

$$
[A i \alpha] \rightarrow Q_{k}^{X_{n}}<i>
$$

where $X_{n-1} \in V_{k}$, and

$$
Q_{k}^{X_{n}} \rightarrow X_{n}<i_{n-1} \ldots i_{0}>
$$

are added to $P^{\prime}$.

The situations described under (b) and (d) are more complicated. Consider the situation described under (d). Situation (b) can be treated similarly and therefore it is omitted. We assume that the detailed proof of Theorem 10.6 has provided the reader with sufficient insight in the properties of the strings of the form $\xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[X_{0} i_{0} X_{1}\right]\left[A i \alpha X_{0}\right]\right)$. Therefore we omit detailed proof of the properties which will be used. First we show how to treat some special single productions. If

$$
\xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[X_{0} i_{0} X_{1}\right]\left[A i \alpha X_{0}\right]\right) \neq \varepsilon
$$

then we have

$$
\xi\left(\left[X_{n-1} i_{n-1} X_{n}\right]\right) \neq \varepsilon
$$

or there exists an integer $\ell, 0 \leq \ell \leq n-1$ such that

$$
\xi\left(\left[x_{n-1} i_{11^{-1}} x_{n}\right] \ldots\left[x_{\ell} i_{\ell} x_{\ell+1}\right]\right)=\varepsilon
$$

and

$$
\xi([z j \zeta]) \neq \varepsilon
$$

where

$$
Z=A, j=i \text { and } \zeta=\alpha X_{0} \text { if } \ell=0
$$

and

$$
z=X_{\ell-1}, j=i_{\ell-1} \text { and } \zeta=x_{\ell}, \text { otherwise. }
$$

Since $G$ is strict decerministic, for any other production

$$
\left[A^{\prime} i^{\prime} \alpha\right] \rightarrow Q_{k}^{X} \xi_{n}\left(\left[X_{n-1}^{\prime} i_{n-1}^{\prime} X_{n}\right] \ldots\left[X_{0}^{\prime} i_{0}^{4} X_{1}^{i}\right]\left[A^{\prime} i^{\prime} \alpha X_{0}^{\prime}\right]\right)
$$

with $A \cong A^{\prime}(\bmod \pi)$, we have the same situation. That is, if $\xi\left(\left[X_{n-1} i_{n-1} X_{n}\right]\right) \neq \varepsilon$, then $\xi\left(\left[X_{n-1}^{\prime} i_{n-1}^{i} X_{n}\right]\right) \neq E$ and otherwise we have

$$
\xi\left(\left[X_{n-1}^{i} i_{n-1}^{s} X_{n}\right] \ldots\left[X_{\ell}^{\prime} i^{\prime} X_{\ell+1}^{p}\right]\right)=\varepsilon
$$

and

$$
\xi\left(\left[Z^{i} j^{9} \zeta^{i}\right]\right) \neq \varepsilon
$$

where

$$
Z^{\prime}=A^{\prime}, j^{\prime}=i^{y} \text { and } \zeta^{\prime}=\alpha X_{0}^{\prime} \text { if } \ell=0
$$

and

$$
Z^{\prime}=X_{\ell-1}^{\prime}, j^{\prime}=i_{\ell-1}^{i} \text { and } \zeta^{\prime}=X_{\ell}^{\prime} \text {, otherwise. }
$$

Moreover, in the latter case, $i_{n-1}^{\prime} \ldots i_{l}^{\prime}=i_{n-1} \cdots i_{l}$. It follows that we can handle these single productions if we define

$$
Q_{k}^{X_{n}} \rightarrow X_{n}<p>
$$

where $\rho=\varepsilon$ if $\xi\left(\left[X_{n-1} i_{n-1} X_{n}\right]\right) \neq \varepsilon$ and $\rho=i_{n-1} \ldots i_{\ell}$ ocherwise, where $\ell$ is as above.

Next we consider situations (d) (and similarly (b)) where we have a nonterminal

$$
\left.i x_{\ell-1} i_{\ell-1} x_{\ell}\right], \quad n \leq \ell \leq 2
$$

(hence, $\xi\left(\left[X_{\ell-1} 1_{\ell-1} X_{\ell}\right]\right) \neq \varepsilon$ ) and there exists an integer $\ell^{\prime}, 0 \leq \ell^{\prime} \leq \ell-2$, such that

$$
\xi\left(\left[x_{\ell-2} i_{\ell-2} x_{\ell-1}\right] \ldots\left[x_{\ell}, i_{\ell}, x_{\ell-1}\right]\right)=\varepsilon
$$

and

$$
\ell^{\prime}=0 \text { or } \xi\left(\left[X_{\ell^{\prime}-1} i_{\ell-1} X_{\ell^{\prime}-2}\right]\right) \neq \varepsilon .
$$

Now we have the following two steps. Define $\hat{\mathrm{P}}$ to be the set of productions which are obtained in step (a) or (c) together with the productions of the form $Q_{k}^{a} \rightarrow a<p>$.

Step 1 (Righthand sides).
For each production

$$
[A i \alpha] \rightarrow Q_{k}^{X_{n}} \xi\left(\left[X_{n-1} i_{n-1} X_{n}\right] \ldots\left[X_{0} i_{0} X_{1}\right]\left[\operatorname{Ai\alpha } X_{0}\right]\right)
$$

which is defined in step (d) (or, similarly, (b)) add to $\hat{P}$ the production which is obtained if each of the described occurences of $\left[X_{\ell-1} i_{\ell-1} X_{\ell}\right]$ in the righthand side is replaced by a nonterminal $\left[x_{\ell-1} i_{\ell-1} x_{\ell} \rho\right]$, with $\rho=i_{\ell-2} \ldots i_{\ell}$, .

Step 2 (Lefthand sides).
Set $P^{\prime}=\hat{P}$. For each nonterminal $\left[X_{\ell-1} i_{\ell-1} X_{\ell} \rho\right]$ and for each $\delta$ which is righthand side of a production $\left.\left[X_{\ell-1} i_{\ell-1} X\right] \rightarrow \delta<\rho^{\prime}\right\rangle$ in $P$ add $\left[X_{\ell-1} i_{\ell-1} X_{\ell} \rho\right] \rightarrow \delta\left\langle\rho^{\prime} \rho\right\rangle$ to $P^{\prime}$.

We assume that it is clear that gramar $G^{\prime}$ with the set of productions $P^{\prime}$ right covers gramar $G$. It remains to verify that $G^{\prime}$ is strict deterministic.

Define a partition $\pi^{\prime}$ in the following way:
(I') $\sum \in \pi^{\prime},\{[S]\} \in \pi^{\prime}$
(2") For each $k, 1 \leq k \leq m$, the set $\left\{Q_{k}^{a} \mid a \in \Sigma\right.$ and $\left.Q_{k}^{a} \neq \emptyset\right\}$ is a block of $\pi^{\prime}$.
(3') $[A i \alpha \rho] \equiv[B j \beta \omega]\left(\bmod \pi^{\prime}\right)$, with $\rho, \omega \in \Delta_{G}^{*}$, if and only if $A \equiv B(\bmod \pi), \alpha=\beta$ and if $A=B$, then $\rho=\omega$.

Now it is straightforward (since we know that $\pi_{1}$ is strict and since the nonterminals of the form $Q_{k}^{a}$ can be treated as in Claim 1) to show that partition $\pi^{\prime}$ is strict. This concludes the proof of Lemma 10.10.

It is not difficult to verify that if gramar $G$ is real-time strict deterministic, then gramar $G^{\prime}$ is also real-time strict deterministic. Notice that partition $\pi^{\prime}$ is a minimal partition since nonterminals are defined to be equivalent if and only if it is necessary.

We can transform grammar $G^{\prime}$ with the same method. Then a right covering grammar $G^{\prime \prime}$ is obtained with productions of the form $A \rightarrow \alpha$, with $\alpha \in \sum$ or $\alpha \in N \cup N^{2} \cup N^{3}$ and rhs (1: $\alpha$ ) $\subseteq \sum$ (almost-standard 2-form). This almost-standard 2 -form will be used when transforming an almost-GNF strict deterministic grammar to a GNF strict deterministic grammar.

LEMMA 10.11. Any almost-GNF strict deterministic grammar $G$ can be transformed to a GNF strict deterministic grammar $G^{\prime}$ such that $G^{\prime}[\bar{r} / \bar{r}] G$.

Proof. We may assume that $G$ is in almost-standard 2-form. We need a preliminary transformation on $G$ before we can use Algorithm 5.5.

Let $G=(N, \Sigma, P, s)$ be strict deterministic under a partition $\pi=\left\{\Sigma, V_{1}, V_{2}, \ldots, V_{n}\right\}$. For each $k, 1 \leq k \leq n$ and for each $\beta \in \mathbb{N} \cup N^{2}$ define

$$
Q_{k}^{\beta}=\left\{A \rightarrow \beta \alpha \mid A+\beta \alpha \text { in } P, A \in V_{k}, \alpha \in N \cup N^{2}\right\} .
$$

Let $Q=\left\{Q_{k}^{\beta} \mid \geq \leq k \leq \mathbb{R}, \beta \leq N \cup N^{2}\right.$ and $\left.Q_{k}^{\beta} \neq \emptyset\right\}$. Each element $Q_{k}^{\beta}$ in $Q$ will be given a unique number, denoted by $L\left(Q_{k}^{\beta}\right)$.

We now transform grammar $G=(N, \Sigma, P, S)$ into a strict deterministic grammar $G_{1}=\left(N_{1}, \Sigma, P_{1}, S\right)$ such that $G_{1}$ is in almost-GNF and $G_{1}[\bar{r} / \bar{r}] G$. The transformation is such that the nonterminals of $G_{1}$ will contain information on the productions of $G$. Initially, set $P_{1}=\{A \rightarrow X\langle i\rangle \mid$ i. $A \rightarrow X$ in $P, X \in V\}$ and set $N_{1}=N$. There are the following three steps.
(1) For each rule i. $A \rightarrow B C$ in $P$ such that $A \rightarrow B C$ in $Q_{k}^{B}$ and $j=L\left(Q_{k}^{B}\right)$, add the rule

$$
A \rightarrow B[j C]<j>
$$

to $P_{1}$. Add the newly introduced symbol [jC] to $N_{1}$.
(2) For each rule i. $A \rightarrow B C D$ in $P$ such that $A \rightarrow B C D$ in $Q_{k}^{B} \cap Q_{k}^{B C}, j=L\left(Q_{k}^{B}\right)$ and $\ell=L\left(Q_{k}^{B C}\right)$, add the rule

$$
A \rightarrow B[j C][\ell D] \quad\langle i\rangle
$$

to $P_{1}$. The newly introduced nonterminal symbols $[j C]$ and $[\ell D]$ are added to $N_{1}$.
(3) For each nonterminal symbol [jC] (hence, $C \in N$ ) and for each $\delta$ such that $\mathrm{C} \rightarrow \hat{\delta}\langle\mathrm{i}\rangle$ is in $\mathrm{P}_{1}$, add the rule

$$
[j c] \rightarrow \delta \quad\langle i\rangle
$$

to $P_{1}$.
We show that gramar $G_{1}$ has the desired properties. The useless symbols may be removed from $G_{\&}$.

CLAIM 1. Grammar $G_{1}$ is in almost-standard 2-form and $G_{1}[\bar{r} / \bar{r}] G$.
Proof of Claim 1. The argument is straightforward and therefore omitted.

CLALM 2. Grammar $G_{1}$ is strict deterministic.

Proof of Claim 2. Define a partition $\pi_{1}$ of $V_{1}=N_{1} \cup \Sigma$ in the following way:
(i) $\Sigma \in \pi_{1}$
(ii) For each $A, B \in \mathbb{N}, A \equiv B\left(\bmod \pi_{1}\right)$ if and only if $A \equiv B(\bmod \pi)$.
(iii) For each [iC], $[j D] \in N_{1}-\mathbb{N},[i C] \equiv[j D]\left(\bmod \pi_{1}\right)$ if and only if $i=j$ and $C \equiv D(\bmod \pi)$.

The verification that $\pi_{1}$ is a strict partition is straightforward and therefore omitted.

The third claim shows why we are interested in grammar $G_{1}$.
CLALM 3. Let $[j C] \in N_{1}-N$. There exists a function $f, f: N_{1}-N \rightarrow \Delta_{G} \cup\{\varepsilon\}$ such that

$$
\begin{gathered}
f([j C])=i, \\
\text { if } j=L\left(Q_{k}^{\beta}\right) \text { and i. } A \rightarrow \beta C \text { is in } Q_{k}^{\beta} \text { and } \\
f([j C])=\varepsilon,
\end{gathered}
$$

otherwise.

Proof of Claim 3. Consider a nonterminal [jc] in $N_{1}$ - N. If $\mathbf{j}=L\left(Q_{k}^{\beta}\right)$, then there exists a production in $Q_{k}^{\beta}$ from which [jC] is obtained. We want to determine this production. Consider the case $\beta \in \mathbb{N}$. Assume that there are productions $A \rightarrow B C$ and $B \rightarrow \beta C D$ in $Q_{k}^{\beta}$. However, $A \equiv B(\bmod \pi)$, therefore this is not possible. Suppose that there exist different productions $A \rightarrow B C$ and $B \rightarrow B C$ in $Q_{k}^{B}$. Also in this case, since $A \equiv B(\bmod \pi)$, this can not happen.

It follows that we can uniquely determine whether [jc] is obtained from a production of the form $A \rightarrow \beta C$ or from a production of the form $A \rightarrow \beta C D$. In the former case the production is completely determined and we define $f([j C])=i$ if it is the ith production of $P$. In the latter case we define $f([j c])=\varepsilon$. If $\beta \in \mathbb{N}^{2}$, then, with a similar argument, there exists exactly one production of the form i. $A \rightarrow B C$ in $Q_{k}^{\beta}$ and we define $f([j C])=i$.

We extend $\mathrm{f}: \mathrm{N}_{1}-\mathrm{N} \rightarrow \Delta_{\mathrm{G}} \cup\{\varepsilon\}$ to $\mathrm{f}: \mathrm{N}_{1} \rightarrow \Delta_{\mathrm{G}} \cup\{\varepsilon\}$ by defining $\mathrm{f}(\mathrm{A})=\varepsilon$ for each $A \in N$. We continue the proof with the steps of Algorithm 5.5. Grammar $G_{1}=\left(N_{1}, \Sigma, P_{1}, S\right)$ will be transformed to a GNF graamar $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime}, S\right)$ such that $\mathrm{G}^{\prime}[\bar{r} / \overline{\mathrm{r}}] \mathrm{G}$.

Initially, set $\left.P^{\prime}=\{A \rightarrow a<\psi(i) f(A)\rangle \mid i . A \rightarrow a \in P_{1}\right\}$ and $N^{\prime}=N_{1}$. Let $\psi$ be the cover homomorphism under which $G_{1}[\vec{r} / \bar{r}] G$.

Step 1. For each production i. $A \rightarrow B C \alpha$ in $P_{1}$ (with $B, C \in N_{1}$ and $\alpha \in N_{1} \cup\{\varepsilon\}$ ) the
following is done.
(i) If $C \rightarrow D \beta E$ is in $P_{1}$ (with $D_{,} E \in N_{1}$ and $\beta \in N_{1} u\{\varepsilon\}$ ), then, for any pair of productions $k . B \rightarrow a$ and $\ell . D \rightarrow b$ in $P_{1}$ add

$$
\left.A \rightarrow a H_{k} \ell^{\beta E \alpha} \quad<\rho_{1}\right\rangle
$$

with $\rho_{1}=\psi(i) f(A)$ if $\alpha=\varepsilon$ and $\rho_{1}=f(A)$ otherwise, and

$$
H_{k \ell} \rightarrow b \quad\left\langle\rho_{2}\right\rangle
$$

with $\rho_{2}=\psi(k \ell)$, co $P^{i}$. Add $H_{k l}$ to $N^{\prime}$.
(ii) For each pair of productions $j . C \rightarrow b$ and $k . B \rightarrow a$ in $P_{1}$ add

$$
\left.\mathrm{A} \rightarrow \mathrm{aH}_{\mathrm{kj}} \alpha \quad<\rho_{1}\right\rangle
$$

with $\rho_{1}=\psi(i) f(A)$ if $\alpha=\varepsilon$ and $\rho_{1}=f(A)$ otherwise, and

$$
H_{k j} \rightarrow b \quad<\rho_{2}>
$$

with $\rho_{2}=\psi(k j)$, to $P^{\prime}$. Add $H_{k j}$ to $N^{\prime}$. (Notice that in the grammar which is obtained in Lemma 10.10 this situation does not occur.)
(iii) For each production $k . B \rightarrow a$ in $P_{1}$ and pair of productions $j . C \rightarrow D$ and \&. $\mathrm{D} \rightarrow \mathrm{b}$ add

$$
\left.A+a H_{k j j} \alpha \quad<\rho_{1}\right\rangle
$$

with $\rho_{1}=\psi(i) f(A)$ if $\alpha=E$ and $\rho_{1}=f(A)$ otherwise, and

$$
\left.H_{k j} \rightarrow b \quad<p_{2}\right\rangle
$$

with $\rho_{2}=\psi(k l j)$ to $P^{\prime}$. Add $H_{k j}$ to $N^{\prime}$.
Step 2. For each pair of productions i. $A \rightarrow B$ and $j$. $B \rightarrow a$ in $P_{1}$ add the production

$$
A \rightarrow a \quad<\rho\rangle
$$

with $\rho=\psi(j i) f(A)$, to $\mathbb{P}^{f}$.
It is not difficult to verify that the cover homomorphism is well-defined. That is, since $G_{1}$ is strict deterministic and because of our choice of nonterminal symbols,
a situation $A \rightarrow \alpha<\rho_{1}>$ and $A \rightarrow \alpha<\rho_{2}>$ with $\rho_{1} \neq \rho_{2}$ can not occur. In order to conclude that $G^{\prime}[\bar{r} / \bar{r}] G$ the proof which follows Algorithm 5.5 should be slightly modified.

The algorithm preserves strict determinism. Let $\pi_{1}$ be a strict partition for grammar $G_{1}$. Define a partition $\pi^{\prime}$ for gramar $G^{\prime}$ in the following way.
(i) $\pi_{1} \subseteq \pi^{\prime}$
(ii) The set $H$ of newly introduced nonterminal symbols (of the form $H_{k \ell}$ ) is partitioned as follows. For each pair of productions $A \rightarrow B C \alpha$ and $A^{\prime} \rightarrow B C^{\prime} \alpha^{\prime}$ in $P_{1}$ and for each production $k . B \rightarrow a$ in $P_{1}$ such that $A \equiv A^{\prime}\left(\bmod \pi_{1}\right)$, define

$$
H_{k \ell} \equiv H_{k m}\left(\bmod \pi^{\prime}\right)
$$

if and only if one of the following situations does occur:
(a) Productions of the form $C \rightarrow D \beta E, C^{\prime} \rightarrow D \beta^{\prime} E^{\prime}, \ell, D \rightarrow b$ and $m, D^{\prime} \rightarrow c$ are in $P_{1}$.
(b) Productions of the form $\ell, C \rightarrow b$ and $m . C^{\prime} \rightarrow d$ are in $P_{1}$.
(c) Productions of the form $j . C \rightarrow D, D \rightarrow b, m, C^{\prime} \rightarrow D^{\prime}$ and $D^{\prime} \rightarrow c$ are in $P_{1}$.

Clearly, relation $\equiv$ which is defined in this way is an equivalence relation. Symmetry, reflexivity and transitivity can easily be verified. Therefore we have a partition $\pi^{\prime}$ of $V^{\prime}=N^{\prime} \cup \sum$. The verification that $\pi^{\prime}$ is strict is straightforward and therefore omitted. This concludes the proof that $G^{\prime}[\bar{r} / \bar{r}] G$ and $G^{\prime}$ is strict deterministic.

It can be verified that if $G$ is real-time strict deterministic, then both $G_{1}$ and $G^{\prime}$ are real-time strict deterministic. From Lemma 10.10 and Lemma 10.11 we obtain the following corollary.

COROLLARY 10.5. Any $\varepsilon$-free strict deterministic grammar $G$ can be transformed to a strict deterministic gramar $G^{\prime}$ in GNF such that $G^{\prime}[\bar{r} / \bar{r}] G$.

THEOREM 10.7. Any strict deterministic grammar $G$ can be transformed to a strict deterministic grammar $G^{\prime}$ in GNF such that $G^{\prime}[\bar{r} / \bar{r}] G$.

Proof. Combine Theorem 10.5 and Corollary 10.5.

Finally we consider negative results for the covering of strict deterministic granmars. Consider the following CFG G with productions

| $\mathrm{S} \rightarrow \mathrm{aCB}$ | aCD | $\mathrm{B} \rightarrow \mathrm{c}$ |
| :--- | :--- | :--- |
| $\mathrm{C} \rightarrow \mathrm{aCb}$ | b | $\mathrm{D} \rightarrow \mathrm{d}$ |

Gramar $G$ is strict deterministic under a partition $\pi=\{\{a, b, c, d\},\{S\},\{C\}$, $\{B, D\}\}$. Grammar $G$ is in GNF, and with the argument presented in Chapter 9 it can be shown that $G$ is not a left persable gramar.
It follows that there does not exist a right parsable grammar $G^{\prime}$ such that $G^{\prime}[\bar{r} / \ell] G$. Hence, there does not exist a strict deterministic or LR-grammar $G^{\prime}$ which right-toleft covers $G$.

COROLLARY 10.6. Not every strict deterministic gramar in GNF can be right-to-left covered with a right parsable grammar.

Now consider gramar $G_{0}$ (also presented in Chapter 6 and section 10.1 ) with productions

$$
\begin{array}{l|l}
\mathrm{S} \rightarrow \text { OSL } & 1 \mathrm{RL} \\
\mathrm{R} \rightarrow 1 \mathrm{RL} & 2 \\
\mathrm{~L} \rightarrow \mathrm{E} &
\end{array}
$$

Grammar $G_{0}$ is strict deterministic under a partition $\pi=\{\{0,1,2\},\{S\},\{R\},\{L\}\}$. We know (cf. Chapter 6) that $G_{0}$ does not have an $\varepsilon$-free left covering CFG.

COROLJARY 10.7. Not every strict deterministic grammar can be left covered with an $E$-free grammar.

Consider gramar $G_{N}$ (also presented in Chapter 6 and in the preceding section) with productions

$$
\begin{array}{ll}
\mathrm{S} \rightarrow \mathrm{OH}_{00} \mathrm{~S} & \mathrm{H}_{00} \rightarrow 0 \\
\mathrm{~S} \rightarrow 0 \mathrm{H}_{01} \mathrm{R} & \mathrm{H}_{01} \rightarrow 1 \\
\mathrm{~S} \rightarrow 1 \mathrm{H}_{11} \mathrm{R} & \mathrm{H}_{11} \rightarrow 1 \\
\mathrm{~S} \rightarrow 1 \mathrm{H}_{12} & \mathrm{H}_{12} \rightarrow 2 \\
\mathrm{R} \rightarrow 1 \mathrm{Q}_{11} \mathrm{R} & \mathrm{Q}_{11} \rightarrow 1 \\
\mathrm{R} \rightarrow 1 \mathrm{Q}_{12} & \mathrm{Q}_{12} \rightarrow 2 \\
\mathrm{R} \rightarrow 2 &
\end{array}
$$

Gramar $G_{N}$ is strict deterministic under partition $\pi=\left\{\{0,1,2\},\{\mathrm{S}\},\left\{\mathrm{H}_{00}, \mathrm{H}_{01}\right\},\left\{\mathrm{H}_{11}, \mathrm{H}_{12}\right\},\left\{\mathrm{Q}_{11}, \mathrm{Q}_{12}\right\},\{\mathrm{R}\}\right\}$. Since $\mathrm{G}_{\mathrm{N}}[\bar{r} / \ell] \mathrm{G}_{0}$, we may conclude that there does not exist a left-to-right covering $E$-free grammar for $G_{N}$.

COROLLARY 10.8. Not every strict deterministic grammar in GNF can be left-to-right covered with an $\varepsilon$-free context-free grammar.

We can now construct the cover-table for strict deterministic grammars. In Table XI the cover results are collected. The entries of the table are numbered from 1. to 36 . The answers in this table can be found in the following way.

## Construction of the cover-table.

(10.2.1) Trivially yes are the entries 1., 4., 5., 8., 9., 12., 17., 20., 21., 24., 33. and 36 .

| $G^{\prime}$ | COVER | ARB SD | $\begin{gathered} \varepsilon \text {-FREE } \\ \text { SD } \end{gathered}$ | $\begin{aligned} & \text { GNF } \\ & \text { SD } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { ARB } \\ & \mathrm{SD} \end{aligned}$ | $\begin{aligned} & \ell / \ell \\ & \ell / \overline{\mathrm{r}} \\ & \overline{\mathrm{r}} / \ell \\ & \overline{\mathrm{r}} / \overline{\mathrm{r}} \end{aligned}$ | 1. yes <br> 2. yes <br> 3. no <br> 4. yes | 5. yes <br> 6. yes <br> 7. no <br> 8. yes | 9. yes <br> 10. yes <br> 11. no <br> 12. yes |
| $\begin{gathered} \varepsilon-F R E E \\ S D \end{gathered}$ | $\begin{aligned} & \ell / \ell \\ & \ell / \bar{r} \\ & \bar{r} / \ell \\ & \overline{\mathrm{r}} / \overline{\mathrm{r}} \end{aligned}$ | 13. no <br> 14. ло <br> 15. no <br> 16. yes | $\left\lvert\, \begin{array}{ll} 17 . & \text { yes } \\ 18 \cdot & \text { no } \\ 19 . & \text { no } \\ 20 . & \text { yes } \end{array}\right.$ | 21. yes <br> 22. no <br> 23. по <br> 24. yes |
| GNF SD | $\begin{aligned} & \ell / \ell \\ & \ell / \bar{r} \\ & \bar{r} / \ell \\ & \bar{r} / \bar{r} \end{aligned}$ | 25. no <br> 26. no <br> 27. no <br> 28. yes | 29. yes <br> 30. no <br> 31. no <br> 32. yes | 33. yes <br> 34. no <br> 35. no <br> 36. yes |

Table XI. Cover-table for strict deterministic grammars.
(10.2.2) Because of Lemma 10.6 we may conclude that the entries 2., 6. and 10 . are yes.
(10.2.3) From Theorem 10.5 it follows that entry 16 . is yes. Because of Theorem 10.6 we may conclude that entry 29 . is yes.
(10.2.4) From Theorem 10.7 it follows that the entries 28 . and 32. are yes.
(10.2.5) The entries 3., 7., 11., 15., 19., 23., 27., 31. and 35. are no because of Corollary 10.6.
(10.2.6) From Corollary 10.7 it follows that the entries 13 . and 25 . are no. From Corollary 10.8 it follows that the entries $14 ., 18 ., 22 ., 26 ., 30$. and 34. are no.

This concludes the construction of the cover-table. The results in this table can be compared with those in Table VI.

### 10.3. NORMAL FORM COVERS FOR LR(k) GRAMMARS

This section is devoted to the construction of the $L R$ cover-table. At some points we will be less detailed than in the preceeding sections. We make systematic use of the results of Chapter 9. Therefore our treatment and the sequence of results will be different from that of the previous two sections. Our only concern is to fill the LR cover-table and we do not bother about direct transformations on LR-grammars. Moura [113] has found similar results as are presented in this section by directly trans forming LR-grammars.

THEOREM 10.8. Any LR(k) grammar can be right covered with an LR(1) grammar in GNF.

Proof. Let $G=(N, \Sigma, P, s)$ be an $\operatorname{LR}(k)$ grammar. Define

$$
G_{0}=\left(N \cup\left\{s_{0}\right\}, \Sigma \cup\{x\}, P \cup\left\{s_{0} \rightarrow s_{1}\right\}, S_{0}\right)
$$

Provide production $S_{0} \rightarrow S_{\perp}$ with label 0 . For $G_{0}$ we can find a strict deterministic grammar $G_{1}$ such that $G_{1}[\bar{r} / \bar{r}] G_{0}$ (Theorem 9.4). Grammar $G_{1}$ can be transformed to a strict deterministic gramar $G_{2}$ in $G N F$ (Theorem 10.7) such that $G_{2}[\bar{r} / \bar{r}] G_{1}$. Hence, $\mathrm{G}_{2}[\bar{r} / \bar{r}] \mathrm{G}_{0}$.

Let $\psi$ be the corresponding cover homomorphism. Since $G_{2}$ is in GNF, each production whose righthand side contains 1 is of the form $A \rightarrow \perp<\pi_{1}>$. Each production which has $A$ in its righthand side is of the form $C \rightarrow a \alpha A<\pi_{2}>$, for some $C \in N_{2}$, a $\in \Sigma$ and $\alpha \in N_{2}^{\star}$.

If we replace each of the productions of the form $A \rightarrow 1<\pi_{1}>$ by a production $A \rightarrow \varepsilon<\pi_{1}>$, then (modified) gramar $G_{2}$ is LR(1) (cf. the proof of Theorem 9.5) and $G_{2}[\bar{r} / \bar{r}] G$ under a cover homomorphism $\psi^{\prime \prime}$ which is defined by

$$
\begin{aligned}
& \psi^{\prime}(p)=\pi, \quad \text { if } \psi(p)=\pi 0 \\
& \psi^{\prime}(p)=\psi(p), \text { otherwise. }
\end{aligned}
$$

If, moreover, for each production $C \rightarrow a \alpha A<\pi_{2}>$ discussed above, with $A \rightarrow E<\pi r_{1}$
obtained from $A \rightarrow \perp\left\langle\pi_{1}\right\rangle$, we let also $\left.C \rightarrow a \alpha<\pi_{1} \pi_{2}\right\rangle$ be a production rule and we delete the rule $A \rightarrow \varepsilon<\pi_{1}>$, then the resulting grammar is $L R(1)$, in GNF and it right covers grammar G.

Notice that we do not delete the production $C \rightarrow a \alpha A$ from the set of productions since it is not necessarily the case that $|\operatorname{rhs}(A)|=1$. Since $L\left(G_{2}\right)$ is prefix-free we can not have that in $G_{2}$ there already existed a production $C \rightarrow a \alpha$.

This change in the productions does not change the LR(1) property of the grammar. If it is possible, before the transformation, to determine by one symbol of lookahead the productions $A \rightarrow \varepsilon$ and $G \rightarrow a \alpha A$, then it is also possible, after the transformation, to determine production $C \rightarrow$ a by one symbol of look-ahead.

The next theorem deals with the left cover result for e-free and NLR LR(k) grammars.

THEOREM 10.9. Any $\varepsilon$-free NLR LR (k) grammar $G$ can be transformed to an LR(k) grammar $G^{\prime}$ in GNF such that $G^{\prime}[\ell / \ell] G$.

Proof. We assume that it is sufficiently clear that a simple substitution in the left corner of a production preserves the LR(k) property of a grammar.

That is, if $C \rightarrow A \beta$ and $A \rightarrow \alpha_{j}$ are productions in an LR(k) grammar $G$, then replacing these productions by

$$
c \rightarrow \alpha_{j} \beta, \quad j=1, \ldots,|\operatorname{rhs}(A)|
$$

will yield a grammar which is also $\mathrm{LR}(\mathrm{k})$. One possible way to show this is to construct the sets of LR(k)-items (Aho and Ullman [3]) and observe that they can not contain inconsistent items.

Once we have observed this we can use the usual algorithm to transform an $\varepsilon$-free and NLR LR(k) grammar to a GNF grammar. Since any LR (k) grammar is unambiguous, it is not necessary to use the more complicated algorithm of section 5.1. A left cover is obtained if we define $\left.C \rightarrow \alpha_{j} \beta<i_{k}\right\rangle$ for each substitution of productions

$$
\text { i. } C \rightarrow A B \text { and } k_{j}, A \rightarrow \alpha_{j}, j=1, \ldots,|\operatorname{rhs}(A)|
$$

This concludes the proof of Theorem 10.9.

Before passing to our negative cover results for $L \dot{R}(k)$ gramars we observe that the LR(1) grammar which is obtained in Theorem 9.5 is NLR. Thus we have the following corollary.

COROLLARY 10.9. Any LR(k) grammar G can be transformed to a NLR LR(i) grammar G' such that $G^{\prime}[\ell / \bar{r}] G$ and $G^{\prime}[\bar{r} / \bar{r}] G$.

Finally, we turn our attention to some negative results for $L R(k)$ grammars. Grammar $G_{0}$ with productions

$$
\begin{array}{l|l}
S \rightarrow \text { OSL } & 1 R L \\
R \rightarrow I R L & 2 \\
L \rightarrow \varepsilon &
\end{array}
$$

has the property that there does not exist an $\varepsilon$-free CFG $G^{\prime}$ such that $G$ ' $[\ell / \ell] G$. Gram$\operatorname{mar} G_{0}$ is strict deterministic (cf. section 10.2) and therefore LR(0).

COROLLARY 10.10. Not every LR(0) gramar can be left covered with an e-free gramar.

| Grammar $\mathrm{G}_{\mathrm{N}}$ with productions |  |
| ---: | :--- | ---: |
| $\mathrm{S} \rightarrow \mathrm{OH}_{00} \mathrm{~S}$ | $\mathrm{H}_{00} \rightarrow 0$ |
| $\mathrm{~S} \rightarrow \mathrm{OH}_{01} \mathrm{R}$ | $\mathrm{H}_{01} \rightarrow 1$ |
| $\mathrm{~S} \rightarrow 1 \mathrm{H}_{11} \mathrm{R}$ | $\mathrm{H}_{11} \rightarrow 1$ |
| $\mathrm{~S} \rightarrow \mathrm{HH}_{12}$ | $\mathrm{H}_{12} \rightarrow 2$ |
| $\mathrm{R} \rightarrow 1 \mathrm{Q}_{11} \mathrm{R}$ | $\mathrm{Q}_{11} \rightarrow 1$ |
| $\mathrm{R} \rightarrow 1 \mathrm{Q}_{12}$ | $\mathrm{Q}_{12} \rightarrow 2$ |
| $\mathrm{R} \rightarrow 2$ |  |

has the propexty that there does not exist an $\varepsilon-f r e e \operatorname{CFG} G^{\prime}$ such that $G^{\prime}[\ell / \bar{r}] G_{N}$. Grammar $G_{N}$ is strict deterministic (cf. section 10.2 ) and therefore LR(0).

COROLLARY 10. 11. Not every LR(0) gramar in GNF can be left-to-right covered with an $\varepsilon$-free grammar.

Grammar G with productions

$$
\begin{array}{l|l}
S \rightarrow a C B & a C D \\
C \rightarrow a C b & b \\
B \rightarrow c & \\
D \rightarrow d &
\end{array}
$$

is not left parsable (cf.section 10.2). Since gramar $G$ is strict deterministic and therefore LR(0): the following corollary is immediate.

COROLLARY 10.12. Not every LR(0) grammar in GNF can be right-to-left covered with a right parsable grammar.

Now we come to a less straightforward obtainable negative result. We want to show that not every LR-gramar can be left covered with a non-left-recursive (LR-) grammar.
 $G^{\prime}[\ell / \ell] G_{0}$, we know that there does not exist an $\varepsilon$-free gramar $G^{\prime}$ such that $G^{\prime}[\bar{r} / \bar{r}] G_{0}^{R}$. Here, $G_{0}^{R}$ is the 'symmetric' version of grammar $G_{0}$, conform Observation 4.3. Grammar $G_{N}^{R}$ satisfies $G_{N}^{R}[\ell / \bar{r}] G_{0}^{R}$. It follows that there does not exist an $\varepsilon$-free CFG $G^{\prime}$ such that $G^{\prime}[\bar{r} / \ell] G_{N}^{R}{ }^{R}$

Now suppose that there exists a NLR gramar $G^{\prime}$ such that $G^{\prime}[\ell / \ell] G_{N}^{R}$. However, due to entry 7 of Cover-Table VII we must conclude that then there exists an e-free grammar $G^{\prime \prime}$ such that $G^{\prime \prime}[\bar{r} / \ell] G^{\prime}$, thus $G^{\prime \prime}[\bar{r} / \ell] G_{N}^{R}$, and we have a contradiction. However, grammar $G_{N}^{R}$ is not an LR-gramar. If we want to use this argument, then we need to construct an $L R$-gramar which can play the role of $G_{N}^{R}$ in this argument. This is done below.

We start with a CFG $G$ with productions

1. $S \rightarrow O A L$
2. $A \rightarrow$ ISL
3. $\mathrm{S} \rightarrow$ 3RL
4. $\mathrm{A} \rightarrow 2 \mathrm{RL}$
5. $\mathrm{R} \rightarrow 4 \mathrm{BL}$
6. $\mathrm{B} \rightarrow 5 \mathrm{RL}$
7. $R \rightarrow 6$
8. $B \rightarrow 7$
9. $L \rightarrow E$

Grammar $G$ can not be left covered with an $\varepsilon$-free CFG. This should be clear by comparing granmar $G$ with grammar $G_{0}$. From $G$ we can construct a grammar $G_{M}$ such that $G_{M}[\bar{r} / \ell] G$. Grammar $G_{M}$ has the following productions

| $\mathrm{S} \rightarrow \mathrm{OH}_{01} \mathrm{~S}$ | <99> | $\mathrm{H}_{01} \rightarrow 1$ | <12> |
| :---: | :---: | :---: | :---: |
| $\mathrm{S} \rightarrow \mathrm{OH}_{02} \mathrm{R}$ | <99> | $\mathrm{H}_{02} \rightarrow 2$ | <14> |
| $\mathrm{S} \rightarrow 3 \mathrm{~A}$ | <9> | B $\rightarrow 4$ | <35> |
| $\mathrm{S} \rightarrow 3 \mathrm{BC}$ | <99> | $\mathrm{C} \rightarrow 7$ | <8> |
| $\mathrm{S} \rightarrow 3 \mathrm{D}$ | <9> | D $\rightarrow 6$ | <37> |
| $A \rightarrow 4 E R$ | <99> | $\mathrm{E}+5$ | <356> |
| $\mathrm{R} \rightarrow 4 \mathrm{H}_{45} \mathrm{R}$ | <99> | $\mathrm{H}_{45} \rightarrow 5$ | <56> |
| $\mathrm{R} \rightarrow 4 \mathrm{~F}$ | <9> | F $\rightarrow 7$ | <58> |
| $\mathrm{R} \rightarrow 6$ | <7> |  |  |

It is not difficult to verify that $G_{M}[\bar{r} / \ell] G$ and, moreover, $G_{M}^{R}$ is an $L R(k)$ grammar. Thus, we may conclude that there does not exist a NLR gramar G' such that $G^{\prime}[\ell / \ell] G_{M}^{R}$.

COROLLARY 10.13. Not evezy LR-gramar (in $\overline{\text { GNF }}$ ) can be left covered with a NLR grammar.

In Table XII we have collected the cover results for LR-gramars. The entries in this table are numbered from 1. to 100 . The answers can be found in the following way.

## Construction of the cover-table.

(10.3.1) Trivially ges are the entries 1., 4., 5., 8., 9., 12., 13., 16., 17., 20., 25., 28., 32., 36., 37., 40., 49., 52., 53., 56., 57., 60., 73., 76., 77., 80., 97. and 100.
(10.3.2) Fronf Corollary 10.9 it follows that for any LR-gramar $G$ we can find a NLR grammar $G^{\prime}$ which is $\operatorname{LR}(1)$ such that $G^{\prime}[\ell / \bar{r}] G$ and $G^{\prime}[\bar{r} / \bar{r}] G$. Hence, we have yes for the entries 2., 6., 10., 14., 18., 42., 46., 50., 54., 58., 44. and 48.
(10.3.3) From Corollary 10.10 ic follows that the entries 21., 29., 61., 69., 81. and 89. are no.

Due to Corollary 10.11 we may conclude that the entries $38 ., 34 ., 30 ., 26 .$, 22., 78., 74., 70., 66., 62., 98., 94., 90., 86. and 82. are no. From Corollary 10.12 we may conclude that we have no for the entries 3 ., 7., 11., 15., 19., 23., 27., 31., 35., 39., 43., 47., 51., 55., 59., 63., 67., 71., 75., 79., 83., 87., 91., 95. and 99.
(10.3.4) From Theorem 10.8 it follows that the entries 84., 64., 24., 88., 68., 92., 72., 32. and 96. are yes.

From Theorem 10.9 it follows that entry 93. is yes. We may conclude from Corollary 10.13 that the entries $45 ., 65 ., 85$. and 41. are no.

| $\mathrm{G}^{\prime}$ | COVER | $\begin{aligned} & \text { ARB } \\ & \text { LR } \end{aligned}$ | $\underset{\text { LR }}{\varepsilon-\text { FREE }}$ | $\begin{aligned} & \mathrm{NLR} \\ & \mathrm{LR} \end{aligned}$ | $\varepsilon$-FREE NLR LR | $\begin{aligned} & \text { GNF } \\ & \mathrm{LR} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{\|l\|l} \text { ARB } \\ \text { IR } \end{array}$ | $\begin{aligned} & \ell / \ell \\ & \ell / \overline{\mathrm{r}} \\ & \overline{\mathrm{r}} / \ell \\ & \overline{\mathrm{r}} / \overline{\mathrm{r}} \end{aligned}$ | 1. yes <br> 2. yes <br> 3. no <br> 4. yes | 5. yes <br> 6. yes <br> 7. no <br> 8. yes | $\left\lvert\, \begin{array}{ll} 9 . & \text { yes } \\ 10 . & \text { yes } \\ 11 . & \text { no } \\ 12 . & \text { yes } \end{array}\right.$ | 13. yes <br> 14. yes <br> 15. no <br> 16. yes | 17. yes <br> 18. yes <br> 19. no <br> 20. yes |
| $\begin{aligned} & \text { E-FREE } \\ & \text { LR } \end{aligned}$ | $\begin{aligned} & \ell / \ell \\ & \ell / \overline{\mathbf{r}} \\ & \overline{\mathbf{r}} / \ell \\ & \overline{\mathbf{r}} / \overline{\mathbf{r}} \end{aligned}$ | $\begin{array}{ll} 21 \cdot & \text { no } \\ 22 \cdot & \text { no } \\ 23 \cdot & \text { no } \\ 24 \cdot & \text { yes } \end{array}$ | 25. yes <br> 26. no <br> 27. no <br> 28. yes | $\begin{aligned} & 29 \cdot \text { no } \\ & 30 \cdot \text { no } \\ & 31 \cdot \text { no } \\ & 32 . \text { yes } \end{aligned}$ | 33. yes <br> 34. no <br> 35. no <br> 36. yes | 37. yes <br> 38. nо <br> 39. no <br> 40. yes |
| $\begin{array}{\|l\|l} \text { NLLR } \\ \text { LR } \end{array}$ | $\begin{aligned} & \ell / \ell \\ & \ell / \overline{\mathrm{r}} \\ & \overline{\mathrm{r}} / \ell \\ & \overline{\mathrm{r}} / \overline{\mathrm{r}} \end{aligned}$ | 41. no <br> 42. yes <br> 43. no <br> 44. yes | 45. no <br> 46. yes <br> 47. no <br> 48. yes | 49. yes <br> 50. yes <br> 51. no <br> 52. yes | 53. yes <br> 54. yes <br> 55. no <br> 56. yes | 57. yes <br> 58. yes <br> 59. no <br> 60. yes |
| $\begin{aligned} & \text { E-FREE } \\ & \text { NLR } \\ & \text { LR } \end{aligned}$ | $\begin{aligned} & \ell / \ell \\ & \ell / \bar{r} \\ & \overline{\mathrm{r}} / \ell \\ & \overline{\mathrm{r}} / \overline{\mathrm{r}} \end{aligned}$ | 61. no <br> 62. no <br> 63. no <br> 64. yes | 65. no <br> 66. no <br> 67. no <br> 68. yes | $\left(\begin{array}{ll} 69 \cdot & \text { no } \\ 70 \cdot & \text { no } \\ 71 \cdot & \text { no } \\ 72 \cdot & \text { yes } \end{array}\right.$ | 73. yes <br> 74. no <br> 75. no <br> 76. yes | 77. yes <br> 78. no <br> 79. no <br> 80. yes |
|  | $\begin{aligned} & \ell / \ell \\ & \ell / \bar{r} \\ & \overline{\mathbf{r}} / \ell \\ & \overline{\mathbf{r}} / \overline{\mathrm{r}} \end{aligned}$ | 81. no <br> 82. no <br> 83. no <br> 84. yes | 85. no <br> 86. no <br> 87. no <br> 88. yes | 89. no <br> 90. no <br> 91. no <br> 92. yes | 33. yes <br> 94. no <br> 75. no <br> 76. yes | 97. yes <br> 98. no <br> 99. no <br> 100.yes |

Table XII. Cover-table for LR-grammars.

Except for the negative results which are caused by the property that not every LRgramar is left parsable, the main difference between this table and Table VI is the possibility of a right cover of an arbitrary LR-grammar with a GNF grammar. Notice that not every $\varepsilon$-free LR-grammar can be left covered with a NLR (LR-) grammar.

## COVER PROPERTIES OF SIMPLE CHAIN GRAMMARS

In the preceeding chapters we have been concerned with transformations of con-text-free gramars. One of the key-concepts has been the 'chain'. We have used 'left part' transformations (Algorithms 5.2 and 5.3) and we have introduced 'left-part' parses.

In this chapter we show the origins of these concepts. Historically seen, the results in this chapter precede most results of the preceeding chapters. Most results in this chapter were first published in Nijholt [118, 119,122].

We consider a subclass of the LR(0) granmars. This class of granmars, called the simple chain grammars has a very simple and natural bottom-up parsing method. The definition of a simple chain gramar was originally motivated by the parsing method for production prefix gramars, as introduced by Geller, Graham and Harrison [38]. However, they start by constructing a parsing graph for a context-free grammar and give conditions which ensure that the parsing algorithm works correctly. In our approach we start with a grammatical definition and, as can be shown, a slightly adapted version of their parsing method can be used.

This chapter is concerned with the properties of simple chain grammars, their languages, their grammatical trees and their parsing and covering properties. For the time being we consider only simple chain grammars for which no look-ahead is allowed. An extension with look-ahead is straightforward and in Chapter 12 a few notes will be spent on this extension. The class of simple chain grammars is such that it properly contains the class of simple deterministic grammars (Korenjak and Hopcroft [80]). However, each simple chain gramar can be transformed to a weakly equivalent simple deterministic grammar. Thus, the simple chain grammars generate exactly the simple deterministic languages.

Material which is closely related to the parsing method which can be used for simple chain grammars appears in the work of Krãl [82] and Krãl and Demner [83]. They consider top-down properties of DeRemers LR $(0)^{*}$ parsing method. A comparison of this work will not be given here.

The organization of this chapter is as follows. In section 11.1 we introduce the simple chain gramars. We develop some of their properties and give examples of simple chain grammars which are not, for any $k$, LL(k), LC(k) or left parsable. Section 11.2 is devoted to relationships with some other classes of grammars and in section 11.3 simple chain languages are discussed. We present transformations to Greibach normal form and to simple deterministic grammars. Section 11.4 is concerned with the grammatical trees of simple chain grammars. In analogy with Harrison and

Havel [60] a left part property for simple chain gramars is obtained. With the help of this left part property we can (in section 11.5 ) introduce left part parses and discuss the parsing and covering properties of simple chain gramars.

It should be noted that until Chapter 8 we have been using simple SDTS's (or equivalently, pushdown transducers) without further restrictions. In Chapter 8, 9 and 10 we used deterministic pushdown transducers (DPDT) to obtain cover results. In this chapter we use a simple DPDT to obtain cover results for simple chain gramars.

### 11.1. SIMPLE CHAIN GRAMMARS

In this section we introduce the class of simple chain grammars and discuss some of their properties.

DEFINITION 11. 1 . An E-free CFG $G=(N, \Sigma, P, S)$ is said to be a simple chain grammar if $P$ is prefix-free and for any $A \in N, \alpha, \varphi, \psi \in V^{*}$ and $X, Y \in V$ with $X \neq Y$, if $A+\alpha X \varphi$ and $A \rightarrow \alpha Y \psi$ are in $P$, then $\operatorname{FIRST}(X) \cap \operatorname{FIRST}(Y)=\emptyset$.

Our first task is to prove that each $\varepsilon$-free LL(I) gramar is a simple chain grammar. After that we will be concerned with a definition of simple chain grammars which is equivalent to Definition 11.1 but in which some useful properties of simple chain grammars are explicitly mentioned.

LEMMA 11.1. Every e-free $\mathrm{LL}(1)$ grammar is a simple chain grammar.

Proof. Let $G=(N, \mathcal{L}, P, S)$ be an $\varepsilon$-free $L L(1)$ grammar and assume that $G$ is not a simple chain gramar. If $Z$ is not prefix-free then there is $A \in N$ and $\alpha, \beta \in V^{*}$ such that $A \rightarrow \alpha, A \rightarrow \alpha \beta$ and $\beta \neq \varepsilon$. This obviously contradicts the LL(1) definition. Now suppose there exist $A \in N, \alpha, \varphi, \psi \in V^{*}, X, Y \in V$ and rules $A \rightarrow \alpha X \varphi, A \rightarrow \alpha Y \psi$ with $X \neq Y$ and FIRST $(X) \cap \operatorname{FIRST}(Y) \neq \emptyset$. Since $\alpha X \varphi \neq \alpha Y \psi$ and $\operatorname{FIRST}(\alpha X \varphi) \cap \operatorname{FIRST}(\alpha Y \psi) \neq \emptyset$ this contradicts the LL(1) definition.

In Definition 5.1 chains were introduced. We recall this definition. Let $G=(N, \Sigma, P, S)$ be an $E-f$ ree $C F G$. If $X_{0} \in N$, then $C H\left(X_{0}\right)$, the set of chains of $X_{0}$,
 and, for each $X_{0} \in \Sigma, \operatorname{CH}\left(X_{0}\right)=\left\{X_{0}\right\}$. For each $\pi \in \operatorname{CH}\left(X_{0}\right)$, let $\ell(\pi)$ denote the last element of $\pi$. Thus, if $\pi=X_{0} X_{1} \ldots X_{n}$, then $\ell(\pi)=X_{n}$ and $\ell(\pi) \in \Sigma$.

DEFINITION 11.2. Let $X \in V$. $X$ is said to be chain-independent if for each pait $\pi_{1}$, $\pi_{2}$ in $\mathrm{CH}(\mathrm{X})$, if $\pi_{1} \neq \pi_{2}$, then $\ell\left(\pi_{1}\right) \neq \ell\left(\pi_{2}\right)$. If each element of V is chain-independent, then $V$ is said to be chain-independent.

Clearly, each terminal symbol is chain-independent. Some other properties are listed in the following lemma.

LEMMA 11.2.
a. Let $X \in V$. If $V$ is chain-independent, then $C H(X)$ is a finite set.
$b$. If $V$ is chain-independent, then $G$ is NLR.

Proof. Part a. is trivial. Part b. follows from Theorem 5.1.

DEFINITION 11.3. Let $X, Y \in V, X \neq Y$. The symbols $X$ and $Y$ are said to be mutually chain-independent, and we write $X \not \equiv Y$, if for each pair $\pi_{1} \in \mathrm{CH}(\mathrm{X})$ and $\pi_{2} \in \mathrm{CH}(\mathrm{Y})$, $\ell\left(\pi_{1}\right) \neq \ell\left(\pi_{2}\right)$.

Recall that if $k=1$ then we omit the index $k$ of the notation FIRST $_{k}$.

LEMMA 11.3. Let $X, Y \in V, X \neq Y$. Then $X \neq Y$ if and only if $\operatorname{FIRST}(X) \cap \operatorname{FIRST}(Y)=\emptyset$.

Proof. Trivial.

Notice that for each pair $a, b$ in $\Sigma$ with $a \neq b$ we have $a \neq b$. The following corollary will be obvious. Recall that a set $P$ of productions is said to be prefix-free if for each pair $A \rightarrow \alpha$ and $A \rightarrow \alpha \beta$ in $P, \beta=\varepsilon$.

COROLLARY 11.1. CFG $G=(N, \Sigma, P, S)$ is a simple chain grammar if and only if $P$ is prefix-free and for any $\alpha, \varphi, \psi \in V^{\star}, A \in N$ and $X, Y \in V$ with $X \neq Y$, if $A \rightarrow \alpha X \varphi$ and $A \rightarrow \alpha Y \psi$ are in $P$, then $X \not \equiv Y$.

LEMMA 11.4. If FIRST $(X) \cap \operatorname{FIRST}(Y)=\emptyset$ for each pair $A \rightarrow \alpha X \varphi, A \rightarrow \alpha Y \psi$ with $\alpha, \varphi, \psi \in \mathrm{V}^{*}, \mathrm{X}, \mathrm{Y} \in \mathrm{V}$ and $\mathrm{X} \neq \mathrm{Y}$, then V is chain-independent.

Proof. Assume that $V$ is not chain-independent. Hence there exist $A \in \mathbb{N}$ and $\pi_{1}, \pi_{2} \in \operatorname{CH}(A)$ such that $\pi_{1} \neq \pi_{2}$ and $\ell\left(\pi_{1}\right)=\ell\left(\pi_{2}\right)$. Let $\pi_{1}=X_{0} X_{1} \ldots X_{n}$ and $\pi_{2}=Y_{0} Y_{1} \ldots Y_{m}$, where $X_{0}=Y_{0}=A$ and $X_{n}=Y_{m}$. Then there exists a maximal $i \geq 0$ such $X_{0} X_{1} \ldots X_{i}=Y_{0} Y_{1} \ldots Y_{i}$, there exists a derivation $A \underset{\vec{L}}{*} X_{i} \psi_{i}$ for some $\psi_{i} \in V^{*}$ and there exist productions $X_{i} \rightarrow X_{i+1} \psi_{i+1}, X_{i} \rightarrow Y_{i+1} \psi_{i+1}^{\prime}$, for some $\psi_{i+1}, \psi_{i+1}^{\prime} \in V^{*}$ such that $\mathrm{X}_{\mathrm{i}+1} \neq \mathrm{Y}_{\mathrm{i}+1}$. By hypothesis $\operatorname{FIRST}\left(\mathrm{X}_{\mathrm{i}+1}\right) \cap \operatorname{FIRST}\left(\mathrm{Y}_{\mathrm{i}+1}\right)=\emptyset$. But this contradicts the assumption that $\ell\left(\pi_{l}\right)=\ell\left(\pi_{2}\right)$.

From Corollary 11.1 and Lemma 11.4 the following corollary is now immediate.

COROLLARY H.2. An E-free $G F G G=(N, \Sigma, P, S)$ is a simple chain gramar if and only if the following three conditions are satisfied.
(i) $V$ is chain-independent.
(ii) If there exist $\alpha \in V^{+}, \varphi, \psi \in V^{*}, A \in N$ and $X, Y \in V$ with $X \neq Y$ such that $A \rightarrow \alpha X P$ and $A \rightarrow \alpha M p$ are in $P$, then $X \not \equiv Y$.
(iii) $P$ is prefix-free.

Hence, the three conditions in this corollary can be used as a definition of a simple chain granmar. These three conditions will be useful in proofs of properties of simple chain grammars.

To illustrate the definition of a simple chain gramar we consider a few examples.

## EXAMPLE 11.1.

Consider grammar G with productions

$$
\begin{array}{ll}
\mathrm{S} \rightarrow \mathrm{AF} & \mathrm{C} \rightarrow \mathrm{dF} \mid \mathrm{dD} \\
\mathrm{~A} \rightarrow \mathrm{Ba} & \mathrm{G} \rightarrow \mathrm{Cb} \\
\mathrm{~B} \rightarrow \mathrm{Cd} & \mathrm{D} \rightarrow \mathrm{~b} \\
\mathrm{~F} \rightarrow \mathrm{Ga} & \mathrm{a}
\end{array}
$$

For example, $\mathrm{CH}(\mathrm{C})=\{\mathrm{Cd}\}, \mathrm{CH}(\mathrm{a})=\{\mathrm{a}\}$ and $\mathrm{CH}(\mathrm{F})=\{\mathrm{Fa}, \mathrm{FGCd}\}$. One can easily verify that $G$ satisfies the conditions of a simple chain grammar.

In the following two examples we list simple chain grammars which are not LL(k) or $L C(k)$ (for any $k>0$ ) and left parsable, respectively. For the definitions of these classes of gramars the reader should consult Chapter 8 and 9. The proofs are straightforward from these definitions.

## EXAMPLE 11.2.

CFG G with productions

$$
\begin{array}{l|l}
S \rightarrow a E c & a E d \\
E \rightarrow a E & a b
\end{array}
$$

is a simple chain grammar. However, there is no $k$ such that $G$ is $L L(k)$ or $\operatorname{LC}(k)$.

## EXAMPLE 11.3.

CFG $G$ with productions

$$
\begin{array}{l|l}
S \rightarrow a E c & a E d \\
E \rightarrow a E b & a b
\end{array}
$$

is a simple chain grammar. However, $G$ is not left parsable, that is, there does not exist a DPDT which acts as a left parser for $G$.

The grammar of Example 11.2 is not $\varepsilon$-free $L L(1)$. Therefore the class of $\varepsilon$-free LL (1) grammars is properly included in the class of simple chain grammars.

DEFINITION 11.4. Let $G=(N, \Sigma, P, S)$ be a CFG. String $\alpha \in V^{\star}$ is said to be prefixfree if, for any $\mathrm{w}_{1}, \mathrm{w}_{2} \in \Sigma^{*}, \alpha \stackrel{\star}{\Rightarrow} \mathrm{w}_{1}$ and $\alpha \stackrel{\star}{\Rightarrow} \mathrm{w}_{1} \mathrm{w}_{2}$ implies $\mathrm{w}_{2}=\varepsilon$. Grammar $G$ is said to be prefix-free if all the nonterminal symbols are prefix-free.

Notice that if a grammar $G$ is prefix-free, then $L(G)$ is prefix-free. That is, if $w_{1} \in L(G)$ and $w_{1} w_{2} \in L(G)$, then $w_{2}=\varepsilon$.

THEOREM 11.1. Every simple chain grammar is prefix-free.

Proof. We have to prove that every nonterminal of a simple chain granmar is prefixfree. Let $G=(N, \Sigma, P, S)$ be a simple chain gramar. By induction on the length of the derivations we prove that any $\mu \in \mathrm{V}^{+}$is prefix-free.

Basis. Consider two derivations of length 1 which can be used to obtain $w_{1}$ and $w_{1} w_{2}$ in $\Sigma^{*}$; the case in which one derivation is of length! and the other is of length 0 cannot occur. If $\mu \overrightarrow{\mathrm{R}} \mathrm{w}_{1}$ and $\mu \overrightarrow{\mathrm{R}}{ }^{\mathrm{w}} \mathrm{w}_{2}$, then there exists a nonterminal $\mathrm{C} \in \mathbb{N}$ and strings $w^{\prime}, w^{\prime \prime}, z_{1}, z_{2} \in \Sigma^{*}$ such that

$$
\mu=w^{\prime} C w^{\prime \prime} \Rightarrow \vec{R}^{\prime} z_{1} w^{\prime \prime}=w_{1},
$$

and

$$
\mu=w^{\prime} C_{w^{\prime \prime}} \overrightarrow{\mathrm{R}} \mathrm{w}^{\prime} \mathrm{z}_{2} \mathrm{w}^{\prime \prime}=\mathrm{w}_{1} \mathrm{w}_{2}
$$

If $w_{2} \neq E$ then $z_{1}$ is a prefix of $z_{2}$ and $P$ is not prefix-free, whence $w_{2}=\varepsilon$.
Induction. Assume for all $\mu \in \mathrm{V}^{+}$and derivations $\mu \stackrel{*}{\overrightarrow{\mathrm{R}}}{ }_{*} \mathrm{w}_{1}$ and $\mu \stackrel{*}{\overrightarrow{\vec{R}}}{ }_{*} \mathrm{w}_{1} \mathrm{w}_{2}$ with lengths less than $n$, we have $w_{2}=\varepsilon$. Now consider derivations $\mu \stackrel{\star}{\vec{R}}{ }^{*} w_{1}$ and $\mu \stackrel{\star}{\vec{R}}{ }^{*}{ }_{1} w_{2}$ with lengths less than or equal to $n$. Then there exist $C \in N, \rho, \rho_{1}, \varphi_{1}, \varphi_{2} \in V^{*}, v_{1}, v_{2}, w^{\prime \prime} \in \Sigma^{*}$ and $X, Y \in V$ such that $C \rightarrow \rho_{1} X \varphi_{1}$ and $C \rightarrow \rho_{1} Y \varphi_{2}$ are in $P$, with $X \neq Y$ and

$$
\mu \stackrel{*}{\overrightarrow{\mathrm{R}}} \rho \mathrm{C}_{\mathrm{w}^{\prime}}^{\overrightarrow{\mathrm{R}}} \rho \rho_{1} \mathrm{X} \varphi_{1} \mathrm{w}^{\prime} \stackrel{\star}{\overrightarrow{\mathrm{R}}} \rho \rho_{1} \mathrm{Xv}_{1} \mathrm{w}^{\prime} \stackrel{\star}{\stackrel{\star}{\mathrm{R}}} \mathrm{w}_{1},
$$

and
where $\rho C^{\prime}$ ' is the last right sentential form which these two derivations have in
common. Since FIRST (X) $\cap \operatorname{FIRST}(\mathrm{Y})=\emptyset$ we must have $\rho \rho_{1} \neq \varepsilon$. Moreover, to obtain both $W_{1}$ and $w_{1} W_{2}$ there exist $w \neq E$ and $\bar{w} \neq E$ such that $\rho \rho_{1} \stackrel{*}{\vec{R}} \bar{w}$ and $\rho \rho_{1} \stackrel{*}{\vec{R}} w$, where both $w$ and $w \bar{w}$ are prefixes of $w_{1}$, and both derivations are of length less than $n$. Since this contradicts the induction hypothesis we must conclude $w_{2}=\varepsilon$. This concludes the proof that every $\mu \in V^{+}$and hence every $A \in N$ is prefix-free.

THEOREM 11.2. Every simple chain gramar is unambiguous.

Proof. We have to prove that each $w \in L(G)$, where $G=(N, \Sigma, P, S)$ is a simple chain grammar, has exactly one (rightmost) derivation from $S$. Suppose $S \stackrel{*}{\vec{R}} \mathrm{w}$ by at least two rightmost derivations. Then there exists $A \in N, \rho, \varphi_{1}, \varphi_{2} \in V^{*}$ and $X, Y \in V$, where $X \neq Y$, such that there are derivations

$$
A=\rho X \varphi_{1} \stackrel{*}{\vec{R}} w^{\prime}
$$

and

$$
\mathrm{A} \Rightarrow \rho Y \varphi_{2} \frac{\mathrm{~B}}{\mathrm{R}} \mathrm{w}^{!}
$$

where $w^{\prime} \neq E$ is a substring of $w$. Since $X \neq Y$ we must conclude that $\rho$ is not prefixfree which is in contradiction with Theorem 11.1. Therefore there are no two such derivations.

A characteristic feature of simple chain gramars is mentioned in the following theorem. The notation $\frac{\tilde{L}}{\vec{L}}$ is used to indicate that the derivation is of length $n$.

THEOREM 11.3. Let $G=(N, \Sigma, P, S)$ be a simple chain grammar. Suppose there exist $n \geq 1$,


Proof. The proof is by induction on the length of the derivations. To facilitate the induction proof we take an arbitrary string $\mu \in \mathrm{V}^{+}$instead of the start symbol $S$.

Basis. Let $\mu \stackrel{\stackrel{1}{\vec{L}}}{\overrightarrow{\mathrm{~L}}} \alpha X \varphi$ and $\mu \frac{1}{\vec{L}} \alpha Y \psi$. Suppose $\mu=\gamma C \rho, \mathcal{C} \in \mathbb{N}, \gamma \in \sum^{\star}$ and $\rho \in V^{*}$. Then there are productions $C \rightarrow \gamma_{1} X_{\rho}$ and $C \rightarrow \gamma_{1} Y_{2}$ in $P$ such that $\gamma \gamma_{1}=\alpha, \rho_{1} \rho=\varphi$ and $\rho_{2} \rho=\psi$. Since $X \neq Y$ we obtain $X \neq Y$.
 for all $\mu \in \mathrm{V}^{*}$ and leftmost derivations with length less than $n$. There exist $\alpha_{1} \in \Sigma^{*}$, $\delta, \varphi_{1}, \psi_{1}, \rho \in V^{\star}, X_{1}, Y_{1} \in V$ and $C \in N$ such that $C \rightarrow \delta X_{1} \varphi_{1}$ and $C \rightarrow \delta Y_{1} \psi_{1}$, where $X_{1} \neq Y_{1}$, and

$$
\mu \stackrel{k}{\vec{L}} \alpha_{1} C \rho \underset{\vec{L}}{\Rightarrow} \alpha_{1} \delta X_{1} \varphi_{1} \rho \underset{\vec{L}}{\overrightarrow{\vec{L}}} \alpha X \rho
$$

and

$$
\mu \stackrel{k}{\vec{L}} \alpha_{1} C \rho \underset{\mathrm{~L}}{\boldsymbol{L}_{1}} \alpha_{1} \delta Y_{1} \psi_{1} \rho \stackrel{m}{\overrightarrow{\mathrm{~L}}} \alpha Y \psi
$$

with $n=k+m+1$. If $m=0$ then $X_{1}=X, Y_{1}=Y$ and since $X_{1} \neq Y_{1}$ we have also $X \not \equiv Y$. Otherwise, since $\alpha_{1} \delta$ is prefix-free, there are two possibilities:
(i) $\quad \alpha_{1} \delta \frac{\mathrm{~m}}{\overrightarrow{\mathrm{~L}}} \alpha_{X} \varphi_{1}^{\prime}$, where $\varphi_{1}^{\prime} \mathrm{X}_{1} \varphi_{1} \rho=\varphi$,
and

$$
\alpha_{1} \delta \stackrel{m}{\hat{L}} \alpha Y \psi_{1}^{\prime}, \text { where } \psi_{1}^{\prime} Y_{1} \psi_{1} \rho=\psi
$$

Since $\mathrm{m}<\mathrm{n}$ we have $\mathrm{X} \notin \mathrm{Y}$.

$$
\begin{equation*}
\alpha_{1} \delta^{\prime} \stackrel{*}{\Rightarrow} \alpha^{\prime}, \text { where } \alpha^{\prime} \text { is a prefix of } \alpha \text {, that is } \alpha=\alpha^{\prime} \alpha^{\prime \prime} \tag{ii}
\end{equation*}
$$

and

$$
X_{1} \stackrel{\star}{\vec{I}} \alpha^{\prime \prime} X \varphi_{1}^{\prime} \text {, where } \varphi_{1}^{\prime} \text { is a prefix of } \varphi \text {, }
$$

and

$$
X_{1} \stackrel{*}{\vec{L}} \alpha^{\prime \prime} Y_{1}^{\prime}, \text { where } \psi_{1}^{\prime} \text { is a prefix of } \psi
$$

Since $X_{1} \not \equiv Y_{1}$ we have $\alpha^{\prime \prime}=\varepsilon$ and $X \not \equiv Y$.

In the remainder of this section we present some results on the rightmost derivations of a simple chain gramar. First we have the following results. In this lema $\pi$ denotes the concatenation of the productions in the rightmost derivation.

LEMMA 11.5. Let $G=(N, \Sigma, P, S)$ be a simple chain grammar. Assume $A \in N, X \in V, \varphi \in V^{*}$ and $v_{1}, v_{2} \in \Sigma^{*}$ such that

$$
\mathrm{S} \stackrel{\star}{\mathrm{~F}} \varphi \mathrm{Av}_{1} \stackrel{\pi}{\mathrm{R}} \varphi \mathrm{Xv}_{2}
$$

where $A \neq X$. Then there is $v^{\prime} \in \Sigma^{*}$ such that $v^{\prime} v_{I}=v_{2}$ and

$$
A \underset{R}{\frac{\pi}{R}} X v^{\prime}
$$

Proof. Notice that we can not have $\varphi \stackrel{\star}{\vec{R}} \varphi X u$ for some $u \in \Sigma^{\star}$ since $\varphi$ is prefix-free.

Neither can we have $\varphi \stackrel{*}{\stackrel{*}{\mathrm{R}}} \varphi^{\prime}$, where $\varphi^{\prime}$ is a proper prefix of $\varphi$ since there are no e-productions. Therefore we must conclude that $A \underset{R_{R}}{T} X v^{\prime}$ for $v^{\prime \prime} \in \Sigma^{*}$ and $v^{\prime} v_{1}=v_{2}$. THEOREM 11.4. Let $G=(N, \Sigma, P, S)$ be a simple chain grammar. Let $\alpha \in V^{*}, X, Y \in V$ and $W_{1}, w_{2} \in \Sigma^{*}$ such that $S \stackrel{*}{\vec{R}} \alpha X_{W_{1}}$ and $S \stackrel{\star}{\overrightarrow{\vec{R}}} \alpha \mathrm{Y}_{2}$, where $\mathrm{X} \neq \mathrm{Y}$. Then, either $\mathrm{X} \neq \mathrm{Y}$ or there is a string $u \in \Sigma^{*}$ such that

$$
\mathrm{S} \stackrel{*}{\overrightarrow{\mathrm{R}}} \alpha \mathrm{Xu} \stackrel{*}{\overrightarrow{\mathrm{R}}} \alpha \mathrm{Y}_{2}
$$

(or the symmetric case:

$$
\left.S \stackrel{*}{\stackrel{*}{\vec{R}}} \alpha Y_{u} \stackrel{*}{\vec{R}} \alpha X_{w_{1}}\right)
$$

Proof. The proof is by induction on the length of the derivations. Let $\mu \in V^{+}$. As basis we consider derivations of length one or less.

```
Basis. First consider derivations
```

$\mu \overrightarrow{\mathrm{R}}{ }^{\alpha \mathrm{XW}_{1}}$
and
$\mu \overrightarrow{\mathrm{R}} \mathrm{aY}_{2}$
where $X \neq Y$. Then there exist $\rho \in V^{\star}, C \in N, W \in \Sigma$ and $C \rightarrow \rho_{1} X v_{1}, C \rightarrow \rho_{1} Y v_{2}$ in $P$, such that $\rho \rho_{1}=\alpha, v_{1} W=w_{1}$ and $v_{2} w=w_{2}$. Since $G$ is a simple chain grammar, $X \neq Y$. Now suppose that $\mu=\alpha X w_{1}$ and $\mu \overrightarrow{\mathrm{R}}{ }^{\alpha Y w_{2}}$. Then $\alpha X w_{1} \overrightarrow{\mathrm{R}}{ }^{\alpha Y w_{2}}$. It follows that we have a derivation

$$
\mu \stackrel{\star}{\overrightarrow{\mathrm{R}}} \alpha X_{w_{1}} \stackrel{\star}{\overrightarrow{\mathrm{R}}} \alpha_{W_{2}}
$$

which is of the desired form. The basis of the induction is now satisfied.

Induction. Now suppose we have derivations
$\mu \stackrel{\stackrel{\star}{\vec{R}}}{\stackrel{*}{X}}{ }^{W}{ }_{1}$
and

$$
\mu \stackrel{\dot{x}}{\vec{R}}{ }^{X Y w_{2}}
$$

with $X \neq Y$ and the lengths of the derivations are less than or equal to $n$. Assume
the property holds for all derivations with lengths less than $n$. There exist $\rho, \rho_{1}, \varphi_{1}, \varphi_{2} \in V^{*}, C \in N, X_{1}, Y_{1} \in V$ such that $C \rightarrow \rho_{1} X_{1} \varphi_{1}$ and $C \rightarrow \rho_{1} Y_{1} \varphi_{2}$ are in $P$, with $X_{1} \neq Y_{1}$ and there exist derivations
$\mu \stackrel{\star}{\overrightarrow{\mathrm{R}}} \rho \mathrm{CW}_{\mathrm{F}}^{\overrightarrow{\mathrm{R}}} \rho_{1} \rho_{1} \mathrm{X}_{1} \varphi_{1} \mathrm{w}^{\stackrel{\star}{\overrightarrow{\mathrm{R}}}}{ }^{\alpha \mathrm{X}_{\mathrm{W}}}{ }_{1}$
and
$\mu \stackrel{\star}{\overrightarrow{\mathrm{R}}} \rho \mathrm{CW}_{\mathrm{W}}^{\overrightarrow{\mathrm{R}}} \rho \rho_{1} \mathrm{Y}_{1} \varphi_{2}{ }^{\mathrm{w}} \stackrel{\star}{\overrightarrow{\mathrm{R}}} \alpha \mathrm{Y}_{\mathrm{W}_{2}}$.

Since $X_{1} \not \equiv Y_{1}$ and $\rho \rho_{1}$ is prefix-free there are two possibilities:
(i)

$$
\rho \rho_{1} \stackrel{*}{\overrightarrow{\mathrm{R}}} \alpha \mathrm{Xv}{ }_{1}
$$

and

$$
\rho \rho_{1} \stackrel{*}{\overrightarrow{\mathrm{R}}} \alpha \mathrm{Y}_{2}
$$

where $v_{1}$ is a prefix of $w_{1}$ and $v_{2}$ is a prefix of $w_{2}$. But then, since the lengths of these derivations are less than $n$, we have by the induction hypothesis either $X \not \equiv Y$ or there is $v \in \sum^{*}$ such that

$$
\rho \rho_{1} \stackrel{*}{\overrightarrow{\mathrm{R}}} \alpha \mathrm{Xv} \stackrel{\star}{\overrightarrow{\mathrm{R}}} \alpha \mathrm{Yv}_{2}
$$

where $v_{2}$ is a prefix of $w_{2}$. If

$$
\rho \rho_{1} \stackrel{*}{\overrightarrow{\mathrm{R}}} \alpha \mathrm{Y} \mathrm{v}_{2}
$$

then there is a derivation

$$
\mu \stackrel{*}{\overrightarrow{\mathrm{R}}} \rho \rho_{1} \mathrm{Y}_{1} \varphi_{2} \mathrm{w} \underset{\overrightarrow{\mathrm{R}}}{\stackrel{*}{\Rightarrow}} \rho \rho_{1} \mathrm{w}^{\prime} \stackrel{*}{\overrightarrow{\mathrm{R}}} \alpha \mathrm{Y}_{2} \mathrm{w}^{\prime}=\alpha \mathrm{Y}_{2}
$$

Moreover, since

$$
\rho \rho_{1} \stackrel{\star}{\overrightarrow{\mathrm{R}}} \alpha \mathrm{Xv} \stackrel{\star}{\overrightarrow{\mathrm{R}}} \alpha \mathrm{Y} v_{2}
$$

we can write
$\mu \stackrel{\star}{\overrightarrow{\mathrm{R}}} \rho_{1} \mathrm{Y}_{1} \varphi_{2} \mathrm{w}^{\stackrel{\star}{\vec{R}}} \rho_{1} \mathrm{w}^{\prime} \stackrel{\star}{\overrightarrow{\mathrm{R}}} \alpha \mathrm{XVw}^{\prime} \stackrel{\star}{\overrightarrow{\mathrm{R}}} \alpha \mathrm{Yv}_{2} \mathrm{w}^{\prime}=\alpha \mathrm{Y}_{2}$.

Therefore there is $u=v w^{\prime} \epsilon \Sigma^{*}$ such that
$\mu \stackrel{\star}{\overrightarrow{\mathrm{R}}} \alpha \mathrm{Xu} \stackrel{\star}{\overrightarrow{\mathrm{R}}} \alpha \mathrm{Y}_{\mathrm{w}_{2}}$.
(ii)

$$
X_{1} \stackrel{r}{\vec{R}} \rho^{i} X_{W}^{q}
$$

and

$$
Y_{1} \stackrel{*}{\stackrel{\rightharpoonup}{\mathrm{R}}} \rho^{\prime} Y_{W_{2}^{s}}^{s}
$$

where $p^{\prime}$ is a suffix of $\alpha$ and $w_{1}^{\prime}$ and $w_{2}^{\prime}$ are prefixes of $w_{1}$ and $w_{2}$, respectively. But then, since $X_{1} \neq Y_{1}$ we have $\rho^{\prime}=\varepsilon$ and $X \neq Y$.

The proof of the theorem is now complete if we take $\mu=S$.

Note. It follows from this theorem that, if $S \stackrel{*}{\stackrel{*}{R}} \alpha X_{W_{1}}$ and $S \stackrel{*}{\vec{R}} \alpha Y_{2}$, where $X \neq Y$ and we do not have $X \neq X$, then there exists $v \in \Sigma^{\star}$ such that

$$
\mathrm{S} \underset{\overrightarrow{\mathrm{R}}}{\stackrel{\star}{*}} \alpha \mathrm{Kv} \frac{\pi}{\overrightarrow{\mathrm{R}}} \alpha \mathrm{Yw} \mathrm{w}_{2}
$$

where $X \frac{\pi}{\vec{R}} Y^{7}$ and $W^{3}$ is such thar $W^{8} v=W_{2}$ (or the symmetric case).
The following corollary is inmediate from Theorem 11.4. We use the following notation. For $X, Y \in V$ we write $X \perp Y$ if there does not exist $\psi \in V^{*}$ such that either $X \stackrel{*}{\Rightarrow} \mathrm{Y} \psi$ or $\mathrm{Y} \stackrel{*}{\Rightarrow} \mathrm{X} \psi$. Notice that if $\mathrm{X} \neq \mathrm{Y}$, then $\mathrm{X} \neq \mathrm{Y}$ implies $\mathrm{X} \perp \mathrm{Y}$. If $\mathrm{X} \perp \mathrm{Y}$, then $X \neq Y$ 。

COROLLARY 11.3. Let $G=(N, \Sigma, \mathbb{P}, S)$ be a simple chain grammar. Suppose there exist


Note. Notice that we do not have $S \stackrel{*}{\stackrel{*}{R}} \alpha X_{1}$ and $S \stackrel{*}{\stackrel{*}{R}} \alpha Y_{1}$ implies $X \not \equiv Y$. A counterexample is grammar $G$ with productions $S \rightarrow a X b, X \rightarrow Y c$ and $Y \rightarrow a$. Gramar $G$ is a simple chain gramar, $S \stackrel{*}{\stackrel{*}{\mathbb{R}}}$ aXb and $S \stackrel{*}{\vec{R}}$ aYcb but we do not have $X \not \equiv Y$.

Another example is the gramar with productions $S \rightarrow a X D \mid a X e, X \rightarrow Y, Y \rightarrow b$ and $D \rightarrow d$, which is also a simple chain grammar. Here we have derivations $S \stackrel{2}{\underset{R}{2}}$ axd and $S \underset{\mathrm{R}}{2}$ aYe, but we do not have $X \neq Y$.

### 11.2. RELATIONSHIPS BETWEEN STMPLE CHAIN GRAMMARS AND OTHER CLASSES OF GRAMMARS

We already saw that each $\varepsilon-f r e e ~ L L(1)$ grammar is a simple chain grammar. Moreover, there exist simple chain grammars which are not $\operatorname{LL}(k)$ or $L C(k)$, for any $k \geq 0$. In Chapter 12 we will return to the relation between simple chain grammars and LCgrammars. Here we will compare the class of simple chain grammars with the classes of grammars that are simple precedence, strict deterministic or LR(0). For the
definition of simple precedence the reader is referred to [ 3 ]. The definition of strict deterministic granmars can be found in section 8.2.

The CFG with productions $\mathrm{S} \rightarrow \mathrm{Ab} \mid \mathrm{Bc}, \mathrm{A} \rightarrow \mathrm{a}$ and $\mathrm{B} \rightarrow \mathrm{ad}$ is not a simple chain grammar. By constructing the 'Wirth-Weber precedence matrix' one can easily verify that there are no precedence conflicts. Since the gramar is also uniquely invertible (i.e., if $A \rightarrow \alpha$ and $B \rightarrow \alpha$ are in $P$, then $A=B$ ) it follows that the grammar is simple precedence. On the other hand, the CFG with only productions $S \rightarrow a A \mid b B, A \rightarrow d c$, $B \rightarrow d C$ and $C \rightarrow c$ is a simple chain grammar and not a simple precedence gramar.

COROLLARY 11.4. The classes of simple chain grammars and of ( $\varepsilon$-free) simple precedence grammars are incomparable.

The CFG with only productions $S \rightarrow c b \mid A b$ and $A \rightarrow a$ is a simple chain grammar but not a strict deterministic grammar. The CFG with only productions $\mathrm{S} \rightarrow \mathrm{Ab} \mid \mathrm{Bc}$, $A \rightarrow$ ad and $B \rightarrow$ ae is a strict deterministic gramar but not a simple chain gramar.

COROLLARY 11.5. The classes of simple chain grammars and of (E-free) strict deterministic grammars are incomparable.

There is a nontrivial hierarchy of strict deterministic gramars and their languages according to their degree (cf. Harrison and Havel [59]). The simplest class in this hierarchy is the class of strict deterministic grammars of degree 1 . The following definition is a reformulation of Theorem 3.1 of [61].

DEFINITION 11.5. A CFG $G=(N, \Sigma, P, S)$ is said to be strict deterministic of degree one if $P$ is prefix-free and if $A \rightarrow \alpha X \varphi$ and $A \rightarrow \alpha Y \psi$ are in $P$ (hence, $\alpha, \varphi$ and $\psi$ in $V^{*}$ and $X$ and $Y$ in $V$, with $X \neq Y$, then $X$ and $Y$ are in $\Sigma$.

LEMMA 11.6. Any e-free strict deterministic grammar of degree 1 is a simple chain grammar.

Proof. Trivial.

In order to prove that every simple chain grammar is $\operatorname{LR}(0)$ we have to show that if
and

$$
S \underset{\vec{R}}{*} \alpha^{\prime} A^{\prime} x \text { 存 } \alpha^{\prime} \beta^{\prime} x=\gamma w^{\prime}
$$

then $A \rightarrow \beta=A^{\prime} \rightarrow \beta^{\prime}$ and $|\alpha \beta|=\left|\alpha^{\prime} \beta^{\prime}\right|$.
Notice that $S \stackrel{+}{\Rightarrow} S$ is not possible in a simple chain grammar.
One possible way to do this is to assume that there exists a simple chain grammar which is not $\operatorname{LR}(0)$ and to do a tedious case analysis based on the following four situations:

$$
\begin{align*}
& \left|\alpha^{\prime}\right| \leq|\alpha|  \tag{i}\\
& |\alpha|<\left|\alpha^{\prime}\right|<|\alpha \beta| \\
& \left|\alpha^{\prime}\right|>|\alpha \beta|, \text { and } \\
& \left|\alpha^{\prime}\right|=|\alpha \beta|
\end{align*}
$$

Each of these cases can actually occur for a non-LR(0) grammar and it can be shown that for each of these cases the assumption that $G$ is not $\operatorname{LR}(0)$ leads to a contradiction with $G$ being a simple chain grammar.

The following proof, however, which was suggested by a referee of [122], uses the construction of the state sets of the usual $L R(0)$ parsing algorithm. It is shown that if a CFG $G$ is a simple chain grammar, then these state sets do not contain inconsistent items. Therefore we may conclude that $G$ is $\operatorname{LR}(0)$.

We recall a few definitions. However, to avoid too much repetition of terminology we assume that the reader is familiar with the construction of the LR(0) parsing algorithm ([3,58]).

DEFINITION 11.7. Suppose that $S \underset{\vec{R}}{*}$ aAW $\underset{\vec{R}}{ } \alpha \beta W$ in a CFG $G$. String $\gamma$ is a viable prefix of $G$ if $\gamma$ is a prefix of $\alpha \beta$. We say that $\left[A \rightarrow \beta_{1} \cdot \beta_{2}\right]$ is an $\operatorname{LR}(0)$ item for $G$ if $A \rightarrow \beta_{1} \beta_{2}$ is a production in P. LR(0) item $\left[A \rightarrow \beta_{1} . \beta_{2}\right]$ is valid for $\alpha \beta_{1}$ (a viable prefix of $G$ ) if there is a derivation $S \stackrel{t}{\vec{R}} \alpha A w \vec{R}^{\alpha, \beta_{1}} \beta_{2} w$.

For any viable prefix $\gamma$ of $G$ define $V(\gamma)$ to be the set of $L R(0)$ items valid for $\gamma$. Define

$$
S=\{\sigma \mid \sigma=\forall(\gamma) \text { for some viable prefix } \gamma \text { of } G\},
$$

the collection of LR(O) state sets for $G$.
In the construction of $S$ each $\sigma \in S$ is obtained as the union of a basis set and a set which is achieved by taking the 'closure' of this basis set. We denote the basis set of a set $\sigma \in S$ by basis( $\sigma$ ).

THEOREM 11.5. Every simple chain gramar is an LR(0) grammar.

Proof. Let $S$ be the collection of state sets for simple chain gramuar $G=(N, \Sigma, P, S)$. First we have the following claim.

CLAIM. Let $\sigma \in S$. If $\left[A \rightarrow \alpha_{1} . \alpha_{2}\right]$ and $\left[B \rightarrow \beta_{1}, \beta_{2}\right]$ are any two distinct items in basis $(\sigma)$, then $A=B$ and $\alpha_{1}=\beta_{1}$.

Proof of the claim. By definition of $S$ there exists $\gamma \in V^{*}$ such that $\sigma=V(\gamma)$. It is convenient to prove the claim by induction on $|\gamma|$.

Basis. $|\gamma|=0$. By convention (see Algorithm 5.8[3]) basis $(V(\varepsilon))=$ $=\{[S \rightarrow . \alpha] \mid S \rightarrow \alpha$ is in $P\}$ for which the claim is easily verified. Notice that for every state set $\sigma$ other than $V(\varepsilon)$ an item $\left[A \rightarrow \alpha_{1} . \alpha_{2}\right]$ can only be in basis ( $\sigma$ ) if $\alpha_{1} \neq \varepsilon$.

Induction. Consider a string $\gamma X$ where $\gamma \in V^{*}$ and $X \in V$. Assume that the claim is true for $\sigma=V(\gamma)$; we will show that it is likewise true for $\sigma^{\gamma}=V(\gamma X)$. Let $\left[A \rightarrow \alpha_{1} X \cdot \alpha_{2}\right]$ and $\left[B \rightarrow \beta_{1} X \cdot \beta_{2}\right]$ be any two items in basis $\left(\sigma^{\prime}\right)$. Then both $\left[A \rightarrow \alpha_{1} \cdot X \alpha_{2}\right]$ and $\left[B \rightarrow \beta_{1} \cdot X \beta_{2}\right]$ are in $\sigma$. There are now several cases:
(I) $\quad \alpha_{1} \neq \varepsilon \neq \beta_{1}$ : By the induction hypothesis $A=B$ and $\alpha_{1}=\beta_{1}$, as desired since both items belong to basis( $\sigma$ ).
(II) $\alpha_{1} \neq \varepsilon$ and $\beta_{1}=\varepsilon$ : In this case $\left[B \rightarrow . X \beta_{2}\right]$ is obtained from some item $\left[\mathrm{C} \rightarrow \gamma_{1} \cdot \mathrm{Y} \gamma_{2}\right] \in \operatorname{basis}(\sigma)$, so that $Y \underset{\vec{L}}{+} \mathrm{X} \varphi$ for some $\varphi \in V^{\star}$ and because of the induction hypothesis, $C=A$ and $\gamma_{1}=\alpha_{1}$. Hence we have productions $A \rightarrow \alpha_{1} Y^{Y} \gamma_{2}$ and $A \rightarrow \alpha_{1} X \alpha_{2}$. If $X=Y$ then $X$ is left recursive, which is not possible in a simple chain grammar. If $X \neq Y$ then, since $\operatorname{FIRST}(X) \cap \operatorname{FIRST}(Y) \neq \emptyset$, we obtain a contradiction with the definition of a simple chain gramar.
(III) $\alpha_{1}=\varepsilon$ and $\beta_{1} \neq \varepsilon$ : This case is symmetric to (II).
(IV) $\alpha_{1}=\varepsilon=\beta_{1}$ : Then either $A=B=S$, hence the claim is satisfied, or $\left[A \rightarrow . X \alpha_{2}\right]$ and $\left[B \rightarrow . X \beta_{2}\right]$ are obtained from items $\left[C \rightarrow \gamma_{1} . U \gamma_{2}\right]$ and $\left[C \rightarrow \gamma_{1} \cdot U^{\prime} \gamma^{\prime}{ }_{2}\right]$, respectively, in basis( $\sigma$ ). If $U=U^{\prime}$ then either $U$ is not chain-independent, which is impossible, or $A=B$, as desired. If $U \neq U^{+}$then, since FIRST(U) $\cap$ FIRST( $\left.U^{\prime}\right)$ $\neq \emptyset, G$ is not a simple chain granmar.

This concludes the proof of the claim.

Now suppose that $G$ is not $\operatorname{LR}(0)$. Then there is some $\operatorname{LR}(0)$ state set $\sigma$ of $G$ which contains two ore more inconsistent items. There are two cases (see Definition 2.4 in Geller and Harrison [41])
(i) A shift/reduce conflict: There are two items $\left[A \rightarrow \alpha_{1} \cdot a \alpha_{2}\right]$ and $[B \rightarrow \beta$.$] in \sigma$, where $\alpha_{1}, \alpha_{2}, \beta \in V^{*}$ and $a \in \Sigma$. Since $\beta=\varepsilon$ we have that $[B \rightarrow \beta]$ is in basis $(\sigma)$. There are two cases:
(a) $\alpha_{1} \neq \varepsilon$ : It follows that $\alpha_{1}=\beta, A=B$ and $P$ is not prefix-free which is impossible.
(b) $\alpha_{1}=\varepsilon:$ In this case there exists a production $B \rightarrow \beta X \varphi$ in $P$, where $X \varphi \in N V *$ and $X \underset{\vec{I}}{t} A \psi$ for some $\psi \in V^{*}$, and also in this case we have that $P$ is not prefixfree, which is impossible.
(iii) A reduce/reduce conflict: There are two items $[A \rightarrow \alpha$.$] and [B \rightarrow \beta$.$] in \sigma$. Since $G$ is $e$-free $\alpha \neq \varepsilon \neq \beta$ and both items belong to basis $(\sigma)$. It follows from the claim that $A=B$ and $\alpha=\beta$, so that, in fact, no conflict exists in $\sigma$.

It follows that every simple chain gramar is an LR(0) grammar.
Observe that, since we are only concerned with E-free grammars, the combination of Lemma 11.1 and Theorem 11.5 does not lead to the incorrect result that any LL(1) grammar (not necessarily $\varepsilon$-free) is an $\operatorname{LR}(0)$ grammar. Clearly, every simple deterministic grammar is a simple chain grammar. The class of simple chain grammars is properly included in the LR ( 0 ) grammars since the CFG with only productions $S \rightarrow a B$, $S \rightarrow e B, B \rightarrow C D, B \rightarrow C F, D \rightarrow b$ and $F \rightarrow b$ is $L R(0)$ but it is not a simple chain grammar.

In Reichardt [139] and in Schlichtiger [147,148] (cf. also Chapter 12) simple chain grammars are compared with some other classes of gramars.

### 11.3. STMPLE CHAIN LANGUAGES

In this section we show that the class of simple chain languages coincides with the class of simple deteministic languages. First we show that every simple chain grammar can be transformed to an equivalent simple chain gramar in Greibach normal form. A transformation which is similar to ours can be found in [42] where it is shown that each strict deterministic gramar can be transformed to a strict deterministic grammar in GNF.

OBSERVATION 11.1. Let $G=(N, \Sigma, P, S)$ be a simple chain grammar. Let $A \in N$ and $a \in \operatorname{FIRST}(A)$. The chain from $A$ to $a$ in $C H(A)$ is uniquely determined and therefore also its length. Denote this length by $n_{A}(a)$. Hence, if $A \underset{\vec{L}}{n}$ a $\alpha$ for some $\alpha \in V^{*}$, then $n \geq n_{A}(a)$.

THEOREM 11.6. Each simple chain grammar can be transformed to a weakly equivalent simple chain grammar in GNF.

Proof. Let $G=(N, \Sigma, P, 3)$ be a simple chain grammar. Let $P^{\prime}=\left\{A \rightarrow a \alpha \mid A \in N, \alpha \in V^{*}\right.$ and $a \leqslant \sum$ such that $A \hat{Z}_{\vec{Z}}^{\prime}$ a $\alpha$ with $\left.n^{\prime}=n_{A}(a)\right\}$ and let $G^{\prime}=\left(N, \Sigma, P^{\prime}, S\right)$. In this way $G^{\prime}$ is well-defined, $G^{\prime}$ has no $\varepsilon$-productions and moreover, $G^{\prime}$ is in quasi-GNF. CFG $G^{\prime}$ can be reduced in the usual way.

CLALM 1. $G^{\prime}$ is a simple chain grammar.

Proof of Claim 1. Consider Definition 11.1. Assume $P^{\prime}$ is not prefix-free, so that there exist productions $A \rightarrow \alpha$ and $A \rightarrow \alpha \beta$ in $P^{\prime}$ with $\beta \neq \varepsilon$. Then, by definition of $P^{\prime}$ there exist derivations $A \stackrel{\star}{\overrightarrow{\mathrm{~L}}} \alpha$ and $A \underset{\vec{L}}{\stackrel{\star}{\mathrm{~L}}} \alpha \beta$ in $G$ with $\beta \neq E$. Since $G$ is a simple chain grammar it follows from Theorem 11.1 that this is not possible. Thus $P^{\prime}$ is prefix-free.

Now assume there exist $A \in N, \alpha, \varphi, \psi \in V^{*}$ and $X, Y \in V$ with $X \neq Y$ such that $\mathrm{A} \rightarrow \alpha \mathrm{K} \varphi$ and $\mathrm{A} \rightarrow \alpha \mathrm{Y} \psi$ are in $\mathrm{P}^{\prime}$. Let $\alpha \neq E$ and assume $1: \alpha=a$. Then both derivations in $G$ can be written as

$$
A \underset{\overrightarrow{\mathrm{~L}}}{n^{\prime}} \alpha \mathrm{X} \varphi
$$

and

$$
\mathrm{A} \underset{\mathrm{~L}}{\mathrm{n}^{\prime}} \alpha \mathrm{Y} \psi
$$

where $n^{\prime}=n_{A}(a)$.
Then, by Theorem 11.3, $X \neq Y$. If $\alpha=\varepsilon$, then $X$ and $Y$ are in $\Sigma, X \neq Y$ and therefore also in this case $X \neq Y$. This completes the proof of Claim 1 .

It is not difficult to see that transforming $G$ ' in quasi-GNF to a CFG in GNF by replacing terminals inside the righthand sides of the productions in the usual way does not disturb the simple chain properties of $G^{\prime}$. Therefore we may assume that $G^{\prime}$ is in GNF.

## CLAIM 2. $\quad L\left(G^{\prime}\right)=L(G)$.

Proof of Claim 2. It is clear that for any $w \in \Sigma^{*}, S \stackrel{*}{\vec{L}} w$ in $G^{\prime}$ implies $S \stackrel{*}{\vec{L}} w$ in $G$. For the converse, consider $A \underset{\vec{L}}{n} w$ in $G$. If $n=1$, then trivially, also $A \Rightarrow{ }_{\vec{L}} w$ in $G^{\prime}$.
 length less than $n$ in $G$. Factor the derivation $A \xlongequal[\vec{L}]{\|} w$ in $G$ to get $A \xlongequal[\overrightarrow{\vec{L}}]{n}$ ad, where $n^{\prime}=n_{A}(a)$ and it is assumed that $1: w=a$. By construction, $A \rightarrow a \alpha$ is in $P^{\prime}$. Let $\alpha=A_{1} A_{2} \ldots A_{m} \in N^{*}$. Notice that according to the remark following Claim 1 we may assume $\alpha \in \mathbb{N}^{\star}$. Each $A_{i}$ derives a subword of $w$, that is, $A_{i} \stackrel{\star}{\vec{L}} w_{i}$ in $G$ for $1 \leq i \leq m$ and $w=a w_{1} w_{2} \ldots w_{m}$. Since these derivations are of length less than $n, A_{i}{\underset{\|}{L}}_{*}^{*}{ }_{i}$ in
 Therefore, $S \underset{\vec{L}}{\stackrel{*}{\Rightarrow}} w$ in $G$ implies $S \underset{\mathrm{~L}}{\stackrel{\star}{\Rightarrow}} w$ in $G^{\prime}$. It follows that $L\left(G^{\prime}\right)=L(G)$.

With these two claims the proof of Theorem 11.6 is complete.
Granmar $G^{\prime}$ which is now in GNF is not necessarily a simple deterministic grammar.

The second transformation of this section will produce a simple deterministic grammar from a simple chain gramar in GNF. In section 11.5 we will give an immediate transformation from a simple chain grammar to a simple deterministic grammar. There we will also discuss the cover properties of these transformations.

The transformation which we are now to present is in fact a simple process of left factoring. That is, we are going to replace productions $A \rightarrow \alpha \beta$ and $A \rightarrow \alpha \gamma$ with $\alpha \neq \varepsilon$ and $\beta \neq \gamma$ by productions $A \rightarrow \alpha H, H \rightarrow \beta$ and $H \rightarrow \gamma$. However, since we want to preserve the Greibach normal form we need to adapt the process of left factoring.

NOTATION 11.1. Let $G=(N, \Sigma, P, S)$ be a CFG. For any $A \in N$ and $\alpha \in V^{*}$,

$$
Q_{A}^{\alpha}=\left\{A \rightarrow \alpha \varphi \in P \mid \varphi \in V^{*}\right\}
$$

Let $A \rightarrow \alpha_{1}$ and $A \rightarrow \alpha_{2}$ be two productions. The longest string $\alpha \in V^{*}$ such that $\alpha$ is both a prefix of $\alpha_{1}$ and $\alpha_{2}$ is called the common prefix of $A \rightarrow \alpha_{1}$ and $A \rightarrow \alpha_{2}$. Similarly, we can define the common prefix of a set of productions.

## ALGORITHM 11.1.

Input. A simple chain granmar $G=(N, \Sigma, P, S)$ in $G N F$.
Output. A weakly equivalent simple determínistic grammar $G^{\prime}=\left(N^{\prime}, \Sigma, P^{\prime}, S\right)$.
Method. Initially, set $N^{2}=N$ and $P^{\prime}=\emptyset$. Define $R=\{(A, a) \mid A \rightarrow a \alpha \in P$ for some $\left.\alpha \in \mathrm{V}^{*}\right\}$. The elements of R are numbered in an arbitrary way. Starting with the first element we shal consider for each element $(A, a) \in R$ the set $Q_{A}^{a}$. The set $Q_{A}^{a}$ is not fixed but will change in the course of the computation. Initially,

$$
Q_{A}^{a}=\left\{A \rightarrow a \varphi \in P \mid \varphi \in N^{\star}\right\}
$$

Step 1.
(i) Let $\left|Q_{A}^{a}\right|=1$. Then add the only production of $Q_{A}^{a}$ to $P^{\prime}$. If all the elements of $R$ have been considered go to Step 2. Otherwise, start again with the next element of R .
(ii) Let $\left|Q_{A}^{a}\right|>1$. Consider $\alpha \in\{a\} N^{{ }^{\prime}}$ such that $\alpha$ satisfies: a. $\alpha$ is a common prefix of at least two productions in $Q_{A}^{a}$, and b. there are no productions $A \rightarrow a \varphi$ and $A \rightarrow a \psi$ with $\varphi \neq \psi$ in $Q_{A}^{a}$ with common prefix $\alpha^{1}$ such that $\alpha$ is a proper prefix of $\alpha^{\prime}$.

If $\left|Q_{A}^{\alpha}\right|=n$, chen denote the elements of $Q_{A}^{\alpha}$ by $\left\{A \rightarrow \alpha X_{i} \varphi_{i} \mid 1 \leq i \leq n\right\}$. Replace in $Q_{A}^{A}$ the subset $Q_{A}^{\alpha}$ by the only production $A \rightarrow \alpha\left[A \alpha, X_{1} \varphi_{1}, \ldots, X_{n} \varphi_{n}\right]$, where $\left[A \alpha, X_{1} \varphi_{1}, \ldots, X_{n} \varphi_{n}\right]$ is a newly introduced nonterminal which is added to $N^{\prime}$. Repeat Step :.

Step 2.
For each newly introduced nonterminal of the form $Q=\left[B \beta, Y_{1} \psi_{1}, \ldots, Y_{m} \psi_{m}\right]$ add to $P^{\prime}$, for each $i, 1 \leq i \leq m$, the set of productions $\left\{Q \rightarrow \gamma \psi_{i} \mid Y_{i} \rightarrow \gamma \in P^{\prime}\right\}$.

Step 3.
Remove the useless symbols.

Note. In general, string $\alpha$ in Step 1 (ii) is not uniquely determined. If there is more than one such $\alpha$ then it does not matter which one is taken first. Notice, that since $G$ is in $G N F$ the strings $Y_{i} \psi_{i}, I \leq i \leq m$, are in $N{ }^{\prime *}$. A newly introduced nonterminal symbol $\left[B \beta, Y_{1} \psi_{1}, \ldots ., Y_{m} \psi_{m}\right]$ is associated by $B \beta$ with the productions in $Q_{B}^{B}$ from which it is obtained.

## EXAMPLE 11. 4.

Consider the simple chain grammar in GNF with the following list of productions.

| $S \rightarrow C A$ | $A \rightarrow a B D$ | $A \rightarrow a A B$ | $D \rightarrow e$ |
| :--- | :--- | :--- | :--- |
| $A \rightarrow a B C B D$ | $A \rightarrow a B A$ | $A \rightarrow f$ | $B \rightarrow b$ |
| $A \rightarrow a B C B A$ | $A \rightarrow a A C A$ | $D \rightarrow d$ | $C \rightarrow c$ |

The subsequent results of Step 1 on $Q_{A}^{a}$ can be given in the following order:

1. For $\alpha=$ aBCB. $A \rightarrow a B C B D$ and $A \rightarrow$ aBCBA are replaced by
$A \rightarrow a B C B Q_{0}$, where $Q_{0}=[A a B C B, D, A]$.
2. For $\alpha=a B . A \rightarrow a B C B Q, A \rightarrow a B D$ and $A \rightarrow a B A$ are replaced by $A \rightarrow a B Q_{1}$, where $Q_{1}=\left[A a B, C B Q_{0}, D, A\right]$.
3. For $\alpha=a A$. $A \rightarrow a A C A$ and $A \rightarrow a A B$ are replaced by $A \rightarrow a A Q_{2}$,
where $Q_{2}=[A a A, C A, B]$.
4. For $\alpha=a$ (the common prefix of $Q_{A}^{a}$ ). $A+a A Q_{2}$ and $A \rightarrow a B Q_{1}$ are replaced by $A \rightarrow a Q_{3}$, where $Q_{3}=\left[A a, A Q_{2}, B Q_{1}\right]$.

The result of Step 2 for $Q_{0}, Q_{1}, Q_{2}$ and $Q_{3}$ are:

$$
\begin{array}{llll}
Q_{0} \rightarrow d & Q_{1} \rightarrow c B Q_{0} & Q_{1} \rightarrow f & Q_{3} \rightarrow f Q_{2} \\
Q_{0} \rightarrow e & Q_{1} \rightarrow d & Q_{2} \rightarrow c A & Q_{3} \rightarrow b Q_{1} \\
Q_{0} \rightarrow a Q_{3} & Q_{1}+e & Q_{2} \rightarrow b & \\
Q_{0} \rightarrow f & Q_{1} \rightarrow a Q_{3} & Q_{3} \rightarrow a Q_{3} Q_{2} &
\end{array}
$$

THEOREM 11.7. Each simple chain grammar can be transformed to a weakly equivalent simple deterministic grammar.

Proof. By Theorem 11.6 we may assume that $G=(N, \Sigma, P, S)$ is a simple chain grammar in GNF. Let $G^{\prime}=\left(N^{\prime}, \sum, P^{\prime}, S\right)$ be the CFG which is obtained by Algorithm 11.1. The proof that $G$ ! is a simple deterministic grammar which is weakly equivalent to $G$ is divided into three claims.

CLATM 1. Let $Q=\left[A \alpha, X_{1} \varphi_{1}, \ldots, X_{n} \varphi_{n}\right]$ be a newly introduced nonterminal symbol. Each $X_{i}, 1 \leq i \leq n$, is in $N$ and if $i \neq j$, where $1 \leq i, j \leq n$, then $X_{i} \neq X_{j}$ and $X_{i} \neq X_{j}$. Proof of Claim 1. Observe that the prefix $\alpha$ in step 1 (ii) is always in $\delta N^{*}$ (that is, it does not contain newly introduced nonterminals). Moreover, since all the productions in $Q_{A}^{a}$ are considered at the same time we can not have productions $A \rightarrow \alpha Q^{\prime} \varphi$ for some newly introduced $Q^{\prime}$ and $\varphi \in N^{\prime *}$ and $A \rightarrow \alpha B \psi$ for some $B \in N$ and $\psi \in \mathbb{N}^{\prime *}$. Thus, each $X_{i} \varphi_{i}$ which is mentioned in $Q$ has $X_{i} \in N$. Moreover, $X_{i} \neq X_{j}$ since otherwise the $\alpha$ which was chosen was not the longest applicable prefix as is demanded in part $b$ of Step 1 (ii). Since $X_{i}, X_{j} \in \mathbb{N}$ there exist productions $A \rightarrow \alpha X_{i} \varphi$ and $A \rightarrow \alpha X_{j} \psi$ in $P$, for some $\varphi$ and $\psi$ in $V^{\star}$. For $i \neq j$ we have $X_{i} \neq X_{j}$ and since $P$ is the set of productions for simple chain gramar $G$, we have $X_{i} \neq X_{j}$.

CLATM 2. $G^{\prime}$ is a simple deterministic grammar.

Proof of Claim 2. We have to show that for each $A \in N^{\circ}$ and a $\epsilon \mathcal{E}$ there is at most one production $A \rightarrow a \alpha$ in $P^{\prime}$, for some $\alpha \in V^{\prime *}$.
$A$ set $Q_{A}^{a}$, where $A \in N$ and $a \in \Sigma$, is reduced to only one production whose righthand side has as prefix the common prefix of $Q_{A}^{a}$. Therefore, after step 1 has been performed, for each $A \in \mathbb{N}$ and $a \in \sum$ there is at most one production $A \rightarrow a d$ in $P^{\prime}$ for some $\alpha \in \mathbb{N}^{\text {* }}$.

In step 2 productions are introduced for the new nonterminals of the form $Q=\left[A \alpha, X_{1} \varphi_{1}, \ldots, X_{n} \varphi_{n}\right]$. Since, by Claim $1, X_{i} \neq X_{j}$ for $i \neq j$, we can not have $X_{i} \rightarrow a \gamma$ and $X_{j} \rightarrow a Y^{\prime}$ for some $a \in \Sigma$ and $\gamma, \gamma^{\prime} \in V^{\prime *}$. Therefore, for any newly introduced $Q$ and for any $a \in \sum$ there is also at most one production in $Q_{Q}{ }^{a}$. This concludes the proof that $G^{\prime}$ is simple deterministic.

CLAIM 3. $L\left(G^{3}\right)=L(G)$.

Proof of Claim 3. In Figure 11.1 the transformation is illustrated. Only local transformations as presented in this figure are performed. Therefore the transformation is language preserving.

From Claim 2 and Claim 3 it follows that Theorem 11.7 is proved.


Figure 11.1. Transformation to simple deterministic granmars.

Since each simple deterministic gramar is a simple chain grammar and since it is decidable whether two simple deterministic grammars are weakly equivalent we have the following corollary.

## COROLLARY 11.6.

a. The class of simple chain languages coincides with the class of simple deterministic languages.
b. It is decidable whether two simple chain gramars are weakly equivalent.

### 11.4. A LEFT PART THEOREM FOR SIMPLE CHAIN GRAMMARS

In this section we consider a global property of the grammatical trees of con-text-free grammars. This property can be considered as a restricted version of the left part property for the trees of strict deterministic granmars (Harrison and Havel [60]). It will be shown that this left part property is satisfied by the set of grammatical trees of a left part grammar, a type of context-free grammar which is a slight generalization of a simple chain gramar.

If a context-free grammar is unambiguous, then each terminal string generated by this grammar has a unique parse tree. Informally, our left part property requires that every prefix of such a terminal string has a unique 'partial'tree. This notion of 'partial' tree will be specified.

To present the left part property and to describe grammatical trees we use the notations and definitions from Harrison and Havel [60]. For convenience we repeat, as far as necessary, some of these notions here. For more details the reader is referred to [60].

Among others, an intuitive assumption on 'translations' of prefixes of sentences which is discussed in Kràl [82] motivated us to introduce this left part property.

The organization of this section is as follows. We continue with some definitions and notational conventions on trees and gramatical trees. Then we present the left part property and we introduce the left part grammars. We show that a con-text-free grammar is a left part gramar if and only if its set of grammatical trees satisfies the left part property.

## PRELIMINARIES ON TREES

To introduce the concepts of the theory of trees which we need here we will frequently refer to the tree $T$ given in Figure 11.2. This introduction goes along similar lines as in [60].


Figure II.2. Tree $T$ and its labeling,

Tree $T$ has nodes $\left(x_{0} ; x_{1}, \ldots, x_{10}\right)$ and it has a root $\left(x_{0}\right)$. The relation of inmediate descendancy is denoted by $\Gamma$ (for example $x_{5}$ is an immediate descendant of $x_{2}$, $\mathrm{x}_{2}\left\lceil\mathrm{x}_{5}\right.$ ). The transitive closure of $\Gamma$ is denoted by $\Gamma^{+}$and the reflexive and transitive closure by $\Gamma^{*}$. If $\mathrm{x} \Gamma^{*} \mathrm{y}$ then there is a path from x to y , which is the sequence of all nodes, including $x$ and $y$, between $x$ and $y$. For example, $x_{0}, x_{2}, x_{6}, x_{10}$ is the path in $T$ from $x_{0}$ to $x_{10}$. A leaf is a node $x$ in $T$ for which there is no $y$ in $T$ such that $x$ fy; in Figure 11.2 the leaves are $x_{4}, x_{5}, x_{9}, x_{10}, x_{7}, x_{8}$, given here in the left-right order, which is in general, for a tree $T$ with m leaves, denoted by $y_{1}, y_{2}, \ldots, y_{m}$. We introduce the binary relation $L$ as follows; $x y$ if and only if:
(i) $x$ and $y$ are not on the same path and
(ii) for some leaves $y_{i}, y_{i+1}$ in the left-right order we have $x \Gamma^{*} y_{i}$ and $y \Gamma^{*} y_{i+1}$. Thus, for instance, $x_{4} l x_{2}$ and, by introducing transitive and transitive-reflexive closures of $L$ in an obvious way, $x_{4} 4^{*} x_{8}$.

Two trees $T, T^{\prime}$ are structurally isomorphic, $T \cong T^{\prime}$, if and only if there is a bijection $g: T \rightarrow T^{\prime}$ such that $x \Gamma_{y}$ if and only if $g(x) \Gamma g(y)$ and $x L y$ if and only if $g(x) L g(y)$, that is, except for a possible relabeling the trees are identical.

Let $T$ be a tree. Then every node $x$ of $T$ has a label $\lambda(x)$. For instance, in Figure $11.2 \mathrm{x}_{3}$ has label $C$. We will be concerned with grammatical trees, therefore $\lambda(x) \in V$, where $V=N u \Sigma$ for a given $C F G G=(N, \Sigma, P, S)$. The root label of tree $T$ is denoted by $\mathrm{rt}(\mathrm{T})$ (in Figure $11.2 \mathrm{rt}(T)=S$ ) and the frontier of tree $T$ is the concatenation of the labels of the leaves (in the left-right order) of $T$, notation: fr $(T)$. In Figure $11.2 \operatorname{fr}(T)=$ abcdcd. We write $T=T^{\prime}$ when $T \cong T^{\prime}$ and $T$ and $T^{\prime}$ will be treated as identical. The productions in $P$ are elementary subtrees (see Figure 11.3 for a production $A \rightarrow X_{1} X_{2} \ldots X_{n}$ ).


Figure 11.3. An elementary subtree.

Formally, $T$ is said to be a gramatical tree for a $C F G G=(N, \Sigma, P, S)$ iff
(i) for every elementary subtree $T^{\prime}$ of $T$ there exists a production in $P$ corresponding to $T^{\prime}$, and
(ii) $\operatorname{fr}(T) \in \Sigma^{*}$.

The set of grammatical trees for a CFG $G$ is denoted by $J_{G}$. Define $J_{G}(A)=$ $=\left\{T \in J_{G} \mid r t(T)=A\right\}$ and trees in $J_{G}(S)$ are the parse trees of $G$ (cf.Definition 1.5). Having introduced the necessary preliminaries we now can turn our attention to the left part property.

Let $G=(N, \Sigma, P, S)$ be a CFG. Informally, the left part property says that for each $A \in N$ and for each prefix $u$ of $w=u v \in L(A)$, $u$ uniquely determines the "left part" (up to the first symbol of $v$ ) of the grammatical tree which corresponds to the derivation of $w$ from A. Clearly such a property can only be satisfied (take for instance $v=\varepsilon$ and $A=S$ ) by grammatical trees for which the CFG is unambiguous. The following definition of left part is from Harrison and Havel [60].

DEFINITION 11.8. Let $T$ be a grammatical tree of some grammar G. For any $n \geq 0$ define ${ }^{(n)} T$, the left n-part of $T$ (or the left part when $n$ is understood) as follows. Let $\left(x_{1}, \ldots \ldots, x_{m}\right)$ be the sequence of all leaves in $T$ (from the left to the right). Then ${ }^{(n)} T=\left\{x \in T \mid x L^{*} \Gamma^{*} x_{n}\right\}$ if $n \leq m$ and ${ }^{(n)} T=T$ if $n>m$. ${ }^{(n)} T$ is considered to be a tree under the same relations $\Gamma$, $L$ and the same labeling $\lambda$ as $T$.

For instance, in Figure $11.2{ }^{(3)} T$ is the subcree with the nodes $x_{0}, x_{1}, x_{2}, x_{4}, x_{5}$, $x_{6}$ and $x_{9}$. In the following definition we introduce our simple left part property for a set of grammatical crees.

DEFINITION 11.9. Let $I \leq J_{G}$, for some CFG $G$. $J$ is said to satisfy the left part property if for any $n>0$ and $T, T^{\prime} \in J$, if $r t(T)=r t\left(T^{\prime}\right)$ and ${ }^{(n)} f r(T)={ }^{(n)} f r\left(T^{\prime}\right)$ then ${ }^{(n)} T={ }^{(n)} T^{\prime}$.

This definicion is illustrated in Figure $\left[1.4\right.$ where two trees $T$ and $T^{\prime}$ in a set $J \subseteq J_{G}$ are given with their labeling. In this figure we have ${ }^{(2)} T={ }^{(2)} T^{\prime}{ }^{\prime}$. How ever, since ${ }^{(3)} T \neq{ }^{(3)} T$ ' and ${ }^{(3)} \operatorname{fr}(T)={ }^{(3)} \mathrm{fr}\left(T^{\prime}\right)$ we may conclude that $J$ does not satisfy the left part property. Clearly, not for every CFG $G$ we have that $J_{G}$ satisfies the left part property. We introduce the left part grammars, a modest generalization of simple chain grammars, defined in such a way that CFG $G$ is a left part gramar if and only if $J_{G}$ satisfies the left part property.

Let $G=(N, E, P, S)$ be a CFG. Set $P$ is said to be prefix (I) if for each pair $A \rightarrow \beta, A \rightarrow B \gamma$ in $P$, with $\gamma \neq E$ and for $\alpha \in \nabla^{*}$ and $W \in \Sigma^{*}$, if $S \stackrel{*}{\vec{L}} w A \alpha$, then $\operatorname{FIRST}(\gamma) \cap \operatorname{FIRST}(\alpha)=\emptyset$. To avoid an empty $\alpha$ we add, if necessary, the production $S^{\prime} \rightarrow S_{\perp}$ to $P$, where $S^{\prime}$ is a new start symbol and $\perp$ is an endmarker, $\perp \& V$.

DEFINITION 11. 10. An E-free CFG $G=(N, \Sigma, P, S)$ is said to be a left part grammar if $P$ is prefix (1) and FIRST(X) $\cap \operatorname{FIRST}(Y)=\emptyset$ for each pair $A \rightarrow \alpha X \varphi, A \rightarrow \alpha Y \psi$ in $P$, with $X \neq Y$.

The following cozollary is now self-evident (cf. Corollary 11.2).


Figure 11.4. Two trees, (3) $T \neq{ }^{(3)} T$.

COROLLARY 11.7. A CFG $G=(N, \Sigma, P, S)$ is a left part gramar if and only if
(i) $P$ is prefix(i)
(ii) $V$ is chain-independent
(iii) $X \not \equiv Y$ for each pair $A \rightarrow \alpha X \varphi, A \rightarrow \alpha Y \psi$ in $P$ with $X \neq Y$ and $\alpha \neq \varepsilon$,

## EXAMPLE 11.5.

Gramar $G$ with only productions $S \rightarrow A c$ and $A \rightarrow a \mid a b$ is a left part grammar. $G$ is not a simple chain grammar.

The class of simple deterministic languages is properly included in the class of left part languages. Consider CFG $G$ with productions

$$
\begin{aligned}
& S \rightarrow a S a \mid a A \\
& A \rightarrow b d|b| c
\end{aligned}
$$

Obviously, $G$ is a left part gramar. However the language generated by $G$ is not a simple deterministic language, since $L(G)$ can not be generated by an efree LL(1) grammar (see Aho and Ullman [3]). Since each simple deterministic grammar is an $\varepsilon$-free $\mathrm{LL}(1)$ grammar, the proper inclusion follows.

From Definition 11.9 and Definition 11.10 we now can achieve the main result of this section.

THEOREM 11.8. Let $G=(N, \Sigma, P, S)$ be a CFG. The set $J_{G}$ of the gramatical trees of $G$ satisfies the left part property if and only if $G$ is a left part grammar.

Proof. (The 'if'-direction). Let $G$ be a left part grammar. To prove: $J_{G}$ satisfies the left part property. Assume $J_{G}$ does not satisfy the left part property. Hence there exist $n>0$ and trees $T_{1}$ and $T_{2}$ in $J_{G}$ with $\operatorname{rt}\left(T_{1}\right)=\operatorname{rt}\left(T_{2}\right),{ }^{(n)} \operatorname{fr}\left(T_{1}\right)=$ $={ }^{(n)} \operatorname{fr}\left(T_{2}\right)$ and ${ }^{(n)} T_{1} \neq{ }^{(n)} T_{2}$. Suppose $n=1$, then ${ }^{(1)} T_{1} \neq{ }^{(1)} T_{2}$ and ${ }^{(1)}{ }^{\mathrm{fr}}\left(T_{1}\right)=$ $={ }^{(1)} \operatorname{fr}\left(T_{2}\right)$ hence, since $\operatorname{rt}\left(T_{1}\right)=\operatorname{rt}\left(T_{2}\right)$ we must conclude that $V$ is not chain-independent. Contradiction.

Now consider the case $n>1$. For $T_{1}$ and $T_{2}$ we can choose $n$ such that ${ }^{(n-1)} T_{1}={ }^{(n-1)} T_{2}$ and ${ }^{(n)} T_{1} \neq{ }^{(n)} T_{2}$. Let $T_{1}$ be labeled by $\lambda_{1}$ and $T_{2}$ by $T_{2}$. The restriction of $\lambda_{1}$ to ${ }^{(n-1)} T_{1}$ which is equal to the restriction of $\lambda_{2}$ to ${ }^{(n-1)^{2}} T_{2}$ is denoted by $\lambda$. We use the same convention for the relations $\Gamma_{1}, L_{1}$ on $T_{1}$ and $\Gamma_{2}, L_{2}$ on $T_{2}$. Let the leaves of ${ }^{(n)} T_{1}$ have a left-right order $x_{1}, x_{2}, \ldots, x_{n}$. Since (n) $\underset{f r}{ }\left(T_{1}\right)=(n) \operatorname{fr}\left(T_{2}\right)$ we have the same order and labels for the leaves of ${ }^{(n)} T_{2}$. Since ${ }^{\left(n^{-1)}\right.} T_{1}={ }^{(n-1)} T_{2}$, the path in $T_{1}$ from the root of $T_{1}$ to $x_{n-1}$ is the same (including the labeling) as the path in $T_{2}$ from the root of $T_{2}$ to $x_{n-1}$. Let this path be $p=\left(y_{0}, y_{1}, \ldots, y_{m}\right)$, where $y_{0}$ is the root, $y_{m}=x_{n-1}$ and $y_{0}\left\lceil y_{1} \Gamma \ldots\left\lceil y_{m}\right.\right.$. Since ${ }^{(n)} T_{1} \neq{ }^{(n)} T_{2}$ there exist nodes $y_{i}$ and $y_{j}$ on $p(0 \leq i, j<m)$ such that
a. $y_{i} \Gamma_{1}^{*} x_{n}$ in $T_{1}$ and not $y_{i+1} \Gamma_{1}^{*} x_{n}$ in $T_{1}$
b. $y_{j} \Gamma_{2}^{*} x_{n}$ in $T_{2}$ and not $y_{j+1} \Gamma_{2}^{*} x_{n}$ in $T_{2}$.

First we show that $i=j$. Suppose $i>j$ (the case $i<j$ is symetric). See also Figure 11.5. Since $T_{1}$ and $T_{2}$ are gramatical trees and since we have no e-productions there exist $\lambda\left(y_{i}\right) \rightarrow \beta \lambda\left(y_{i+1}\right)$ and $\lambda\left(y_{i}\right) \rightarrow \beta \lambda\left(y_{i+1}\right) \varphi$ in $P$, for some $\varphi \in V^{+}$and $\beta \in \mathbb{V}^{*}$. Notice that $\varphi \neq \varepsilon$ since $\lambda_{1}\left(x_{n}\right) \in \operatorname{FIRSI}(\varphi)$.

Tree $T_{1}$ corresponds with a derivation
$\operatorname{rt}\left(T_{1}\right) \stackrel{\star}{\overrightarrow{\mathrm{L}}} \stackrel{\mathrm{w}}{\mathrm{w}}\left(\mathrm{y}_{\mathrm{i}}\right) \alpha_{1} \overrightarrow{\mathrm{~L}} \mathrm{w} \beta \lambda\left(\mathrm{y}_{\mathrm{i}+1}\right) \varphi \alpha_{1} \stackrel{\star}{\overrightarrow{\mathrm{I}}}(\mathrm{n}-1)_{\mathrm{fr}}\left(T_{1}\right) \varphi \alpha_{1} \stackrel{\star}{\vec{Z}} \mathrm{fr}\left(T_{1}\right)$, for some $w \in \Sigma^{*}$ and $\alpha_{1} \in V^{\star}$.

Tree $T_{2}$ corresponds with a derivation $\operatorname{rt}\left(\mathrm{T}_{2}\right) \stackrel{\star}{\overrightarrow{\mathrm{I}}} \mathrm{w} \mathrm{\lambda}\left(\mathrm{y}_{\mathrm{i}}\right) \alpha_{2} \overrightarrow{\mathrm{~L}} \mathrm{wg} \lambda\left(\mathrm{y}_{\mathrm{i}+1}\right) \alpha_{2} \stackrel{\star}{\overrightarrow{\mathrm{~L}}} \stackrel{(\mathrm{n}-1)}{\mathrm{fr}}\left(\mathrm{T}_{2}\right) \alpha_{2} \stackrel{\star}{\overrightarrow{\mathrm{~L}}} \mathrm{fr}\left(T_{2}\right)$, for some $w \in \Sigma^{\star}$ and $\alpha_{2} \in \mathrm{v}^{\star}$.

Since $\lambda_{1}\left(x_{n}\right)=\lambda_{2}\left(x_{n}\right)$ we have that $\operatorname{FIRST}\left(\alpha_{2}\right) \cap \operatorname{FIRST}(\varphi) \neq \emptyset$. Since the CFG is reduced and since $r t\left(T_{1}\right)=r t\left(T_{2}\right)$ it immediately follows that if $P$ contains

$$
\lambda\left(y_{i}\right) \rightarrow \beta \lambda\left(y_{i+1}\right) \text { and } \lambda\left(y_{i}\right) \rightarrow \beta \lambda\left(y_{i+1}\right) \varphi
$$

then $P$ is not prefix(1). Therefore we must conclude that $i=j$.


Figure 11.5. Trees $T_{1}$ and $T_{2}$.

We proceed with $i$. There are corresponding nodes, $z_{1}$ in $T_{1}$ and $z_{2}$ in $T_{2}$, which will again be treated as identical, hence we omit the indexes, such that $y_{i} \Gamma_{1} z$, $y_{i} \Gamma_{2}{ }^{z}, y_{i+1} L_{1} z, y_{i+1} L_{2} z$ and $z\left[{ }_{1}{ }^{*} x_{n}\right.$ and $z \Gamma_{2}{ }^{*} x_{n}$. Left part ${ }^{(n)} T_{1}$ is obtained by adding in an obvious way the path from $y_{i}$ to $x_{n}$ to ${ }^{n}{ }^{(n-1)} T_{1}$. Left part ${ }^{(n)} T_{2}$ is obtained in an analogous way. Hence there are paths $y_{i} \Gamma_{1} z \Gamma_{1} \ldots \Gamma_{1} x_{n}$ and $y_{i} \Gamma_{2} z \Gamma_{2} \ldots \Gamma_{2} x_{n}$. Since ${ }^{(n-1)} T_{1}={ }^{(n-1)} T_{2}$ and ${ }^{(n)} T_{1} \not{ }^{(n)} T_{2}$ these labeled paths are different. Since $T_{1}$ and $T_{2}$ are gramatical trees there exist productions $\lambda\left(y_{i}\right) \rightarrow \beta \lambda\left(y_{i+1}\right) \lambda_{1}(z) \psi_{1}$ and $\lambda\left(y_{i}\right) \rightarrow \beta \lambda\left(y_{i+1}\right) \lambda_{2}(z) \psi_{2}$, for some $\beta, \psi_{1}$ and $\psi_{2}$ in $V^{*}$. If $\lambda_{1}(z)=\lambda_{2}\left(z_{2}\right)$ then $V$ is not chain-independent. If $\lambda_{1}(z) \neq \lambda_{2}(z)$ then the necessary condition that $\lambda_{1}(z) \neq \lambda_{2}(z)$ is not satisfied. We must conclude that also the case $n>1$ leads to a contradiction. This concludes the 'if '-part of the proof.
(The 'only if '-direction). Let $G$ be a $C F G$ such that $J_{G}$ satisfies the left part property. Assume that $G$ is not a left part gramar, then, according to Corollary 11.7 there are three possibilities:
(i) $V$ is not chain-independent. Then there is $A \in \mathbb{N}$ and $\pi_{1}, \pi_{2} \in \operatorname{CH}(A), \pi_{1} \neq \pi_{2}$ such that $\ell\left(\pi_{1}\right)=\ell\left(\pi_{2}\right)$. Then we can construct trees $T_{1}$ and $T_{2}$ in $J_{G}$ with $\operatorname{rt}\left(T_{1}\right)=\operatorname{rt}\left(T_{2}\right)=A$ and where the first leaf of each of the trees has label $\ell\left(\pi_{1}\right)$. Let the path (and the labeling) from the root of $T_{1}$ to the first leaf of $T_{1}$ be according to $\pi_{1}$ and the path (and the labeling) from the root of $T_{2}$ to the first leaf of $T_{2}$ be according to $\pi_{2}$, then ${ }^{(1)} \operatorname{fr}\left(T_{1}\right)={ }^{(1)} \operatorname{fr}\left(T_{2}\right)$ and ${ }^{(1)} T_{1} \neq{ }^{(1)} T_{2}$. Contradiction.
(ii) Suppose there exist productions $A \rightarrow \alpha X \varphi$ and $A \rightarrow \alpha Y \psi$ in $P, X \neq Y, \alpha \neq \varepsilon$ and $X$ and $Y$ are not mutually chain-independent. Let $w \in L(\alpha)$, where $|w|=n-1$. Let $\pi_{1} \in \operatorname{CH}(X), \pi_{2} \in C H(Y)$ and $\ell\left(\pi_{1}\right)=\ell\left(\pi_{2}\right)$. Obviously there exist trees $T_{(1-1)}$ and $T_{2}$ in $J_{(n-1)}$ with $r t\left(T_{1}\right)=r t\left(T_{2}\right)=A,{ }^{(n-1)} \operatorname{fr}\left(T_{1}\right)={ }^{(n-1)} \operatorname{fr}\left(T_{2}\right)=w$ and $\left(n^{-1}\right) T_{1}=(n-1) T_{2}$. By adding paths corresponding to the chains $\pi_{1}$ and $\pi_{2}$ to ${ }^{(n-1)} T_{1}^{1}$ and to ${ }^{(n-1)} T_{2}$ respectively we obtain a situation such that ${ }^{(n)}{ }_{f r}\left(T_{1}\right)=$ $={ }^{(n)} \operatorname{fr}\left(T_{2}\right)$ and ${ }^{(n)} T_{1}{ }^{\prime}{ }^{(n)} T_{2}$. Contradiction.
(iii) Suppose $P$ is not prefix(l). Then there exist productions $A \rightarrow B$ and $A \rightarrow B \gamma$, $\gamma \neq \varepsilon$ and there is $a \in \Sigma, w \in \Sigma^{*}$ and $\alpha \in V^{*}$ such that $S \stackrel{\star}{\overrightarrow{\mathrm{~L}}} w A \alpha$ and a $\in \operatorname{FIRST}(\gamma) \cap \operatorname{FIRST}(\alpha)$. Also in this case we can construct trees $T_{1}$ and $T_{2}$ in $J_{G}, \operatorname{rt}\left(T_{1}\right)=\operatorname{rt}\left(T_{2}\right)=S$. Let $w_{1} \in L(\beta)$ and let $\left|w_{1}\right|$ be $n-1$. Then we construct $T_{1}$ and $T_{2}$ such that ${ }^{(n)} \operatorname{fr}\left(T_{1}\right)={ }^{(n)} \operatorname{fr}\left(T_{2}\right)={ }^{(n-1)} T_{1}$ a and where ${ }^{(n)} T_{1} \neq{ }^{(n)} T_{2}$, since ${ }^{(n)} T_{1}$ is obtained from ${ }^{(n-1)} T_{1}$ by adding the (rightmosti) path from the node corresponding to ${ }^{(1)} \alpha$ to the $n$th leaf of $T_{1}$, and ${ }^{(n)} T_{2}$ is obtained by adding to ${ }^{(n-1)} T_{1}\left(={ }^{(n-1)} T_{2}\right)$ the path from the node corresponding to $A$ to the nth leaf of $T_{2}$. Since ${ }^{(n)} T_{1}{ }^{\prime}{ }^{(n)} T_{2}$ we have again a contradiction with the left part property. This concludes the 'only if' part of the proof and therefore the proof of Theorem 11.8 is now complete.

We may conclude that the gramatical trees of a simple chain gramar satisfy the left part property.

In Harrison and Havel [60] the left part property for strict deterministic grammars is used to prove relationships between strict deterministic grammars and other classes of granmars. Moreover, the property is used to develop an iteration theorem for deterministic languages. In Beatty [10, 11] a left part property of LL( $k$ ) gramars is considered and iteration theorems for $\mathrm{LL}(\mathrm{k})$ languages are obtained.

### 11.5. LEFT PART PARSING AND COVERING OF SIMPLE CHAIN GRAMMARS

In section 11.3 we have seen that each simple chain grammar can be transformed to a weakly equivalent simple deterministic grammar. Unfortunately, this transformation can not be done in such a way that always a left cover or a left-to-right cover can be defined. This will be shown in the present section.

With the help of the simple left part property we will then show that a positive cover result can be obtained if we use the left part parse. The method which will be used to show this does not differ from the methods use in Chapter 7 and Chapter 9. That is, we construct a (left part) parser for a simple chain gramar and then convert it into a (simple deterministic) grammar.

The first algorithm of this section, however, shows how right parsing can be done for simple chain gramars. From the proof of Theorem 11.5 it will already be clear that a simplified version of the LR(0) parsing method can be used. Moreover, it is possible to modify the construction of the parsing-graphs for production prefix gramars (Geller, Graham and Harrison [38]) so that they are suitable for a parsing method for simple chain grammars. We will confine ourselves to the presentation of a DPDT which acts as a right parser for the simple chain granmar from which it is constructed.

## ALGORITHM 11.2.

Input. A simple chain gramar $G=(N, \Sigma, P, S)$.
Output. A DPDT $R=\left(Q, \Sigma, \Gamma, \Delta, \delta, q_{0}, Z, F\right)$ which is a right parser for $G$.
Method. Define $Q=\{q\}, q_{0}=q, F=\{q\}, \Delta=A_{G}, \Gamma=\{[A \alpha] \mid A \rightarrow \alpha \beta$ in $P, A \in N$ and $\left.\alpha, \beta \in V^{*}\right\}, Z=[S]$ and the function $\delta$ is defined in the following way:
(i) For each i. $A \rightarrow \alpha$ in $P$, define $\delta(q, E,[A \alpha])=(q, E, i)$.
(ii) For any $[A \alpha] \in \Gamma$, with $A \rightarrow \alpha \beta$ in $P$ and $\beta \neq \varepsilon$, and any chain $X_{0} X_{1} \ldots X_{n} \in C H(1: \beta)$, define:
(a) $\delta\left(q, X_{n}[A \alpha]\right)=\left(q,\left[A \alpha X_{0}\right], \varepsilon\right)$ if $X_{0}=X_{n} \in \Sigma$ and otherwise
(b) $\delta\left(q, X_{n},[A \alpha]\right)=\left(q,\left[X_{n-1} X_{n}\right] \ldots\left[X_{0} X_{1}\right]\left[A \alpha X_{0}\right], \varepsilon\right)$.

This concludes Algorithm 11.2.
Define a simple SDTS $T$ on simple chain grammar $G=(N, \Sigma, P, S)$ such that if i. $A \rightarrow \alpha$ is in $P$, then $A \rightarrow \alpha, h_{\Sigma}(\alpha i)$ is a rule of $T$. We have to show that Algorithm 11.2 yields a right parser for $G$, that is, it should be proved that $\tau(R)=\tau(T)=\bar{r}_{G}$. This proof can be based on the following two claims. Since the proofs of the claims and the proof of $\tau(R)=\tau(T)$ hardly differ from the proofs which are used for a more interesting result stated in Corollary 11.7, we confine ourselves to the presentation of the two claims.

CLATM 1. Let $A \rightarrow \alpha X_{0} \varphi$ be in $P$ and let $X_{0} X_{1} \ldots X_{n-1} Y \in N^{\star} V$ be a prefix of a chain in $\mathrm{CH}\left(\mathrm{X}_{\mathrm{O}}\right)$. Then

$$
\left(Y, h_{\Sigma}(Y)\right) \stackrel{*}{\vec{R}}(y, \pi)
$$

for some $m \geq 0, y \in \Sigma^{+}$and $\pi \in \Delta^{\star}$, implies

$$
(q, y,[A \alpha], \varepsilon) \stackrel{\star}{ }\left(q, \varepsilon,\left[X_{n-1} Y\right] \ldots\left[X_{0} X_{1}\right]\left[A \alpha X_{0}\right], \pi\right)
$$

CLAIM 2. If ( $q, w,[A \alpha X], \varepsilon) \stackrel{\star}{( }(q, \varepsilon, \varepsilon, \pi)$, then

$$
(A, A) \stackrel{\star}{\overrightarrow{\mathrm{R}}}\left(\alpha X w, h_{\Sigma}(\alpha X \pi)\right)
$$

In the preceding chapters pushdown transducers (PDT) and deterministic pushdown transducers (DPDT) have been used. The class of simple deterministic languages is exactly the class of languages which can be accepted with a simple deterministic pushdown automaton. Here we immediately define the notion of a simple deterministic pushdown transducer (simple DPDT).

DEFINITION 11.11. A simple DPDT is a five-tuple $R=(\Sigma, \Delta, \Gamma, \delta, S)$, where $\sum$ is the input alphabet, $\Delta$ is the output alphabet, $\Gamma$ is the alphabet of pushdown list symbols, $\delta$ is a mapping from $\Sigma \times \Gamma$ to $\Gamma^{*} \times \Delta^{*}$ and $S \in \Gamma$ is the initial pushdown ist symbol.

A configuration of a simple DPDT is a triple ( $w, \alpha, y$ ) in $\Sigma^{*} \times \Gamma^{*} \times \Delta^{*}$, where $w$ will stand for the unused portion of the input string, a represents the contents of the pushdown list and $y$ is the output string emitted sofar. The binary relation $\mapsto$ on configurations is defined by

$$
(\mathrm{aw}, \mathrm{z} \alpha, \mathrm{y}) \vdash(\mathrm{w}, \gamma \alpha, \mathrm{yz})
$$

if and only if $\delta(a, Z)=(\gamma, z)$, for some $a \in \Sigma, Z \in \Gamma, \gamma \in \Gamma^{*}$ and $z \in \Delta^{*}$. An initial configuration of $R$ is of the form ( $w, S, \varepsilon$ ) for some $w \in \Sigma^{*}$.

The transitive and transitive-reflexive closures of $\vdash$ are denoted by $\stackrel{+}{ }$ and $\stackrel{\ddagger}{ }$, respectively. The translation defined by a simple DPDT $R$ is the set $\tau(R)=$ $=\{(w, x) \mid(w, S, \varepsilon) \stackrel{\star}{*}(\varepsilon, \varepsilon, x)\}$. If $(w, x) \in \tau(R)$, then $x$ is said to be a translation of $w$. We will always have that $\Delta=\Delta_{G}$ for some grammar $G$.

Observe that if a simple DPDT is converted into a simple SDTS, then the underlying input gramar is simple deterministic. Note also that a simple DPDT can act as a left parser for a simple deterministic grammar; define $\delta(a, A)=(\alpha, i)$ for each production i.A $\rightarrow$ a $\alpha$. It will be clear that we do not have to bother about an endmarker.

DEFINLTLON 11.i2. A simple DPDT $R$ is valid for CFG $G$ and parse relation $f_{G}$ if $\tau(R)=f_{G}$.

Instead of $f_{G}$-parsable grammars (cf.Definition 9.2) we can now introduce simple $f_{G}-$ parsable gramars for a parse relation $f_{G}$. We will not repeat definitions and theorems of Chapter 9, but observations similar to those in that chapter will be used.

Each simple deterministic grammar is both left parsable and right parsable. Now consider the simple chain gramar $G$ with productions:

$$
\begin{array}{l|l}
S \rightarrow a E c & a E d \\
E \rightarrow a E b & a b
\end{array}
$$

Grammar $G$ is not left parsable. This will be clear from the arguments presented in Chapter 9. It follows that there does not exist a left parsable grammar $G^{\prime}$ such that $G^{\prime}[\ell / \ell] G$ or $G^{\prime}[\bar{r} / \ell] G$ (cf.Theorem 9.6 ). Since any simple deterministic gramar is left parsable, we may conclude that a transformation from a simple chain gramar $G$ to a simple deterministic gramar $G$ ' will not always satisfy $G$ '[ $\ell / \ell] G$ or $G^{\prime}[\bar{r} / \ell] G$. Now consider simple chain grammar $G$ with productions:

$$
\begin{array}{ll}
\text { 1. } B \rightarrow a B & \text { 3. } B \rightarrow b \\
\text { 2. } B \rightarrow a B & \text { 4. } B \rightarrow c
\end{array}
$$

Notice that $G$ is not only a simple chain gramar but also a simple deterministic grammar. However, $G$ is not simple right parsable. That is, there does not exist a simple DPDT which is valid for $G$ and $\bar{r}_{G}$. This follows from the following claim.

CLAIM. There does not exist a valid simple DPDT for $G$ and $\bar{x}_{G}$.

Proof. If a simple DPDT is valid, then no $\varepsilon$-moves can be made. For $G$ we have parse relation $\bar{r}_{G}=\left\{\left(a^{n} b, 32^{n-1} 1\right) \mid n \geq 1\right\} \cup\left\{\left(a^{n} c, 42^{n-1} 1\right) \mid n \geq 1\right\}$. For any DPDT which performs the translation $\bar{r}_{G}$ the first symbol on the output tape should be 3 or 4 , depending on whether a string $a^{n} b$ or $a^{n} c$ is parsed.

In both cases the DPDT can not emit this first symbol until symbol b or $c$ has been read. After $a^{n}$ has been read there is only one symbol left on the input tape while an unbounded amount of output symbols must be generated. Therefore $\varepsilon$-moves are needed.

We may conclude that there does not exist a simple deterministic gramar $G^{\prime}$ such that $G^{\prime}[\ell / \bar{r}] G$.

It is possible to construct a left part parser for each simple chain gramar.

The intuitive idea behind the method is as follows. In Figure 11.6 it is displayed how a parse tree $T$ is obtained from partial subtrees (left parts) by considering the next terminal symbol, reading from left to right.


Figure 11.6. Tree $T$ and its left parts.

The left part parse of tree $T$ is 33416. In ${ }^{(1)} T$ and in ${ }^{(2)} T$ there are only 'partial' productions. In ${ }^{(3)} T$ it can be seen that production 3 is completely displayed. In ${ }^{(4)} T$ the following production 3 and production 4 are complete. Finally, in ${ }^{(5)} T$ the productions 1 and 6 follow.

The left parts of a simple chain grammar are unique. That is, each string $u$ which is prefix of a sentence w has exactly one left part. It follows that for simple chain grammars parsing can be done in the following way: Suppose the nth terminal symbol has been read. Now read the next terminal symbol. The productions which are complete in ${ }^{(n+1)} T$ and which are partial in ${ }^{(n)} T$ can now be given as output. Due to the uniqueness of the left parts these productions are unique.

In the following algorithm, which is a modification of Algorithm 11.2, this idea is formalized and a left part parser is constructed. The algorithm, which takes as input a simple chain grammar $G=(N, \Sigma, P, S)$, will use two special alphabets $\Gamma$ and $\Gamma^{\prime}$ and a homomorphism $\xi: \Gamma^{\prime *} \rightarrow \Gamma^{*}$.

Define

```
\Gamma \(k=\varepsilon\), otherwise\}
```

and

$$
\Gamma=\{[s]\} \cup\{[A \alpha] \mid A \rightarrow \alpha \beta \text { is in } P \text { for some } \alpha, \beta \neq \varepsilon\}
$$

Define homomorphism $\xi: \Gamma^{*} \rightarrow \Gamma^{*}$ by defining $\xi([S])=[S]$ and, for any [Ak $]$ in $\Gamma^{\prime}$,

$$
\xi([A k \alpha])=\varepsilon \text { if }[A k \alpha] \text { in } \Gamma^{\prime}-\Gamma
$$

and

$$
\xi([A k \alpha])=[A C], \text { otherwise }
$$

Notice that for a simple chain gramar $P$ is prefix-free. Therefore, if $[A k \alpha] \in \Gamma^{\prime}$ with $k \neq \varepsilon$, then $[A \alpha]$ is not in $\Gamma^{\prime}$, and conversely.

## ALGORITHM 11.3.

Input. A simple chain gramar $G=(N, \Sigma, R, S)$.
Output. A simple DPDT $\mathbb{R}=(\Sigma, \Delta, \Gamma, \delta,[S])$ which is a left part parser for $G$. Method. Set $\Gamma$ is defined as above, $[S] \in \Gamma, \Delta=\Delta_{G}$ and $\delta$ is specified below.
(i) For each $X_{0} X_{1} \ldots X_{n} \in \operatorname{CH}\left(X_{0}\right)$, with $X_{0}=S$, define

$$
\left.\left.\delta\left(x_{n} s s\right]\right)=\left(\xi\left(\mathbb{X} X_{n-1} k_{n} x_{n}\right] \ldots\left[x_{1} k_{2} x_{2}\right]\left[x_{0} k_{1} x_{1}\right]\right), k_{1} \ldots k_{n}\right)
$$

(ii) For each $A \rightarrow \alpha X_{0} \varphi$ in $P, \alpha \neq \varepsilon$ and $X_{0} X_{1} \ldots X_{n} \in C H\left(X_{0}\right)$, define

$$
\delta\left(X_{n},[A \alpha]\right)=\left(\xi\left(\left[X_{n-1} k_{n} X_{n}\right] \ldots\left[X_{0} k_{1} X_{1}\right]\left[A k_{0} \alpha X_{0}\right]\right), k_{0} k_{1} \ldots k_{n}\right)
$$

This concludes Algorithm 11.3.
Obviously, $R$ has ne e-rules. It is an immediate consequence of the definition of a simple chain grammar that, for each $X_{n},\left|\delta\left(x_{n},[S]\right)\right|=1$ and for each $X_{n}$ and $[A \alpha],\left|\delta\left(X_{n},[A D]\right)\right|=1$. Therefore $\delta$ is well-defined and $R$ is indeed deterministic. That R transduces with empty pushdown list follows from the lema which will be proved below.

Let $Q$ be the simple SDIS which is defined on simple chain grammar $G$ and which satisfies $\tau(Q)=\ell_{P_{G}}$. We have to show $\tau(R)=\tau(Q)$. The proof of the following lemma resembles the proof of Theorem 5.2.

LEMMA 11.7. Lec $G, R$ and $Q$ be as above. Then

$$
(S, s) \stackrel{*}{*}(w, \pi)
$$

in $Q$ if and only $\operatorname{sif}$

$$
\left.(w,[S], \varepsilon) \stackrel{\star}{*}_{-}^{( } \varepsilon, \varepsilon, \pi\right)
$$

in $R$.

Proof. For the 'only if part' of the proof the following claim is used.

CLALM 1. Let $A \rightarrow a X_{0} \varphi$ be in $P$ and let $X_{0} X_{1} \ldots X_{n-1} Y \in N^{*} V$ be a prefix of a chain in $\mathrm{CH}\left(\mathrm{X}_{0}\right)$. Then

$$
\left(Y, h_{\Sigma}(Y)\right) \stackrel{m}{\Rightarrow}(y, \pi)
$$

for some $m \geq 0, y \in \Sigma^{+}$and $\pi \in \Delta^{*}$, implies

$$
(y,[A C], \varepsilon) \vdash^{*}\left(\varepsilon, \xi\left(\left[X_{n-1} k^{\prime} X_{n}\right] \ldots\left[A k \alpha X_{0}\right]\right), k \ldots k^{\prime} \pi\right)
$$

where $X_{n}=Y$.

Proof of Claim 1. The proof is by induction on m. If $m=0$, then $y=Y \in \Sigma$ and $\pi=\varepsilon$. In this case we have a production $A \rightarrow \alpha X_{0}^{\varphi}$ and a chain $X_{0} X_{1} \ldots X_{n-1} y \in C H\left(X_{0}\right)$. Thus, by construction,

$$
\delta(y,[A \alpha])=\left(\xi\left(\left[X_{n-1} k^{\prime} y\right] \ldots\left[A k \alpha X_{0}\right]\right), k \ldots k^{\prime}\right)
$$

Therefore,

$$
(y,[A \alpha], \varepsilon) \vdash\left(\varepsilon, \xi\left(\left[X_{n-1} k^{\prime} X_{n}\right] \ldots\left[A k \alpha X_{0}\right]\right), k \ldots k^{\prime} \pi\right)
$$

with $X_{n}=Y=y$.
Now assume $m>0$ and assume the claim holds for all $\mathrm{m}^{\prime}<m$ (induction hypothesis). If $j . Y \rightarrow Y_{1} Y_{2} \ldots Y_{q}$ is the first production which is used, then we can write

$$
(Y, Y) \Rightarrow\left(Y_{1} Y_{2} \ldots Y_{q}, h_{\Sigma}\left(Y_{1} Y_{2} \ldots Y_{q-1} j Y_{q}\right)\right) \stackrel{\star}{\Rightarrow}\left(y_{1} y_{2} \cdots y_{q}, \pi_{1} \pi_{2} \ldots \pi_{q-1} j \pi_{q}\right)
$$

where $y_{1} y_{2} \ldots y_{q}=y, \pi_{1} \pi_{2} \ldots \pi_{q-1} j \pi_{q}=\pi$ and

$$
\left(Y_{i}, h_{\Sigma}\left(Y_{i}\right)\right) \stackrel{m_{i}}{\Rightarrow}\left(y_{i}, \pi_{i}\right)
$$

for $y_{i} \in \Sigma^{*}, m_{i}<m$ and $1 \leq i \leq q$. From the induction hypothesis it follows that we may conclude

$$
\left(y_{1},[A \alpha], \varepsilon\right) \vdash^{*}\left(\varepsilon, \xi\left(\left[Y_{1} Y_{1}\right]\left[X_{n-1} k^{\prime} X_{n}\right] \ldots\left[A k \alpha X_{0}\right]\right), k \ldots k^{\prime} k_{1} \pi_{1}\right)
$$

and

$$
\left(y_{i},\left[Y Y_{1} \ldots Y_{i-1}\right], \varepsilon\right) \vdash^{\star}\left(\varepsilon, \xi\left(\left[\mathrm{Yk}_{i} Y_{1} \ldots Y_{i-1} Y_{i}\right]\right), k_{i} \pi_{i}\right)
$$

for $1<i \leq q$. Notice that $k_{i}=\varepsilon, 1 \leq i<q$ and $k_{q}=j$. We may conclude that

$$
\left(y_{1} y_{2} \ldots y_{q},[A \alpha], \varepsilon\right) \stackrel{\star}{\vDash}\left(\varepsilon, \xi\left(\left[x_{n^{-1}} k^{\prime} X_{n}\right] \ldots\left[\operatorname{Ak} \alpha x_{0}\right]\right), k \ldots k^{\prime} \pi_{1} \ldots \pi_{q-1} j \pi_{q}\right)
$$

which had to be proved.
Now let $A \rightarrow \alpha X \rho$ in $P$ and suppose $(X, X) \stackrel{\star}{\Rightarrow}(x, \pi)$. It follows from Claim 1 that

$$
(x,[A \alpha], \varepsilon) \stackrel{\wedge}{*}^{*}(\varepsilon, \xi([A k \alpha X]), k \pi)
$$

Notice that Claim 1 holds for $\alpha=\varepsilon$ and $A=S$. Let $1 . S \rightarrow Z_{1} Z_{2} \ldots Z_{n}$ be the first production which is used in a derivation of $w=z_{1} z_{2} \ldots z_{n} \in \Sigma^{\star}$, where

$$
\left(z_{i}, h_{\Sigma}\left(z_{i}\right)\right) \stackrel{*}{\Rightarrow}\left(z_{i}, \pi_{i}\right)
$$

for $1 \leq i \leq n$. It follows that

$$
(S, s) \Rightarrow\left(Z_{1} Z_{2} \cdots Z_{n}, h_{\Sigma}\left(Z_{1} Z_{2} \ldots Z_{n-1} 1 Z_{n}\right)\right) \stackrel{\star}{\Rightarrow}\left(w, \pi_{1} \ldots \pi_{n-1} 1 \pi_{n}\right)
$$

implies

$$
(w,[S], \varepsilon) \stackrel{*}{\hbar}\left(\varepsilon, \varepsilon, \pi_{1} \cdots \pi_{n-1} 1 \pi_{n}\right)
$$

which had to be proved for che 'only if part'. Now we show the 'if part' of che proof.

CLAIM 2. If $\left(W_{s}[A \alpha X], \epsilon\right)$ 伊 $(\varepsilon, \varepsilon, \pi)$, then

$$
(A, A) \stackrel{*}{\Rightarrow}\left(\alpha X_{w}, h_{\Sigma}\left(\alpha X_{\pi}\right)\right)
$$

Proof of Claim 2. The proof is by induction on $m$. Write $w=a x$, $a \in Z$ and $x \in Z^{*}$. If $m=1$, then $w=a$. In that case we have

$$
\delta(a,[A \alpha X])=\left(\xi\left(\left[X_{n-1} k_{n} X_{n}\right] \ldots\left[X_{0} k_{1} X_{1}\right]\left[A k_{0} \alpha X X_{0}\right]\right), k_{0} k_{1} \ldots k_{n}\right)
$$

with $X_{0} X_{1} \ldots X_{n} \in \operatorname{CH}\left(X_{0}\right), X_{n}=a, \xi\left(\left[X_{n-1} k_{n} X_{n}\right] \ldots\left[X_{0} k_{1} X_{1}\right]\left[A k_{0} \alpha X X_{0}\right]\right)=\varepsilon$ and $\pi^{\prime}=k_{1} \ldots k_{n}$ is the left part parse associated with $X_{0} \stackrel{\star}{\Rightarrow} X_{n}$. Thus,

$$
[\alpha,[\operatorname{AaX}], \varepsilon) \vdash\left(\varepsilon, \varepsilon, \mathrm{k}_{0}{ }^{\frac{1}{2}}\right)
$$

implies

$$
(A, A) \Rightarrow\left(\alpha X X_{0}, h_{\Sigma}\left(\alpha X k_{0} X_{0}\right)\right) \stackrel{\star}{\Rightarrow}\left(\alpha X a, h_{\Sigma}\left(\alpha X k_{0} \pi^{\dagger}\right)\right)
$$

Now let $\mathrm{m}>1$. Let the first step be done with the transition

$$
\delta(a,[A \alpha X])=\left(\xi\left(\left[X_{n-1} k_{n} X_{n}\right] \ldots\left[X_{0} k_{1} X_{1}\right]\left[A k_{0} \alpha X X_{0}\right]\right), k_{0} k_{1} \ldots k_{n}\right)
$$

with $X_{n}=a$, Then we have

$$
(a x,[A \alpha X], \varepsilon) \vdash\left(x, \xi\left(\left[X_{n-1} k X_{n}\right] \ldots\left[X_{0} k_{1} X_{1}\right]\left[A k_{0} \alpha X X_{0}\right]\right), k_{0} k_{1} \ldots k_{n}\right) \vdash^{\star}(\varepsilon, \varepsilon, \pi) .
$$

Obviously, there exist $x_{i} \in \Sigma^{*}, 0 \leq i \leq n$, such that $x=x_{n} x_{n-1} \ldots x_{2} x_{1} x_{0}$ and $\pi_{i} \in \Delta^{*}, 0 \leq i \leq n$, such that $\pi=k_{0} k_{1} \ldots k_{n} \pi_{n} \pi_{n-1} \ldots \pi_{2} \pi_{1} \pi_{0}$, with $\pi_{i}=x_{i}=\varepsilon$ if $\mathbf{k}_{i} \neq \varepsilon$, and such that, for those $k_{i}$ equal to $\varepsilon$,

$$
\left(x_{i},\left[x_{i-1} x_{i}\right], \varepsilon\right) \stackrel{m_{i}}{\vdash^{\prime}}\left(\varepsilon, \varepsilon, \pi_{i}\right)
$$

and

$$
\left(x_{0},\left[A^{\prime} X_{0}\right], \varepsilon\right) \stackrel{\bar{M}_{0}}{\vdash}\left(\varepsilon, \varepsilon, \pi_{0}\right) .
$$

Since $m_{0}, m_{i}<m$, we obtain

$$
\left(x_{i-1}, h_{\Sigma}\left(x_{i-1}\right)\right) \stackrel{\star}{\Rightarrow}\left(x_{i} x_{i}, k_{i} h_{\Sigma}\left(x_{i}\right) \pi_{i}\right)
$$

for $1 \leq i \leq n$, and

$$
(\mathrm{A}, \mathrm{~A}) \stackrel{\star}{\Rightarrow}\left(\alpha \mathrm{Xx}_{0} \mathrm{x}_{0}, \mathrm{~h}_{\Sigma}\left(\alpha \mathrm{Xx} \mathrm{x}_{0}\right) \pi_{0}\right) .
$$

## It follows that

$$
(\mathrm{A}, \mathrm{~A}) \stackrel{\star}{\Rightarrow}\left(\alpha X a x, \mathrm{~h}_{\Sigma}(\alpha \mathrm{X}) \pi\right) .
$$

This concludes the proof of Claim 2.
Now let ( $w,[\mathrm{~S}], \varepsilon) \mathbb{H}(\varepsilon, \varepsilon, \pi)$. The first step, with $w=a x$ can be written as

$$
(a x,[s], \varepsilon) \vdash\left(x, \xi\left(\left[x_{n-1} k_{n} x_{n}\right] \ldots\left[x_{0} k_{1} x_{1}\right]\left[S k_{0} x_{0}\right]\right), k_{0} k_{1} \ldots k_{n}\right)
$$

where $X_{n}=a$ and the other notations are as usual. From Claim 2, with an analogous partition of $x$ and $\pi$ as in its proof, we obtain

$$
(s, s) \stackrel{\star}{\Rightarrow}\left(X_{0} x_{0}, k_{0} h_{\Sigma}\left(x_{0}\right) \pi_{0}\right)
$$

and for $1 \leq i \leq n$,

$$
\left(x_{i-1}, x_{i-1}\right) \stackrel{*}{\Rightarrow}\left(x_{i} x_{i}, k_{i} h_{\Sigma}\left(x_{i}\right) \pi_{i}\right)
$$

Hence,

$$
(s, s) \stackrel{*}{\Rightarrow}\left(x_{n} x_{n} \cdots x_{1} x_{0}, k_{0} k_{1} \cdots k_{n} \pi_{n} \cdots \pi_{1} \pi_{0}\right)=(w, \pi)
$$

which had to be proved.

This conciudes the proof of Lemma 11.7.

The following corollary is immediate

COROLLARY 11.7. Each simple chain grammar $G$ has a simple DPDT $R$ such that $\tau(R)=\ell_{P_{G}}$. Corollary 11.7 has the following consequence.

COROLLARY 11.8. For each simple chain grammar $G$ there exists a simple deterministic grammar $G^{\prime}$ such that $G^{\prime}\left[\ell / \ell_{\mathrm{P}}\right] G$.

Recall that not for every CFG $G$ the parse relation $\ell_{P_{G}}$ is proper (cf.Chapter 2).
It should be observed that when Algorithm 5.3 is applied to a simple chain grammar $G$, then a CFG $G^{\prime}$ in $G N F$ is obtained such that $G^{\prime}[\ell / X] G, \ell \leq x \leq \ell_{P}$. However, grammar $G^{\prime}$ is not necessarily a simple chain grammar and therefore not a simple deterministic gramar. The construction of the simple DPDT should be compared with the transformation presented in Algorithm 5.2. This algorithm, when applied to a simple chain gramar, yields a simple deterministic grammar.

## CHAPTER 12

## TRANSFORMATIONS AND PARSING STRATEGIES: A CONCRETE APPROACH

### 12.1. IN:TRODUCTION

In this chapter we study classes of grammars which can be transformed to grammars with 'better' parsing properties. This notion of 'better' will not be made explicit. However, in many cases it will just mean that for the new grammars we can make use of a simpler parsing technique than is possible for the original grammar. Obviously, this does not necessarily imply that parsing will be done faster or that less space is required.

In general we have the following point of view. Consider a well-amenable class of gramuars $\Gamma_{0}$. We are interested in the question which grammars can be transformed to grammars belonging to $\Gamma_{0}$. Moreover, the necessary transformations have to be language preserving and, preferably, it should be possible to define a cover homomorphism between the grammars. Hence, we are looking for a class of gramars $\Gamma_{1}$ for which we can find covering grammars in $\Gamma_{0}$.

As a first approach, one can try to find a new parsing method. This will lead to a definition of a class of grammars for which this method can be used. Clearly, in finding a new method we can use ideas and techniques of existing methods. Maybe this new class of grammars can be transformed to the existing class $\Gamma_{0}$ of well-ame nable grammars. If we can find such a transformation $\tau$, then we have

$$
\tau\left(\Gamma_{1}\right) \leq \Gamma_{0}
$$

Transformation $\tau$ is an already existing or a newly introduced transformation. In both cases we can try to find the largest class $\Gamma$ of gramars such that

$$
\tau(\Gamma) \subseteq \Gamma_{0}
$$

If we can find this class $\Gamma$, then we have the situation that grammar $G$ is in $\Gamma$ if and only if $G$ can be transformed by $\tau$ to a grammar in $\Gamma_{0}$. A next step in this process could possibly be finding a parsing method for $\Gamma$ and, maybe, by taking instead of $\Gamma_{0}$ the class $\Gamma$ or $\Gamma_{1}$ as starting point, start a new cycle.

In a second approach it is not the parsing method but the transformation which is the source for the definition of a new class of grammars. Suppose we have a subclass $\Gamma_{0}$ of the class of context-free grammars. There exist many well-known transformations of context-free gramars. If $\tau$ is such a transformation, then we can
try to characterize the class $\tau^{-\frac{1}{-1}}\left(\Gamma_{0}\right)$ or, for some subclass $\Gamma_{0}^{\prime \prime} \subseteq \Gamma_{0}$, the class $\tau^{-1}\left(\Gamma_{0}^{\gamma}\right)$. Consider for example Hotz [66] where three transformations $\tau_{1}, \tau_{2}$ and $\tau_{3}$ to Greibach nomal form gramars are studied and where it is observed that these transformations may transform non-LR(k) grammars into LR(k) gramars.

From a theoretical point of view one will always be interested in a precise characterization, that is, in the form of a gramatical definition, of $\Gamma_{1}$ and $\tau^{-1}\left(\Gamma_{0}\right)$ and in parsing methods for these classes of grammars. Examples will be given in this chapter.

Clearly, if we have a gramatical definition and a transformation, then, in the case of a cover, we may say that we have enlarged the 'domain' of a given parsing method to the class which satisfies this definition. In a more practical environment one is not always interested in such a precise characterization. For example, the first phase of a compiler writing system can contain one or more tramsformations which try to make the input grammar suitable for the parser generating part of the system. This can be done without knowledge of a granmatical definition of the class of grammars to which the input grammar belongs. The system recognizes whether these transformations succeed, in which case automatically a correct parser will be constructed, or whether these transformations fail. In the latter case it depends on the design philosophy of the system what will happen (cf. Chapter 8).

Not only enlarging the domain of a given parsing method but also other considerations can lead to transformations of gramars. For example, it can be done to improve the error-correcting capabilities or one can consider transformations, often performed on the parser instead of on the grammar, which improve the time and space requirements of the parsing algorithms. Another example can be found in the description of the Yace system (Johnson [74]), where the user is advised to use, 'wherever possible', left recursion in the syntax of a programming language. Instead of this advice it would have been possible to include an elimination of right recursion in the system.

In this final chapter of this monograph we will illustrate the above given remarks with some gramatical definitions and transformations. The results mentioned here are a sampling of recent results which have been obtained by various authors. Because of this recentness we are not yet able to give a thorough investigation of this area. However, the reader will recognize that the approaches which we give here are useful.

The class of grammars which will play the role of $\Gamma_{0}$ in the forthcoming two sections will be the class of $\mathrm{LL}(\mathrm{k})$ grammars. A first step to a discussion on $\mathrm{LL}(\mathrm{k})$ gramar transformations has been given in section 10.1 immediately after the construction of the cover-table for $L L(k)$ grammars. As mentioned in that section, LL(k) gramars can be transformed to covering strong LL(k) grammars.

In section 12.2 we have an informal discussion on parsing strategies which lead to classes of grammars 'between' the $\operatorname{LL}(k)$ and $L R(k)$ grammars. The formal approach will be given in section 12.3. Most of the results in these sections first appeared in Rosenkrantz and Lewis [143], Soisalon-Soininen and Ukkonen [157] and Nijholt and Soisalon-Soininen [128]. In section 12.4 we informally introduce an analogous research area where, instead of $\mathrm{LL}(\mathrm{k})$ grammars strict deterministic grammars play a central role.

### 12.2. FROM LL(k) TO LR(k) GRAMMARS: PARSING STRATEGIES

Especially from the point of view of parsing the $L L(k)$ grammars constitute a very attractive class of context-free grammars. For each LL(k) grammar a top-down parsing algorithm can be devised which is essentially an one-state deterministic pushdown transducer, Efficient implementations of LL-parsing algorithms are known (either by a table or by recursive descent), there exist compiler writing systems which are based on LL-parsing methods and error-recovery algorithms for LL-grammars have been developed. Consult Wood [175] for a general overview and an associated bibliography.

There are many reasons why it is interesting to focus on the gap between LL( $k$ ) and $L R(k)$ grammars and languages. We mention four of them.
(i) Parsing methods for $L L(k)$ grammars are easy to understand and efficiently implementable. Therefore it is desirable to find subclasses of the LR(k) grammars which can be transformed to the $\mathrm{LL}(\mathrm{k})$ grammars.
(ii) It is interesting to study the different parsing properties of $\mathrm{LL}(\mathrm{k})$ and $\mathrm{LR}(\mathrm{k})$ grammars. Every $L L(k)$ grammar is left parsable (cf.Chapter 9) while not every LR(k) grammar is left parsable.
(iii) The definitions and parsing strategies which can be found for classes of grammars between the $L L(k)$ and $L R(k)$ grammars can, hopefully, be generalized in order to find and investigate parsing methods for more general classes of grammars (cf. section 12.4 ).
(iv) It is decidable whether two $\mathrm{LL}(\mathrm{k})$ grammars generate the same language. The answer is unknown for $\operatorname{LR}(k)$ (and $L R(0)$ ) grammars. Therefore, in order to obtain an answer for LR-gramars, it seems to be useful to define more general classes of gramars than the $\mathrm{LL}(\mathrm{k})$ gramars for which the decidability question can be answered affirmatively.

Many authors have contributed to the research which deals with the 'gap' between LLL(k) and LR(k) grambars. At this point we want to mention Rosenkrantz and Lewis [143],

Brosgol [17], Hamer [56], Rechenberg [138], Cho [19], Demers [24] and SoisalonSoininen and Ukkonen [157].

In order to intaitively characterize the different classes of grammars to be defined we give an intuitive idea of their parsing strategies. In Figure 12.1 we have displayed a parse tree of a context-free granmar $G=(N, \Sigma, P, S)$. In this tree we have described the following situation. There exist terminal strings $w, x, y$ and $z$, a nonterminal $A$ and symbols $X_{1}, \ldots, X_{p}$ in $V$, such that $A \rightarrow X_{1} \ldots X_{p}$ is a production and there exist derivations

$$
\begin{aligned}
& \mathrm{S} \stackrel{\star}{\Rightarrow} \mathrm{wAz} \\
& \mathrm{X}_{1} \stackrel{\star}{\Rightarrow} \mathrm{x}
\end{aligned}
$$

and

$$
x_{2} \ldots x_{p} \stackrel{*}{\Rightarrow} y
$$



Figure 12.i. Parsing strategies.

In the following tabie we have collected six parsing strategies which are illustrated with the help of Figure 12.1. The following abbreviations are used:

```
IL : reacing from the left using left parses
PLC: predictive left corner grammars
IP : left part grammars}\mp@subsup{}{}{\dagger
```

+ In Nijholt and Soisalon-Soininen [128] the left part grammars were called chain-ik (or Ch(k)-) gramars.

LC : left corner grammars
PLR: predictive LR-gramars
LR : reading from the left using right parses

| GRAMMAR | READ | RECOGNITION of A | READ | RECOGNITION <br> of $A \rightarrow X_{1} \ldots X_{p}$ |
| :---: | :---: | :---: | :---: | :---: |
| LL | W | $\mathbf{k}$ : xyz | w | $\mathrm{k}: ~ \mathrm{xyz}$ |
| PLC | W | $k$ : xyz | WX | $k: y z$ |
| LP | W | $k$ : xyz | wxy | $k$ : z |
| LC | WX | $k: y z$ | WX | $k: y z$ |
| PLR | wX | $k: y z$ | wxy | $\mathbf{k}: \mathbf{z}$ |
| LR | wxy | $k: z$ | wxy | $\mathbf{k}: \mathbf{z}$ |

Table XIII. Parsing strategies.

With the help of Figure 12.1 the table should be read as follows. Consider the terminal string wxyz. The production $A \rightarrow X_{1} X_{2} \ldots X_{p}$ depicted in this parse tree of wxyz can be recognized with certainty after scanning
(i) $w$ and $k$ : xyz if the grammar is $L L(k)$
(ii) wx and $k$ : yz if the gramar is PLC(k) or LC(k)
(iii) wxy and $k: z$ if the gramar is $\operatorname{LP}(k), \operatorname{PLR}(k)$ or $\operatorname{LR}(k)$.

However, if the gramar is PLC(k) or $\operatorname{LP}(k)$, then the lefthand side $A$ of the production $A \rightarrow X_{1} X_{2} \ldots X_{p}$ is already recognized after scanning $w$ and $k: x y z$. If the grammar is PLR(k), then $A$ is recognized after scanning $w x$ and $k: y z$.

In Table XIII we have distinguished between the recognition of the lefthand side of a production and the recognition of the whole production rule. In Demers [24] this distinction is not made. He considers a generalization of the LC(k) parsing method. In his approach it is possible to specify arbitrarily for each production rule the position in the righthand side at which that rule is to be recognized.

Clearly, this idea can also be used if we want to distinguish between recognition of the lefthand side of a production and recognition of the whole production. In Table XIII we have only considered a left corner which consists of one symbol. In general we can define strategies and classes of gramars as depicted in Figure 12.2.


Figure 12.2. Generalized parsing strategies.
In Figure 12.2 we have that for each $i$, $0 \leq i \leq p$, we can specify where $A$ has to be recognized (by considering $\operatorname{FIRST}_{k}\left(X_{i+1} \ldots X_{p} z\right)$ ) and for each $j$, $i \leq j \leq p$, we can specify where the production $A \rightarrow X_{1} \ldots X_{p}$ has to be recognized.

It should be noted that when gramar $G$ is in Chomsky normal form, that is, with production which are of the form, $A \rightarrow B C$ or $A \rightarrow a$, then the generalization of Figure 12.1 to Figure 12.2 does not play a role. Moreover, it will be clear that if a grammar is in Chomsky normal form then the strategies for LP-parsing and PLC-parsing coincide. This observation was first made, in a less general setting, by Reichardt [139].

Unfortunately, the representation of classes of granars in Table XIII does not really expose the differences between $L P(k)$ grammars on the one side and PLR (k) and LR(k) grammars on the other side. In the next section we will return to this drawback of our table-representation of classes of grammars.
12.3. TRANSFORMATIONS TO LL ( $k$ ) GRAMMARS

We introduce classes of grammars which are properly included in the class of $\mathrm{LR}(\mathrm{k})$ grammars and which properly include the class of $\mathrm{LL}(\mathrm{k})$ grammars. First we re-
call the definition of an $L L(k)$ gramar.
A grammar $G=(N, \Sigma, P, S)$ is said to be an $L L(k)$ grammar if, for a terminal string $w$, a nonterminal $A$ and strings $\gamma, \delta_{1}$ and $\delta_{2}$ in $(N \cup \Sigma)^{*}$ such that $A \rightarrow \delta_{1}$ and $A \rightarrow \delta_{2}$ are distinct productions of $G$, the condition

$$
S \stackrel{*}{\overrightarrow{\mathrm{~L}}} \text { wAY }
$$

implies that

$$
\operatorname{FIRST}_{k}\left(\delta_{1} \gamma\right) \cap \operatorname{FIRST}_{k}\left(\delta_{2} \gamma\right)=\emptyset
$$

It is instructive to consider the following characterization of $\mathrm{LL}(\mathrm{k})$ grammars.

LEMMA 12.1. Let $k \geq 0$. Gratmar $G=(N, \Sigma, P, S)$ is an $L L(k)$ grammar if and only if for $n \geq 0$ and for any $w \in \Sigma^{*}, A, A^{\prime} \in N, \gamma, \gamma^{\prime}, \delta_{1}, \delta_{2} \in V^{*}$ such that $\delta_{1} \neq \delta_{2}$, the conditions

$$
\mathrm{S} \underset{\overrightarrow{\mathrm{~L}}}{\mathrm{I}} \mathrm{wA} \gamma \overrightarrow{\mathrm{~L}}^{w} \delta_{1} Y
$$

and

$$
S \sum_{\overline{\mathrm{L}}}^{\mathrm{I}} w A^{\prime} \gamma^{\prime} \overrightarrow{\mathrm{L}}^{w \delta_{2}} \gamma^{\prime}
$$

always imply that $\operatorname{FIRST}_{k}\left(\delta_{1} \gamma\right) \cap \operatorname{FIRST}_{k}\left(\delta_{2} \gamma\right)=\emptyset$.
Proof. The 'if'-part is trivially satisfied. For the 'only if'-part we use the following claim.
 then $\operatorname{FIRST}_{k}(\beta \alpha) \cap \operatorname{FIRST}_{k}(\gamma \alpha) \neq \emptyset$ implies that $\beta=\gamma$.

Proof of the claim. Induction on $n$. If $n=0$, then $A=v \beta=v \gamma$, whence $\beta=\gamma$. Let $n>0$ and assume that the claim holds for derivations of length $n-1$. We can write

$$
\begin{aligned}
& A \Rightarrow u B \delta \delta^{n-1} u z \beta=v \beta \\
& A \Rightarrow u^{\prime} B^{\prime} \delta^{\prime} \underset{\overrightarrow{\mathrm{L}}}{\mathrm{n}} \mathrm{u}^{\prime} z^{\prime} \gamma=v \gamma
\end{aligned}
$$

for some $u, u^{\prime}, z, z^{\prime} \in \Sigma^{*}, B, B^{\prime} \in N$ and $\delta, \delta^{\prime} \in V^{*}$. Since $\operatorname{FIRST}_{k}(\beta \alpha) \cap \operatorname{FIRST}_{k}(\gamma \alpha) \neq \emptyset$
we have also $\operatorname{FIRST}_{k}(u B \delta \alpha) \cap \operatorname{FIRST}_{k}\left(u^{\prime} B^{\prime} \delta^{\prime} \alpha\right) \neq 0$. Since $G$ is LL(k) it follows that $u B \delta=u^{\prime} B^{*} \delta^{\prime}$. We obtain

$$
\begin{aligned}
& S \stackrel{\star}{\vec{L}} \text { wuBóa } \\
& B \stackrel{n-1}{\overrightarrow{\mathrm{~L}}} z \beta_{1} \\
& B \stackrel{n-1}{\overrightarrow{\mathrm{~L}}} \mathrm{ZY}_{1}
\end{aligned}
$$

for some $\beta_{1}, \gamma_{1} \in \mathrm{~V}^{\star}$ such that $\beta=\beta_{1} \delta, \gamma=\gamma_{1} \delta$ and $\operatorname{FIRST}_{k}\left(\beta_{1} \delta \alpha\right) \cap \operatorname{FIRST}_{k}\left(\gamma_{1} \delta \alpha\right) \neq \emptyset$. From the induction hypothesis it follows that $\beta_{1}=\gamma_{1}$. Therefore the claim is proved. $\square$

This Claim and its proof is also in Pittl [132]. Now assume that $G$ is $L L(k)$ and we have derivations

$$
S{\underset{\vec{S}}{\vec{Z}} w A Y \vec{I}}_{W}^{W} \delta_{1} \gamma
$$

and

$$
s \stackrel{\Gamma}{\bar{L}} w A^{i} \gamma^{q} \Rightarrow{ }_{\mathrm{L}} \mathrm{w}_{2} \gamma^{\prime}
$$

with $\delta_{1} \neq \delta_{2}$. That is, we have derivations $S \underset{\overrightarrow{\mathrm{~L}}}{\stackrel{*}{\vec{L}}} S, S \underset{\overrightarrow{\mathrm{~L}}}{\underline{n}}$ wA $\gamma$ and $S \underset{\overrightarrow{\mathrm{~L}}}{\mathrm{M}}$ w' $\gamma^{\prime}$. Assume for the sake of contradiction that $\operatorname{FIRST}_{k}\left(\delta_{1} \gamma\right) \cap \operatorname{FIRST}_{k}\left(\delta_{2} \gamma^{*}\right) \neq \emptyset$. It follows from the Claim that $A \gamma=A^{\prime} \gamma^{\prime}$. That is, $A=A^{\prime}$ and $\gamma=\gamma^{\prime}$. However, if $A=A^{\prime}$ and $\gamma=\gamma^{\prime}$ then it follows from the $L L(k)$ definition that $\operatorname{FIRST}_{k}\left(\delta_{1} \gamma\right) \cap \operatorname{FIRST}_{k}\left(\delta_{2} \gamma^{\prime}\right)=\emptyset$. Contradiction.

In Lema 12.1 it is more clearly displayed that in Figure 12.1, once we have seen $w$ and $k$ : $x y z$, the next production in the left parse is uniquely determined since for any pair of productions $A \rightarrow \delta_{1}$ and $A \rightarrow \delta_{2}$ in this situation we have that $A=A^{\prime}$ and $\delta_{1}=\delta_{2}$. In what follows we will also refer to the class of strong LL(k) grammars (cf. Definition 8.8). The following lemma gives a useful characterization of strong $L L(k)$ gramars. The function FOLLOW $_{k}$ which is used is defined as follows.

DEFINITION 12. L. Let $G=(N, E, P, S)$ be a CFG and let $k \geq 0$. For any $A \in N$, define

$$
\text { FOLLOW }_{k}(A)=\left\{k: w \mid S \stackrel{\star}{\Rightarrow} \alpha A w \text { for some } \alpha \in V^{*} \text { and } w \in \Sigma^{*}\right\}
$$

LEMMA 12.2. Let $k \geq 0$. A CFG $G=(N, \Sigma, P, S)$ is a strong LL( $k$ ) grammar if and only if for distinct productions $A \rightarrow \alpha$ and $A \rightarrow B$ the condition

$$
\operatorname{FIRS}_{k}\left(\alpha \operatorname{FOLLOW}_{k}(A)\right) \cap \operatorname{FIRST}_{k}\left(\beta \operatorname{FOLLOW}_{k}(A)\right)=\emptyset
$$

holds.

Proof. Trivial.

Our first definition of a new class of grammars concerns the so-called PLC(k) grammars (predictive left corner grammars).

DEFINITION 12.2. Let $k \geq 0$. A CFG $G=(N, \Sigma, P, S)$ is said to be a PLC(k) grammar if, for a terminal string $w$, a nonterminal $A$ and strings $\alpha, \gamma, \gamma^{\prime}, \delta_{1}$ and $\delta_{2}$ in (N $\cup \Sigma$ )* such that $A \rightarrow \alpha \delta_{1}$ and $A \rightarrow \alpha \delta_{2}$ are distinct productions of $G$ and $\alpha$ is the longest common prefix of $\alpha \delta_{1}$ and $\alpha \delta_{2}$ with length less than or equal to one, the conditions

$$
S \stackrel{\underset{\overrightarrow{\mathrm{~L}}}{ } w A Y \Rightarrow \overrightarrow{\mathrm{~L}} w \alpha \delta_{1} \gamma}{ }
$$

and
always imply that

$$
\operatorname{FIRST}_{k}\left(\delta_{1} \gamma\right) \cap \operatorname{FIRST}_{k}\left(\delta_{2} \gamma^{\prime}\right)=\emptyset
$$

This definition is included for completeness sake. Clearly, we can also introduce strong PLC(k) grammars. Then we have for distinct productions $A \rightarrow \alpha \delta_{1}$ and $A \rightarrow \alpha \delta_{2}$ with $\alpha$ is the longest common prefix of $\alpha \delta_{1}$ and $\alpha \delta_{2}$ with length less than or equal to one, the condition

$$
\operatorname{FIRST}_{k}\left(\delta_{1} \operatorname{FOLLOW}_{k}(A)\right) \cap \operatorname{FIRST}_{k}\left(\delta_{2} \operatorname{FOLLOW}_{k}(A)\right)=\emptyset
$$

We immediately turn our attention to the class of $\mathrm{LP}(\mathrm{k})$ grammars. This class includes the PLC(k) grammars.

DEFINITION 12.3. A CFG $G=(N, \Sigma, P, S)$ is said to be an LP(k) granmar if, for a terminal string $w$, a nonterminal $A$ and strings $\alpha, \gamma, \gamma^{\prime}, \delta_{1}$ and $\delta_{2}$ in ( $N \cup \Sigma$ ) such that $A \rightarrow \alpha \delta_{1}$ and $A \rightarrow \alpha \delta_{2}$ are distinct productions of $G$ and $\alpha$ is the longest common prefix of $\alpha \delta_{1}$ and $\alpha \delta_{2}$, the conditions

$$
S \stackrel{*}{\vec{L}} w A \gamma \overrightarrow{\mathrm{I}} w \delta_{1} \gamma
$$

and

$$
S \stackrel{*}{\overrightarrow{\mathrm{~L}}} w A \gamma^{\prime} \overrightarrow{\overrightarrow{\mathrm{L}}} w a \delta_{2} \gamma^{\prime}
$$

always imply that

$$
\operatorname{FIRST}_{k}\left(\delta_{1} \gamma\right) \cap \operatorname{FIRST}_{k}\left(\delta_{2} \gamma^{\gamma}\right)=\emptyset
$$

Observe the obvious difference with the characterization of $\mathrm{LL}(\mathrm{k})$ grammars in Lemma 12.1. In that case the implication

$$
\operatorname{FIRST}_{k}\left(\alpha \delta_{1} \gamma\right) \cap \operatorname{FIRST}_{k}\left(\alpha \delta_{2} \gamma^{\prime}\right)=\emptyset
$$

is used. Thus, in the case of $\mathrm{LP}(\mathrm{k})$ gramars it is not necessary to consider the terminal string which can be derived from the longest common prefix $\alpha$ of the righthand sides of two distinct productions $A \rightarrow \alpha \delta_{1}$ and $A \rightarrow \alpha \delta_{2}$.

In [128] we have tried to characterize $L P(k)$ grammars by saying that if

$$
\mathrm{S} \stackrel{\star}{\overrightarrow{\mathrm{~L}}} \mathrm{WA}
$$

and $A \rightarrow \alpha \delta_{1}, A \rightarrow \alpha \delta_{2}$ are two distinct productions such that $\alpha$ is the longest common prefix of $\alpha \delta_{1}$ and $\alpha \delta_{2}$, then

$$
\operatorname{FIRST}_{\mathbf{k}}\left(\delta_{1} \gamma\right) \cap \operatorname{FIRST}_{\mathbf{k}}\left(\delta_{2} \gamma\right)=\emptyset .
$$

This seems to be the straightforward generalization of the LL(k) definition. However, it is not what we want since such a characterization allows ambiguous grammars. This can be seen as follows. Consider the gramar with productions

$$
\begin{array}{l:l}
S \rightarrow A c & A a c \\
A \rightarrow a & a a
\end{array}
$$

This granmar is ambiguous. Moreover, we have
(i) $\quad \mathrm{S} \underset{\overrightarrow{\mathrm{L}}}{\stackrel{*}{\mathrm{~L}}} \mathrm{~S}, \mathrm{~S} \rightarrow \mathrm{Ac} \mid \mathrm{Aac}$ and $\mathrm{FIRST}_{2}(\mathrm{c}) \cap \mathrm{FXRST}_{2}(\mathrm{ac})=\varnothing$.
(ii) $S \underset{\vec{L}}{\stackrel{*}{\vec{L}}} \mathrm{Ac}, \mathrm{A} \rightarrow \mathrm{a} \mid$ aa and $\operatorname{FIRST}_{2}(\mathrm{c}) \cap \operatorname{FIRST}_{2}(\mathrm{ac})=\emptyset$.
(iii) $\mathrm{S} \underset{\overrightarrow{\mathrm{L}}}{\stackrel{*}{\mathrm{~F}}} \mathrm{Aac}, \mathrm{A} \rightarrow \mathrm{a} \mid$ aa and $\operatorname{FIRST}_{2}(\mathrm{ac}) \cap \mathrm{FIRST}_{2}(\mathrm{aac})=\emptyset$.

Hence, the condition which is given above is satisfied. However, this gramar does not satisfy Definition 12.3 since we have productions $A \rightarrow a$ and $A \rightarrow$ aa and derivations

$$
S \stackrel{*}{\overrightarrow{\mathrm{~L}}} \mathrm{Ac} \stackrel{\rightharpoonup}{\mathrm{~L}} \mathrm{aac}
$$

and

$$
S \stackrel{\star}{\overline{\mathrm{~L}}} \text { Aac } \overrightarrow{\mathrm{L}} \text { aac }
$$

while

$$
\mathrm{FIRST}_{\mathrm{k}}(\mathrm{ac}) \cap \mathrm{FIRST}_{\mathrm{k}}(\mathrm{ac}) \neq \emptyset
$$

for any $k \geq 0$.

The class of strong $L P(k)$ grammars is now defined by demanding that

$$
\operatorname{FIRST}_{k}\left(\delta_{1} \operatorname{FOLLOW}_{k}(A)\right) \cap \operatorname{FIRST}_{k}\left(\delta_{2} \operatorname{FOLLOW}_{k}(A)\right)=\emptyset
$$

for any pair of distinct. productions $A \rightarrow \alpha \delta_{1}$ and $A \rightarrow \alpha \delta_{2}$, where $\alpha$ is the longest comenon prefix of $\alpha \delta_{1}$ and $\alpha \delta_{2}$.

We consider the possibility of obtaining asimilar characterization for LP (k) grammars as is displayed in Lema 12.1 for $L L(k)$ grammars. Therefore it is necessary to generalize two results for simple chain grammars.

LEMMA 12.3. Let $G=(N, \Sigma, P, S)$ be an $L P(k)$ gramarar, $k \geq 0$. For any $w, w_{1}, w_{2} \in \Sigma^{*}$ and $\mu, \omega, \omega^{\prime} \in V^{*}$, if $S \stackrel{\star}{\overrightarrow{\vec{L}}} w \mu, S \stackrel{\star}{\overrightarrow{\mathrm{~L}}}$ w $\mu \omega^{\prime}, \mu \stackrel{\star}{\overrightarrow{\mathrm{L}}} \mathrm{w}_{1}$ and $\mu \stackrel{\star}{\overrightarrow{\mathrm{L}}} \mathrm{w}_{1} \mathrm{w}_{2}$ with $w_{2} \neq E$, then $\operatorname{FIRST}_{k}(\omega) \cap \operatorname{FIRST}_{k}\left(w_{2} \omega\right)=\emptyset$.

Proof. The proof is by induction on the lengths of the derivations from $\mu$ to $w_{1}$ and from $\mu$ to $W_{1} W_{2}$.

Basis. Consider two derivations of length 1 which can be used to obtain $w_{1}$ and $w_{1} w_{2}$ from $\mu \in V^{+}$. The case in which one derivation is of length 0 and the other is of length 1 can not occur. If $\mu \overrightarrow{\mathrm{L}} \mathrm{w}_{1}$ and $\mu \overrightarrow{\mathrm{L}} \mathrm{w}_{1} \mathrm{w}_{2}$ then there exist a nonterminal $C \in N$ and strings $w^{\prime}, w^{\prime \prime}, z_{1}, z_{2} \in \Sigma^{*}$ such that

$$
\mu=w^{\prime} C w^{\prime \prime} \Rightarrow w^{\prime} z_{1} w^{\prime \prime}=w_{1}
$$

and

$$
\mu=w^{\prime} C w^{\prime \prime} \Rightarrow w^{\prime} z_{2} w^{\prime \prime}=w_{1} w_{2}
$$

It follows that $z_{1}$ is a proper prefix of $z_{2}$. We write $z_{2}=z_{1} z_{2}^{\prime}$. Hence, we have productions $C \rightarrow z_{1}$ and $C \rightarrow z_{1} z_{2}^{\prime}$ and derivations $S \stackrel{*}{\vec{H}} W w^{\prime} C w^{\prime \prime} \omega$ and $S \stackrel{\star}{\vec{L}} w w^{\prime} C w^{\prime \prime} w^{\prime}$. Since $G$ is $L P(k)$ we have

$$
\operatorname{FIRST}_{k}\left(w^{\prime \prime}(\omega) \cap \operatorname{FIRST}_{k}\left(z_{2}^{\prime} w^{\prime \prime} \omega^{\prime}\right)=\emptyset .\right.
$$

Moreover, since $w^{\prime \prime}$ is a prefix of $z_{2}^{\prime} w^{\prime \prime}$ such that $w^{\prime \prime} w_{2}=z_{2}^{\prime} w^{\prime \prime}$, it follows that

$$
\operatorname{FIRST}_{k}(\omega) \cap \operatorname{FIRST}_{k}\left(w_{2} w^{\prime}\right)=\emptyset,
$$

which had to be proved.
Induction. Assume for all $\mu \in V^{+}$and derivations $\mu \stackrel{*}{\vec{L}} w_{1}$ and $\mu \stackrel{*}{\vec{L}} w_{1} w_{2}$ with lengths less than $n$, we have

$$
\operatorname{FIRST}_{k}(\omega) \cap \operatorname{FIRST}_{k}\left(\omega_{2} \omega^{v}\right)=\varnothing \text {. }
$$

Now consider derivations $\mu \stackrel{\star}{\vec{L}} w_{1}$ and $\mu \stackrel{*}{\stackrel{\rightharpoonup}{L}} W_{1} W_{2}$ with lengths less than or equal to $n$. Then there exist $C \in \mathbb{N}, \alpha, \rho, \delta_{1}, \delta_{2} \in \cdot V^{\star}$ and $w^{\prime} \in \Sigma^{*}$ such that $\delta_{1} \neq \delta_{2}$ and $\alpha$ is the longest common prefix of $\alpha \delta_{1}$ and $\alpha \delta_{2}$ and

$$
\mu \stackrel{\stackrel{*}{\vec{L}}}{ } w^{\prime} C \rho \underset{\vec{L}}{\vec{L}} w^{f} \alpha \delta_{1} \rho \stackrel{*}{\overrightarrow{\underline{I}}} w_{1}
$$

and

$$
\mu \stackrel{*}{\overrightarrow{\mathrm{~L}}} \mathrm{w}^{\prime} \mathrm{C} \rho \underset{\mathrm{~L}}{\overrightarrow{\mathrm{~L}}} \mathrm{w}^{\prime} \alpha \delta_{2} \stackrel{\dot{t}}{\stackrel{\rightharpoonup}{\mathrm{~L}}} \mathrm{~W}_{1} \mathrm{w}_{2}
$$

where w' $C \rho$ is the last left sentential form which these two derivations have in common. Now consider the following two derivations:

$$
\begin{equation*}
a \delta \delta_{1} \rho \omega \stackrel{*}{\overrightarrow{\mathrm{~L}}} w_{1} \omega \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha \delta_{2} \rho \omega^{s} \stackrel{*}{\overrightarrow{\mathrm{I}}} W_{1} w_{2} \omega^{s} \tag{2}
\end{equation*}
$$

Suppose that both in (1) and in (2) we have $\alpha \stackrel{*}{\overrightarrow{\mathrm{~L}}} \mathrm{u}_{1}$, for some $u_{1} \in \Sigma^{*}$. Hence, we can write $w_{1}=u_{1} v_{1}$, where $v_{1} \in \Sigma^{*}$. Since $G$ is $L P(k)$ it follows that

$$
\operatorname{FIRST}_{k}\left(\delta_{1} \rho \omega\right) \cap \operatorname{FIRST}_{k}\left(\delta_{2} \rho \omega^{\prime}\right)=\emptyset
$$

and we can conciude that

$$
\operatorname{FIRST}_{k}\left(v_{1} w\right) \cap \operatorname{FIRST}_{k}\left(v_{1} W_{2} w^{\prime}\right)=\emptyset
$$

Thus,

$$
\operatorname{FIRST}_{k}(\omega) \cap \operatorname{FIRST}_{k}\left(\omega_{2} \omega^{\prime}\right)=\emptyset
$$

which had to be proved. Now suppose that $\alpha \stackrel{\text { t }}{\vec{L}} u_{1}$ in derivation (1) and $\alpha \stackrel{\star}{\overrightarrow{\vec{L}}} u_{1} u_{2}$ in derivation (2), with $u_{2} \neq \varepsilon$. From the induction hypothesis we can conclude that

$$
\operatorname{FiRST}_{k}\left(\delta_{1} \rho \omega\right) \cap \operatorname{PIRST}_{k}\left(u_{2} \delta_{2} \rho \omega^{\prime}\right)=\emptyset
$$

We can write $w_{1}=u_{1} v_{1}$, for some $v_{1} \in \Sigma^{*}$. It follows that

$$
\operatorname{FIRST}_{k}\left(v_{1} \omega\right) \cap \operatorname{FIRST}_{k}\left(v_{1} w_{2} \omega^{\prime}\right)=\varnothing
$$

and therefore

$$
\operatorname{FIRST}_{k}(\omega) \cap \operatorname{FIRST}_{k}\left(w_{2} \omega^{\prime}\right)=\emptyset
$$

which had to be proved. The symmetric case with $\alpha \stackrel{\star}{\overrightarrow{\mathrm{L}}} \mathrm{u}_{1} \mathrm{u}_{2}$ in (1) and $\alpha \stackrel{\star}{\overrightarrow{\mathrm{L}}} \mathrm{u}_{1}$ in (2) can be treated similarly and therefore it is omitted. This concludes the proof of Lemma 12.3.

Notice that Lemma 12.3 can be considered as a generalization of Theorem 11.1. We can also obtain an analogue for Theorem ll.3.

LEMMA 12.4. Let $G=(N, \Sigma, P, S)$ be an $L P(k)$ grammar, $k \geq 0$. For any $n \geq 0, X, Y \in V$


Proof. We prove the slightly more general result that if $S \stackrel{\star}{\overrightarrow{\mathrm{~L}}}$ whal and $\mathrm{S} \stackrel{\star}{\overrightarrow{\mathrm{L}}}$ w $\omega$ ', where $w \in \Sigma^{\star}$, and $\mu, \omega, \omega^{\prime} \in V^{\star}$, then for any $n \geq 0, X, Y \in V$ with $X \neq Y$ and $\alpha, \varphi$,
 by induction on $n$.

Basis. Assume that $\mu \stackrel{1}{\overrightarrow{\mathrm{~L}}} \alpha \mathrm{X} \rho$ and $\mu \stackrel{1}{\overrightarrow{\mathrm{~L}}} \alpha \mathrm{Y} \psi$. We can write $\mu=\mathrm{vC} \mathrm{\rho}$ for some $v \in \Sigma^{\star}$, $C \in N$ and $\rho \in V^{*}$. Then there exist productions $C \rightarrow \gamma \delta_{1}$ and $C \rightarrow \gamma \delta_{2}$, where $\delta_{1} \neq \delta_{2}$, $\gamma, \delta_{1}, \delta_{2} \in V^{*}$ and $\gamma$ is the longest common prefix of $\gamma \delta_{1}$ and $\gamma \delta_{2}$. Since $G$ is LP(k) we have that

$$
\operatorname{FIRST}_{k}\left(\delta_{1} \rho \omega\right) \cap \operatorname{FIRST}_{k}\left(\delta_{2} \rho \omega^{\prime}\right)=\emptyset
$$

There exists a prefix $\beta$ of $\delta_{1} \rho \omega$ and of $\delta_{2} \rho \omega^{\prime}$ such that $v \gamma \beta=\alpha, \beta X \varphi \omega=\delta \rho \omega$ and $\beta Y \psi \omega^{\prime}=\delta_{2} \rho \omega^{\prime}$. It follows that

$$
\operatorname{FIRST}_{k}(\mathrm{X} \varphi \omega) \cap \operatorname{FIRST}_{k}\left(Y \psi \omega^{\prime}\right)=\emptyset
$$

Induction. Let $\mu \stackrel{\mathrm{L}}{\mathrm{L}} \alpha X \varphi$ and $\mu \stackrel{\mathrm{L}}{\mathrm{L}} \alpha Y \psi$, where $X \neq Y$ and assume the property holds for all $\mu V^{\star}$ and leftmost derivations with length less than $n$. Then there exist $v \in \Sigma^{*}, \gamma, \delta_{1}, \delta_{2}, \rho \in V^{*}, C \in N$ and productions $C \rightarrow \gamma \delta_{1}, C \rightarrow \gamma \delta_{2}$ in $P$ where $\gamma$ is the longest common prefix of $\gamma \delta_{1}$ and $\gamma \delta_{2}$, such that

$$
\begin{equation*}
\mu \frac{\mathrm{k}}{\mathrm{~L}} v C \rho \underset{\mathrm{~L}}{\Rightarrow} v \gamma \delta_{1} \rho{\underset{\mathrm{~L}}{\mathrm{~L}}}_{\mathrm{m}} \alpha X \varphi \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu \stackrel{\mathrm{k}}{\overrightarrow{\mathrm{~L}}} \mathrm{vC} \mathrm{\rho} \Rightarrow \overrightarrow{\mathrm{~L}} \mathrm{v} \delta \delta_{2} \rho \stackrel{\mathrm{M}}{\overrightarrow{\mathrm{~L}}} \alpha \mathrm{Y} \psi \tag{2}
\end{equation*}
$$

with $\mathrm{n}=\mathrm{k}+\mathrm{m}+1$. Now consider the following possibilities:
(i) $\quad \mathrm{V} \gamma \underset{\overrightarrow{\mathrm{L}}}{\underline{m}} \alpha \varphi^{\prime}$ in (1), with $\varphi^{\prime} \delta_{1} \rho=\varphi$ and $\mathrm{V} \gamma \underset{\overrightarrow{\mathrm{L}}}{ } \alpha^{\prime}$ in (2), such that $\alpha$ can be written as $\alpha^{\prime} \alpha^{11}$ for $\alpha^{\prime}, \alpha^{\prime \prime} \in V^{*}$. It follows from Lemma 12.3 that

$$
\operatorname{FIRST}_{k}\left(\alpha^{\prime \prime} \mathrm{X}(\alpha)\right) \cap \operatorname{FIRST}_{k}\left(\alpha^{\prime \prime} \mathrm{Y} \psi \omega^{\prime}\right)=\emptyset
$$

Hence,

$$
\operatorname{FIRST}_{k}(X \dot{\rho} \omega) \cap \operatorname{FIRST}_{k}\left(Y \psi \omega^{\prime}\right)=\emptyset
$$

The symmetric case with $v \gamma \underset{\overrightarrow{\mathrm{~L}}}{\star} a^{\prime}$ in (1) and $v \gamma \underset{\vec{Z}}{\vec{L}} \alpha^{\prime} \psi^{\prime}$ in (2) can be treated similarly and therefore it is omitted.
(ii) $v \gamma \underset{\overrightarrow{\mathrm{~L}}}{\mathrm{~m}} \alpha \varphi^{\prime}$ in ( $(1)$; with $\varphi^{\prime} \delta_{1} \rho=\varphi$
and
$W \underset{\overrightarrow{\mathrm{~L}}}{\mathrm{~m}} \alpha \mathrm{Y} \psi^{\prime}$ in (2), with $\psi^{\prime} \delta_{2} \rho=\psi$.
Since $m<n$, we may conclude that

$$
\operatorname{FIRST}_{k}\left(X \varphi^{\prime} \delta_{I} \rho \omega\right) \cap \operatorname{FIRST}_{k}\left(X \psi^{\prime} \delta_{2} \rho \omega^{\prime}\right)=\emptyset
$$

that is,

$$
\operatorname{FIRST}_{k}(X \varphi \omega) \cap \operatorname{FIRST}_{k}\left(\mathrm{Y} \psi \omega^{\prime}\right)=\emptyset
$$

(iii) $\mathrm{vY} \stackrel{\star}{\overrightarrow{\mathrm{L}}} \alpha_{1}$ in (1), with $\alpha=\alpha_{1} \alpha_{2}$ for $\alpha_{1}, \alpha_{2} \in \mathrm{~V}^{*}$
and
v $\stackrel{*}{\overrightarrow{\mathrm{~L}}} \alpha_{1}^{\prime}$ in (2), with $\alpha=\alpha_{1}^{\prime} \alpha_{2}^{\prime}$ for $\alpha_{1}^{\prime}, \alpha_{2}^{\prime} \in \mathrm{V}^{*}$.
If $\alpha_{1} \neq \alpha_{1}^{\prime}$, then $\alpha_{1}$ is a prefix of $\alpha_{1}^{\prime}$ or conversely. With the same type of argument as used above it can again be shown that the desired property holds. If $\alpha_{1}=\alpha_{1}^{\prime}$, then there exists $\alpha^{\prime \prime} \in V^{*}$ such that $\alpha_{1} \alpha^{\prime \prime}=\alpha_{1}^{\prime} \alpha^{\prime \prime}=\alpha$ and

$$
\delta_{1} \rho \stackrel{*}{\vec{L}} a^{\prime \prime X} \varphi \quad \text { in (1) }
$$

and

$$
\delta_{2} \rho \stackrel{*}{\overrightarrow{\tilde{L}}} \alpha^{\prime \prime Y} \psi \quad \text { in }(2)
$$

However, since $c$ is $L P(k)$ and $\gamma$ is the longest common prefix of $\gamma \delta_{1}$ and $\gamma \delta_{2}$, it follows that

$$
\operatorname{FIRST}_{k}\left(\delta_{1} \rho \omega\right) \cap \operatorname{FIRST}_{k}\left(\delta_{2} \rho \omega^{\prime}\right)=\emptyset
$$

Therefore,

$$
\operatorname{FIRST}_{k}\left(\alpha^{\prime \prime} \mathrm{X} \varphi\right) \cap \operatorname{FIRST}_{k}\left(\alpha^{\prime \prime} \mathrm{Y} \psi\right)=\emptyset
$$

and it follows that

$$
\operatorname{FIRST}_{k}(\mathrm{X} \varphi) \cap \operatorname{FIRST}_{k}(\mathrm{Y} \psi)=\emptyset
$$

This concludes the induction proof. For $w=\omega=\omega^{\prime}=\varepsilon$ and $\mu=S$, we obtain the result which is mentioned in Lenma 12.4.

Now we are sufficiently prepared to present the following theorem.

THEOREM 12. I. Let $k \geq 0$ and let $G=(N, \Sigma, P, S)$ be an $L P(k)$ grammar. For any $n \geq 0$, $w \in \Sigma^{*}, A, A^{\prime} \in N, \alpha, \gamma, \gamma^{\prime}, \delta_{1}, \delta_{2} \in V^{*}$ such that $\delta_{1} \neq \delta_{2}$ and $\alpha$ is the longest common prefix of $\alpha \delta_{1}$ and $\alpha \delta_{2}$, the conditions

$$
S \stackrel{\Pi}{\overline{\mathrm{~L}}} w A \gamma \Rightarrow \overrightarrow{\mathrm{~L}}^{\mathrm{w}} \mathrm{w}_{1} \gamma
$$

and

$$
\mathrm{S} \underset{\overrightarrow{\mathrm{~L}}}{\mathrm{I}} w A^{\prime} \gamma^{\prime} \overrightarrow{\mathrm{L}} w \alpha \delta_{2} \gamma^{\prime}
$$

always imply that

$$
\operatorname{FIRST}_{k}\left(\delta_{1} \gamma\right) \cap \operatorname{FIRST}_{k}\left(\delta_{2} \gamma^{\prime}\right)=\emptyset .
$$

Proof. If $A=A^{\prime}$, then the theorem is only a restricted version of the LP(k) definition. If $A \neq A^{\prime}$, then it follows from Lemma 12.4 that

$$
\operatorname{FIRST}_{k}(A \gamma) \cap \operatorname{FIRST}_{k}\left(A^{\prime} \gamma^{\prime}\right)=\emptyset .
$$

Hence,

$$
\operatorname{FIRST}_{k}\left(\alpha \delta_{1} \gamma\right) \cap \operatorname{FIRST}_{k}\left(\alpha \delta_{2} \gamma^{\prime}\right)=\emptyset
$$

and it follows that

$$
\operatorname{FIRST}_{k}\left(\delta_{1} \gamma\right) \cap \operatorname{FIRST}_{k}\left(\delta_{2} \gamma^{\prime}\right)=\emptyset
$$

which had to be proved.

Clearly, with this theoren in mind we can again consider Figure 12.1. Notice that in Lemma 12.1 we have changed the LL( $k$ ) definition (in which we use the condition
 $\mathrm{LP}(\mathrm{k})$ grammars we have used a superscript n . It is rather inviting to omit n from the derivations. However, consider the following LL(0) grammar with productions

$$
\begin{aligned}
& S \rightarrow \mathrm{~A} \mathrm{~A} \mathrm{~b} \\
& \mathrm{~A} \rightarrow \mathrm{BC} \\
& \mathrm{~B} \rightarrow \mathrm{a}
\end{aligned}
$$

Here we have derivations

$$
S \frac{1}{\overrightarrow{\mathrm{~L}}} \mathrm{aAb} \overrightarrow{\mathrm{~L}} \text { aBcb }
$$

and

$$
S \underset{\vec{L}}{2} a B c b \underset{\vec{L}}{ } \text { aacb }
$$

while

$$
\operatorname{FIRST}_{k}(\mathrm{Bcb}) \cap \mathrm{FIRST}_{\mathrm{k}}(\mathrm{acb}) \neq \emptyset
$$

for any $k \geq 0$. It follows that we can not omit superscript $n$ from the derivations in Lemma 12.1 and in Theorem 12.1.

THEOREM 12.2. Every $L L(k)$ grammar is an $L P(k)$ grammar, $k \geq 0$.

Proof. Assume that a gramar $G=(N, \Sigma, P, S)$ is $L L(k)$ but not $L P(k)$. Then there exist a terminal string $w$, a nonterminal $A$ and strings $\alpha, \gamma, \gamma^{\prime}, \delta_{1}$ and $\delta_{2}$ in $V^{*}$ such that $\mathrm{A} \rightarrow \alpha \delta_{1}$ and $\mathrm{A} \rightarrow \alpha \delta_{2}$ are two distinct productions in P , with $\alpha$ is the longest common prefix of $0 \delta_{1}$ and $a \delta_{2}$, such that

$$
\begin{aligned}
& S \underset{\mathrm{~L}}{*} \text { WA } Y^{\prime \prime} \overrightarrow{\mathrm{L}} \text { WQ } \mathrm{E}_{2} Y^{\prime}
\end{aligned}
$$

and

$$
\operatorname{FIRST}_{k}\left(\delta_{1} \gamma\right) \cap \operatorname{FIRST}_{k}\left(\delta_{2} \gamma^{\prime}\right) \neq \emptyset
$$

It follows that

$$
\operatorname{FIRST}_{k}\left(\alpha \delta_{1} \gamma\right) \cap \operatorname{FIRST}_{k}\left(\alpha \delta_{2} \gamma^{\prime}\right) \neq \emptyset
$$

It is straightforward to verify that in the case of $L L(k)$ grammars we have that $\gamma=\gamma^{\prime}$. Hence, we obtain a contradiction with the LL(k) definition. Therefore we must conclude that $G$ is also $\operatorname{LP}(k)$.

The definition of $L P(k)$ grammars can be considered as a generalization with 'look-ahead' of the definition of the simple chain and left part grammars of Chapter 11. The following corollary is an immediate consequence of the definitions.

COROLLARY 12.1. A grammar $G=(N, \Sigma, P, S)$ is a simple chain grammar if and only if $P$ is prefix-free and $G$ is an $E-f r e e ~ L P(1)$ grammar.

Context-free gramar G with productions

$$
\begin{aligned}
& S \rightarrow a \\
& S \rightarrow a b
\end{aligned}
$$

is an example of a grammar which is not a simple chain grammar. However, granmar $G$ is $L P(1)$.

Since there exist simple chain granmars which are not $L L(k)$ for any $k$ (cf. Example 11.2) we conclude that the class of $L L(k)$ gramars is properly contained in the class of $L P(k)$ grammars.

Just as in the case of $L L(k)$ grammars one may conclude that if $k=0$, then the language of an $\mathrm{LP}(\mathrm{k})$ grammar does exist of one element only.

The following two theorems are also immediate consequences of the LP(k) definition. The proofs are analogous to corresponding proofs for the LL(k) case and they are slight generalizations of corresponding proofs for simple chain grammars. Notice, once more, that the grammars under consideration are assumed to be reduced.

THEOREM 12.3. Each LP(k) gramar is unambiguous.

Proof. We show that each $w \in L(G)$, where $G$ is an $L P(k)$ grammar, has exactly one leftmost derivation from $S$. Suppose that $S \underset{\vec{L}}{*} \mathrm{w}$ by at least two leftmost derivations. We can write

$$
\begin{equation*}
S \stackrel{\star}{\overrightarrow{\mathrm{~L}}} u A \omega \Rightarrow \overrightarrow{\mathrm{~L}} u \delta_{1} \omega \stackrel{\star}{\overrightarrow{\mathrm{~L}}} u v=w \tag{*}
\end{equation*}
$$

and

$$
\begin{equation*}
S \stackrel{\star}{\overrightarrow{\mathrm{~L}}} u A \omega \Rightarrow \overrightarrow{\mathrm{~L}} u \alpha \delta_{2} \omega \stackrel{\star}{\overrightarrow{\mathrm{~L}}} u v=w \tag{**}
\end{equation*}
$$

where $u, v \in \Sigma^{*}, A \in N, \alpha, \delta_{1}, \delta_{2}, \omega \in V^{*}$ and $\alpha$ is the longest common prefix of the distinct strings $\alpha \delta_{1}$ and $\alpha \delta_{2}$.

Assume that in ( $*$ ) we have used $\alpha \stackrel{*}{\overrightarrow{\vec{L}}} u_{1}, \delta_{1} \stackrel{*}{\vec{L}} x$ and $\omega \stackrel{*}{\stackrel{\rightharpoonup}{L}} v_{1}$ and in ( $* *$ ) we have
 we can not have $u_{1}=u_{2}$, If $u_{1}$ is a proper prefix of $u_{2}$ (or the symmetric case which we omit) and we write $u_{2}=u_{1} u_{1}^{\prime}$ then, since $k: u_{1}^{\prime} y v_{2}=k: x v_{1}$, we have that $\alpha$ does not satisfy lema 12.3. We must conclude that $G$ is unambiguous.

THEOREM 12.4. LP(k) grammars are not left recursive.

Proof. The proof is a straightforward adaptation of the corresponding proof for $\mathrm{LL}(\mathrm{k})$ grammars.

Clearly, as we did in Chapter 11 for simple chain gramuars, we now can obtain properties for the leftmost and rightmost derivations of $\mathrm{LP}(\mathrm{k})$ gramars. We will, however, turn our attention to transformations of LP (k) gramars. We shall show that the $L P(k)$ grammars are exactly those grammars which can be transformed into $L L(k)$ grammars by left factoring the gramar until it has no two productions of the form $A \rightarrow \alpha \varphi$ and $A \rightarrow \alpha \psi$ with $\alpha \neq E$.

The definitions of $L L(k)$ and $L P(k)$ grammars immediately imply the following theorem.

THEOREM 12.5. A left factored grammar is LL(k) if and only if it is LP(k).

Proof. Trivial.

The process of left factoring consists of consecutively replacing productions of the form $A \rightarrow \alpha \varphi$ and $A \rightarrow \alpha \psi$, where $\alpha \neq E$ and $\alpha$ is the longest common prefix of $\alpha \varphi$ and $\alpha \psi$, by the productions

$$
\begin{aligned}
& A \rightarrow \alpha \mathrm{H} \\
& H \rightarrow \varphi \\
& H \rightarrow \psi
\end{aligned}
$$

where $H$ is a newly introduced nonterminal symbol, until the grammar is left factored. Clearly, this transformation preserves the original language.

THEOREM 12.6. The grammar obtained by the left factoring process is LL( $k$ ) if and only if the original grammar is LP(k).

Proof. By Theorem 12.5 it is sufficient to show that the process of left factoring does not affect the $L P(k)$ property and that this process can not produce an $L P(k)$ gramar from a non-LP(k) grammar. It is clear from the definition that this is true
as regards one individual step in the left factoring process. Since the whole process is just a consecutive sequence of these individual steps, we thus conclude the theorem.

COROLLARY 12.2. The families of $L P(k)$ and $L L(k)$ languages coincide.
As we already showed in section 10.1 , if we have productions i. $A \rightarrow \alpha \varphi$ and j. $A \rightarrow \alpha \psi$ and we define

$$
\begin{array}{ll}
A \rightarrow \alpha H & \langle E\rangle \\
H \rightarrow \varphi & \langle\mathrm{i}\rangle \\
H \rightarrow \psi & \langle\mathrm{j}\rangle
\end{array}
$$

then it will also be clear that the newly obtained left factored grammar right covers the original grammar. Moreover, also shown in section 10.1 and a consequence of Theorem 9.1, top-down parsing of LL-gramars can be done in such a way that right parses are obtained and therefore this right cover result is not only of theoretical value.

It is also possible to obtain an $\mathrm{LL}(\mathrm{k})$ grammar which left-to-right covers the original LP(k) granmar.

THEOREM 12.7. Each LP (k) grammar can be left-to-right covered by an LL(k) granmar.

Proof. Let $G_{1}=\left(N_{1}, \Sigma, P_{1}, S\right)$ be an $L P(k)$ grammar. Define $G_{1}^{\prime}=\left(N_{1}^{\prime}, \Sigma, P_{1}^{\prime}, S\right)$ with

$$
N_{1}^{\prime}=N_{1} \cup\left\{[A \alpha] \mid A \rightarrow \alpha \text { is in } P_{1}\right\}
$$

and

$$
P_{1}^{\prime}=\left\{A \rightarrow \alpha[A \alpha] \mid A \rightarrow \alpha \text { is in } P_{1}\right\} \cup\left\{[A \alpha] \rightarrow \varepsilon \mid A \rightarrow \alpha \text { is in } P_{1}\right\}
$$

Clearly, $G_{1}^{\prime}$ is $L P(k)$ if and only if $G_{1}$ is $L P(k)$ and the granmar which is obtained by the left factoring process from $G_{1}^{\prime}$ is $L L(k)$ if and only if any grammar obtained by the left factoring process from $G_{1}$ is $L L(k)$. Hence, if $G_{2}=\left(N_{2}, \Sigma_{, ~}, P_{2}, S\right)$ is the grammar which is obtained by the left factoring process from $G_{1}^{\prime}$, then $G_{2}$ is $L L(k)$.

Now define a homomorphism $\psi_{1}: P_{1}^{1^{*}} \rightarrow P_{1}^{*}$ such that

$$
\psi_{1}([A \alpha] \rightarrow \varepsilon)=A \rightarrow \alpha
$$

and

$$
\psi_{1}(A \rightarrow \alpha)=\varepsilon
$$

Clearly, $G_{1}^{\prime}[\ell / \bar{r}] G_{1}$ (cf. Lema 4.4) where the eover is supported by the productions of the form $[A \alpha] \rightarrow E$. These productions remain unchanged in the left factoring process and, moreover, this process does not affect the order in which these productions appear in a left parse. Therefore, if we define $\psi_{2}: p_{2}^{*} \rightarrow P_{1}^{*}$ such that

$$
\psi_{2}([A \alpha] \rightarrow \varepsilon)=A \rightarrow \alpha
$$

and

$$
\psi_{2}(c \rightarrow \gamma)=\varepsilon
$$

where $C \notin N_{1}^{p}-N_{1}$, then we can conclude that $G_{2}$ left-to-right covers grammar $G_{1}$ with respect to homomorphism $\psi_{2}$ 。

The next class of gramars which we want to consider is the class of LC(k) or left corner grammars. There are two ways to characterize LC(k) grammars. The first definition we present makes use of rightmost derivations. The second, original, definition uses leftmost derivations.

In order to present the first characterization we recall the definition of an LR(k) grammar as it was presented in section 8.2.

A grammar $G=(N, \Sigma, P, S)$ is said to be an $L R(k)$ grammar if $S \stackrel{+}{\vec{R}} S$ is not possible in $G$ and for each $w, w^{\prime}, x \in \Sigma^{*} ; \gamma, \infty, \alpha^{\prime}, \beta$ and $\beta^{\prime}$ in $V^{*}$ and $A, A^{\prime} \in N$, if

(ii) $S \stackrel{*}{\vec{R}} \alpha^{\prime} A^{\prime} x \vec{R}^{\prime} \alpha^{\prime} \beta^{\prime} x=\alpha \beta w^{\prime} \quad$ and
(iii) $k: w=k: w^{i}$

$$
\text { then } A \rightarrow \beta=A^{+} \rightarrow \beta^{\prime} \text { and }|\alpha \beta|=\left|\alpha^{\prime} \beta^{\prime}\right|
$$

An equivalent definition is obtained if we conclude from (i), (ii) and (iii) that $\alpha A=\alpha^{\prime} A^{\prime}$ and $x=w^{\prime}$. Moreover, it is useful to say that a fixed production $A \rightarrow B$ of CFG G satisfies the LR(k) condition if, whenever we have derivations (i) and (ii), then $k$; $w=k$ : $w^{\prime}$ implies $\alpha A=\alpha^{\prime} A^{\prime}$ and $x=w^{\prime}$. We use the notation $\alpha \beta \underset{\mathcal{B}^{*}}{\alpha} \underline{\gamma}$ or $\beta \underline{\alpha} \stackrel{\star}{\overrightarrow{\vec{L}}} \gamma \underline{\alpha}$ to denote that in the specific derivations $\alpha \beta \stackrel{*}{\overrightarrow{\vec{R}}} \alpha \gamma$ and $\beta \alpha \stackrel{*}{\overrightarrow{\vec{L}}} \gamma \alpha$ which are considered, respectively, the displayed string $\alpha$ is not rewritten.

DEFINITION 12.4. A CFG $G=(N, \Sigma, P, S)$ is said to be an LC(k) grammar if $S \underset{\vec{R}}{+} S$ is not possible in $G$, each E-production of $G$ satisfies the $L R(k)$ condition and if for each $w, w^{\prime}, y, y^{\prime} \in \Sigma^{*} ; \alpha, \alpha^{\prime}, \alpha^{\prime \prime}, \beta, \gamma \in V^{*} ; X \in V ; A, A^{\prime} \in N$ and production $A \rightarrow X \beta$ in $P$, the conditions

(ii.) $S \stackrel{*}{\stackrel{*}{\mathrm{R}}} \alpha^{\prime} A^{\prime} w^{\prime} \overrightarrow{\mathrm{R}} \alpha^{\prime} \alpha^{\prime \prime X} \gamma^{w^{\prime}} \stackrel{\star}{\overrightarrow{\mathrm{R}}} \alpha^{\prime} \alpha^{\prime \prime X y^{\prime} w^{\prime}}$
(iii) $\alpha^{\prime} \alpha^{\prime \prime}=\alpha$ and $k: y w=k: y^{\prime} w^{\prime}$, always imply that $\alpha A=\alpha^{\prime} A^{\prime}$ and $\beta=\gamma$.

We have included the condition that $S \stackrel{+}{\vec{R}} S$ is not possible for an $L C(k)$ grammar. Otherwise, the following ambiguous grammar with productions

$$
S \rightarrow S \mid a
$$

is to be called LC(0). Another possibility would have been to extend the grammar by adding an 'initial production' $S^{\prime} \rightarrow \perp$, with $\perp$ is a symbol not in $V$ and $S '$ is a newly introduced start symbol. This latter method has been used in [157]. We have, in accordance with our definition of $L R(k)$ grammars, excluded the possibility $S \stackrel{+}{\mathcal{F}} S$ from the definition of $L C(k)$ grammars.

In Geller and Harrison [40] the following context-free grammar $G$ with productions

$$
S \rightarrow S a \mid a
$$

is given as an example to show that there exist gramars which are LR(0) according to the $L R(k)$ definition which is used here, but which are not $\operatorname{LR}(0)$ according to the definition in Aho and Ullman [3]. Moreover, it follows easily that $G$ is not LR(0), PLR (0) or LC(0) according to the definitions which are given in Soisalon-Soininen and Ukkonen [157]. However, the grammar $G$ is $\operatorname{LC}(0), \operatorname{PLR}(0)$ and $\operatorname{LR}(0)$ according to the definitions which are used in this chapter.

We now want to show that any LC(k) gramar is an $\operatorname{LR}(k)$ grammar. We use the following lemma which tells us when a grammar is not $L R(k)$.

LEMMA 12.5. Let $G=(N, \Sigma, P, S)$ be a (reduced) CFG such that $S \stackrel{+}{\mathbb{N}} S$ is impossible in G. $G$ is not $L R(k)$ if and only if there exist $w, w^{\prime}, x \in \Sigma^{*} ; A, A^{\prime} \in \mathbb{N} ; \gamma^{\prime}, \gamma, \alpha, \alpha^{\prime}, \beta, \beta^{\prime} \in V^{*}$ such that
(i) $S \stackrel{*}{\stackrel{\vec{R}}{ }} \alpha A W \overrightarrow{\vec{R}^{\prime}} \alpha \beta$,
(ii) $S \stackrel{\star}{\vec{R}} \alpha^{\prime} A^{\prime} x \underset{\vec{R}}{\Rightarrow} \alpha^{\prime} \beta^{\prime} x=\alpha \beta w^{\prime}$,
(iii) $k: w=k: w^{\prime}$, and
(iv) $\alpha A \neq \alpha^{\prime} A^{\prime}$ or $x \neq w^{\prime}$, with
(v) $\quad\left|\alpha^{\prime} \beta^{\prime}\right| \geq|\alpha \beta|$.

Proof. This lema is a slight modification of lema 2.5 of Geller and Harrison [40].

THEOREM 12.8. Every LC(k) grammar is an LR(k) grammar.

Proof. Assume that an LC( $k$ ) gramar $G=(N, \Sigma, P, S)$ is not $\operatorname{LR}(k)$. Then there exist derivations (cf. Lemma 12.5)
(i) $\mathrm{S} \underset{\overrightarrow{\mathrm{R}}}{\stackrel{*}{*}} \alpha \mathrm{Aw} \overrightarrow{\mathrm{R}}^{\alpha \beta \mathrm{W} \text {, }}$
(ii) $S \stackrel{*}{\vec{R}} \alpha^{\prime} A^{\prime} \mathrm{x} \overrightarrow{\mathrm{F}} \alpha^{\prime} \beta^{\prime} x=\alpha \beta w^{\prime}$
such that $k: w=k: w^{\prime},\left|\alpha^{\prime} \beta^{\prime}\right| \geq|\alpha \beta|$, and $\alpha A \neq \alpha^{\prime} A^{\prime}$ or $x \neq w^{\prime}$. Notice, that due to the definition of $L C(k)$ grammars we do no have to consider the possibility that the production $A \rightarrow \beta$ which is displayed in (i) is an $\varepsilon$-production. Moreover, since (i) and (ii) can be reversed, we do not have to consider the possibility $\beta^{\prime} \neq \varepsilon$. Hence, we may assume $\beta \neq \varepsilon$ and $\beta^{\prime} \neq \varepsilon$. Since $\left|\alpha^{\prime} \beta^{\prime}\right| \geq|\alpha \beta|$ we can distinguish the three cases depicted in Figure 12.3.


Figure 12.3. Three cases for Theorem 12.8.

It is straightforward to show that each of these three cases violates the conditions of an LC(k) grammar.

This inclusion of $L C(k)$ grammars in $L R(k)$ granmars is proper. Context-free grammar G with productions

$$
\begin{array}{l|l}
S \rightarrow a B & a C \\
B \rightarrow a B & b \\
C \rightarrow a C & c
\end{array}
$$

is a grammar which is $\operatorname{LR}(0)$ while $G$ is not, for any $k \geq 0$, LC( $k$ ).
In the original definition of LC(k) granmars (Rosenkrantz and Lewis [143]) conditions are imposed on the leftmost derivations of a grammar. As mentioned in [155,

157], in the original definition the look-ahead is used in a slightly different way since distinction is made between the cases that the left corner of a production is a terminal or a nonterminal.

THEOREM 12.9. Every LL( $k$ ) grammar is an LC(k) gramax.

Proof. See Soisalon-Soininen [155]. Although our definition of an LC(k) grammar does not use an 'initial production' $S$ ' $\rightarrow \perp$ S it can be easily seen that the proof in [155] can be used for the case that our definition is used.

We have a short discussion on the original definition of $\mathrm{LC}(\mathrm{k})$ gramars. If we use the abbreviation $\mathrm{LC}_{S U}$ to denote LC-grammars according to Soisalon-Soininen and Ukkonen (cf. Definition 12.3) and $\mathrm{LC}_{\mathrm{RL}}$ to denote LC-gramars according to Rosenkrantz and Lewis, then it can be shown that there exist $\mathrm{LC}_{\mathrm{SU}}(\mathrm{k})$ gramars which are $\mathrm{LC}_{\mathrm{RL}}(k+1)$ but not $L C_{R L}(k)$.

In [100] and in a revised form in [143] a method is presented which transforms $L_{R L}{ }^{(k)}$ grammars into $L L(k)$ grammars. A rigorous proof that the method indeed does what it is supposed to do is not available. However, such a proof has been given for the following class of grammars which can be transformed into LL(k) grammars.

DEFINITION 12.5. A CFG $G=(N, \Sigma, P, S)$ is said to be a PLR (k) grammar if $G$ is LR(k) and if for each $w, w^{\prime}, y, y^{\prime} \in \Sigma^{*} ; \alpha, \alpha^{\prime}, \alpha^{\prime \prime}, \beta, \gamma \in V^{*} ; X \in V ; A, A^{\prime} \in \mathbb{N}$ and production $A \rightarrow X \beta$ in $P$, the conditions
(i)

(ii) $S \stackrel{*}{\overrightarrow{\vec{R}}} \alpha^{\prime} A^{\prime} w^{\prime} \overrightarrow{\vec{R}} \alpha^{\prime} \alpha^{\prime \prime X} \gamma^{\prime} \stackrel{*}{\overrightarrow{\mathrm{R}}} \alpha^{\prime} \alpha^{\prime \prime} X y^{\prime} w^{\prime}$
(iii) $\alpha^{\prime} \alpha^{\prime \prime}=\alpha$ and $k: y w=k: y^{\prime} w^{\prime}$
always imply that $\alpha A=\alpha^{\prime} A^{*}$.

Notice that any $\mathrm{LL}(\mathrm{k})$ grammar is also $\mathrm{LC}(\mathrm{k})$ (Theorem 12.9), any LC(k) grammar is PLR(k) (cf. Definition 12.4 and 12.5 and Theorem 12.8 ) and, by definition, any $\operatorname{PLR}(k)$ grammar is also an $L R(k)$ grammar. These inclusions are proper (cf.[157]).

Theorem 12.5 has the following analogue.

THEOREM 12.10. A left factored grammar is LC(k) if and only if it is PLR(k).

Proof. See [157].

Moreover, there is an analogue for Theorem 12.6.

THEOREM 12.11. The gramar obtained by the left factoring process is LC(k) if and only if the original grammar is PLR(k).

Proof. See [157, p. 349].

Maybe it is not yet clear that every $\operatorname{IP}(k)$ grammar is also $\operatorname{PLR}(k)$. This can be seen as follows.

THEOREM 12,12. Every LP( $k$ ) gramar is a PLR( $k$ ) grammar.

Proof. Any LP(k) grammar can be made LL(k) by left factoring (Theorem 12.6). Since LL(k) grammars are also LC(k) grammars we can say that any LP(k) gratmar can be made LC(k) by left factoring, It follows from Theorem 12.11 that every $\mathrm{LP}(\mathrm{k})$ grammar is also $\operatorname{PLR}(k)$.

Context-free gramar $G$ with productions

$$
\begin{aligned}
& S \rightarrow a B C \\
& S \rightarrow a B d \\
& B \rightarrow a B \\
& B \rightarrow c
\end{aligned}
$$

is a context-free gramar which is $L P(1)$. However, there does not exist $k \geq 0$ such that $G$ is $L C(k)$. Since there exist $L C(k)$ grammars which are left recursive and, by Theorem $12.4 \mathrm{LP}(\mathrm{k})$ grammars can not be left recursive we conclude that the classes of $L P(k)$ and $L C(k)$ gramars are incomparable. Hence, we have the situation displayed in Figure 12.4.


Figure 12.4. Inclusion diagram.

In this figure we have also displayed the role of the left factoring process. The reader is asked to recall the cover properties of this transformation.

Soisalon-Soininen and Ukkonen [157] present a transformation $\tau$ from PLR(k) grammars to $L L(k)$ grammars. It is necessary for this transformation to provide the grammar with an 'initial production' $S^{\prime} \rightarrow \perp$. If we use the notation $\tau(G)$ to denote the transformed gramar, then the following result can be shown.

THEOREM 12.13. Let $k>0$. A grammar $G$ is $\operatorname{PLR}(k)$ if and only if $\tau(G)$ is $\operatorname{LL}(k)$.

Proof. See [157].

Moreover, it is shown in [157] that transformation $\tau$ has the following property.

THEOREM 12.14. Every PLR( $k$ ) grammar $G$ can be transformed to an LL(k) grammar $\tau(G)$ such that $\tau(G)[\mathcal{Z} / \bar{r}] G$ and $\tau(G)[\bar{r} / \bar{r}] G$.

Broof. The proof that $\tau(G)[\ell / \bar{r}] g$ can be found in [157]. The cover-homomorphism $\psi$ which is defined to show that $\tau(G)[\ell / \bar{r}] G$ is such that, for each $i \in \Delta_{T(G)}, \psi(i) \neq E$ only if the production with label $i$ is an $\varepsilon$-production. It follows from Lemma 4.3 that $\tau(G)[\bar{r} / \bar{r}] G$.

In sumary, if we use the notation $\tau_{\text {LF }}$ for the left factoring process and $\tau_{\text {SU }}$ for the transformation of Soisalon-Soininen and Ukkonen [157], then:
(i) $\tau_{L F}(\mathrm{LP}) \subseteq \mathrm{LL}$
$\tau_{\mathrm{LF}}^{-1}(\mathrm{LL})=\mathrm{LP}$
(ii) $\tau_{L F}($ PLR $) \subseteq L C$
$\mathrm{T}_{\mathrm{LF}}^{-1}(\mathrm{LC})=\mathrm{PLR}$
(iii) $\tau_{S U}($ PLR $) \subseteq L L$
$\mathrm{T}_{\mathrm{SU}}{ }^{-1}(\mathrm{LL})=\operatorname{PLR}$
and, if we consider a specific amount of look-ahead $k$,
(iv) $\quad \tau_{S U}(\operatorname{PLR}(k)) \subseteq L L(k), k>0$
$\tau_{\mathrm{SU}}(\operatorname{PLR}(0)) \subseteq \mathrm{LL}(1)$
$\tau_{\mathrm{SU}}^{-1}(\mathrm{LL}(\mathrm{k}))=\operatorname{PLR}(\mathrm{k}), \mathrm{k} \geq 0$.

This section is concluded with a note on Table XIII and a general note on the possibility to transform grammars to $\mathrm{LL}(\mathrm{k})$ grammars.

Note 1. In Table XIII we have that for $\operatorname{LP}(k)$ and for $L R(k)$ gramars the production $A \rightarrow X_{1} \ldots X_{p}$ is recognized with certainty after seeing $k$ symbols of look-ahead of the string $z$. However, for LP $(k)$ grammars we need this look-ahead only to distinguish productions of the form $A \rightarrow \alpha$ and $A \rightarrow \alpha \beta$ with $\beta \neq \varepsilon$. If the set of productions is prefix-free (i.e., if $A \rightarrow \alpha$ and $A \rightarrow \alpha \beta$ in $P$, then $\beta=\varepsilon$ ) then it is only necessary to consider $k$ symbols of the terminal string which is obtained from $X_{p}$ in order to be able to recognize the production $A \rightarrow X_{1} \ldots X_{p}$. Notice that this remark is of the same type as the remark which was made on Chomsky normal form in section 12.2 . That is, due to a special form of the productions it is possible to modify a parsing strategy.

Note 2. In Hamer [56] there is a thorough discussion on 'k-transformable' grammars. The class of $k$-transformable grammars is a subclass of the class of $L R(k)$ grammars. Each $k$-transformable grammar can be transformed to an $L L(k)$ grammar in such a way that a left-to-right cover is obtained. There is an interesting conjecture in [56] concerning this transformation. This conjecture, which is attributed to R.E. Stearns, says that for any CFG $G$, if there is some $L L(k)$ grammar which is as useful for parsing as $G$ then that gramar can be found by application of this transformation. 'As useful' means e.g. that a left-to-right cover can be defined. In [56] it is shown that the LC(k) grammars are k-transformable. In [155] it is mentioned that the PLR(k) grammars are k-transformable.

### 12.4. PARSING STRATEGIES REVISITED: A SURVEY OF RECENT RESEARCH

In the preceeding sections we have distinguished between two main techniques for recognizing a production during the parsing process. The first technique assumes that each production has a position in its righthand side where the whole production should be recognized. The second technique distinguishes between recognition of the lefthand side of a production and recognition of the whole production. The first technique leads to definitions of LL-, LC- and LR-grammars. The second technique gives rise to definitions of PLC-, LP- and PLR-grammars.

Other approaches, which give rise to new classes of gramars, are possible. Ukkonen $[162,166]$ considers a slight extension of the definition of PLR(k) grammars. Due to this extension the class of corresponding languages is not the class of LL(k) languages but the class of deterministic languages.

Consider again Figure 12.1. The LL-, PLC-, LP-, LC- and PLR-gramars have in common that for each of their productions the lefthand side is recognized before the recognition of the righthand side. However, for these classes of grammars it is not only the lefthand side $A$ which is certainly known after scanning $k$ : yz but also symbol $X_{1}$ is known as being the left corner of the next production which is going
to be recognized. Hence, here we see the possibility to introduce a new parsing strategy in which we distinguish the recognition of the left corner (or a generalized left corner) from the recognition of the complete production. This has been done in the definition of 'weak' PLR(k) gramars. It is required that each left corner of a non-e-production can be recognized with certainty after scanning at most $k$ terminal symbols of string $y z$ in Figure 12.1. The definition follows below.

DEFINITION 12.6. A grammar $G=(N, \Sigma, F, S)$ is said to be weak PLR(k) if it is LR(k). and if for each $\alpha, \alpha^{\prime}, \alpha^{\prime \prime}, \beta, \gamma \in V^{*} ; w, w^{\prime}, y, y^{\prime} \in \Sigma^{\star} ; A, A^{\prime} \in N, X \in V$ and for each production $A \rightarrow X \beta$, the conditions


(iii) $\alpha^{\prime \prime} \alpha^{\prime \prime}=\alpha$ and $k: y w=k: y^{\prime} w^{\prime}$
always imply that $\alpha=\alpha^{\prime}$.

It is intuitively clear that every $L R(k)$ grammar such that the length of each righthand side of the productions is less than or equal to two is weak PLR(k). It follows (cf. [166]) that any $L R(k)$ grammar $G$ can be transformed to a weak PLR(k) grammar $G^{\prime}$. This can be seen as follows. Every production i. $A \rightarrow X_{1} X_{2} \ldots X_{p}$ of $G$ such that $\left|X_{1} X_{2} \ldots X_{p}\right| \leq 2$ is also a production of $G^{\prime}$. If $\left|X_{1} X_{2} \ldots X_{p}\right|>2$, then add the productions

$$
\begin{aligned}
& A \rightarrow X_{1}\left[X_{2} \ldots X_{p}\right]<i> \\
& \left.\left[X_{2} \ldots X_{p}\right] \rightarrow X_{2}\left[X_{3} \ldots X_{p}\right]<E\right\rangle \\
& \vdots \\
& \vdots \\
& {\left[X_{p-1} X_{p}\right] \rightarrow X_{p-1} X_{p}<\varepsilon>}
\end{aligned}
$$

to $P^{\prime}$. Clearly, in this case a right cover homomorphism can be defined.

There is another consequence of this definition. In general we can not recognize the lefthand side of a production of a weak PLR(k) grammar before we have seen the next $k$ terminal symbols after the yield of this lefthand side. That is, in Figure 12.1, after we have seen $k: z$. However, once we have recognized a left corner then in general not all the nonterminal symbols in $N$ will deserve consideration for being a lefthand side of the production. That is, once we have recognized the left corner $X$ of a production then we know that the lefthand side of the production is in the
set $\left\{A \mid A \rightarrow X \alpha\right.$ in $P$, for some $\left.\alpha \in V^{\star}\right\}$. These sets form a so-called weak partition of the set of nonterminal symbols. That is, a family of nonempty subsets of $N$ is called a weak partition of $N$ if for each element $A \in N$ there is a subset in this family which contains $A$. Notice that in the usual definition of a partition we have also the condition that the subsets are pairwise disjoint. For weak partitions we will use the same notation as for partitions. Hence, if $\pi$ is a weak partition of a set $V$, then we write $x \equiv y(\bmod \pi)$ if $x$ and $y$ are in the same subset of the weak partition $\pi$. Notice that for a weak partition we do not necessarily have that $x \equiv y$ and $y \equiv z$ implies that $x \equiv z$.

Recently various classes of grammars have been introduced for which a (weak) partition of the set $V$ of gramar symbols plays an essential role. Clearly, in Chapter 8 we have already given a definition of such a class of gramars, viz. the strict deterministic gramars. We recall this definition since we want to generalize it.

A gramar $G=(N, \Sigma, P, S)$ is said to be a strict deterministic grammar if there exists a partition $T$ of $V$ such that
(i) $\sum \in \pi_{*}$
(ii) For any $A, A^{\prime} \equiv N$ and $\alpha, \beta, \beta^{\prime} \in V^{*}$, if $A \rightarrow \alpha \beta, A^{\prime} \rightarrow \alpha \beta^{\prime}$ and $A \equiv A^{\prime}(\bmod \pi)$, then either
(a) both $\beta, \beta^{\prime} \neq \varepsilon$ and $: ~ B \equiv 1: \beta^{\prime}(\bmod \pi)$, or
(b) $\beta=\beta^{\prime}=E$ and $A=A^{\prime}$.

In Harrison and Havel [60] some remarks on the parsing procedure for strict deterministic gramars are given. The strategy can be explained by specifying a 'working set' which consists of the nodes of the parse tree that are currentiy under processing. The nodes enter this set in a top-down order and the nodes exit from the working set in a bottom-up order.

In Friede $[36,37]$ a definition for strict deterministic grammars with look-ahead is given. We use the name strong $\operatorname{SD}(k)$ to denote these grammars.

DEFINITION 12.7. A GFG $G=(N, \Sigma, P, S)$ is said to be a strong $S D(k)$ grammar for some $k \geq 0$, if there exists a partition $\pi$ of $V$ such that
(i) $\sum \in \pi$,
(ii) For any $A, A^{\prime} \in \mathbb{N}$ and $\alpha, \beta, \beta^{\prime} \in V^{*}$, if $A \rightarrow \alpha \beta, A^{\prime} \rightarrow \alpha \beta^{\prime}$ are productions in $P$, $A \equiv A^{\prime}(\bmod \pi)$ and

$$
\operatorname{FIRST}_{k}\left(\beta \operatorname{FOLLOW}_{k}(\mathrm{~A})\right) \cap \operatorname{FIRST}_{\mathrm{k}}\left(\beta^{\prime} \operatorname{FOLLOW}_{k}\left(\mathrm{~A}^{\prime}\right)\right) \neq \emptyset
$$

then either
(a) both $\beta, \beta^{\prime} \neq \varepsilon$ and $1: \beta \equiv 1: \beta^{\prime}(\bmod \pi)$, or
(b) $\beta=\beta^{\prime}=\varepsilon$ and $A=A^{\prime}$.

We will present the relations between the classes of grammars which have been defined in section 12.3 and those which will be defined here. We start with the strong $\operatorname{LP}(k)$ gramars and we show that any strong LP(k) gramar is a strong $S D(k)$ gramonar, with that also accomplishing the inclusion of the class of strong LL(k) gramars in the class of strong $S D(k)$ grammars.

THEOREM 12.15. For any $k \geq 0$, if $G$ is a strong LP( $k$ ) grammar then $G$ is a strong $\mathrm{SD}(\mathrm{k})$ granmar.

Proof. Let $G=(N, \Sigma, P, S)$ be a strong $L P(k)$ gramar, Define a partition $\pi$ of $V$ by

$$
\pi=\{\{A\} \mid A \in \mathbb{N}\} \cup\{\Sigma\}
$$

We prove that $\pi$ satisfies the conditions of Definition 12.7. Consider two productions $A \rightarrow \alpha \beta$ and $A \rightarrow \alpha \beta^{\prime}$. If $\beta=\beta^{\prime}$ then the conditions are trivially satisfied. Otherwise, if $\alpha$ is not the longest common prefix of $\alpha \beta$ and $\alpha \beta^{\prime}$, then both $\beta \neq \varepsilon, \beta^{\prime} \neq \varepsilon$ and $1: \beta=1: \beta^{\prime}$, whence $1: \beta \equiv 1: \beta^{\prime}(\bmod \pi)$. If $\alpha$ is the longest common prefix of $\alpha \beta$ and $\alpha \beta^{\prime}$, then by definition of a strong LP $(k)$ grammar we have that

$$
\operatorname{FIRST}_{k}\left(\beta \operatorname{FOLLOW}_{k}(A)\right) \cap \operatorname{FIRST}_{k}\left(\beta^{\prime} \operatorname{FOLLOW}_{k}(A)\right)=\emptyset
$$

Therefore, any strong $L P(k)$ grammar is also a strong $S D(k)$ grammar.

However, and therefore we have used the name strong $\operatorname{SD}(k)$, it is not the case that every $L L(k)$ or $L P(k)$ grammar is $S D(k)$. Consider the following LL(2) grammar with productions

$$
\begin{aligned}
& S \rightarrow a A a \\
& S \rightarrow b A b a \\
& A \rightarrow b \\
& A \rightarrow \varepsilon
\end{aligned}
$$

If we follow the definition of a strong $S D(k)$ grammar, then we see that for the productions $A \rightarrow b$ and $A \rightarrow \varepsilon$ we have $A \not A$ and

$$
\mathrm{ba} \in \mathrm{FIRST}_{2}(\mathrm{~b} \mathrm{FOLLOW} 2(\mathrm{~A})) \cap \mathrm{FIRST}_{2}\left(\varepsilon \mathrm{FOLLOW}_{2}(\mathrm{~A})\right)
$$

and the conditions (a) and (b) are not satisfied.

Pittl [132] introduced another generalization of the class of strict deterministic grammars. However, instead of a partition of $V$, a weak partition of the set

$$
M_{k}(G)=\left\{(A, u) \mid A \in N \text { and } u \in \operatorname{FOLLOW}_{k}(A)\right\}
$$

is defined.

DEFINITION 12.8. Let $G=(N, \Sigma, P, S)$ be a CFG, let $k \geq 0$ and let $\pi$ be a weak partition of $M_{k}(G)$. Then $\pi$ is called admissible if for any ( $A, u$ ), ( $\left.A^{\prime}, u^{\prime}\right) \in M_{k}(G)$, with $\alpha, \beta$, $\beta^{\prime} \in V^{*}$, if $A \rightarrow \alpha \beta$ and $A^{\prime} \rightarrow \alpha \beta^{\prime}$ are in $P$ and $(A, u) \equiv\left(A^{\prime}, u^{\prime}\right)(\bmod \pi)$, then

$$
\operatorname{FIRST}_{k}(\beta u) \cap \operatorname{FIRST}_{k}\left(\beta^{\prime} u^{\prime}\right) \neq \emptyset
$$

implies that either
(i) $1: \beta \in \Sigma$ and $1: \beta^{\prime} \varepsilon \Sigma$, or
(ii) $B=C \gamma, B^{\prime}=G^{\prime} \gamma^{\prime}$ for some $C, C^{\prime} \in N, \gamma, \gamma^{\prime} \in V^{*}$ and $(C, z) \equiv\left(C^{\prime}, z^{\prime}\right)($ mod $\pi)$ for all $z \in \operatorname{FIRST}_{k}(\gamma u), z^{\prime} \in \operatorname{FIRST}_{k}\left(Y^{\prime} u^{\prime}\right)$, or
(iii) $\beta=\beta^{\prime}=\varepsilon$ and $A=A^{\prime}$.

In Pittl [132] this definition is obtained as the result of his efforts to give a simple characterization of a class of grammars which had only been defined, until then, in a rather obscure way. In the framework of this chapter we prefer to use the name weak $S D(k)$ grammars for gramars which have an admissible partition.

DEFINLTION 12.9. Let $k \geq 0$. A grammar $G=(N, \Sigma, P, S)$ is said to be a weak $S D(k)$ grammar if there exists an admissible partition of $M_{k}(G)$.

The classes of strict deterministic grammars, strong $S D(0)$ grammars and weak $S D(0)$ grammars coincide. The adjectives strong and weak are justified as follows.

THEOREM 12.16. Let $k \geq 0$. If CFG $G$ is a strong $\operatorname{SD}(k)$ grammar then $G$ is a weak $\operatorname{SD}(k)$ gramar.

Proof. Assume that $G=(N, E, P, S)$ is a strong $S D(k)$ grammar with a partition $\pi$ of $V$ which satisfies Definition 12.7. Define $\pi_{a}$, an admissible partition of $M_{k}(G)$ in the following way. For any $(A, u),\left(A^{\prime}, u^{\prime}\right) \in M_{k}(G)$, define

$$
(A, u) \equiv\left(A^{\prime}, u^{5}\right) \quad\left(\bmod \pi_{a}\right)
$$

if and only if

$$
A \equiv A^{\prime}(\bmod \pi)
$$

Clearly, $\pi_{a}$ is a partition of $M_{k}(G)$. Reflexivity, symmetry and transitivity are trivially satisfied since $\pi$ is a partition of $V$. Moreover, $\pi_{a}$ is admissible. This can be seen as follows. Let $(A, u),\left(A^{\prime} u^{\prime}\right) \in M_{k}(G)$ and let $A \rightarrow \alpha \beta, A \rightarrow \alpha \beta^{\prime} \in P$, for some $\alpha, \beta, \beta^{\prime} \in V^{\star}$. If $(A, u) \equiv\left(A^{\prime}, u^{\prime}\right)\left(\bmod \pi_{a}\right)$ and

$$
\operatorname{FIRST}_{k}(\beta u) \cap \operatorname{FIRST}_{k}\left(\beta^{\prime} u^{\prime}\right) \neq \emptyset,
$$

then also

$$
\operatorname{FIRST}_{k}\left(\beta \operatorname{FOLLOW}_{k}(A)\right) \cap \operatorname{FIRST}_{k}\left(\beta^{\prime} \operatorname{FOLLOW}_{k}(A)\right) \neq \emptyset
$$

and it follows from Definition 12.7 that we can have the following two cases:
(1) $\beta, \beta^{\prime} \neq \varepsilon$ and $1: \beta \equiv 1: \beta^{\prime}(\bmod \pi)$. Hence, $1: \beta \in \sum$ and $1: \beta^{\prime} \in \sum$ or $\beta=C \gamma$ and $\beta^{\prime}=C^{\prime} \gamma^{\prime}$ for some $C, C^{\prime} \in N, \gamma, \gamma^{\prime} \in V^{\star}$ and $C \cong C^{\prime}(\bmod \pi)$. In the latter case, if $z \in \operatorname{FIRST}_{k}(\gamma u)$ and $z^{\prime} \in \operatorname{FIRST}_{k}\left(\gamma^{\prime} u^{\prime}\right)$, then $z \in \operatorname{FOLLOW}_{k}(C)$ and $z^{\prime} \in \operatorname{FOLLOW}_{k}\left(C^{\prime}\right)$ and it follows from the definition of $\pi_{a}$ that $(C, z) \equiv\left(C^{\prime}, z^{\prime}\right)\left(\bmod \pi_{a}\right)$.
(2) $\beta=\beta^{\prime}=\varepsilon$ and $A=A^{\prime}$.

Hence, any strong $\operatorname{SD}(k)$ grammar is a weak $\operatorname{SD}(k)$ gramar.

We emphasize that the admissible partition $\pi_{a}$ which is defined in Theorem 12.16 is a partition (without the adjective weak) of $M_{k}(G)$. The question can be raised whether each weak $\operatorname{SD}(k)$ gramar with an admissible partition $\pi_{a}$ which is in fact a partition of $M_{k}(G)$ is a strong $S D(k)$ grammar. However, this is not the case. The intuitive reason is that for strong $S D(k)$ gramars the look-ahead is not used in a 'context-dependent' way. That is, for strong $\operatorname{SD}(k)$ grammars there exist situations in which nonterminal symbols are forced to be equivalent due to some look-ahead which can only appear in other situations.

Our LL(2) example grammar with productions

$$
\begin{aligned}
& S \rightarrow a A a \\
& S \rightarrow b A b a \\
& A \rightarrow b \\
& A \rightarrow \varepsilon
\end{aligned}
$$

is a grammar which is not strong $S D(k)$ but it is weak $S D(2)$ for the partition

$$
\pi_{a}=\{\{(S, \varepsilon)\},\{(A, a)\},\{(A, b a)\}
$$

of $M_{2}(G)$. In [132] an example of a grammar $G$ can be found which is weak $S D(k)$ and
for which only a weak partition of $M_{k}(G)$ can be found. Therefore it is possible to define a proper subclass of the class of weak $\mathrm{SD}(\mathrm{k})$ grammars which properly includes the class of strong $\mathrm{SD}(\mathrm{k})$ grammars and which is defined by the restriction that the admissible partition should be a partition of $M_{k}(G)$. We will not investigate this class of grammars here.

Next we show that any $L P(k)$ grammar is a weak $S D(k)$ grammar, with that also accaplishing the inclusion of the class of $L L(k)$ grammars in the class of weak $S D(k)$ gramars. A few preliminaries are needed.
Let $G=(N, \Sigma, P, S)$ be a CFG and let $k \geq 0$. For any $A \in N$, define

$$
\operatorname{oLL}_{k}(A)=\left\{I \mid L=\operatorname{FIRST}_{k}(\alpha) \text { for some } \alpha \in V^{*} \text { and } w \in \Sigma^{*} \text { such that } S \stackrel{\rightharpoonup}{\vec{L}} \text { wA } \alpha\right\}
$$

and define

Notice that, due to Lemma 12.1, for $\mathrm{LL}(\mathrm{k})$ grammars both sets coincide. In Aho and Ullman [3] the sets $\sigma L L_{k}(A)$ are used for $L L(k)$ testing.

THEOREM 12.17. For any $k \geq 0$, if $G$ is an $\operatorname{LP}(k)$ gradmar then $G$ is a weak $S D(k)$ grammar.

Proof. Let $G=(N, E, P, S)$ be an $L P(k)$ grammar. Define a weak partition $\pi$ of $M_{k}(G)$ as follows. For any $(A, u),\left(A, u^{\prime}\right) \in M_{k}(G)$ define $(A, u) \equiv\left(A, u^{\prime}\right)(\bmod \pi)$ if and only if there exists a set $\mathcal{L} \in \sigma L P_{k}(A)$ such that $u, u^{\prime} \in L$. Clearly, in this way a weak partition of $M_{k}(G)$ is defined. We show that $\pi$ is an admissible partition. Let ( $A, u$ ), $\left(A, u^{\prime}\right) \in M_{k}(G)$ such that $(A, u) \equiv\left(A, u^{\prime}\right)(\bmod \pi)$. Then we know that there exist leftmost derivations

$$
S \stackrel{*}{\stackrel{*}{\mathrm{~L}}} w A \omega
$$

and

$$
S \stackrel{*}{\stackrel{\text { I }}{S}} \text { wAb }=
$$

such that $u \in \operatorname{FIRSI}_{k}(\omega)$ and $u^{\prime} \in \operatorname{FIRST}_{k}\left(\omega^{\prime}\right)$. Let, for some $\alpha, \beta, \beta^{\prime} \in V^{*}$, the productions $A \rightarrow \alpha \beta$ and $A \rightarrow \alpha \beta^{\prime}$ be in $P$.

Suppose $\beta \neq \beta^{\prime}$ and $\alpha$ is the longest common prefix of $\alpha \beta$ and $\alpha \beta^{\prime}$. Since $G$ is LP(k) we have that

$$
\operatorname{FIRST}_{k}(\beta u) \cap \operatorname{FIRST}_{k}\left(\beta^{i} u^{i}\right)=\emptyset
$$

Suppose $\beta \neq \beta^{\prime}$ and $\alpha$ is not the longest common prefix of $\alpha \beta$ and $\alpha \beta^{\prime}$. Then
$1: \beta=1: \beta^{\prime}$ and either $1: \beta \in \Sigma$ and $1: \beta^{\prime} \in \sum$ or $\beta=C \gamma$ and $\beta^{\prime}=C \gamma^{\prime}$ for some $C, C^{\prime} \in N, \gamma, \gamma^{\prime} \in V^{*}$. Since there exist derivations

$$
S \stackrel{*}{\stackrel{\rightharpoonup}{\mathrm{~L}}} w^{\prime} C \gamma \omega
$$

and

$$
S \stackrel{\star}{\overrightarrow{\mathrm{~L}}} w^{\prime} C \gamma^{\prime} \omega^{\prime}
$$

for some $w^{\prime} \in \Sigma^{\star}$, we may conclude that for all $z \in \operatorname{FIRST}_{k}(\gamma u)$ and $z^{\prime} \in \operatorname{FIRST}_{k}\left(\gamma^{\prime} u^{\prime}\right)$ we have that $(C, z) \equiv\left(C, z^{\prime}\right)(\bmod \pi)$.

It remains to verify that if $\beta=\beta^{\prime}$ then the conditions of an admissible partton are also satisfied. If $\beta=\beta^{\prime}$ and $\beta \neq \varepsilon$, then we have exactly the situation (1: $\beta=1: \beta^{\prime}$ ) which was described above. If $\beta=\beta^{\prime}=\varepsilon$ then condition (iii) of the implication is trivially satisfied.

This concludes the proof that $\pi$ is an admissible partition and therefore grammar $G$ is a weak $S D(k)$ grammar.

We are now in a position to present the inclusion diagram of Figure 12.5. The drawn lines in this figure denote proper inclusions. The interrupted line denotes a conjecture. That is, we conjecture that any weak $\operatorname{SD}(k)$ grammar is a weak PLR(k) grammar. Because LC (k) grammars can be left recursive and weak SD (k) grammars can not be left recursive (cf. Pitt [132]) we can not have the inclusion of the class of LC (or PLR) grammars in the class of weak SD grammars.


Figure 12.5. Inclusion diagram.

We conclude this section with some notes on possible future research. Moura (cf. [113]) has announced results and transformations which deal with the relationships between the classes of $\operatorname{LR}(k)$, weak $S D(k)$ and strong $S D(k)$ grammars. Ukkonen [162] has presented a transformation from weak PLR(0) grammars to strict deterministic grammars. The question arises whether this transformation can be used for weak PLR( $k$ ) grammars. Unfortunately the transformation is rather complicated. It would be useful if we had more insight in the class of $k$-transformable grammars (cf. Hammer [56]). No formal proof is available for the inclusion of the class of PLR(k) gramars in the class of $k$-transformable gramars. Moreover, is every k-transformable gramar a weak PLR(k) grammar ?

Schlichtiger [147,148] has introduced the class of 'partitioned chain grammars'. Partitioned chain gramars are defined with the help of chains (cf. Definition 5.l.) and a partition of the set of nonterminal symbols. Schlichtiger uses the names PC(k) (partitioned chain) grammars and EPC(k) (extended PC(k)) grammars. In the framework of this chapter and, moreover, to avoid confusion with the extended context-free grammars, it would be better to use the names strong $\mathrm{PC}(\mathrm{k})$ grammars and $\mathrm{PC}(k)$ grammars. In [148] relationships between the partitioned chain grammars and the PLR(k) grammars are mentioned. Moreover, it is mentioned that the class of PC(k) gramars (which we prefer to call strong $P C(k)$ grammars) properly includes the class of strong $S D(k)$ grammars.

It is our belief that the classes of gramuars which have been mentioned in this chapter can be put together in a framework and in an inclusion diagram in which the relationships and the parsing strategies can be shown in a rather natural way.
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[^1]:    †In our example grammars we only list the productions. From our conventions it will be clear how to distinguish terminal and nonterminal symbols.

[^2]:    $\dagger$ We say that a production rule supports the cover when its homomorphic image is not empty, hence, when it has semantic significance.

