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## Preface

This book deals with the general theory of finite automata and sequential machines, a subject of great current theoretical and practical importance and one likely to have an even greater impact in the future.

In writing this text, we had in mind a wide audience. We naturally hoped it would be useful to specialists in switching or digital computer theory and design. Such persons are already familiar with the necessary mathematical techniques, that is, propositional calculus, general concepts of predicate calculus, and the fundamentals of the theory of algorithms (theory of recursive functions). For them, the book may serve as a reference on fundamentals. But our primary audience is the beginner whose mathematical training is confined to fundamentals of calculus, differential equations, and mathematical physics. Aside from engineering students, such readers may include specialists in automation, remote control and communications, that is, those branches of engineering where lack of fundamentals of mathematical logic and the theory of algorithms may preclude the solution of a variety of problems.

In addition, we would like to think that the potential beneficiaries may include the mathematician who is not alogician, as well as the physicist, physiologist and biologist interested in the applications of the theory of finite automata and sequential machines to idealized models, such as those of nets of nerves. Basically, however, the book is intended for engineers, which is why, in discussing some problems of logic and algorithmic theory, we preferred to forego mathematical rigor and concentrate on the clarity of exposition.

Thus, the objective of this book is to introduce the reader to this new field and familiarize him with the basic concepts and the ways in which particular problems are stated, as well as those solutions which have been obtained so far. In the presentation, our own results are intertwined with those obtained from the relevant literature.

Since this text is designed for a diversified audience, we could not organize it in a manner that would suit any special group. The
disposition of subject matter is thus a compromise between contending interests. In general, the material is arranged in order of increasing difficulty, and each reader should thus proceed according to his own needs and background. We would, however, like to offer several suggestions:

1. The reader who is completely unfamiliar with the subject but seeks detailed information should follow the sequence presented in the book.
2. The reader interested only in a general acquaintance with the subject should read the first seven chapters consecutively, followed by Chapter 12; after this he may glance through Chapter 13, and finish by reading Chapters $8,9,10$, and 11.
3. The reader familiar with the fundamentals of mathematical logic and its technical applications is advised to begin with Chapter 3.
4. Finally, the mathematician interested in engineering applications may safely omit Chapters 1, 12, and 13.
Sections 2.5 and 8.4 deal with the special problems of minimizations of Boolean functions and the realization finite automata, defined in the language of regular expressions; the se sections (which go beyond the basic principles of the general theory of finite automata and sequential machines) were written, at the author's request, by V.D. Kazakov and O.P. Kuznetsov, respectively.

The authors would welcome all comments and suggestions.

## TRANSLATOR'S NOTE

[^0]
## Introduction

"Finite automaton", and "sequential machines" are two traditional terms that are widely used to designate a very simple class of dynamical systems. The theory of this class evolved as a separate entity for the following two reasons:

1. These dynamical systems are frequently employed in technology, particularly in automatic and remote control and computer engineering (digital computers are a special case of this class). The needs of modern technology have therefore prompted an intensive study of the general relationships governing this class, in order to develop methods of analysis and of optimal synthesis of these dynamical systems.
2. The continuing progress in science and technology, particularly in computers, increasingly poses questions such as: What can a machine 'do'" and what is it incapable of 'doing''? Could a machine perform any algorithm? In principle, could a machine do something more than merely execute an algorithm? To what extent is a machine capable or incapable of performing functions characteristic of a human brain? All attempts at exact formulation of these questions, let alone finding the answers, hinge upon our definition of the term "machine." As of now, it is impossible to solve these problems in terms of a very broad class of dynamical systems. If, however, we define a machine as a restricted class of such sys-tems-that known as 'finite automata', and "sequential machines'"then the questions make sense. They can be exactly formulated and, in some cases, answered.

There is another reason, peculiar to our present state of knowledge, which helps maintain interest in systems of this class. The brain consists of a very large number of nerve cells, or neurons. By idealizing their properties to some extent, we can construct a mathematical model of the brain-one that is valid, of course, only within the limits of this idealization. This model is also a dynamical system of the type we shall consider. Our expanding knowledge of neurons and of the brain as a whole has shown that the above idealization is inadequate and that more complex models are desirable. Never theless, the fact remains that within this idealized frame-
work, which is quite acceptable at our particular stage of knowledge, both the human brain and a general-purpose digital computer can be regarded as belonging to the same comparatively simple class of dynamical systems. It is this fact that lendsinterest to the study of finite automata and sequential machines.

# Elements of Mathematical Logic 

### 1.1. INTRODUCTORY NOTES

Mathematical (symbolic) logic traces its origins to the so-called traditional formal logic, from whichitemergedin response to a desire to formalize certain aspects of intellectual activity. This desire continued to influence its subsequent growth as an independent science, when it addressed itself to the task of providing the logical foundations of mathematics by tackling problems of consistency and completeness of axiomatic systems underlying this science, the problem of determining all the inferences derivable from these axioms, as well as a variety of similar questions. Eventually mathematical logic grew into a powerful research tool, but its use continued to be restricted to the domain of pure theory, even though there were men who recognized its potential in the field of applied science (as long ago as 1910 Paul Ehrenfest pointed out the possibility of using the constructs of mathematical logic to describe the operation of practical systems such as switching circuits). Be that as it may, it was only in the thirties that the engineering application of mathematical logic came into its own. It was during that time that V.I. Shestakov [111, 112] and C.E. Shannon [231] worked on the application of mathematical logic to switching networks and led the way for M.A. Gavrilov [21] and the independent theory of relay switching. Before long mathematical logic penetrated even deeper into the applied sciences. It was found that not only relay switching networks but also many other discrete-action systems were susceptible to description by its techniques.

Thus mathematical logic became an accepted tool in the development and design of a great variety of engineering systems, while at the same time maintaining its extreme importance in theoretical research. Its applied aspect proved especially valuable in recent years, in connection with the research into the general laws of control which govern both technology and Nature.

Since there are two aspects of mathematical logic-the theoretical and the applied-the subject can be developed in two distinct ways. In accordance with our main objective, we shall confine ourselves to the applied aspect, with the further restriction that we shall now discuss only these elements of logic which are needed for an understanding of later sections.

### 1.2. BASIC CONCEPTS

In discussing logic, we shall experience time and again the importance of a fundamental mathematical concept-the functional relationship. In its most general form this conceptis associated with the idea of existence of two sets and of mapping of one set onto the other. Suppose we have sets $X$ and $Y$ consisting of elements $x$ and $y$, respectively, that is,

$$
X=\{x\}, \quad Y=\{y\} .
$$

If, by virtue of some condition, each element $x$ belonging to set $X$ (this is written as $x \in X$ ) is matched with a specific element $y$ of set $Y(y \in Y)$, then the matching condition is said to define $y$ as a function of $x$, or, alternatively, one says that set $X$ maps into set $Y$. The function $y=y(x)$ is also said to be defined on the set $X$ (called the domain of the function) and to have values in set $Y$ (the range of the function); $x$ is called the independent variable or argument, and $y$ is called the function.

Every specific functional relationship is determined, on the one hand, by the characteristics of sets $X$ and $Y$ and, on the other hand, by the nature of elements $x$ and $y$ in the se two sets.

Let us consider some basic characteristics of sets. A set is classed as either finite or infinite, depending upon the number of elements constituting it. For example, the set of letters of the alphabet is finite; the set of molecules in a finite body is also finite; but sets consisting of all positive integers, or of all rational numbers, or of all real numbers are infinite. The set of all points on a line segment and the set of all points in a plane figure are also infinite.

Sets may be compared according to their cardinality. Two sets are said to have the same cardinality if a one-to-one correspondence can be established between their elements. The concept of cardinality of a set allows us to distinguish two important classes of infinite sets. These are the countable* and the continuum sets.

[^1]Countable sets are sets that have the cardinality of the set of all natural numbers, and continuum sets are sets that have the cardinality of the set of all real numbers.

In particular, the set of all even integers is countable, since the elements of this set can be easily placedin a one-to-one correspondence with the elements of the set of natural numbers. Indeed, by arranging the even integers and the natural numbers in ascending order, we can establish the following one-to-one correspondence between the elements of these two sets:

$$
\begin{aligned}
& 2,4,6, \ldots, 2 n, \ldots \\
& 1,2,3, \ldots, n, \ldots
\end{aligned}
$$

The set of all algebraic numbers, the set of all rational numbers, and so on, are also countable.

The continuum sets include the set of allirrational numbers, the set of all points in a line segment, the set of all points on a plane figure, and many others.

In some cases, comparison of infinite setsin terms of their cardinality leads to statements that may sound quite paradoxical. For instance, it would seem strange, at a first glance, that the set of points in a segment ( $A B$ in Fig. 1.1) and the set of points in a section of the same segment ( $A C$ in Fig. 1.1) should have the same cardinality. This, however, may easily be proven with the help of Fig. 1.1. Here, each point $M$ in segment $A B$ may be connected by a ray to an origin $O$; this ray intersects segment $A C$ at a point $M^{\prime}$, which is seen to be in one-to-one


Fig. 1.1. correspondence with point $M$ of segment $A B$, showing that our two sets do indeed have the same cardinality. Similarly, it may be demonstrated that the set of points in a plane figure, or even in a three-dimensional body, has the same cardinality as the set of points in a line segment, namely, that of the continuum.

Let us now return to functional relationships. As already stated, such a relationship is specified by the nature of the elements in the sets on which it is defined, and by the characteristic properties of these sets. If a function is defined on the set $X$ of all real numbers $x$ and assumes values from a set $Y$ which also consists of all real numbers $y$, then we have a real function $y$ of a single real variable
$x$, or $y=y(x)$. If, however, the function assumes values from the same set of real numbers $y$, but each element of the set $Z=\{z\}$ on which it is defined is a sequence of $n$ real numbers $x_{1}, x_{2}, \ldots, x_{n}$, then we are no longer dealing with a real function of a single real variable, but with a real function $y$ of $n$ real variables $x_{1}, x_{2}, \ldots, x_{n}$, that is, $y=y\left(x_{1}, x_{2}, \ldots, x_{n}\right)$.

The above functions are based on the set of real numbers, and it is this characteristic that unites them into a single class. The distinguishing feature of this class of functions is that both the values assumed by the function and the arguments of this function are defined on continuum sets.

The basic characteristic of functions of mathematical logic is that both their domain and their range (that is, the sets which participate in the mapping) consist of elements that, in general, have no connection with any defined quantities whatsoever. We are thus saying that we cannot distinguish between the elements of these sets by any other means than assigning to them symbols of some kind, for example, numerals.

The list of all symbols describing the elements of a given set is called the alphabet of this set; an undefined symbol, which may represent any element of the set, is called a logical variable. Each specific symbol is then one of the values which the logical variable can assume.

Thus we have seen that, in terms of the properties of the elements of the mapped sets, logical functions are functions of the most general type. Moreover, they assume values from finite sets. In this they differ from many other functions (for example, functions of real variables, which are, ingeneral, defined on continuum sets).

As an example, consider two sets. Set $X=\{x\}$ consists of all the different white keys of the piano. Let us denote these keys, from left to right, by symbols $x_{1}, x_{2}, \ldots, x_{50}$; the list of these symbols is alphabet of set $X=\left\{x_{1}, x_{2}, \ldots, x_{50}\right\}$. Set $Y=\{y\}$ consists of the seven different notes contained in an octave, and its alphabet is $\left\{y_{1}, y_{2}, \ldots, y_{7}\right\}$, where the symbols $y_{1}, y_{2}, y_{3}, y_{4}, y_{5}, y_{6}$, and $y_{7}$ denote the notes $c, d, e, f, g, a$, and $b$, respectively. In a well-tuned piano each symbol of the alphabet $\{x\}$ is in a one-to-one correspondence with a specific symbol of the alphabet $\{y\}$. This means that the variable $y$, which assumes the values $y_{1}, y_{2}, \ldots, y_{7}$, is a logical function of the independent variable $x$, which assumes the values $x_{1}, x_{2}, \ldots, x_{50}$. This function may be specified in several ways, for example, in the form of a table (see Table 1.1).

The first classification to which we may subject the functions of mathematical logic is that based on the number of different sets
involved in the mapping of a given function. If only one set is involved, so that the set is mappedintoitself, the corresponding logical function is said to be homogeneous. A function involving mapping of one set onto a differentsetis said to be heterogeneous. For example, the logical function given in Table 1.2 is homogeneous, while that of Table 1.3 is heterogeneous.

Table 1.1

| $x$ | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{8}$ | $x_{9}$ | $x_{10}$ | $\ldots$ | $x_{44}$ | $x_{45}$ | $x_{46}$ | $x_{47}$ | $x_{48}$ | $x_{49}$ | $x_{50}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $y$ | $y_{6}$ | $y_{7}$ | $y_{1}$ | $y_{2}$ | $y_{3}$ | $y$ | $y_{5}$ | $y_{6}$ | $y_{7}$ | $y_{1}$ | $\ldots$ | $y_{7}$ | $y_{1}$ | $y_{2}$ | $y_{3}$ | $y_{4}$ | $y_{5}$ | $y_{6}$ |

We said before that the set from which a logical function takes its values is finite; and since any homogeneous logical function represents the mapping of some set onto itself, it follows that the set constituting the range of a homogeneous logical function must be finite. The corresponding logical variable may be two-valued, threevalued, or, in general, $m$-valued.

Table 1.2

| $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{4}$ |
| :--- | :--- | :--- | :--- |
| $\alpha_{2}$ | $\alpha_{1}$ | $\alpha_{3}$ | $\alpha_{3}$ |

Table 1.3

| $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{4}$ |
| :--- | :--- | :--- | :--- |
| $\beta_{2}$ | $\beta_{1}$ | $\beta_{l}$ | $\beta_{3}$ |

Each of the values of the argument of a heterogeneous logical function is usually called an object, and the function itself is called a predicate. While the set of the argument values (the object set) may be infinite, the heterogeneous logical functions themselvesthe predicates-may only be two-valued, three-valued, or, in general, $m$-valued (where $m$ must be finite).

In the theory of real variables, we are accustomed to real functions of $n$ real arguments. In the same way, the theory of logical variables admits of logical functions not only of one but also of $n$ independent variables.

We shall divide functions of several variables into two classes. One of the classes shall include functions in which all the arguments, as well as the function itself, are logical variables assuming values
from the same set. Again, we shall call such functions 'homogeneous."* Our second class shall comprise all those logical functions of several variables which do not belong to the first class; again, we shall call such functions "heterogeneous."

As in the case of functions of one independent variable, the logical variables that are the arguments of the heterogeneous functions of several variables are called objects; the functions themselves are again called predicates.

Depending on the number of arguments in a given heterogeneous logical function, we have one-place, two-place, and, in general, $n$-place predicates. One-place predicates are sometimes called properties, while multiple-place predicates are called relations.

To illustrate these concepts and terminology, let us consider a few examples:

Suppose we examine the event: I shall meet a man whom I know. This event may or may not occur, depending on occurrence or nonoccurrence of the following elementary events constituting the composite event: One of the persons I shall meet will be someone I know, and this person shall also be a man. Here we have a homogeneous logical function with two arguments; itis homogeneous because both arguments and the function itself are events, that is, logical variables assuming values from the same binary set whose elements are "the event shall occur" and "the event shall not occur." By denoting one argument (event: meeting a person whom I know) by $x_{1}$, the other (event: meeting a man) by $x_{2}$, and the function (event: meeting a man whom I know) by $y$, we can represent their relationship in the form of Table 1.4. The char-

Table 1.4

| $x_{1}$ | 0 | 1 |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 1 | 0 | 1 | acters 0 and 1 in the table are symbols corresponding to the elements "the event shall not occur" and "the event shall occur."

In our previous example of the piano keys, the logical function was heterogeneous. There we had a seven-valued, oneplace predicate whose object variable (the number of the key) assumed values from a fifty-element set.
The estimation of the truth value of a statement given by the algebraic expression

$$
x_{1}+x_{2}>10
$$

[^2]which is true for some numerical values of $x_{1}$ and $x_{2}$ and false for other, leads us to an example of a two-place, two-valued predicate; here we have two independent variables, and they assume values from a set of real numbers, which has the cardinality of the continuum.

Consider another example: it is no great trick to determine the day of the week corresponding to a certain date (day, month, year). The rules governing this problem constitute a heterogeneous logical function-a three-place, seven-valued predicate. The object variables in this case assume values from three sets: one of these contains 31 elements, another 12 elements, and the third a countable number of elements.

No single mathematical theory applicable to all the possible logical functions exists as yet. The theory which as of now has reached the highest state of development is that governing twovalued functions. This branch of mathematical logic (two-valued or binary logic) serves a dual function: on the one hand, it supports the entire edifice of mathematical logic; on the other hand, it is precisely this branch of the theory that is, at present, of the greatest applied value. The same, however, cannot be said about the theory of many-valued logic, which is still a long way from perfection. For this reason we shall not concern ourselves with it any further and shall proceed to the postulates of binary logic which includes the calculi of two-valued propositions and predicates.

### 1.3. PROPOSITIONAL CALCULUS

## a) Definition of Logical Functions

We shall now discuss homogeneous binary logical functions

$$
y=y\left(x_{1}, x_{2}, \ldots, x_{n}\right),
$$

that is, functions in which all the independent variables $x_{1}, x_{2}, \ldots, x_{n}$, as well as the function $y$ itself, assume values from the same binary set $M$. We shall denote the two elements of this set by symbols 0 and 1 ; these symbols shall then constitute the entire alphabet of all the logical variables which are arguments of the se logical functions.

Now let us construct a table (see Table 1.5) of $2^{n}$ columns and $n$ rows. The heading of each row shall be one of the $n$ independent variables. The heading of each column will be a numeral from the set $0,1,2, \ldots, 2^{n}-1$.

Next, let us fill each column with a sequence of symbols 0 and 1 such that this sequence, when read from bottom to top, shall form

Table 1.5

the binary representation of the numeral in the heading of the column. The best way to complete such a table is as follows: We enter in the first row (row $x_{1}$ ) a string of pairs (01); in the second row (row $x_{2}$ ), a string of groups of four ( 0011 ); in the third row, a string of groups of eight ( 00001111 ), and so on. Now each coiumn of the table shows one of the possible combinations of values which may be assumed by the $n$ independent variables. Thus it may be said that each column corresponds to a point in an $n$-dimensional binary logical space (a space constructed on the basis of the two-element set $M$ ). The table as a whole (the aggregate of all the $2^{n}$ columns) is a complete description of the entire $n$-dimensional binary logical space which consists of $r=2^{n}$ points; the numeral $k$ heading a column is then a symbol denoting a point in this space.

In a more graphic representation of an $n$-dimensional binary logical space, 0 and 1 can be regarded as real numbers. Then the one-dimensional case may be represented in terms of two points on a real axis (Fig. 1.2). The two-dimensional case may be represented in terms of four vertices of a unit square (Fig. 1.3), and the three-dimensional case-by the vertices of a unit cube (Fig. 1.4). In general, the $n$-dimensional binary logical space may be represented in terms of the set of
all the vertices of an $n$-dimensional unit cube.
To define a specific binary homogeneous logical function $y=$ $y\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ means to specify which of the two possible values
( 0 or 1 ) will be assumed by the logical variable $y$ at a point $k$ of the corresponding binary $n$-dimensional logical space (or at a vertex of the $n$-dimensional cube). This information is furnished by a table of correspondences* (Table 1.6), which specifies our function in the form $y=y(k)$. A table of correspondences $y=y(k)$, together with a table for the $n$-dimensional binary logical space $k=k\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ completely specifies the homogeneous binary logical function $y=y\left(x_{1}\right.$, $x_{2}, \ldots \ldots, x_{n}$ ) of $n$ arguments.


Fig. 1.3.


Fig. 1.4.

At any $k$, the function $y(k)$ can be either 0 or 1 . It follows that each function of $n$ arguments can be represented in a table of correspondences by some sequence of zeros and ones. The length of this sequence is $r=2^{n}$, so that the total number of different functions that may possibly be constructed on the set of points of an $n$-dimensional binary space is $s=2^{t}=2^{\left(2^{n}\right)}$. All these functions can therefore be enumerated and hence designated by a numeral (numbered).

Table 1.6

| $k$ | 0 | 1 | 2 | 3 | $\cdots$ | $2^{n}-2$ | $2^{n}-1$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $y$ | $y(0)$ | $y(1)$ | $y(2)$ | $y(3)$ | $\cdots$ | $y\left(2^{n}-2\right)$ | $y\left(2^{n}-1\right)$ |

There is a convenient method for scanning and numbering all these functions. This involves constructing a table such as 1.7 that combines all the possible correspondence tables; it contains $r=2^{n}$ columns and $s=2^{r}$ rows. We can complete this table as follows: We
*The term table of combinations is also used.

Table 1.7

| $y$ | 0 | 1 | 2 | 3 | $\ldots$ | $r-1$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $y_{0}$ | 0 | 0 | 0 | 0 | $\ldots$ | 0 |
| $y_{1}$ | 1 | 0 | 0 | 0 | $\ldots$ | 0 |
| $y_{2}$ | 0 | 1 | 0 | 0 | $\ldots$ | 0 |
| $y_{3}$ | 1 | 1 | 0 | 0 | $\ldots$ | 0 |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |  |
| $y_{s-1}$ | 1 | 1 | 1 | 1 | $\ldots$ | 1 |

enter pairs (01) into the first column, then we enter groups of four (0011) into the second column, groups of eight (00001111) into the third, and so on.* Then the string of zeros and ones in each row, when read from right to left, will be the binary representation of the number designating the function corresponding to this row. We shall refer to such a table as a general correspondence table.

In addition to this tabular method of defining homogeneous binary logical functions, there exists an analytical procedure which is widely used. This procedure is based on our ability to transform homogeneous functions into composite functions. Indeed, we know that both the homogeneous function and its argument assume values from the same set. This means that the logical variable that is the functional variable in one relation may be the argument in another relation. The transformation into composite functions allows us to express any homogeneous binary logical function in terms of certain simple functions. Naturally, the use of such functions and of the related notation entails some specific rules, thatis, a special algebra.

## b) Functions of One and Two Variables

Let us begin with the simplest case, where the function has only one argument $(n=1)$, and where the general correspondence table

[^3]combined with the table of unidimensional binary logical space assumes the form of Table 1.8.

Table 1.8

| $k$ | 0 | 1 | Notation |
| :---: | :---: | :---: | :---: |
| $x$ | 0 | 1 |  |
| $y_{0}$ | 0 | 0 | $y_{0}=0$ |
| $y_{1}$ | 1 | 0 | $y_{1}=\bar{x}$ |
| $y_{2}$ | 0 | 1 | $y_{2}=x$ |
| $y_{3}$ | 1 | 1 | $y_{3}=1$ |

The number of points in this logical space is then $r=2^{n}=2^{1}=2$, while the number of different functions is $s=2^{r}=2^{2}=4$. These four functions- $y_{0}, y_{1}, y_{2}$, and $y_{3}$ - are shown in Table 1.8. There are no other functions of one argument.

The values of the functions $y_{0}$ and $y_{3}$ do not vary with the values of the argument, so that these functions are called constant. We shall denote them by $y_{0}=0, y_{3}=1$.

The function $y_{2}$, called the identity function, always assumes the same value as the argument $x$; the obvious notation is $y_{2}=x$.

The function $y_{1}$ becomes 1 when $x=0$, and 0 when $x=1$. It is termed negation, and merits a special notation, $y_{1}=\bar{x}$; this is read as 'not $x$." Note that two of the above four functions can always be expressed as composite functions, using the symbolic notation for the two other functions. Thus,

$$
\begin{align*}
& y_{3}=\bar{y}_{0}=\overline{0}=1, \\
& y_{2}=\bar{y}_{1}=\overline{\bar{x}}=x . \tag{1.1}
\end{align*}
$$

Therefore, we can define any homogeneous binary function of one argument in an analytical form by applying the special symbolic notation for negation to the two functions $y=0$ and $y=\bar{x}$.

The general correspondence table for the case of functions of two arguments $x_{1}$ and $x_{2}(n=2)$, is Table 1.9. Here the number of points

Table 1.9

| $k$ | 0 | 1 | 2 | 3 | Notation |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | 0 | 1 | 0 | 1 |  |
| $x_{2}$ | 0 | 0 | 1 | 1 |  |
| yo | 0 | 0 | 0 | 0 | $y_{0}=0$ |
| $y_{1}$ | 1 | 0 | 0 | 0 | $y_{1}=x_{1} \downarrow x_{2}$ |
| $y_{2}$ | 0 | 1 | 0 | 0 | $y_{2}=x_{1} \leftarrow x_{2}$ |
| $y_{3}$ | 1 | 1 | 0 | 0 | $y_{3}=\bar{x}_{2}$ |
| $y_{4}$ | 0 | 0 | 1 | 0 | $y_{4}=x_{2} \leftarrow x_{1}$ |
| $y_{5}$ | 1 | 0 | 1 | 0 | $y_{5}=\bar{x}_{1}$ |
| $y_{6}$ | 0 | 1 | 1 | 0 | $y_{6}=x_{1} \nabla x_{2}$ |
| $y_{7}$ | 1 | 1 | 1 | 0 | $y_{7}=x_{1} / x_{2}$ |
| $y_{8}$ | 0 | 0 | 0 | 1 | $y_{8}=x_{1} \& x_{2}$ |
| $y_{9}$ | 1 | 0 | 0 | 1 | $y_{9}=x_{1} \sim x_{2}$ |
| $y_{10}$ | 0 | 1 | 0 | 1 | $y_{10}=x_{1}$ |
| $y_{11}$ | 1 | 1 | 0 | 1 | $y_{11}=x_{2} \rightarrow x_{1}$ |
| $y_{12}$ | 0 | 0 | 1 | 1 | $y_{12}=x_{2}$ |
| $y_{13}$ | 1 | 0 | 1 | 1 | $y_{13}=x_{1} \rightarrow x_{2}$ |
| $y_{14}$ | 0 | 1 | 1 | 1 | $y_{14}=x_{1} \vee x_{2}$ |
| $y_{15}$ | 1 | 1 | 1 | 1 | $y_{15}=1$ |

in the logical space is $r=2^{n}=2^{2}=4$, while the number of different functions is $s=2^{r}=2^{4}=16$. The column on the extreme right gives the notation used for these functions. We see that six of these sixteen functions were encountered among the functions of one argument. These include two constant functions ( $y_{0}=0$ and $y_{15}=1$ ), two identity functions ( $y_{10}=x_{1}$ and $y_{12}=x_{2}$ ), and two negation functions ( $y_{3}=\bar{x}_{2}$ and $y_{5}=\bar{x}_{1}$ ).

Of the remaining ten functions, two ( $y_{4}$ and $y_{11}$ ) are not independent, since they differ from functions $y_{2}$ and $y_{13}$ only in the relative position of the two arguments. We are thus left with eight new functions of two independent variables. They have the following special properties:

The function $y_{14}=x_{1} \vee x_{2}$ is 0 if, and only if, both arguments are 0 . It is called disjunction and is read " $x_{1}$ or $x_{2}$."

The function $y_{13}=x_{1} \rightarrow x_{2}$ is called implication. It becomes 0 if, and only if, the first argument $\left(x_{1}\right)$ is 1 and the second $\left(x_{2}\right)$ is 0 ; it is read "if $x_{1}$ then $x_{2}$ " or "from $x_{1}$ follows $x_{2}$."

The function $y_{9}=x_{1} \sim x_{2}$ is called equivalence. It becomes 1 if both arguments have the same value, and it is 0 if the arguments have different values. It is read " $x_{1}$ is equivalent to $x_{2}$," or " $x_{1}$ if, and only if, $x_{2}$.'

The function $y_{8}=x_{1} \& x_{2}$ becomes 1 if, and only if, both arguments are equal to 1 . It is called conjunction and is read " $x_{1}$ and $x_{2}$."

The function $y_{7}=x_{1} / x_{2}$ is called the Sheffer stroke; it is 0 if, and only if, both arguments are 1.

The function $y_{6}=x_{1} \nabla x_{2}$ is called the Exclusive $O R$; it is 1 if either the first or the second argumentis 1 (but not if both are equal to 1 ).

The function $y_{2}=x_{1} \leftarrow x_{2}$ is called, in technical applications, the inhibit function. It is equal to the first argument $\left(x_{1}\right)$ if the second argument $\left(x_{2}\right)$ is 0 ; if the second argument is 1 , the function becomes 0 , no matter what the first argument is.

The function $y_{1}=x_{1} \downarrow x_{2}$ is called the Pierce stroke function; it becomes 0 if, and only if, both arguments are 0 .

Now, we should also note that any function in the upper part of the table (that is, one of the functions $y_{0}, y_{1}, \ldots, y_{7}$ ) is a negation of some function from the lower part of the table (that is, one of the functions $\left.y_{8}, y_{9}, \ldots, y_{15}\right)$.

Consider, for example, the functions $y_{6}$ and $y_{9}$. We see from the table that $y_{6}=0$ if (and onlyif) $y_{9}=1$ and, conversely, $y_{6}=1$ if $y_{9}=0$. Thus, the variable $y_{0}$ may itself be considered an argument whose values uniquely determine the values assumed by variable $y_{9}$. From our definition of negation, we have $y_{6}=\bar{y}_{9}$. But $y_{6}=x_{1} \nabla x_{2}$ and $y_{9}=x_{1} \sim x_{2}$. Consequently, $x_{1} \nabla x_{2}=\overline{x_{1} \sim x_{2}}$. The table also shows that this relationship holds for all pairs of functions which are arranged symmetrically around a line dividing the seventh and eighth rows. We can write this relationship as $y_{15-i}=\bar{y}_{i}$, where $i=0,1,2$, ..., 15.

Thus, the table implies that exactly half (i.e., four) of the eight two-argument functions still under discussion, are notindependent.

Indeed,

$$
\left.\begin{array}{lcc}
y_{7}=\bar{y}_{8}, & \text { i.e., } \quad x_{1} / x_{2}=\overline{x_{1} \& x_{2}},  \tag{1.2}\\
y_{6}=\bar{y}_{9}, & \text { i.e., } \quad x_{1} \nabla x_{2}=\overline{x_{1} \sim x_{2}}, \\
y_{2}=\bar{y}_{13}, & \text { i.e., } & x_{1} \leftarrow x_{2}=\overline{x_{1} \rightarrow x_{2}}, \\
y_{1}=\bar{y}_{14}, & \text { i.e., } \quad x_{1} \downarrow x_{2}=\overline{x_{1} \vee x_{2}}
\end{array}\right\}
$$

Therefore we can now drop operations defined by $/, \nabla, \leftarrow$, and $t$, and obtain a list of six simple logical functions

| constant | $y=0$, |
| :--- | :--- |
| negation | $y=\bar{x}$, |
| conjunction | $y=x_{1} \& x_{2}$, |
| disjunction | $y=x_{1} \vee x_{2}$, |
| implication | $y=x_{1} \rightarrow x_{2}$, |
| equivalence | $y-x_{1} \sim x_{2}$ |,

which are sufficient, but by no means necessary, for expressing any function of one or two independent variables in an analytical form.

To prove this, consider the function $y=\bar{x}_{1} \vee x_{2}$. Because it is a function of two independent variables, it must be equivalent to one of those shown in Table 1.9. We shall determine which one by finding its values at all four points of the corresponding two-dimensional binary logical space, that is, at all possible values of arguments $x_{1}$ and $x_{2}$. The process of finding these values is illustrated by Table 1.10 , where we use the notation $y_{1}=\bar{x}_{1}$; consequently $y=y_{1} \vee x_{2}$. Our values of y show that $y=x_{1} \rightarrow x_{2}$, which means that we are dealing with the identity

$$
\begin{equation*}
x_{1} \rightarrow x_{2}=\bar{x}_{1} \vee x_{2} . \tag{1.4}
\end{equation*}
$$

Similarly, it can be shown that

$$
\begin{align*}
& x_{1} \rightarrow x_{2}=\overline{x_{1} \& \bar{x}_{2}}  \tag{1.5}\\
& x_{1} \sim x_{2}=\left(\bar{x}_{1} \vee x_{2}\right) \&\left(x_{1} \vee \bar{x}_{2}\right) \tag{1.6}
\end{align*}
$$

Identities (1.5) and (1.6) show that functions of one or two independent variables may be completely described without employing implication and equivalence. Thus our set of simple functions may be further reduced to the following four:
$\left.\begin{array}{ll}\text { constant } & y=0, \\ \text { negation } & y=\bar{x}, \\ \text { conjunction } & y=x_{1} \& x_{2}, \\ \text { disjunction } & y=x_{1} \vee x_{2} .\end{array}\right\}$

As we shall see below, this is the most convenient set of simple functions and hence is the one most frequently employed. However, in principle, even this set can be still further reduced.

Indeed, the procedure used to establish identities (1.4), (1.5), and (1.6), which enables us to dispense withimplication and equivalence, may be employed to show that the following identities also hold:

$$
\left.\begin{array}{rl}
x_{1} \vee x_{2} & =\overline{\bar{x}_{1} \& \bar{x}_{2}}  \tag{1.8}\\
x_{1} \& x_{2} & =\overline{\bar{x}}_{1} \vee \bar{x}_{2} \\
0 & =x \& \bar{x}
\end{array}\right\}
$$

This means that either of the last two functions, as well as the first function of set (1.7) can also be dropped. We thus arrive at a set consisting of only two functions

Table 1.10

| $k$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | 0 | 1 | 0 | 1 |
| $x_{2}$ | 0 | 0 | 1 | 1 |
| $y_{1}$ | 1 | 0 | 1 | 0 |
| $y$ | 1 | 0 | 1 | 1 |

by means of which we can express any function of one or two arguments.

We shall conclude this subsection by pointing out the special properties of the Sheffer stroke $y=x_{1} / x_{2}$ and the Pierce stroke $y=$ $=x_{1} \downarrow x_{2}$. Either of these is sufficient for complete expression of any function of one or twoindependent variables by virtue of the fact that both functions of the previously described set (1.0) may be expressed by either of these forms. Thus

$$
\left.\begin{array}{rl}
\bar{x} & =x / x=x \downarrow x,  \tag{1.10}\\
x_{1} \& x_{2} & =\left(x_{1} / x_{2}\right) /\left(x_{1} / x_{2}\right), \\
x_{1} \vee x_{2} & =\left(x_{1} \downarrow x_{2}\right) \downarrow\left(x_{1} \downarrow x_{2}\right) .
\end{array}\right\}
$$

And since the set (1.9) is sufficient for complete description, so are the two special functions.

## c) Functions of $n$ Variables. Conjunctive and Disjunctive Normal Forms

The symbolism employed with one- and two-argument functions may be extended to functions of three, four, and, in general, $n$ independent variables; for example,

$$
\begin{equation*}
y=\left(x_{1} \rightarrow \bar{x}_{2}\right) \sim\left(\bar{x}_{1} \& x_{3}\right) \tag{1.11}
\end{equation*}
$$

We can construct a correspondence table for a function of $n$ arguments. To complete it, we scan all possible combinations of the values $x_{1}, x_{2}, \ldots, x_{n}$ (that is, all the points $k_{0}, k_{1}, \ldots, k_{2 n-1}$ in an $n$-dimensional logical binary space) and determine the values of $y$ at these points. For instance, for the function (1.11) at the point $k=2$, that is, at $x_{1}=0, x_{2}=1, x_{3}=0$, we have $y(0,1,0)=0$. Similar computations at all other points give Table 1.11.

We shall now show that the sym-

Table 1.11

| $k$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| $x_{2}$ | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 |
| $x_{3}$ | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 |
| $y$ | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 1 | bolism used for functions of one or two arguments also allows us toexpress in analytical form any function of any number of independent variables.

As an example, consider Table 1.11. We shall assume that this table is given but that its analytical expression (1.11) is unknown, and we shall derive that expression from the table. In so doing we shall employ a procedure that is applicable to any other similar table.

Let us first consider any column in Table 1.11 in which $y=1$ : for instance, column $k=3$. In this column $x_{1}=1, \quad x_{2}=1, \quad x_{3}=0$. We therefore write $y_{1}=x_{1} \& x_{2} \& \bar{x}_{3}$, which, as can easily be seen, becomes 1 if, and only if, $x_{1}=1, x_{2}=1$, and $x_{3}=0$, that is, precisely at point $k=3$. In an analogous manner we derive the functions

$$
\left.\begin{array}{l}
y_{2}=\bar{x}_{1} \& \bar{x}_{2} \& x_{3}  \tag{1.12}\\
y_{3}=\bar{x}_{1} \& x_{2} \& x_{3} \\
y_{4}=x_{1} \& x_{2} \& x_{3}
\end{array}\right\}
$$

that become 1 only at points numbered $k=4, k=6$, and $k=7$, respectively, that is, at those points of Table 1.11 at which $y=1$.

Function $y=y_{1} \vee y_{2} \vee y_{3} \vee y_{4}$ becomes 0 if, and only if, $y_{1}=0$, $y_{2}=0, y_{3}=0$ and $y_{4}=0$; in all other cases, $y=1$. Since these 'other cases'" are the points $k=3, k=4, k=6$, and $k=7$, this means that function

$$
\begin{equation*}
y=\left(x_{1} \& x_{2} \& \bar{x}_{3}\right) \vee\left(\bar{x}_{1} \& \bar{x}_{2} \& x_{3}\right) \vee\left(\bar{x}_{1} \& x_{2} \& x_{3}\right) \vee\left(x_{1} \& x_{2} \& x_{3}\right) \tag{1.13}
\end{equation*}
$$

corresponds exactly to our starting Table 1.11. We have thus obtained an analytical expression for the function given by Table 1.11. However, our new expression is not in the form of Eq. (1.11), but in another, "standard," form. While there is a marked difference in the appearance of (1.11) and (1.13), both expressions represent the same function, defined by Table 1.11 ; that is, we have the identity

$$
\begin{align*}
\left(x_{1} \rightarrow\right. & \left.\bar{x}_{2}\right) \sim\left(\bar{x}_{1} \& x_{3}\right)=  \tag{1.14}\\
& \left(x_{1} \& x_{2} \& \bar{x}_{3}\right) \vee \\
& \vee\left(\bar{x}_{1} \& \bar{x}_{2} \& x_{3}\right) \vee\left(\bar{x}_{1} \& x_{2} \& x_{3}\right) \vee\left(x_{1} \& x_{2} \& x_{3}\right) .
\end{align*}
$$

The technique just illustrated is quite general. Indeed, any function of $n$ arguments can be given in the form of Table 1.12. Let us now take any column in which $y=1$ and, writing out the conjunction of all the $n$ independent variables $x_{1} \& x_{2} \& x_{3} \& \ldots \& x_{n}$, let us mark with the sign of negation those variables of this column that become 0 . We then form such conjunctions for all the other columns where $y=1$, and we join them together by disjunction signs. Now we shall have an expression containing several conjunctive terms joined by disjunction signs. Each such term contains all the variables $x_{1}, x_{2}, \ldots$ $\ldots, x_{n}$, some or all of which carry negation signs [for example, we may have $x_{1} \& x_{2} \& \ldots \& x_{n}$ (no negated variables), as well as $\bar{x}_{1} \& \bar{x}_{2} \& \ldots \& \bar{x}_{n}$ (all the variables negated)]. The various functions derived from the table and represented in this form can differ only in the number of disjunctive terms and in the way in which the negation signs are distributed above the variables $x_{i}$ of the component conjunctions.

Expressions of this type are veryimportantin propositional calculus: the disjunctive expression, constructed of terms which are different conjunctions of all the independent variables of a logical function, or their negations, is called the complete (or full, or perfect) disjunctive normal form of the function.

Table 1.12

| $k$ | 0 | 1 | 2 | 3 | $\ldots$ | $k$ | $\ldots$ | $2^{n}-1$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | 0 | 1 | 0 | 1 | $\ldots$ | $x_{1}(k)$ | $\ldots$ | 1 |
| $x_{2}$ | 0 | 0 | 1 | 1 | $\ldots$ | $x_{2}(k)$ | $\ldots$ | 1 |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| $x_{n}$ | 0 | 0 | 0 | 0 | $\ldots$ | $x_{n}(k)$ | $\ldots$ | 1 |
| $y$ | $y(0)$ | $y(1)$ | $y(2)$ | $y(3)$ | $\ldots$ | $y(k)$ | $\ldots$ | $y\left(2^{n}-1\right)$ |

The complete (or full, or perfect) conjunctive normal form is the conjunctive expression constructed of terms which are different disjunctions of all the independent variables of a logical function, or their negations.

The term complete is usually omitted, that is, we speak of a disjunctive normal or a conjunctive normal form whenever it is not required that each term of such a form be a conjunction or a disjunction (as the case may be) of all the variables of a logical function.

Let us now consider the following property of normal forms. If a function $y$ is expressed by a normal (either simple or full) disjunctive (or conjunctive) form, and if all the $V$ signs in this expression are replaced by \& and all the \& signs are replaced by $V$, and if a negation sign is placed above each variable (if the variable already carries such a sign, another identical signis added to it; this is equivalent to a removal of negation), then we obtain function $\bar{y}$ written in normal (either simple or full) conjunctive (or disjunctive) form. This property is a direct consequence of identities (1.8).*

In contrast to simple normal forms, the full normal forms are unique in the sense that there is only one way in which each function can be represented as a full normal disjunctive or conjunctive form (that is, if we disregard permutations of disjunctive or conjunctive terms and of independent variables).

We shall illustrate the importance of the se concepts by two problems.

[^4]Problem 1. Determine whether a function $n$ arguments $y=y$ $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ can be reduced to a constant function $y=0$.

This problem is solved by reducing the given function to its disjunctive normal form. Then, if one finds that each disjunctive term contains at least one variable in conjunction with its negation (that is, $x_{i} \& \bar{x}_{i}$ ), the function is of the form $y=0$. If this is not the case, than we can always find values at which $y=1$; that is, the function is not a constant $y=0$.

This problem has a dual in which it is required to determine whether a given function can be reduced to the form $y=\overline{0}=1$. The solution is obtained by reducing the given function to its conjunctive normal form. If one then finds that each conjunctive term contains the expression $x_{i} \vee \bar{x}_{i}$, then in this case (and only in this case) the given function reduces to the form $y=1$.

The question whether some function $y=y\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ can be reduced to the form $y=1$ or $y=0$ is called the decision problem. Within this problem, functions that reduce to the form $y=1$ (or $y=0$ ) are called identically true (or false), whereas functions that do not reduce to either $y=1$ or $y=0$ are called feasible.

Problem 2. Given a logical function of $n$ arguments $y=y$ $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, find all sets of values of arguments at which $y=1$.

The problem would be solved if the given function could be reduced to its full disjunctive normal form.

The required number of sets of argument valuesis exactly equal to the number of disjunctive terms in the full disjunctive normal form of the function. The specific values of all the arguments in each set is determined in the following manner. Each set of values $x_{i}$ (where $i=1,2, \ldots, n$ ) at which $y=1$ (the values are defined by the $j$ th parentheses) has the form

$$
x_{1}=x_{1 j}, \quad x_{2}=x_{2 j}, \ldots, \quad x_{n}=x_{n j}
$$

where $x_{i j}$ is equal to 0 or 1 , depending on whether the corresponding $i$ th independent variable appears in the $j$ th conjunctive parenthesis with or without a negation sign.

## d) Functions of $n$ Variables. The Algebra of Propositional Calculus

The full disjunctive normal form (1.13) of our example defined a function for which we already had a shorter expression. In other cases, too, there exist functional expressions that are shorter and more convenient to use than the full disjunctive normal forms. In
other words, there are other cases in which we can establish identities similar to (1.14).

Thus far, we have proved all identities of functions of one, two, or more variables by a testinvolving substitution of all the possible values of these variables. This method has two major disadvantages: it does not afford any opportunities for deriving new identities and in this sense is passive; in addition, it becomes more and more laborious as the number of variables increases. Fortunately, however, we have at our disposal another method based on the use of certain rules for identical transformations. Thus the collection of simple functions

$$
\begin{gather*}
y=0, \quad y=\bar{x}, \quad y=x_{1} \& x_{2}, \quad y=x_{1} \vee x_{2} \\
y=x_{1} \rightarrow x_{2}, \quad y=x_{1} \sim x_{2} \tag{1.15}
\end{gather*}
$$

may be operated upon by means of a system of rules, usually referred to as the algebra of logic or Boolean algebra, which consists of the following identities:

$$
\begin{gather*}
\overline{\bar{x}}=x,  \tag{1.16}\\
x_{1} \rightarrow x_{2}=\bar{x}_{1} \vee x_{2},  \tag{1.17}\\
x_{1} \sim x_{2}=\left(x_{1} \rightarrow x_{2}\right) \&\left(x_{2} \rightarrow x_{1}\right), \tag{1.18}
\end{gather*}
$$

(a) $x \& x=x$.
(b) $x \vee x=x$,
(a) $x \& \bar{x}=0$
(b) $x \vee \bar{x}=1$,
(a) $x \& 1=x$,
(b) $x \vee 1=1$,
(a) $x \& 0=0$,
(b) $x \vee 0=x$,
(a) $\overline{x_{1} \& x_{2}}=\bar{x}_{1} \vee \bar{x}_{2}$,
(b) $\overline{x_{1} \vee x_{2}}=\bar{x}_{1} \& \bar{x}_{2}$,
(a) $x_{1} \& x_{2}=x_{2} \& x_{1}$,
(b) $x_{1} \vee x_{2}=x_{2} \vee x_{1}$,
(a) $x_{1} \&\left(x_{2} \& x_{3}\right)=$
(b) $x_{1} \vee\left(x_{2} \vee x_{3}\right)=$
$=\left(x_{1} \& x_{2}\right) \& x_{3}$,
$=\left(x_{1} \vee x_{2}\right) \vee x_{3}$,

$$
\begin{array}{rlrl}
\text { (a) } & x_{1} \&\left(x_{2} \vee x_{3}\right)= & \text { (b) } x_{1} \vee\left(x_{2} \& x_{3}\right)=  \tag{1.25}\\
=\left(x_{1} \& x_{2}\right) \vee\left(x_{1} \& x_{3}\right), & =\left(x_{1} \vee x_{2}\right) \&\left(x_{1} \vee x_{3}\right) .
\end{array}
$$

Each of these identities may be proved by direct substitution of all the possible values of the variables appearingin the left and the right sides of the identity.

The OR and AND operations of this algebra have much in common with addition and multiplication of ordinary algebra. Thus, they obey the first and second commutative laws [identities (1.24)], as well as the first and second associative laws [identities (1.25)]. However, in contrast to ordinary algebra, they obey two distributive laws rather than one [identities (1.26)]; and 'reduction of like terms' or 'multiplication of a variable by itself'" are accomplished via identities (1.19), without introducing any factors or exponents.

This system of identities permits a purely analytical solution of a great variety of problems. Moreover, standard methods may be used for some of these solutions. For instance, any analytical function may be transformed directly into a normal disjunctive form, a procedure illustrated by the following example.

EXAMPLE. Let the starting function be

$$
\begin{equation*}
y=\left|\overline{x_{1} \rightarrow\left(\bar{x}_{1} \sim x_{3}\right)} \&\left(x_{2} \rightarrow \bar{x}_{3}\right)\right| \vee\left(\overline{x_{1} \rightarrow x_{3}}\right) \tag{1.27}
\end{equation*}
$$

First, let us eliminate the $\rightarrow$ and $\sim$ signs. Applying identities (1.17) and (1.18), we obtain

$$
\begin{equation*}
y=\left|\overline{\bar{x}_{1} \vee\left[\left(\overline{\bar{x}}_{1} \vee x_{3}\right) \&\left(\bar{x}_{3} \vee \bar{x}_{1}\right)\right]} \&\left(\bar{x}_{2} \vee \bar{x}_{3}\right)\right| \vee\left(\overline{\bar{x}_{1} \vee x_{3}}\right) \tag{1.28}
\end{equation*}
$$

Next, let us eliminate those negation signs that relate not just to a single variable but to an entire aggregation of such variables. We do this by means of identities (1.23) and (1.16) to obtain

$$
\begin{align*}
& y=\left[\overline { \overline { x } } _ { 1 } \& \left(\overline{\left.\left.\bar{x}_{1} \vee x_{3}\right) \&\left(\bar{x}_{3} \vee \bar{x}_{1}\right) \&\left(\bar{x}_{2} \vee \bar{x}_{3}\right)\right] \vee\left(\overline{\bar{x}}_{1} \& \bar{x}_{3}\right)=}\right.\right. \\
& =\left|x_{1} \&\left(\overline{x_{1} \vee x_{3}}\right) \vee\left(\overline{\bar{x}_{3} \vee \overline{x_{1}}}\right) \&\left(\overline{x_{2}} \vee \overline{x_{3}}\right)\right| \vee\left(x_{1} \& \overline{x_{3}}\right)=  \tag{1.29}\\
& =\left\{x_{1} \&\left[\left(\bar{x}_{1} \& \bar{x}_{3}\right) \vee\left(x_{3} \& x_{1}\right)\right] \&\left(\bar{x}_{2} \vee \bar{x}_{3}\right)\right\} \vee\left(x_{1} \& \bar{x}_{3}\right) .
\end{align*}
$$

Now, in order to arrive at a disjunctive normal form it is sufficient to expand the expression in the braces as specified by identity (1.26a). Simplifying the intermediate results by means of (1.16) and (1.19) as we go along, we obtain

$$
\begin{gather*}
\left.y=\left\{1\left(x_{1} \& \bar{x}_{1} \& \bar{x}_{3}\right) \vee\left(x_{1} \& x_{3} \& x_{1}\right)\right] \&\left(\bar{x}_{2} \vee \bar{x}_{3}\right)\right\} \vee\left(x_{1} \& \bar{x}_{3}\right)= \\
=\left(x_{1} \& \bar{x}_{1} \& \bar{x}_{3} \& \bar{x}_{2}\right) \vee\left(x_{1} \& x_{3} \& \bar{x}_{2}\right) \vee\left(x_{1} \& \bar{x}_{1} \& \bar{x}_{3} \& \bar{x}_{3}\right) \vee  \tag{1.30}\\
\vee\left(x_{1} \& x_{3} \& \bar{x}_{3}\right) \vee\left(x_{1} \& \bar{x}_{3}\right) .
\end{gather*}
$$

The first, third, and fourth disjunctive terms of the above disjunctive normal form are 0 , since they contain expressions of the form
$x \& \bar{x}$. The second and last terms lack such expressions, and therefore our function does not reduce to $y=0$; it may therefore be written as

$$
\begin{equation*}
y=\left(x_{1} \& \bar{x}_{2} \& x_{3}\right) \vee\left(x_{1} \& \bar{x}_{3}\right) \tag{1.31}
\end{equation*}
$$

Thus,

$$
\begin{align*}
y & =\left|x_{1} \rightarrow\left(\bar{x}_{1} \sim x_{3}\right) \&\left(x_{2} \rightarrow \bar{x}_{3}\right)\right| \vee\left(\overline{x_{1} \rightarrow x_{3}}\right)=  \tag{1.32}\\
& =\left(x_{1} \& \bar{x}_{2} \& x_{3}\right) \vee\left(x_{1} \& x_{3}\right) .
\end{align*}
$$

To reduce a given function to its complete disjunctive normal form, it must first be reduced to some normal disjunctive form by the methods already discussed. Let us follow the remainder of the procedure on our example.

Our normal form (1.32) is not full because its second disjunctive term does not comprise all the variables: $x_{2}$ (or $\overline{x_{2}}$ ) is missing. However, it is readily seen that the following identity is true:

$$
\begin{equation*}
x_{1} \& \bar{x}_{3}=x_{1} \& \bar{x}_{3} \&\left(x_{2} \vee \bar{x}_{2}\right)=\left(x_{1} \& x_{2} \& \bar{x}_{3}\right) \vee\left(x_{1} \& \bar{x}_{2} \& \bar{x}_{3}\right) . \tag{1.33}
\end{equation*}
$$

Substituting the disjunction given by (1.33) for the second disjunctive term of the normal form (1.32), we obtain

$$
\begin{equation*}
y=\left(x_{1} \& \bar{x}_{2} \& x_{3}\right) \vee\left(x_{1} \& x_{2} \& \bar{x}_{3}\right) \vee\left(x_{1} \& \bar{x}_{2} \& \bar{x}_{3}\right) \tag{1.34}
\end{equation*}
$$

which is the full disjunctive normal form of the given function. Of course, if these transformations would have given an expression containing several identical disjunctive terms, we would have retained only one of these.

Reduction to a conjunctive normal form differs from the above technique only in the last step where, instead of expanding the expression derived in the preceding steps in accordance with identity (1.26a), we use the second distributive law, thatis, identity (1.26b).

EXAMPLE. Let the conjunctive normal form of a function of three variables be

$$
\begin{equation*}
y=x_{1} \&\left(\bar{x}_{1} \vee \bar{x}_{2} \vee x_{3}\right) \tag{1.35}
\end{equation*}
$$

To transform this into a complete normal form, we use the identities

$$
\left.\begin{array}{c}
x_{1}=x_{1} \vee\left(x_{2} \& \bar{x}_{2}\right)=\left(x_{1} \vee x_{2}\right) \&\left(x_{1} \vee \bar{x}_{2}\right),  \tag{1.36}\\
x_{1} \vee x_{2}=x_{1} \vee x_{2} \vee\left(x_{3} \& \bar{x}_{3}\right)=\left(x_{1} \vee x_{2} \vee x_{3}\right) \&\left(x_{1} \vee x_{2} \vee \bar{x}_{3}\right), \\
x_{1} \vee \bar{x}_{2}=x_{1} \vee \bar{x}_{2} \vee\left(x_{3} \& \bar{x}_{3}\right)=\left(x_{1} \vee \bar{x}_{2} \vee x_{3}\right) \&\left(x_{1} \vee \bar{x}_{2} \vee \bar{x}_{3}\right) .
\end{array}\right\}
$$

and we get

$$
\begin{align*}
y=\left(x_{1} \vee x_{2} \vee x_{3}\right) \&( & \left.x_{1} \vee x_{2} \vee \bar{x}_{3}\right) \&\left(x_{1} \vee \bar{x}_{2} \vee x_{3}\right) \& \\
& \&\left(x_{1} \vee \bar{x}_{2} \vee \bar{x}_{3}\right) \&\left(\bar{x}_{1} \vee \bar{x}_{2} \vee x_{3}\right), \tag{1.37}
\end{align*}
$$

which is the complete conjunctive normal form of the starting function.

So far, we have demonstrated the use of Boolean algebra by reducing a given logical function of several variables to its full normal (or any normal) disjunctive (or conjunctive) form. However, the function may be given by means of a table. In this case, we can obtain a unique complete disjunctive normal form via the method already described. We can then transform this expression by means of Boolean identities and thus arrive at other analytic expressions of the same function. Given the variety of possible forms of a function, we are faced with the problem of determining which of these is optimum for our purposes. We shall return to this somewhat later.

### 1.4. TWO-VALUED PREDICATE CALCULUS

We shall now return to a subject which we have briefly considered at the end of Section 1.2. Thus we shall consider two-valued predicates, that is, logical functions which themselves assume only the values of 0 or 1 , but whose arguments may take on values from any set whatsoever.

Predicate functions are denoted by capital letters. This permits us to distinguish visually between a predicate (a nonhomogeneous logical function) and a complex proposition (a homogeneous logical function). Thus, an $n$-place predicate may be written as

$$
y=P\left(x_{1}, \ldots, x_{n}\right),
$$

where $x_{1}=\left\{x_{11}, \ldots, x_{1 p}\right\}, \ldots, x_{n}=\left\{x_{n 1}, \ldots, x_{n q}\right\}$ are the object variables and their alphabets.

Since two-valued predicates assume values from a binary set 0 and 1 , they may themselves be the arguments of two-valued
homogeneous logical functions; for this reason, we can apply to them the symbolism of propositional calculus. Thus, suppose we have the predicates

$$
\left.\begin{array}{l}
y_{1}=P\left(x_{1}\right), \text { where } x_{1}=\left\{x_{11}, \ldots, x_{1 p}\right\}  \tag{1.38}\\
y_{2}=Q\left(x_{2}\right), \text { where } x_{2}=\left\{x_{21}, \ldots, x_{2 q}\right\}
\end{array}\right\}
$$

We can subject these predicates to any one of the operations of propositional calculus to obtain a new predicate; for example,

$$
\begin{equation*}
R\left(x_{1}, x_{2}\right)=P\left(x_{1}\right) \vee Q\left(x_{2}\right) . \tag{1.39}
\end{equation*}
$$

This use of operations of propositional calculus permits us to achieve several ends. Tobeginwith, we can relate several simple predicates to each other and form a compound predicate, as in the above example. Also, we can relate predicates to any and all simple propositions, as well as to the compound propositions that can be formed from the simple ones by the same operations of propositional calculus. Thus from the predicates (1.38) and the binary logical variables

$$
x_{3}=\{0,1\}, \quad x_{4}=\{0,1\}
$$

we can construct a composite function, for example,

$$
\begin{equation*}
\left.z=\left\{P\left(x_{1}\right) \rightarrow \mid Q\left(x_{2}\right) \vee\left(x_{3} \& \bar{x}_{4}\right)\right]\right\} \sim x_{3} \tag{1.40}
\end{equation*}
$$

where $Z$ can only be two-valued.
The only variables which we have encountered in the compound function of propositional calculus were the simple prepositions. In the predicate calculus, however, not only simple propositions, but also the object variables of the predicates, as well as variable predicates can act as variables. The presence of the se elements constitutes the main characteristic of this calculus, and necessitates new operations that are qualitatively different from those employed in propositional calculus. The operators corresponding to these new operations are called quantifiers.

There are two types of quantifiers: the universal and the existential.

The universal quantifier is an operator that matches any oneplace predicate $y=P(x)$ with the binary logical variable $Z$ which becomes 1 if, and only if, $y=1$ at all values of $x$. This is written

$$
z=(V x) P(x),
$$

where " $\forall x$ ", is the universal quantifier. The above expression is then read as "for all $x$ there is $P(x)$."

The existential quantifier is an operator that matches a one-place predicate $y=P(x)$ with a binary logical variable $z$ which becomes 0 if, and only if, $y=0$ at all values of $x$. This is written

$$
z=(\exists x) P(x)
$$

where " $\exists x$ " is the existential quantifier. The above expression is then read as "there is an $x$ such that $y=P(x)$. "

Let us discuss some general properties of these operators. In accordance with the definitions of quantifiers, the logical variable $z$ in

$$
\left.\begin{array}{l}
z=(\forall x) P(x)  \tag{1.41}\\
z=(\exists x) P(x)
\end{array}\right\}
$$

is not a function of the object variable $x$; here, $z$ is an "integral" characteristic of the predicate $P(x)$. To underscore the absence of functional dependence of $z$ on $x$, the object variable $x$ in such cases is said to be bound. Object variables that are not bound are said to be free. Of course, the universal and existential quantifiers may also be applied to functions of propositional calculus. But if we do that, then they degenerate into finite conjunctions and disjunctions. Indeed, suppose we have a function $y=y\left(x_{1}, \ldots, x_{n}\right)$ in which both the variables and the function are two-valued logical variables. The same function may be given in the form $y=y(k)$, where $k$ is a numeral denoting a point in an $n$-dimensional binary logical space. From the definition of quantifiers, we have

$$
\begin{aligned}
& (\forall k) y(k)=y(0) \& y(1) \& \ldots \& y(k) \& \ldots \& y\left(2^{n}-1\right), \\
& (\exists k) y(k)=y(0) \vee y(1) \vee \ldots \vee y(k) \vee \ldots \vee y\left(2^{n}-1\right) .
\end{aligned}
$$

For this reason we can consider the universal and existential quantifiers as generalized conjunction and generalized disjunction, respectively. And because of the analogy between conjunction or disjunction and the summation of real numbers, one can draw an analogy between the operations specified by quantifiers and the integration of functions of a real variable. If one applies a quantifier (either universal or existential) to an $m$-place (rather than a one-place) predicate, the result is again a predicate; this time it is, however, an ( $m-1$ )-place predicate since one object variable becomes bound.

Thus, in dealing with predicates, we employ not only the operations of propositional calculus, but also operations involving binding of object variables by universal and existential quantifiers. The calculus in which the above operations are used to construct compound functions is called restricted predicate calculus.

This new operation of binding by quantifiers introduces identities which differ from those of the Section 1.3. Examples of such identities are

$$
\begin{align*}
& \overline{(V x) P(x)}=(\exists x) \overline{P(x)}  \tag{1.42a}\\
& \overline{(\exists x) P(x)}=(\forall x) \overline{P(x)} \tag{1.42b}
\end{align*}
$$

The identities of propositional calculus, supplementedbyidentities (1.42), comprise a mechanism useful for solving a variety of problems. As in propositional calculus, the mostimportant problem of predicate calculus is that of decision, butbecause the independent variables are different, the manner in which this problem posed is also somewhat different.

Thus, the decision problem of propositional calculus in determining whethex a given compound function isidentically true, feasible, or identically false. However, the following must be asked in predicate calculus: (a) Is a given compound function identically true; that is, does it assume the value of 1 with any object variable and any predicate? Or (b) Is it identically true only over a certain set of object variables; that is, does it assume the value of 1 only over a certain set of object variables and for any predicate from this set? Or (c) Is it feasible; that is, does it assume the value of 1 at some values of object variables and at some predicates? And, finally, (d) Is it identically false, that is, unfeasible? In contrast to the case of propositional calculus, the decision problem of predicate calculus can be solved only for special kinds of compound functions.

# Engineering Applications of Propositional Calculus 

### 2.1. COMBINATIONAL RELAY SWITCHING CIRCUITS

We have already said that the promise of mathematical logic in engineering design first became apparent during the analysis of electrical relay switching circuits. In time, it became progressively more evident that this logic is not only applicable to the analysis of relay switching circuits but that the operation of such circuits mirrors the postulates of the logic. The result of this discovery was the relay switching theory. Then, when contactless devices that perform the same functions as relay switches came into existence, the special theory of relay circuits was extended into a general theory of switching systems.

We shall now examine this most conspicuous example of application of logic to engineering, concentrating on the so-called combinational relay switching circuits.

Every electric relay switching circuit contains two types of converters: electrical-to-mechanical and mechanical-to-electrical. The electromechanical relay converts electrical input signals into a mechanical displacement of its contacts. On the other hand, the mechanical-to-electrical converter is an electrical network comprising contacts and relay coils: it converts the mechanical displacement of its (input) contacts into electrical output signals (currents flowing in the coils of the relays). Connection of outputs of converters of one type to the inputs of converters of the other type gives a variety of relay switching networks.

The simplest electromechanical relay consists of a coil 1 , a core 2 , an armature 3 , and two groups of contacts: normally closed $4^{\prime}$, and normally open $4^{\prime \prime}$ (Fig. 2.1,a). If a current larger than the actuating current $i_{2}$ (Fig. 2.1, b) flows in the coil, the armature is
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attracted to the core, and this causes all the normally open contacts to close and all the normally closed contacts to open. On the other hand, if a current smaller than $i_{1}$ flows in the coil (in particular, when the coil is de-energized, the armature recedesfrom the core, causing the normally closed contacts to close and the normally open contacts to open. To avoid the complications arising in transient states, we shall consider only the stable states of the relay, that is, states when the coil current $i$ has either of the following values: $i<i_{1}$ or $i>i_{2}$. Thus the relay has two stable states or, to say it in another way, there are two states which are characteristic for all the elements of the relay. We are, however, interested only in the coil and in the contacts. Each contact has two states: closed and open. We shall designate these states by 1 and 0 , respectively; that is, we shall treat the state of a contact as a binary logical variable assuming these values.

The coil also has two states. The first of these occurs at $i>i_{2}$, and we denote it by 1 . In the second state, denoted by 0 , the coil is de-energized $\left(i<i_{1}\right)$. Thus the coil states can also be represented by a logical variable that can be either 0 or 1 . The physical significance of these values is shown in Table 2.1.

Table 2.1

| Component | Symbol |  |
| :--- | :---: | :---: |
|  | 1 | 0 |
| Contact <br> Coil | closed <br> energized | open <br> de-energized |

The state of a relay contact is goverened by the state of the coil in the following manner:

For a normally open contact $x=X$,
For a normally closed contact $x^{\prime}=\bar{X}=\bar{x}$.
where $X, x, x^{\prime}$ are the logical variables specifying the states of the coil, of the normally open contact and of the normally closed contact, respectively.

If a relay has more than one coil, it becomes convenient to an "equivalent coil." Thus, let the relay have two coils ( $X_{1}$ and $X_{2}$ ) and let these be so connected that the relay shall operate only if both are energized, that is, if $X_{1} \& X_{2}=1$. Letus now imagine a coil $X_{e}$, such that it will cause the relay to operate only if $X_{1} \& X_{2}=1$. Obviously the action of our equivalent coil, which is related to that of the actual coils by

$$
X_{\mathrm{e}}=X_{1} \& X_{2}
$$

and which governs the state of the relay contacts in accordance with

$$
\begin{gathered}
x=X_{\mathrm{e}} \quad \text { (for normally open contacts) } \\
x^{\prime}=\bar{X}_{\mathrm{e}}=\bar{x} \text { (for normally closed contacts) }
\end{gathered}
$$

is completely equivalent to the action of the two actual coils.
So far, we have discussed a relay with two coils. By the same reasoning, we can imagine a relay with $m$ coils connected so that the relay operates only at certain combinations of the 1 and 0 states of the constituent coils.

A relay circuit incorporating $m$ coils in a specific arrangement is described by a logical function specific to this circuit:

$$
X_{\mathrm{e}}=M\left(X_{1}, X_{2}, \ldots, X_{m}\right)
$$

However, this specificity does not change the general relationship between the contacts of the relay and its equivalent coil.

We shall now turn to the representation of the mechanical-toelectrical converter, that is, of contacts connected to relay coils. Let us start with the case when the circuit (Figs. 2.2, a and 2.2, $\mathrm{a}^{\prime}$ ) consists of a contact $l$ of an input relay and a coil 2 of another relay (the output relay), the coil being either in series (Fig. 2.2,a) or in parallel (Fig. 2.2, $\mathrm{a}^{\prime}$ ) with the contact.
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Retaining the symbols 0 and 1 for the states of the contacts and the coils, we obtain $Z=y$ for a coil connected in se ries and $Z^{\prime}=\bar{y}=\bar{Z}$ for a coil connected in parallel; here, $y$ is a logical variable specifying the state of the contact, and $Z$ and $Z^{\prime}$ specify the states of the coils connected with it in series and in parallel, respectively.

In the usual practical case, we do not deal with a single contact $t$ but with a group of contacts $y_{1}, y_{2}, \ldots, y_{n}$ belonging to several relays, all combined into an electrical network. We shall call an electrical network incorporating contacts a switching network. The dashed lines in Figs. 2.2,b-e enclose examples of such networks.

Again, it will be convenient to use an equivalent variable - the equivalent contact $y_{\mathrm{e}}$-whose properties are analogous to those of the equivalent coil in a multiple-coil relay. For example, with the two contacts $y_{1}$ and $y_{2}$ of Fig. 2.2 , b connected in series, the circuit in section $a b$ will be closed only if $y_{1} \& y_{2}=1$. By introducing the equivalent contact

$$
y_{e}=y_{1} \& y_{2}
$$

and setting up the relationships

$$
\begin{aligned}
Z & =y_{\mathrm{e}} \quad \text { for series connection Fig. } 2.2, \mathrm{~b} \text { ) } \\
Z^{\prime} & \left.=\bar{y}_{\mathrm{e}}=\bar{Z} \text { for parallel connection (Fig. } 2.2, \mathrm{~b}^{\prime}\right),
\end{aligned}
$$

we preserve all the characteristics of the circuit.
Figure 2.2 also shows some other ways of arranging contacts into circuits; we thus obtain functions

$$
\begin{array}{ll}
y_{\mathrm{e}}=y_{1} \vee y_{2} & \text { (Fig. } \left.2.2, \mathrm{c}, \mathrm{c}^{\prime}\right), \\
y_{\mathrm{e}}=y_{1} \&\left(y_{2} \vee y_{3}\right) & \text { (Fig. } \left.2.2, \mathrm{~d}, \mathrm{~d}^{\prime}\right), \\
y_{\mathrm{e}}=\mid y_{1} \&\left(y_{2} \vee y_{3} \mid \| \vee y_{4}\right. & \text { (Fig. } \left.2.2, \mathrm{e}^{\prime},{ }^{\prime}\right) .
\end{array}
$$

In the general case,

$$
y_{\mathrm{e}}=N\left(y_{1}, y_{2}, \ldots, y_{n}\right) ;
$$

In this generalized function, the relationship between the coils and the equivalent contact remains the same as that specified above (the matching condition $N$ must, of course, reflect the actual arrangement of the contacts in the switching network when the function is used to represent a specific circuit). The physical meaning of $y_{\mathrm{e}}$ is that of the conductivity of a two-terminal network containing the given switching circuit.

Each of our converters has the ability to detect; that is, it exhibits a directional effect. In the electromechanical converter-the "relay with contacts", the contact state is governed by the coil state, but the contacts have no effect on the coil state. In the mechanical-to-electrical converter-the "contact network with coils"-the coil state is governed by the states of the contacts, on which the coil has no effect. This property of converters allows us to treat them as devices with variable inputs and outputs. The input variables $X_{1}, \ldots, X_{m}$ of the electromechanical converter are the states of the relay coils (energized or de-energized); the two output variables $x$ and $x^{\prime}$ of this device are the states of the two different contacts (normally open or closed). As already stated, this device may be treated as consisting of two series-connected subunits: The first performs the logical function

$$
X_{\mathrm{e}}=M\left(X_{1}, \ldots, X_{m}\right),
$$

while the second realizes the functions

$$
x=X_{\mathrm{e}}, \quad x^{\prime}=\bar{X}_{\mathrm{e}}=\bar{x} .
$$

In the mechanical-to-electrical converter the states of the contacts of the input relay act as input variables $y_{1}, \ldots, y_{n}$, and the coil states of the two output relays act as output variables $Z$ and $Z^{\prime}$. This device may again be treated as consisting of two seriesconnected subunits, the first of which realizes the logical function

$$
y_{\mathrm{e}}=N\left(y_{1}, \ldots, y_{n}\right),
$$

while the second performs the functions

$$
Z=y_{\mathrm{e}}, \quad Z^{\prime}=\bar{y}_{\mathrm{e}}=\bar{Z} .
$$

We see now that the two types of converters have identical properties. Any relay switching circuit may be broken down into units having the above-described properties.

We shall assume that our combinational relay switching circuits obey the following conditions: they consist of instantaneously actuated, ideal relays; and they have no feedback loops; that is, they consist only of subunits exhibiting a direction effect.

Figure 2.3 , a shows the schematic of such a combinational relay switching circuit and Fig. 2.3,b shows the corresponding block diagram; it can be seen that the latter has no feedback loops. Contrast this with the schematic diagram shown in Fig. 2.4,a: its block diagram (Fig. 2.4,b) does show a feedback loop. The operation of such a circuit cannot be analyzed without taking into account the relayactuating time.
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In drawing relay switching circuits we usually identifyeach coil by means of the corresponding logical variable; contacts are usually identified by an expression that specifies only the contact state (in terms of the state of the coil governing it).
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### 2.2. ANALYSIS OF COMBINATIONAL RELAY SWITCHING CIRCUITS

Consider the following problem: Given a combinational relay switching circuit, it is required to find its mathematical description, that is, to determine the logical function performed by this circuit.

We shall analyze only circuits with single-coil relays (these are the most common switching circuits). We have already seen (Section 2.1) that for these relays
$x=X$ for in the case of normally open contacts
$x^{\prime}=\bar{X}=\bar{x}$ for in the case of normally closed contacts,
where $X, x$, and $x^{\prime}$ are variables specifying, respectively, the states of the coil, the normally open contact, and the normally closed contact.

This means that a single-coil relay operating alone will perform either repetition or negation.

The great variety of combinational switching circuits that can be synthesized is due to use of different arrangements of normally open and normally closed contacts of single-coil relays. The resulting switching network can be represented by the relationship

$$
x_{\mathrm{e}}=F\left(x_{1}, x_{1}^{\prime}, \ldots, x_{n}, x_{n}^{\prime}\right)
$$

where $x_{i}, x_{i}^{\prime}$, and $x_{\mathrm{e}}$ are variables specifying, respectively, the states of the contacts of the $i$ th relay and of the equivalent contact.

However complex and involved a switching network maybe, it is always possible to represent it in terms of

$$
x_{\mathrm{e}}=F\left(x_{1}, \bar{x}_{1}, \ldots, x_{n}, \bar{x}_{n}\right)
$$

Such a formula may be derived by a procedure which generalizes the obvious fact that if two contacts $x_{1}$ and $x_{2}$ are connected in series, we have $x_{\mathrm{e}}=x_{1} \& x_{2}$, while for contacts connected in parallel we have $x_{\mathrm{e}}=x_{1} \vee x_{2}$.

To clarify the principles on which this procedure is based, consider an example. The two-terminal switching circuit to be analyzed is shown in Fig. 2.5,a. We shall gradually simplify this circuit by introducing equivalent contacts. To start with, we shall eliminate all the chains of series-connected contacts. Putting

$$
\begin{gathered}
x_{6}=x_{3} \& \bar{x}_{5} ; \quad x_{7}=x_{3} \& x_{4} ; \quad x_{8}=x_{5} \& x_{1} ; \\
x_{9}=x_{2} \& \bar{x}_{4} ; \quad x_{10}=x_{2} \& x_{5} ; \quad x_{11}=x_{3} \& \bar{x}_{2} ; \quad x_{12}=x_{2} \& x_{5},
\end{gathered}
$$

we transform the original circuit into its equivalent shown in Fig. 2.5,b.

The next step is toeliminate all the groups of contacts connected in parallel. To do this we write

$$
x_{13}=x_{2} \vee x_{7} ; \quad x_{14}=\bar{x}_{1} \vee \bar{x}_{3} ; \quad x_{15}=x_{8} \vee x_{6} ; \quad x_{16}=x_{3} \vee x_{1},
$$

or, using the notation already introduced,

$$
\begin{array}{ll}
x_{13}=x_{2} \vee\left(x_{3} \& x_{4}\right) ; & x_{14}=\bar{x}_{1} \vee \bar{x}_{3} \\
x_{15}=\left(x_{1} \& x_{\overline{5}}\right) \vee\left(x_{3} \& \bar{x}_{5}\right) ; & x_{16}=x_{1} \vee\left(x_{2} \& \bar{x}_{1}\right) .
\end{array}
$$

We then obtain the circuit shown in Fig. 2.5,c.
Again, we shall eliminate the chains of series-connected contacts in this new circuit. We do this by means of the following equivalents:

$$
\begin{array}{r}
x_{17}=x_{1} \& x_{13}=x_{1} \&\left|x_{2} \vee\left(x_{3} \& x_{4}\right)\right|=\left(x_{1} \& x_{2}\right) \vee\left(x_{1} \& x_{3} \& x_{4}\right) \\
\left.x_{18}=x_{14} \& x_{15}=\left(\bar{x}_{1} \vee \bar{x}_{3}\right) \& \mid\left(x_{3} \& \bar{x}_{5}\right) \vee\left(x_{1} \& x_{5}\right)\right]= \\
=\left(\bar{x}_{1} \& x_{3} \& \bar{x}_{5}\right) \vee\left(x_{1} \& \bar{x}_{3} \& \bar{x}_{5}\right) \\
\begin{aligned}
x_{19}= & \left.x_{16} \& x_{10}=\mid x_{1} \vee\left(x_{2} \& \bar{x}_{4}\right)\right] \& x_{2} \& x_{5}= \\
= & \left(x_{1} \& x_{2} \& x_{5}\right) \vee\left(\bar{x}_{4} \& x_{2} \& x_{5}\right) .
\end{aligned}
\end{array}
$$

We thus obtain the circuit shown in Fig. 2.5,d. This circuit cannot be further simplified by the above methods of elimination.

Now, let us number all the modes of this circuit, using identical numbers for those nodes which are directly interconnected (without intervening contacts). We thus have Fig. 2.5,d, with nodes 1, 2, ..., $m$ (in our case, $m=4$ ). It is now convenient to transform this circuit


Fig. 2.5.
into the form of Fig. 2.5,e, which is obtained by combining all the nodes bearing identical numbers.

The circuit in Fig. 2.4,e can alsobe presented as a "tree" (Fig. 2.5 ,f) constructed in the following manner. We draw several tiers and assign to them the numbers corresponding to the $m$ nodes of Fig. $2.5, \mathrm{e}$; we thus have tiers $I, M, I I I$, and $I V$. Node $I$ is placed in
the first tier. From itwe draw a cluster of $m-1$ branches, all terminating in the second tier. The ends of these branches are marked with the numbers of the remaining nodes of the circuit [that is, nodes which together with the initial node of the cluster (node 1) constitute the complete set]; in our case, that means the numbers 2,3 , and 4.

Next, we use each of these $m-1$ nodes of the second tier (but not the node $m$, that is, 4) as the origin of a cluster of $m-2$ branches which terminate in the third tier. Thus, we obtain two clusters of branches, originating at nodes 2 and 3 , respectively. The third-tier ends of the cluster drawn from node 2 are given the numbers of all the second-tier nodes, with the exception of 2 (that is, the ends of this cluster carry the numbers 3 and 4). In the same way, we number the terminals of the cluster of $m-2$ branches originating at node 3 (but here we omit 3 ), and so on.

In the next step, each third-tier node, except those designated by $m$, serves as the origin of a cluster of $m-3$ branches joining the third and the fourth tiers. The fourth-tier terminals are numbered by the same procedure as the third. It is readily seen that the last (or $m$ th) tier will now hold only nodes designated by $m$, from which no further branches can be drawn (dead-end nodes).

We now have a "tree" in which each "branch"' connecting two nodes corresponds to the wire performing the same function in the circuit of Fig. 2.5,e.

The switching network of Fig. 2.5,f traces all the paths leading from node 1 to node 4 and is equivalent to that of Fig. 2.5,e. Now, we can eliminate all groups of series-connected contacts by using

$$
\begin{aligned}
& x_{20}=x_{12} \& x_{19}=\left(x_{1} \& x_{2} \& x_{5}\right) \vee\left(\bar{x}_{4} \& x_{2} \& x_{5}\right), \\
& x_{21}=x_{12} \& x_{15}=x_{1} \& x_{2} \& x_{5} \& \bar{x}_{3}
\end{aligned}
$$

and we get the circuit shown in Fig. 2.5,g. We then eliminate the groups of parallel contacts by using

$$
\begin{aligned}
& x_{22}=x_{20} \vee x_{18}= \\
& =\left(x_{1} \& x_{2} \& x_{\overline{3}}\right) \vee\left(\bar{x}_{4} \& x_{2} \& x_{5}\right) \vee\left(\bar{x}_{1} \& x_{3} \& \bar{x}_{5}\right) \vee\left(x_{1} \& \bar{x}_{3} \& x_{5}\right), \\
& x_{23}=x_{21} \vee x_{19}=\left(x_{1} \& x_{2} \& x_{5} \& \bar{x}_{3}\right) \vee\left(\bar{x}_{4} \& x_{2} \& x_{5}\right)
\end{aligned}
$$

and we get the diagram of Fig. 2.5,h.
Again, we eliminate the groups of series-connected contacts, this time using the expressions

$$
\begin{aligned}
& x_{24}=x_{22} \& x_{17}=x_{1} \& x_{2} \& x_{5}, \\
& x_{25}=x_{23} \& x_{11}=0 .
\end{aligned}
$$

We thus obtain the circuit of Fig. 2.5,i. This last circuit can be represented by the function

$$
x_{\mathrm{e}}=x_{24} \vee x_{25} \vee x_{3}=\left(x_{1} \& x_{2} \& x_{5}\right) \vee x_{3}
$$

This is the logical function performed by the original circuit of Fig. 2.5,a. But it is also performed by the circuit of Fig. 2.6; that is, the circuit shown in Fig. 2.6 is equivalent to that of Fig. 2.5, a.

Incidentally, contact $x_{4}$ of Fig. 2.5, a is absent from the equivalent circuit of Fig. 2.6; this means that it serves no purpose in the circuit, a fact which can be readily verified. Indeed, Fig. 2.5, a shows that the circuit can be closed by closing contact $x_{3}$ alone. If $x_{3}$ is open, then we can close the circuit by closing $x_{1}, x_{2}$, and $x_{5}$, and therefore do not need $x_{4}$.

We have considered only one example of a procedure which allows us to derive the logical function corresponding to any given circuit. This procedure is called the analysis of the circuit. The simplification of the starting functions, arrived at


Line 2

Fig. 2.6. by means of Boolean algebra, results in circuits that are equivalent to the starting networks but have the great advantage of being much simpler.

In our example we were able to simplify the function to such an extent that the practical switching circuit performing it could be drawn without further ado. This, however, is not always possible, especially in the more complex cases. In these cases, the logical function so derived is but the starting point in the synthesis of a switching network capable of realizing it.

### 2.3. SYNTHESIS OF COMBINATIONAL RELAY SWITCHING CIRCUITS

Assume that we are given some logical function and that we are required to construct a relay circuitembodying it. We shall discuss only circuits consisting of single-coil relays and an output relay whose coil is connected in series with the contact network. We shall assume that the logical function is given by a table enumerating all possible combinations of values of the variables, each such combination corresponding to some value of the function (such tables were described in Section 1.3).

Table 2.2


Consider the function of three variables $y=L\left(x_{1}, x_{2}, x_{3}\right)$, given by Table 2.2. Its complete disjunctive normal form (see Section 1.3) is:

$$
\begin{gathered}
y=\left(x_{1} \& \bar{x}_{2} \& \bar{x}_{3}\right) \vee\left(\bar{x}_{1} \& x_{2} \& \bar{x}_{3}\right) \\
V\left(x_{1} \& \bar{x}_{2} \& x_{3}\right) \vee\left(x_{1} \& x_{2} \& x_{3}\right)
\end{gathered}
$$

This form is directly translatable into a practical switching network by means of the following rules:

As in the case of analysis, a normally open contact is made to correspond to $x_{i}$ (in this particular function, $i=1,2,3$ ), and a normally closed contact to $\bar{x}_{i}$. Each conjunctive term (in parentheses) becomes a chain of series-connected contacts, whose states are specified by variables contained in the parenthesis. The complete disjunctive normal form corresponds to parallel connection of the above-mentioned series chains.

Applying these rules to our ex-


Fig. 2.7. ample, we obtain the circuit shown in Fig. 2.7.

This canonical technique will translate any logical function into a series-parallel switching network. In some cases it is then possible to simplify the result, obtaining a circuit containing a smaller number of elements (see the example of Section 2.2),
There are, however, other techniques, which by abandoning the canonical technique and the series-parallel network in favor of the so-called bridge circuit, lead directly to more economical systems embodying a given logical function.*

We shall now present, without proof, one such technique-devised by A. Sh. Blokh.** Returning to Table 2.2 , which defined our logical function, let us write out the row containing the values of $y$, that

[^5]is
$$
01101001
$$

We then group the symbols of this row into pairs as follows:

$$
01101001 .
$$

Should any pair contain two identical symbols, that symbol is written below that pair (there are no such pairs in this example). Otherwise, we assign the symbols 2 and 3 to the remaining pairs as follows:

$$
\frac{01}{2} \frac{10}{3} \frac{10}{3} \frac{01}{2}
$$

These new symbols are again grouped into pairs; the new pairs are again grouped as above, and we assign the symbol 4 to the group 23 and the symbol 5 to group 32 . The new symbols are again grouped, and so on, until a complete triangular matrix is obtained. This matrix will alwayshave $k+1$ rows, where $k$ is the number of arguments of the function. Thus the function of Table 2.2 yields the matrix

$$
\frac{\frac{01}{2} \frac{10}{3} \frac{10}{3} \frac{01}{2}}{\frac{4}{6}}
$$

Now we proceed with the design of the switching network. To start with, we draw one horizontal line for each row of the matrix (in this case, $k+1=4$ ). We then enter each of the elements of the matrix as a point on the corresponding line, copying the respective numeral above that point; we thus obtain a set of nodes which we join into a "tree." In drawing the tree, we omit branches that lead to nodes denoted by 0 (see Fig. 2.8). On the branches originating in the lowest tier we place the contacts of the third relay ( $x_{3}$ and $x_{3}$ ), with $\bar{x}_{3}$ on the left- and $x_{3}$ on the right-hand branch. Similarly, contacts $x_{2}$ and $x_{2}$ are positioned on the branches originating in the second lowest tier, while contacts $\bar{x}_{1}$ and $x_{1}$ are located on the branches starting from the third tier. If the tree contains a branch joining two nodes denoted by the same numeral, then the nodes are shortcircuited (no contact is placed on the branch). For our example, we obtain the circuit shown in Fig. 2.9.

For all practical purposes, we now have a network performing the given function. This network may be simplified to its final form


Fig. 2.8.


Fig. 2.9.


Fig. 2.10.
by combining the nodes denoted by the same numeral, thus reducing the number of component contacts. Our final design will then be the bridge circuit of Fig. 2.10.

The above technique yields a combinational relay switching circuit for any given logical function. This circuit usually contains a smaller number of elements than that synthesized by means of the canonical method employing the full normal disjunctive form of the function.

### 2.4. OTHER METHODS FOR CONVERTING LOGICAL FUNCTIONS INTO PRACTICAL DEVICES

Aside from electromechanical relays, there are other practical devices embodying logical functions, that is, capable of executing the operations of propositional calculus. We shall now give a few examples of these.

## a) Diode Logic

A diode is an element with a nonlinear characteristic such that a flow (an electric current, a stream of air or of liquid, or any other flux) can pass through it in one direction virtually without resistance while a practically infinite resistance to this flow is offered in the opposite direction. Thus, the diode acts as a gate, allowing flow in one direction and blocking it in the other. In diagrams it is usually represented by the symbol shown in Fig. 2.11, where the triangle points in the allowed direction of flow.

In relay switching circuits, the input of the logical variables $X_{1}, X_{2}$, and so on, is accomplished by feeding current to the relay input. Wherever a negation (complement) of these variables is desired, one employs a nor-


Fig. 2.11. mally closed contact. However, this cannot be done with diode circuits, because these circuits are incapable of performing the operation of negation.

For this reason, not only the variables $x_{1}, x_{2}$, and so on, but also their negations (complements) $\bar{x}_{1}, \bar{x}_{2}$, and so on, must be fed as inputs. These negations are performed outside the diode circuit by other devices, for instance, by electromechanical relays.

We shall now show how any logical function can be embodied in circuits employing only diodes and linear resistances. Let the function be given in its complete disjunctive normal form

$$
\begin{aligned}
& y=y_{1} \vee y_{2} \vee y_{3} \vee y_{4}= \\
& =\left(x_{1} \& \bar{x}_{2} \& \bar{x}_{3}\right) \vee\left(\bar{x}_{1} \& x_{2} \& \bar{x}_{3}\right) \vee\left(\bar{x}_{1} \& \bar{x}_{2} \& x_{3}\right) \vee\left(x_{1} \& x_{2} \& x_{3}\right) .
\end{aligned}
$$

This function has three independent variables and so the circuit must contain three pairs of lines- $x_{1}$ and $\bar{x}_{1}, x_{2}$ and $\bar{x}_{2}, x_{3}$ and $\bar{x}_{3}$. The number of output lines must equal the number of conjunctive terms (in parentheses) of the function being performed. In our case, there are four such terms (Fig. 2.12). All the output lines terminate in diodes whose terminals are, in turn, tied to a single output resistance. Such a circuit performs a disjunction in the same way as any other parallel connection. The input signals are also fed through resistances.


Fig. 2. 12.
Each output line represents one of the conjunctive terms of our functional form. But the logical variables, at leastin our case, are contained in all such parentheses. For this reason, each output line
must be connected, via diodes, with all those input lines which carry the variables contained in a given conjunctive term. The connecting diodes are arranged so as to permit the current to pass from the output to the input lines. In our example, the first conjunctive term is

$$
y_{1}=x_{1} \& \bar{x}_{2} \& \bar{x}_{3} .
$$

Its corresponding diode switching circuit is shown in Fig. 2.13; the complete diode circuit, performing the complete logical function, is shown in Fig. 2.14.

Any other logical functions may be performedin a similar fashion.

This technique starts from the complete disjunctive normal form of the function and is therefore as canonical a method as that employed for the synthesis of the relay switching circuits of Section 2.3. However, it usually yields circuits that are uneconomical because they require too many diodes. Although there are methods for designing more economical circuits, we shall not dwell on them here and shall refer the reader to the original publications (see, for example, [127]).


Fig. 2.13.


Fig. 2.14.

## b) Triode Logic

A triode is an element exhibiting a variable resistance in response to a control signal. All other conditions being equal, the plate current of a triode (vacuum) tube, is determined by the grid voltage; in a transistor triode, the resistance varies as a function of an externally applied signal.

The characteristic curve of any triode device exhibits a saturation, at which the resistance is constant and maximum. We can use as logical variables (levels 0 and 1) the control signal levels which produce the minimum and maximum resistances of the triode. These resistances become the output of the device. Then various combinations of these triodes with constant passive resistances allow us to realize the logical functions of one (Fig. 2.15) and of several (Fig. 2.16 ) independent variables.


Fig. 2.15.


Fig. 2.16.
If one can execute negation, conjunction and disjunction by means of a set of devices, one can also perform any conjunctive term of the complete disjunctive normal form of any logical function, as well as the disjunction of these terms. This being the case, triode circuits can embody any logical function. Again, however, the canonical synthesis proves uneconomical (it yields circuits with redundant elements), so that one usually designs with more advanced techniques.

## c) Networks using Magnetic Components

There are many ways of designing logical systems based on magnetic amplifiers, but we shall give only a brief description of a
greatly simplified version of one such system. Figure 2.17 is a schematic of a magnetic amplifier with positive feedback, consisting basically of a magnetic core $l$ which is associated with several windings*. The alternating current is supplied to windings $w_{\sim}$ and $w_{\sim}^{\prime}$, from which it passes, via the diode bridge 2 and the load resistance $R_{\mathrm{e}}$, to the positive feedback windings $w_{\mathrm{fb}}$ and $w_{\mathrm{fb}}^{\prime}$. In addition, the core carries bias windings $w_{\mathrm{b}}$ and $w_{\mathrm{b}}^{\prime}$, as well as one or more control windings: $w_{\text {con } 1}$ and $w_{c o n 1}^{\prime}, w_{\text {con } 2}$ and $w_{\text {con } 2}^{\prime}$, and so on. The bias windings are supplied with a constant direct current $i_{b}$. The control windings are also dc-fed, and the levels of this direct current are used as the input variables of the system. The output of the device is the rectified current $i_{1}$ in the load circuit.


Fig. 2.17.
Consider first an amplifier with only one pair of control windings, $w_{\text {con } 1}$ and $w_{\text {con 1 }}^{\prime}$. Figure 2.18 shows the characteristic of this amplifier, that is, the dependence of the output (current $i_{1}$ in the load circuit) on the input (current $i_{\text {con }}$ in the control windings) at zero bias current (a bias current shifts this characteristic along the $i_{\text {con }}$ axis).

If the value $i_{\text {con }}=0$ is made to correspond to the 0 level of the input variable and any value $i_{\text {con }}<-i_{\text {con }}^{\prime}$ to the 1 level, and if the lowest and highest levels of the output current (these being the only possible levels, in accordance with the characteristic of Fig. 2.18) are made the 0 and 1 levels of the output variable, then, at zero bias current, the amplifier will be a negation element.

[^6]

Fig. 2.18.


Fig. 2.19.

The same amplifier can perform "repetition." In this case, a bias current $i_{\mathrm{b}}$ is used to shift the characteristic to the right (as shown in Fig. 2.19), and the polarity of the control signal is reversed. Now the lowest level of output dc appears at $i_{\text {con }}=0$; that is, the output logical variable is at level 0 . If the input signal is 1 (i.e., $i_{\text {con }}$ is high), then the level of the logical variable at the outputwill also be 1 (the current in the load circuit will be at maximum).

The magnetic amplifier is thus a contactless analog of the electromechanical relay with normally closed or normally open contacts.

We shall now consider a magnetic amplifier with several control windings. The characteristic of Fig. 2.19 will still hold at the appropriate bias current but the abscissa now denotes the total ampere-turns of all the control windings.
Retaining the same 0 and 1 levels of the individual input variables (that is, the same current values) in the corresponding windings as in the case of an amplifier with a single control winding, we now obtain a device performing a disjunction of all the $n$ input variables. Indeed, it is now sufficient to set any one of the control windings at level 1 to obtain the maximum level of the output current.

If, however, the input current corresponding to level 1 in each winding is now reduced by a factor of $n$ (where $n$ is the number of input variables), then the number of ampere-turns necessary to obtain the same output level 1 can be achieved only if all the inputs are set equal to 1 . The magnetic amplifier then embodies a conjunction of $n$ variables and is the contactless analog of the multiplecoil electromechanical relay.

If the output of one magnetic amplifier is connected to the input of another magnetic amplifier (or to the inputs of several amplifiers), we have a network. In particular, we can use a set of these amplifiers to synthesize any desired combinational switching circuit. And since the individual magnetic components can perform negation, conjunction, and disjunction, a system of containing a multiplicity of such components can embody any desired logical function.

## d) Pneumatically Operated Switching Circuits

A schematic diagram of a pneumatic switch is shown in Fig. 20.20 , a and Fig. 2.20 ,b shows the conventional notation for it. The switch housing contains four chambers ( $K_{1}, K_{2}, K_{3}$, and $K_{4}$ ) formed by the diaphragms $M_{1}, M_{2}$, and $M_{3}$ carried by a common piston rod $R$. Set-point controlling pressures $P_{\mathrm{a}}$ and $P_{\mathrm{b}}$ may be maintained in chambers $K_{1}$ and $K_{2}$ through ducts $L_{1}$ and $L_{2}$; chamber $K_{3}$ is connected to a compressed-air supply line via the axial duct $C_{3}$, and chamber $K_{4}$ is vented to the atmosphere via duct $L_{4}$. Axial duct $C_{4}$ from chamber $K_{4}$, and duct $L_{3}$ from chamber $K_{3}$ are interconnected on the outside by means of feedback line $F B$, in which we establish the output pressure $P$.

When the piston $\operatorname{rod} R$ isinitsextreme 'up"' position, it blocks duct


Fig. 2.20. $C_{3}$ and opens up duct $C_{4}$; this produces atmospheric pressure in the FB line at the output of the switch. However, when the piston rod is in its extreme "down" position, it blocks $C_{4}$ and opens $C_{3}$; the output pressure then equals that in the supply line.

The position of the piston rod depends on the direction of the forces acting on its diaphragms, with the magnitude and direction of these forces determined by the pressures in chambers $K_{1}, K_{2}$, and $K_{3}$, that is, pressures $P_{\mathrm{a}}, P_{\mathrm{b}}$, and $P$. The opposing force exerted by the output pressure $P$ on the diaphragm-rod assembly constitutes a positive feedback.

The response of this pneumatic switch, illustrating the above properties, is presented in Fig. 2.21.

Now consider this switch when a constant pressure $P_{\mathrm{b}}=P_{\mathrm{h} 1}$ (the back pressure, or bias pressure) is maintained in $K_{2}$. The shape of the response remains unchanged from that of Fig. 2.21, but it is displaced to the right, the magnitude of the displacement increasing with back pressure (bias) $P_{\mathrm{b}}$ (Fig. 2.22).

Such a device can be used to perform the logical operation of "repetition." This is done by assigning the level 1 to a pressure higher than $P_{\mathrm{h} 1}$, and the level 0 to a pressure lower than $\left(P_{\mathrm{h} 1}-\Delta P\right)$.


Fig. 2.21.


Fig. 2.22.

Obviously, the supply pressure $P_{\mathrm{s}}$ is thatexceeding $P_{\mathrm{hl}}$. The switch performing the repetition is shown in Fig. 2.23 in the conventional notation of Fig. 2.20, with the chamber in which pressure $P_{\mathrm{hl}}$ (first back pressure) is maintained, indicated by cross-hatching.

The pneumatic switch may also be used


Fig. 2.23. to perform negation. In this case a constant pressure $P_{\mathrm{h} 2}$ is maintained in $K_{1}$, and the response of the switch is shown in Fig. 2.24. The simplified diagram is shown in Fig. 2.25, with $K_{1}$, in which the constant pressure $P_{\mathrm{h} 2}$ (differing from $P_{\mathrm{h} 1}$ ) is maintained, indicated by hatching. Pressures $P_{\mathrm{h} 1}$ and $P_{\mathrm{h} 2}$ differ because $P_{\mathrm{h} 1}$ determines the location of the right-hand and $P_{\mathrm{h} 2}$ that of the left-hand vertical line of the hysteresis loop. Our device now performs a negation. Thus we make the independent logical variable $P_{1}=1$ at $P_{\mathrm{b}}>P_{\mathrm{h} 2}+\Delta P$; the output signal then assumes level 0 ; if $P_{\mathrm{b}}<P_{\mathrm{h} 2}$ (that is, when $P_{1}=0$ ), the output pressure $P=P_{\mathrm{S}}$, and the output signal equals 1 .


Fig. 2.24.


Fig. 2. 25.

So far, we have shown how the switch performs logical functions of one independent variable. We shall now show how the same switch can perform logical functions of two or more independent variables.

The schematic diagram of Fig. 2.26 shows that the duct previously leading to the supply line (Fig. 2.23) is now connected to the line producing a second independent input variable $P_{2}$. The switch


Fig. 2.26. will now perform the conjunction of two independent variables because an above-atmospheric pressure will exist in the output line if, and only if, both input signals are at level 1.

A circuit of $n-1$ devices, assembled as in Fig. 2.27, will perform the conjunction of $n$ independent variables.


Fig. 2.27.
Figure 2.28 shows a device performing the disjunction of two independent variables while the circuit of Fig. 2.29, which consists of ( $n-1$ ) pneumatic switches, performs the disjunction of $n$ independent variables.

Since we now have pneumatic devices performing negation, conjunction, and disjunction, we can design pneumatic switching circuits to perform any logical function. Here, too, the canonical method may be used (as we have already stated several times, this method starts with a given function in its complete disjunctive normal form). But, as before, this general procedure yields switching circuits that


Fig. 2.28.
are uneconomical because they require too many components. We can see this from the mere fact that our pneumatic switch, which may be employed as a device performing negation, repetition, conjunction, and disjunction of two independent variables, can also be used as an implication (Fig. 2.30) or as an inhibit device (Fig. 2.31). The figure shows that implication can be achieved by means of a single switch, whereas the canonical method, which expresses implication by means of negation, conjunction, and disjunction, calls for two such devices. This follows from the formula

$$
P=P_{1} \rightarrow P_{2}=\tilde{P}_{1} \vee P_{2} .
$$



Fig. 2.29.


Fig. 2. 30.


Fig. 2.31.


Fig. 2. 32.

A switching circuit performing implication as required by the canonical method is shown in Fig. 2.32. This cumbersome arrangement performs the same function as the simple switch of Fig. 2.30.

### 2.5. THE PROBLEM OF MINIMIZATION OF DEVICES PERFORMING LOGICAL FUNCTIONS

The design of devices performing given functions immediately entails the following problem: Given a set of blocks (elements) capable of performing simple logical functions, each kind of block being associated with some positive number called its "price"' (this may be the actual price or some conventional factor), and given also the function to be executed (for example, inits full normal disjunctive form), we want to determine which of the switching circuits capable of performing this function (and consisting of the blocks of the given set) will have the minimum total price, defined as

$$
p=\sum_{i=1}^{r} \alpha_{i} h_{i}
$$

where $\alpha_{i}$ is the number of blocks of a particular kind, $h_{i}$ is the price of one block, and $r$ is the number of different blocks in the set.

This problem, often referred to as the minimization problem, is of fundamental importance in engineering applications of propositional calculus. A great deal of work has been devoted to it, and numerous algorithms* (procedures) suggested for its partial solution. All these procedures consists of more or less complex scanning methods (that is, examination of all the differentexisting possibilities), so that so far there are no convenient, practical techniques for minimization; all that has been developed is various "paths", along which one may hope to come across more or less economical designs.

To give the reader at least some broad idea of what is involved, we shall briefly describe one of the many procedures for partial solution of the minimization problem.

Suppose the logical function $F$ is given in its complete disjunctive normal form. If the set of blocks consists of the AND, OR, and NOT elements (both AND and OR having twoinputs each) and all the elements carry the same price tags, then the minimization problem is reduced to finding that analytical expression of this function which

[^7]contains only the symbols,$- \&$, and $V$ and in which the number of these symbols is minimum.

Let us describe Quine's solution of this problem [214]. The full form is simplified as much as possible by means of the identity

$$
\begin{equation*}
(A \& x) \vee(A \& \bar{x})=A \tag{2.1}
\end{equation*}
$$

where $A$ may be a conjunction of several variables. Then the same operation is repeated on all the conjunctions obtained as a result of the first simplification, and so on, until no further reduction of terms is possible. The pairs of conjunctions (originating from the terms of the complete form and from the form obtained as a result of the simplification) which cannot be further reduced by means of the simplifying identity (2.1) are called the prime implicants of F. Quine has shown that any minimal disjunctive normal expression of $F$ is a disjunction of certain prime implicants of $F$. Therefore, the next step in finding the minimal expressions of $F$ consists of determining these combinations of prime implicants whose disjunctions yield minimal expressions. This technique (see [185]) gives combinations of prime implicants whose disjunction is equivalent to $F$, but from which not a single prime implicant may be eliminated without violating the condition of equivalence to $F$. Such disjunctions are called "irredundant" expressions for $F$. Then we count the number of symbols -, \&, and $V$ in each of the irredundant expressions and select the expressions with the least total of these symbols. These are the minimal expressions, according to our criterion of minimality. Consider an example. We are given the Boolean function

$$
\begin{aligned}
F\left(x_{1}, x_{2}, x_{3}\right)= & \left(\bar{x}_{1} \& x_{2} \& x_{3}\right) \vee\left(x_{1} \& \bar{x}_{2} \& x_{3}\right) \vee \\
& \vee\left(x_{1} \& x_{2} \& \bar{x}_{3}\right) \vee\left(\bar{x}_{1} \& \bar{x}_{2} \& x_{3}\right) \vee\left(\bar{x}_{1} \& x_{2} \& \bar{x}_{3}\right) .
\end{aligned}
$$

As a result of all possible pairwise reductions of terms of the complete form (whereby each term of the disjunctive form may be used in more than one pair), we obtain the conjunctions

$$
\bar{x}_{1} \& x_{3}, \quad \bar{x}_{1} \& x_{2}, \quad \bar{x}_{2} \& x_{3}, \quad x_{2} \& \bar{x}_{3},
$$

which cannot be further reduced. These are also the only conjunctions whose combination does not yield a single further reduction. Thus they all are prime implicants of $F$. Although the disjunction of all these prime implicants is equivalent to $F$, it may be proven directly that the deletion of the conjunction $\bar{x}_{1} \& x_{3}$ does not violate the condition for equivalence but that no other remaining conjunction can be deleted without violating that equivalence. Hence,

$$
F=\left(\bar{x}_{1} \& x_{2}\right) \vee\left(\bar{x}_{2} \& x_{3}\right) \vee\left(x_{2} \& \bar{x}_{3}\right)
$$

is one of the irredundant expressions. It may also be shown that

$$
\left(\bar{x}_{1} \& x_{3}\right) \vee\left(\bar{x}_{2} \& x_{3}\right) \vee\left(x_{2} \& \bar{x}_{3}\right)
$$

is also an irredundant expression. The function has no other such expressions. A comparison of these two irredundant expressions shows that they have the same number of,$- \&$, and $V$ symbols; therefore they are minimal to the same degree.

So much for Quine's procedure. We now have dozens of procedures for finding prime implicants of logical functions. Some of these are more suited for manual calculations, others for computations on computers; still others are mainly employed in research on minimization problems. The methods of minimization also differ: one can use special diagrams [180], various constructs on $n-$ dimensional cubes [33], numerical calculations [161, 127], and so on.

Several procedures (for example, [33]) develop minimal normal expressions by starting with the prime implicants.

The finding of minimal normal expressions of logical functions of even a small number of variables (for instance, six or seven) is a rather laborious process. But we now have several useful simplified procedures which give normal expressions that are close to the minimal and entail much less labor [216-218].

The Quine procedure yields minimal disjunctive normal expressions. However, the minimal conjunctive normal expressions may sometimes prove to be "smaller" than the disjunctive forms. Because of that, one must examine both the disjunctive and the conjunctive normal expressions to select the truly minimal expression. Since the techniques for obtaining minimal conjunctive normal expressions are similar to those for the corresponding disjunctive forms, we shall not dwell on them.

The fact that a function yields a minimal normal expression does not necessarily mean that an even simpler expression cannot be obtained. For example, the minimal disjunctive normal expression of the function

$$
\begin{align*}
F\left(x_{1}, \ldots, x_{6}\right)= & \left(x_{2} \& x_{3} \& x_{4} \& x_{6}\right) \vee\left(x_{1} \& x_{2} \& x_{5}\right) \vee  \tag{2.2}\\
& \vee\left(x_{1} \& x_{2} \& x_{6}\right) \vee\left(x_{1} \& x_{3} \& x_{4} \& x_{5}\right)
\end{align*}
$$

has thirteen \& and $V$ symbols, whereas the minimal conjunctive normal expression of the same function

$$
\begin{aligned}
F\left(x_{1}, \ldots, x_{6}\right)= & \left(\bar{x}_{1} \& \bar{x}_{3}\right) \vee\left(\bar{x}_{1} \& \bar{x}_{4}\right) \vee\left(\bar{x}_{2} \& \bar{x}_{3}\right) \vee\left(\bar{x}_{2} \& \bar{x}_{4}\right) \vee \\
& \vee\left(\bar{x}_{1} \& \bar{x}_{2}\right) \vee\left(\bar{x}_{1} \& \bar{x}_{6}\right) \vee\left(\bar{x}_{2} \& \bar{x}_{5}\right) \vee\left(\bar{x}_{5} \& \bar{x}_{6}\right)
\end{aligned}
$$

contains $8+7+16=31^{-}, \&$, and $V$, symbols; thus, $(2.2)$ is the minimal normal expression. But another expression for the same function

$$
\begin{equation*}
F\left(x_{1}, \ldots, x_{6}\right)=\left[x_{1} \& x_{2} \&\left(x_{5} \vee x_{6}\right)\right] \vee\left\{x_{3} \& x_{4} \&\left[\left(x_{1} \& x_{5}\right) \vee\left(x_{2} \& x_{6}\right)\right]\right] \tag{2.3}
\end{equation*}
$$

contains only nine \& and $\vee$ symbols.
In this case we have reduced the minimal normal expression by means of the identity $(A \& B) \vee(A \& C)=A \&(B \vee C)$. Sometimes, however, one can employ this distributive law to the hilt and still not come up with the real minimum expression. For example, our minimal normal function (2.2) can be reduced still further

$$
F\left(x_{1}, \ldots, x_{6}\right)=\left[\left(x_{1} \& x_{2}\right) \vee\left(x_{3} \& x_{4}\right)\right] \&\left[\left(x_{1} \& x_{5}\right) \vee\left(x_{2} \& x_{6}\right)\right] .
$$

This form may be obtained from (2.3) by expanding the first term of the disjunction

$$
x_{1} \& x_{2} \&\left(x_{5} \vee x_{6}\right)=x_{1} \& x_{2} \&\left[\left(x_{1} \& x_{5}\right) \vee\left(x_{2} \& x_{6}\right)\right],
$$

and employing the distributive law to reduce the new expression.
Obviously, the reduction of other functions requires other identities. It is very difficult, however, to select a priori an identity suitable for the reduction of a given expression. In fact, it is even difficult to say $a$ priori whether a given expression can be eventually reduced to a more manageable form. Thus a great forward step would be a procedure yielding expressions about which one could confidently say that they are as "small" as can be found, that is, that there are no other forms of a given function which are more "minimal" $[120,121]$. Such expressions are called absolutely mini$m a l$, and their finding involves procedures which are far more complex than those for minimal normal expressions. We shall therefore not discuss them in detail, but shall simply point out that each such nontrivial procedure (algorithm) should have the following two features:

1. It should be able to predict the maximum complexity associated with the absolutely minimal expressions of a given function.
2. It should be able to give the absolutely minimal expressions within the limits imposed by the predicted maximum complexity.

For example, one can predict that the absolutely minimal expressions for the function (2.2) are not more complex than a 'disjunction of conjunctions of disjunctions" (type I) and a "conjunction of disjunctions of conjunctions', (type II). One then uses special algorithms to express (2.2) in terms of these limiting forms I and II. This gives two expressions of type I

$$
\begin{aligned}
& F\left(x_{1}, \ldots, x_{6}\right)=\left|x_{3} \&\left(\bar{x}_{1} \vee \bar{x}_{2}\right)\right| \vee\left(x_{2} \& \bar{x}_{3}\right), \\
& F\left(x_{1}, \ldots, x_{6}\right)=\left|x_{2} \&\left(\bar{x}_{1} \vee \bar{x}_{3}\right)\right| \vee\left(\bar{x}_{2} \& x_{3}\right)
\end{aligned}
$$

and one "degenerate" expression of type II

$$
F\left(x_{1}, \ldots, x_{6}\right)=\left(\bar{x}_{1} \vee \bar{x}_{2} \vee \bar{x}_{3}\right) \&\left(x_{2} \vee x_{3}\right) .
$$

Notice that both expressions resemble irredundant forms. With only three forms to scan, it is easy to see which is the smallest.

In general, however, the number of expressions similar to the irredundant forms is extremely large, even if the function has only a few variables, and the above procedures for absolutely minimal expressions are the refore not practical. For this reason the problem was attacked by developing procedures involving considerably fewer elementary operations. Such procedures necessarily yield expressions of a more complex form than the normal, but such expressions in general tend to approach the absolutely minimal. For example, the procedure may involve successive applications of the distributive law to the prime implicants of a given function. The resulting complex implicants may then themselves be treated as prime implicants and serve as a basis for developing irredundant expressions. The final minimal irredundant expressions can then be selected from these irredundant forms in the usual way.

However, there is another problem. Even if the absolutely minimal expression is known, the circuit based on it may prove to be nonminimal. For example, the absolutely minimal expression of the function

$$
\begin{align*}
& F=x_{3} \&\left[x_{5} \&\left(x_{1} \vee x_{2}\right) \vee\left(x_{2} \& x_{4}\right)\right] \vee  \tag{2.4}\\
& \vee\left\{x_{6} \&\left[\left(x_{1} \& x_{5}\right) \vee\left(x_{2} \& x_{4}\right)\right]\right\},
\end{align*}
$$

immediately yields a switching circuit of ten elements. However, a circuit performing this same function can also be constructed from eight elements (Fig. 2.33). This is due to the fact that, in some cases, one section or block of a system can be used to embody more than one part of the minimal expression. Thus we can represent
(2.4) in the form

$$
\begin{array}{r}
F=\left\{x_{3} \&\left|\left(x_{5} \& x_{1}\right) \vee\left(x_{5} \& x_{2}\right) \vee\left(x_{2} \& x_{4}\right)\right|\right\} \vee\left\{x_{6} \& \mid\left(x_{1} \& x_{5}\right) \vee\right. \\
\left.\left.\vee\left(x_{2} \& x_{4}\right)\right]\right\}=\left\{x_{3} \&\left|Q \vee\left(x_{5} \& x_{2}\right)\right|\right\} \vee\left(x_{6} \& Q\right)
\end{array}
$$

where

$$
\begin{equation*}
Q=\left(x_{1} \& x_{5}\right) \vee\left(x_{2} \& x_{4}\right) \tag{2.5}
\end{equation*}
$$

Our actual circuit of Fig. 2.33 can then be reduced to eight elements because the $Q$ operation, which appears twice in the irredundant expression, can be iterated through one and the same circuit block.


Fig. 2.33.
We have briefly reviewed the minimization problem assuming that all the elements carry the same price tag. It has been shown [217] that the minimization of circuits comprising elements of differing prices can be achieved by modifications of the same methods. The only difference is that a different criterion of the minimum is used in selecting the minimal expressions from the irredundant forms.

Our discussion was confined to minimization of sets consisting only of NOT, AND, and OR blocks, where the AND and OR units had only two inputs each. There are also solutions for similar problems involving other sets. However, each new set requires a new solution of the minimization problem. Thus, if the set consists of blocks of negation as well as of conjunction and disjunction of $n$ variables, the problem reduces to finding irredundant expressions (or expressions similar to irredundant forms if we deal with compound expressions) in which the number of prime implicants is minimum.

The minimization problem has become especially important due to the advent of general-purpose elements, that is, blocks that, either by means of simpler readjustment or by adding external connections
which cost little or nothing, may be used to perform several different functions. A typical example of such a block is the pneumatic switch of Fig. 2.20. There are no accepted solutions of the minimization problem for these systems, despite many attempts at developing one. The present trend in these systems is to develop procedures which would yield circuits that, while not minimal, are sufficiently minimized for practical purposes.

# Finite Automata and Sequential Machines: Basic Concepts 

### 3.1. DISCRETE TIME AND DISCRETE TIME MOMENTS

Let $\{x\}_{i}(i=1,2, \ldots, n)$ and $\{y\}$ be alphabets containing a finite number of symbols. Then the functional relationship

$$
\begin{equation*}
y=f\left(x_{1}, x_{2}, \ldots, x_{n}\right) \tag{3.1}
\end{equation*}
$$

matches any set of symbols, taken one at a time from alphabets $\{x\}_{1},\{x\}_{2}, \ldots,\{x\}_{n}$, with one symbol of alphabet $\{y\}$.

Now consider an ideal device embodying relationship (3.1). This device has $n$ inputs and a single output. Inputs $x_{1}, x_{2}, \ldots, x_{n}$ are fed symbols from alphabets $\{x\}_{1},\{x\}_{2}, \ldots,\{x\}_{n}$, respectively, all these inputs being made in ablock, thatis, at exactly the same time. This instantaneously generates a symbol from alphabet $\{y\}$ at the output, as specified by (3.1). We shall call such an instantaneously operating ideal device a function converter. In the special case when each of the alphabets $\{x\}_{1},\{x\}_{2}, \ldots,\{x\}_{n}$ and $\{y\}$ consists of two symbols only, that is, when $x_{1}, x_{2}, \ldots, x_{n}$ and $y$ are logical variables and $f$ is a logical function, such a device is a logical converter. Instantaneously responding combinational relay switching circuits and similar devices for performing the operations of propositional calculus would be practical embodiments of the abstract concept of a 'logical converter."

So far, our functional relationships have neglected the time factor and we have also assumed that the function converter acts instantaneously. Now, however, we shall introduce the concept of time.

We usually assume that time varies only in one direction ('into the future''), that it varies continuously, and that it thus passes through all possible values on the positive real axis. In other words,
when time appears as an argument of a function, it is usually defined on a continuum, namely, the positive real axis (the time axis).

In contrast to this, it is convenient to study discrete-action devices in terms of a hypothetical discrete time. Let us imagine that the continuous time axis can be divided into an infinite number of finite intervals, not necessarily of equal length (Fig. 3.1). Moving along the axis from $t=0$ toward $t=\infty$, we mark the points separating these intervals by characters $t_{0}, t_{1}, t_{2}, \ldots$ These points then constitute a countable set.

Let us further agree to represent the characters $t_{0}, t_{1}, t_{2}, \ldots$ by a series of positive integers $0,1,2, \ldots$ and call that imaginary time which consecutively assumes only these integral values the discrete time $t$.

The time instants $t_{0}, t_{1}, t_{2}, \ldots$, now denoted by numbers 0,1 , $2, \ldots$, shall be called discrete mo-
 ments, and the numbers $0,1,2, \ldots$ shall be treated as symbols constituting an alphabet $\{t\}$.

The current discrete moment (the one corresponding to the present instant) shall be denoted by $p$ (present). Thus $p$ divides all $t^{\prime} s$ into those preceding $\mathrm{p}(p-1, p-2, \ldots)$ and those following $(p+1$, $p+2, \ldots$ ) [Fig. 3.2].

Thus far, we have treated the variables of Eq. (3.1) as time-variant. Assume now
 that $x_{1}, x_{2}, \ldots, x_{n}$ vary in the discrete time. That is, the variables assume definite values for each $t$, so that we have functions $x_{i}(t)$, where $t=0,1,2, \ldots$, and where $\{x\}_{i}$ assumes values from alphabets $\{x\}_{i}(i=1,2, \ldots n)$. Then, by virtue of (3.1), we can set up a correspondence between these functions and the function

$$
\begin{equation*}
y(t)=f\left[x_{1}(t), x_{2}(t), \ldots, x_{n}(t)\right] \tag{3.2}
\end{equation*}
$$

where $y$ varies with the same $t$ as $x_{i}$ and assumes values from alphabet $\{y\}$. Such a system operates in discrete time but 'has no memory" in the sense that the "output', value $y$ at any instant $t=p$ depends solely on the values of the 'inputs' $x_{i}$ at that instant.

One can, however, imagine systems which also operate in discrete time and whose inputs and outputs are also symbols drawn from infinite alphabets, but in which the relationship between the
input and the output is not so simple. For example,

$$
\begin{gather*}
y(p)=f\left[x_{1}(p-1), x_{2}(p-1), \ldots, x_{n}(p-1)\right.  \tag{3.3}\\
\left.x_{1}(p), x_{2}(p), \ldots, x_{n}(p)\right] .
\end{gather*}
$$

In other words, the value of $y$ at any $t=p$ depends not only on the values of all the $x_{i}$ at $p$ butalso on their values of the preceding discrete moment $p-1$. Further, the value of $y$ at $t=p$ may even be a function of the entire history of values $y$. Consider the case in which $y$ is a logical variable whose value at any $p$ is specified as a negation of the value of $y$ at the preceding moment $p-1$ :

$$
\begin{equation*}
y(p)=\overline{y(p-1)} . \tag{3.4}
\end{equation*}
$$

Although the relation

$$
y=\bar{y}
$$

is contradictory, Eq. (3.4) does not lead to contradictions; it specifies a function $y(t)$ which consecutively assumes the values 1 and 0 even though there are no input (external) signals.

These special dynamical systems differ from the common ones (such as the pendulum or the four-terminal network) in that they operate in discrete time and their coordinates (inputs and outputs) are defined on finite sets.

Henceforth we shall be dealing with dynamical systems that are distinguished by these two properties.

### 3.2. ON DYNAMICAL SYSTEMS

A dynamical system is one involving time-varying processes. The state of a natural or man-made dynamical system at any instant is given by some number (finite or infinite) of generalized coordinates. Dynamical systems may be divided into several classes, depending on:
a) whether they are time-continuous or time-discrete, that is, whether the time is assumed to vary in a continuum or a countable set;
b) whether the system has a finite or infinite number of generalized coordinates; and finally
c) the cardinality of the set of all possible values of each generalized coordinate, that is, whether these sets are finite, countably infinite, or continua.

The concept "dynamical system"' is usually associated with systems described by ordinary or partial differential equations. In systems of this type the number of generalized coordinates may be finite (in which case they are described by ordinary differential equations) or infinite (described by partial differential equations), butin either case both the coordinates and the time vary in continua.

In those cases where the time is discrete, that is, varies in a countable set, while each of the finite or infinite number of generalized coordinates may assume values from continuum sets, the behavior of the system is described by difference equations.

In a special class of dynamical systems the time is again discrete but the generalized coordinates (whose number may be finite or infinite) assume values from finite sets.

Every dynamical system may be affected by externally generated input signals. Such input signals may also be defined on a continuum, a countable set, or a finite set. Dynamical systems described by differential or difference equations are usually capable of handling only a finite number of input signals; the latter, however, may take on any values from some continuum. Dynamical systems whose generalized coordinates are defined on finite sets are usually analyzed in terms of a finite number of input signals, and each of these signals is also defined on a finite set.

Dynamical systems in which time is defined on a countable set, the coordinates and (externally generated) input signals are defined on finite sets, and the number of input signals and coordinates is finite will be called finite dynamical systems. Particular cases of this class of systems are finite automata and sequential machines.

Systems that differ from the finite only in that they have an infinite number of generalized coordinates constitute a more general class of dynamical systems. These include Turing machines* and similar idealized devices.

The reader must be reminded at this point that an equation describes only an idealized model and not a real system. In this sense any dynamical system is an abstraction. Butalthough finite dynamical systems and Turing machines are no more than abstractions, they are very important abstractions because many technical devices and important natural processes lend themselves to representation by such abstractions.
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### 3.3. FINITE AUTOMATA

Consider a finite dynamical system whose state at any instant is characterized by a finite number of generalized coordinates $x_{1}, x_{2}$, $\ldots, x_{n}$. This system is subject to a finite number of externally generated input signals $\rho_{1}(t), \rho_{2}(t), \ldots \ldots, p_{m}(t)$. We are given either a time scale divided into discrete moments or conditions that enable us to determine the instant at which the next discrete moment will occur. In our definition, the signals and the states of the system are meaningful only at such discrete moments (and are neglected at all other times).

At these moments, each of the generalized coordinates $x_{i}$ may take on values only from a finite set, while each input $\rho_{j}$ also assumes values only from its finite set (of input signals).

Let us introduce an $n$-dimensional vector $x$ with coordinates $x_{1}, \varkappa_{2}, \ldots, x_{n}$ and an $m$-dimensional vector $\rho$ with coordinates $\rho_{1}, \rho_{2}$, $\ldots, \rho_{m}$. Because all the coordinates of the vector $x$, that is, $x_{1}, x_{2}$, $\ldots, x_{n}$ are defined on finite sets, the vector $x$ is also defined on a finite set. If the coordinate $x_{i}$ may take on $\xi_{i}$ values, then the vector $x$ may assume one of $k=\prod_{i=1}^{n} \xi_{i}$ values. Accordingly, the set on which $x$ is defined consists of $k$ elements.

By exact analogy, the vector $\rho$ with coordinates $\rho_{1}, \rho_{2}, \ldots, \rho_{m}$ is given on a finite set containing $r$ elements, where $r=\prod_{j=1}^{m} \eta_{j}$, and $\eta_{j}$ is the number of elements in the set on which $\rho_{j}$ is defined.

Let us consider an alphabet $\{x\}=\left\{\chi_{1}, x_{2}, \ldots, x_{k}\right\}$ consisting of $k$ symbols, and let us match the various possible values of the vector $x$ to the various symbols from this alphabet. We shall call the vector $x$ the state of our finite dynamical system.

Similarly, let us introduce an alphabet

$$
\{\rho\}=\left\{\rho_{1}, \rho_{2}, \ldots, \rho_{r}\right\}
$$

consisting of $r$ symbols, and match the various values of the vector $\rho$ to the various symbols from this alphabet. We shall call the vector $\rho$ the input to the system.

Now we shall define 'motion'' in our system, that is, we shall specify the method by which the state of the system is defined at each discrete moment of time. One very important definition leads to the concept a finite automation.

Definition. A finite dynamical system is said to be a finite automaton if its state at each discrete moment is uniquely defined (a)by
its state in the preceding moment and (b) by its input at the preceding or the current moment.

A finite automaton whose current state is defined by its state and input at the preceding moment shall be called a finite automaton of the $P-P \quad$ (past - past) type. An automaton whose current state is defined by its state at the preceding moment and its current input shall be called a finite automaton of the $P-P r$ (past-present) type.

The term 'finite automaton', also includes finite systems whose states are defined by their states and inputs during any desired finite number of preceding moments. The term does not, however, pertain to finite systerns whose states are defined by random factors or by their entire history (that is, systems whose states and inputs cannot be specified unless one knows their value at all the preceding discrete moments).

To put the above definition of the finite automaton in other terms, the symbol $x$ at any discrete moment is uniquely defined by the $x$ of the preceding moment and $\rho$ at the preceding or in the current moment. That is, for a P - P automaton:

$$
x^{p+1}=F\left(x^{p}, p^{p}\right), \quad p=0,1,2, \ldots,
$$

and for a finite automation of the $P-\operatorname{Pr}$ type

$$
x^{p+1}=F\left(x^{p}, p^{p+1}\right), \quad p=0,1,2, \ldots,
$$

where $F$ is a function in the sense of Chapter 1 (it matches a symbol from the alphabet $\{x\}$ with symbols from the alphabets $\{x\}$ and $\{\rho\}$. However, in contrast to the sense of Chapter 1, the symbol-arguments and the symbol-function may now pertain to differing time instants. For this reason formulas (3.5) do not specify a converter but a dynamical system.

The discrete moments corresponding to given $x$ and $\rho$ are identified by superscripts, where $p$ stands for the present, $p+1$ the next, and $p-1$ the immediately preceding moment.

If a new symbol $\mu$ is defined in the same alphabet $\{x\}=\left\{x_{1}, x_{2}\right.$, $\left.\ldots, x_{k}\right\}$ as $x$, then relations (3.5') and (3.5') can be treated as derived from

$$
\left.\begin{array}{rl}
\mu & =F(x, \rho),  \tag{3.6}\\
x^{p+1} & =\mu^{p} .
\end{array}\right\}
$$

In the first of the se relations, all the symbols pertain to the same time. If that time is $p$, that is,

$$
\mu^{p}=F\left(x^{p}, \rho^{p}\right),
$$

when we add the second relations (3.6) and eliminate $\mu^{p}$ we get

$$
x^{p+1}=F\left(x^{p}, \rho^{p}\right),
$$

that is, relation (3.5').
If, however, the time cor responding to the first of relations (3.6) is $p+1$, that is

$$
\mu^{p+1}=F\left(x^{p+1}, p^{p+1}\right),
$$

we can add the second of relations (3.6), eliminate $x^{p+1}$ and get

$$
\mu^{p+1}=F\left(\mu^{p}, \rho^{p+1}\right),
$$

that is, relation (3.5').
Let us consider (3.5'):

$$
x^{p+1}=F\left(x^{p}, p^{p}\right) .
$$

Knowing $p^{0}$ and $x^{0}$ for the momentzero, we can, by putting $p=1$, find $x^{1}$. Then, knowing $x^{1}$ and $\rho^{1}$, we can find $x^{2}$, and so on. The values of $x^{1}, x^{2}, \ldots$ can be determined in a similar fashion from Eq. (3.5'), starting from a given $x^{0}$ and a given input sequence $\rho^{1}, \rho^{2}, \ldots$ In this respect formulas (3.5) determine recurrence relations, which permit us to find consecutively all the $x^{1}, x^{2}, \ldots$, provided the initial state $x^{0}$ and the input sequence $\rho^{0}, \rho^{1}, \rho^{2}, \ldots$ are known.

We have already stated that $x$ and $\rho$ as well as the behavior of the system, in general, are significant only during discrete time moments. Thus, in dealing with a real dynamical system (or process) we imagine a device that records (samples) the values of $x$ and $\rho$ at such moments*, and that the decision as to whether or not the system is a finite automaton is made only on the strength of such a sampling record. In this sense the abstract concept of a "finite automaton'" may also be employed to describe continuous devices (devices exhibiting a continuum of states varying in

[^9]continuous time), provided only that during the discrete sampling moments, when the system is observed, the set of its possible states is finite and that one of relations (3.5) is satisfied. Thus, for example, a continuous system having several equilibrium states may be treated as a finite automaton. This is possible provided the data sampling moments are made to coincide with the instants at which complete equilibrium becomes established and provided the state of equilibrium is always uniquely determined by the system's preceding equilibrium and by the input signals to which it is subjected at the instant when that equilibrium is disturbed (or established).

Since all real systems operate in continuous time, the use of discrete time in our discussion calls for a special device, a synchronizing source, which signals the advent of the next discrete time moment (thatis, data sampling moment). We shall call such a source a discrete clock (or simply a clock).

The clock is not an integral part of the finite automaton. The signals it generates are external to the automaton in the same sense as are the input signals $\rho$. But the clock signals-the time input-do differ from the externally generated input signals, since they are not coded in symbols from the alphabet $\{\rho\}$ and they do not constitute arguments of function $F$ in (3.5). If the finite automaton is a process, the clock signals can be used only in some device that records $\rho$ and $x$ at the various time instants. In technical embodiments of a finite automaton, the clock signals are used only to determine the advent of the next discrete time moment.

Let us now examine some examples of the division of a continuous time scale into discrete moments.
a) The continuous time is divided into equal intervals so that an ordinary clock with a suitable regulated movement may serve as a synchronizing source. This is uniform time division.
b) The next discrete moment occurs wherever the symbol $\rho$ is changed, that is, whenever there is a change in the input. Here, the continuous time is divided into a sequence of intervals that are not, in general, of the same length. The clock may then be any device that responds to a change in input.
c) The next moment occurs whenever a symbol $\rho_{i}$ or $\rho_{j}$ appears at the input.
d) The next moment occurs whenever a symbol $\rho$ with an odd superscript is replaced by a $\rho$ with an even superscript; and so on.

Returning to formulas (3.5), let us now assume that the input $\rho$ does not vary. Then we have

$$
\begin{equation*}
x^{p+1}=F\left[x^{p}, \rho_{*}\right], \tag{3.7}
\end{equation*}
$$

where $\rho_{*}$ is a constant value of $\rho$. We shall call such a finite automaton self-contained or autonomous. It is independent of the externally generated input signals, but it still employs clock signals to indicate the next discrete time moment.

The symbol $\rho=\rho_{*}$ may be regarded as a parameter because it may be assigned any symbol from the alphabet $\{\rho\}$. By so doing we obtain $r$ autonomous automata. In this sense each finite automaton may be transformed into $r$ autonomous automata (some of which may be identical).

There is still another, formal definition of a finite automaton. This definition is unrelated to the concepts of a finite dynamical system, a state or an input. It merely says that given two finite alphabets of symbols $\{x\}$ and $\{\rho\}$, as well as the variables $x$ and $\rho$ which assume values from these alphabets, a finite automaton consists of the recurrence relations (3.5) coupling these variables.

This is a very broad and a very abstract definition, but its value lies precisely in its generality. It applies to a great variety of seemingly unrelated devices, processes and phenomena. By using it, one can introduce order where there seems to be none, and discover general laws governing all these systems, starting from the most general assumptions. This is the object of the theory of finite automata.

### 3.4. SEQUENTIAL MACHINES

Consider a system (Fig. 3.3) consisting of (a) a finite automaton $A$, which converts symbols $\rho$ of the alphabet $\{\rho\}$ into symbols $x$ of the alphabet $\{x\}$ as per Eq. (3.5') or (3.5 ${ }^{\prime \prime}$ ), where the function $F$ is given, and (b) a converter $\Phi$ which instantaneously and uniquely matches each symbol $x$ with a symbol $\lambda$ from an alphabet $\{\lambda\}$ :

$$
\begin{equation*}
\lambda^{p}=\Phi\left(x^{p}\right) . \tag{3.8}
\end{equation*}
$$



Fig. 3.3.

The instants at which the symbols $\rho$ and $\lambda$ appear coincide with the discrete time scale specific to the given automaton A. If one can select a single-valued function $F^{*}$ (which may differ from $F$ ) in such a way as to make symbols $\lambda$ satisfy
a relation of the form (3.5') or (3.5'), that is, if

$$
\begin{equation*}
\lambda^{p+1}=F^{*}\left[\lambda^{p}, \rho^{p}\right] \quad \text { or } \quad \lambda^{p+1}=F^{*}\left[\lambda^{p}, \rho^{p+1}\right], \tag{3.9}
\end{equation*}
$$

then the system consisting of automaton $A$ and converter $\Phi$ will also be a finite automaton. Naturally, such a function $F^{*}$ is not always available if for no other reason than that the alphabet $\{\lambda\}$ may differ from the alphabet $\{x\}$ in the number of symbols it contains; that is, the same symbol $\lambda$ may be used to code several symbols $x$.

For example, let the alphabets $\{x\}$ and $\{\lambda\}$ consist of eight and two symbols, respectively, and let the converter $\Phi$ generate the symbol $\lambda_{1}$ in response to an input of symbols $x_{1}$ to $x_{4}$ or the symbol $\lambda_{2}$ when the input consists of any of the symbols $x_{5}$ to $x_{8}$. We shall assume that Eq. (3.5) holds and that $F$ is such that after $\rho^{p}=\rho_{1}, x^{p}=x_{1}$ there follows the symbol $x^{p+1}=x_{3}$, and after $\rho^{p}=\rho_{1}, x^{p}=x_{4}$ there follows the symbol $x^{p+1}=\chi_{6}$. In the first instance the counting device will register

$$
p^{p}=p_{1}, \quad \lambda^{p}=\lambda_{1}, \quad \lambda^{p+1}=\lambda_{1},
$$

and in the second case

$$
\rho^{p}=\rho_{1}, \quad \lambda^{p}=\lambda_{1}, \quad \lambda^{p+1}=\lambda_{2} .
$$

Thus, identical $\lambda^{p}$ and $p^{p}$ may be followed by different $\lambda^{p+1}$. This means that our automaton-converter system is notinitself an automaton, since it does not preserve a relation of the form (3.5') between symbols $\lambda$ and $\rho$.

The system shown in Fig. 3.3 is, however, a finite dynamical system. We shall call it a finite automaton with an output converter, or simply a finite automaton with output. In this case, the symbols $\lambda$ are called the output symbols (as distinct from $x$, the state symbols), the alphabet $\{\lambda\}$ is called the outputalphabet, and the converter $\Phi$ is called the output converter.

In a more general case, the converter may have two inputs. The symbols fed to one of them are again from the alphabet $\{x\}$, while the signals to the other are symbols $\rho$. The converter then instantaneously matches a symbol $\lambda$ with each ( $x, \rho$ ) pair (Fig. 3.4). A finite dynamical system obtained by coupling a finite automaton to an output converter which admits the symbol $\rho$ (Fig. 3.4) is called a sequential machine (or, briefly, an $s$-machine). Of course, an $s$-machine may also be a finite automaton. Whether it is or not depends on the form of the function $F$ in Eqs. (3.5) for the automaton
$A$, as well as the type of converter $\Phi$ used. In all cases, however, the system of Fig. 3.4 is a finite dynamical system.

A sequential machine becomes a finite automaton (thatis, operates as a finite automaton) if the values of $\lambda$ (the output) are uniquely defined by the value $\lambda$ at the preceding discrete moment and the value of $\rho$ at the current moment, that is, if the relationship

$$
\lambda^{p+1}=F^{*}\left[\lambda^{p}, p^{p+1}\right]
$$

holds. This, for example, will be the case when one uses an identity converter whose alphabet $\{\lambda\}$ coincides with the alphabet $\{x\}$, that is, a converter that generates a symbol $\lambda^{p}$ coinciding with the input symbol $x^{p}$ regardless of $\rho^{p}$. In this sense, the concept of a "finite automaton" is a special case of the abstraction "sequential machine."


Fig. 3.4.

A finite automaton with an output converter may be treated as a special case of an $s$-machine in which the function $\Phi$ is independent of $\rho$.

At a first glance, the concept of a sequential machine appears broader than that of a finite automaton with output. However, this is not the case. This will be proven in Section 4.3, after we have formulated the concept of a 'net."

A sequential machine is of the $P-P$ or $P-\operatorname{Pr}$ type, depending on the automaton it contains. We shall now consider an arbitrary $s$-machine of the P - Pr type:

$$
\begin{equation*}
\left.x^{p+1}=F\left[x^{p}, \hat{p}^{p+1}\right], \quad \lambda^{p}=\Phi \mid x^{p}, p^{p}\right] . \tag{3.10}
\end{equation*}
$$

Eliminating the symbol $x^{p}$ from the converter equation, we get

$$
\left.\lambda^{p+1}=\Phi \mid F\left(x^{p}, p^{p+1}\right) p^{p+1}\right] .
$$

Let us now introduce the symbol $\tilde{x}$, which is defined in the alphabet
$\{x\}$ by the relation

$$
\tilde{x}^{p+1}=x^{p} .
$$

After substitution, we obtain

$$
\lambda^{p}=\Phi\left[F\left(\tilde{x^{p}}, \rho^{p}\right), \rho^{p}\right]=\Phi^{*}\left(\tilde{x^{p}}, \rho^{p}\right) .
$$

If we now employ $\tilde{x}$ in Eq. (3.10) for the automaton, we obtain

$$
\tilde{x}^{p+1}=F\left[\tilde{\alpha^{p}}, \rho^{p}\right] ;
$$

that is, all these transformations give an $s$-machine of the $\mathrm{P}-\mathrm{P}$ type:*

$$
\begin{equation*}
\widetilde{x}^{p+1}=F\left(\widetilde{x^{p}}, p^{p}\right), \quad \lambda^{p}=\Phi^{*}\left(\widetilde{\chi^{p}}, \varphi^{p}\right) . \tag{3.11}
\end{equation*}
$$

Thus, any P-Pr type $s$-machine may be transformed into P - P type $s$-machine merely by replacing its output converter $\Phi$ by a $\Phi^{*}$ converter. However, the reverse is not generally true. We shall return to this problem in Section 5.4.

### 3.5. TECHNIQUES FOR DEFINING FINITE AUTOMATA AND SEQUENTIAL MACHINES

Any function

$$
z=F(x, y)
$$

where $x$ and $y$ assume values from finite sets, may be given by a table such as 3.1 showing the corresponding values of $z$.

The equation of finite automaton of the $P-P$ type

$$
x^{p+1}=F\left[x^{p}, p^{p}\right]
$$

or the P - Pr type

$$
x^{p+1}=F\left\{x^{p}, \rho^{p+1}\right\}
$$

may be represented by an analogous Table 3.2 , in which the $\boldsymbol{x}^{p+1}$ symbol for a P - P automaton is represented by the intersection of row $x^{p}$ and column $\rho^{p}$, while the intersection of row $x^{p}$ and column $\rho^{p+1}$ defines the symbol $x^{p+1}$ for a P - Pr automaton. We shall call this the basic table of the finite automaton.

[^10]Table 3.1


Table 3.2


Each column of such a basic table is, in turn, the basic table for an autonomous automaton, which is obtained from the finite one by making the $\rho$ value in the heading of that column a constant.

Consider one such autonomous automaton (for example, Table 3.3). If we draw $k$ circles on a plane, assign to each circle a symbol $x$, and draw arrows which show the transitions occurring in the autonomous automaton in accordance withits basic table, we obtain its graph. Only one arrow can start at each circle, but any number of arrows (not exceeding $k$, however) may terminate at it. The graph of Fig. 3.5 corresponds to Table 3.3. Since each finite automaton yields $r$ autonomous ones, the basic table of one finite automaton yields $r$ graphs of autonomous automata. Figure 3.6 shows the graphs derived from Table 3.4.

Since all these $r$ graphs consist of the same $k$ circles, they can be combined into one graph,


Fig. 3.5. in which each arrow is labeled with the $\rho$ value at which that arrow can be performed. These labels are placed at the origin of the arrow in the case of the $\mathrm{P}-\mathrm{P}$ automaton, and at its tip in the case of the $\mathrm{P}-\mathrm{Pr}$ machine. Figure 3.7 shows the combined graph for Table 3.4 and Fig. 3.6, that is, for a P - Pr automaton.

Such a graph is called the state diagram of the automaton. In this case, each circle is the origin of $r$ arrows. If several of these terminate at the same circle, they may be combined into one, the labels indicating their $\rho$ values being joined by means of disjunction signs. The state diagram is fully equivalent and interconvertible with the basic table.

Table 3.3

| $x$ | $p$ |
| :--- | :--- |
| $x_{1}=p^{*}$ |  |
| $x_{2}$ | $x_{2}$ |
| $x_{3}$ | $x_{3}$ |
| $x_{4}$ | $x_{2}$ |
| $x_{5}$ | $x_{4}$ |
| $x_{6}$ | $x_{4}$ |

Table 3.4

| $p_{1}$ | $p_{1}$ | $p_{2}$ | $p_{3}$ |
| :--- | :--- | :--- | :--- |
| $x_{1}$ | $x_{5}$ | $x_{6}$ | $x_{6}$ |
| $x_{2}$ | $x_{4}$ | $x_{4}$ | $x_{4}$ |
| $x_{3}$ | $x_{3}$ | $x_{3}$ | $x_{2}$ |
| $x_{4}$ | $x_{3}$ | $x_{2}$ | $x_{5}$ |
| $x_{5}$ | $x_{6}$ | $x_{5}$ | $x_{1}$ |
| $x_{6}$ | $x_{2}$ | $x_{5}$ | $x_{3}$ |



Fig. 3.6.

Let us construct a square $k \times k$ matrix $C$ whose rows (from top to bottom) and columns (from left to right) are headed by symbols $x_{1}, x_{2}, \ldots, x_{k}$. The matrix element at the intersection of the $x_{q}$-th row and the $x_{s}$-th column is the label of the state diagram arrow that connects the circle $x_{q}$ with the circle $\varkappa_{s}$. This element may consist of one symbol $\rho$ or a disjunction of several $\rho$ 's. If there is no arrow between a circle $x_{l}$ and a circle $x_{m}$, then the corresponding square of matrix $C$ contains a 0 . Thus we obtain the matrix of Table 3.5 for the state diagram of Fig. 3.7.

This matrix is called an interconnection (or transition) matrix and is still another way of defining a finite automaton. Here, just as in the case of abasic table, one must specify beforehand whether the


Fig. 3.7.
Table 3.5
$x_{1}$
$x_{2}$
$x_{3}$
$x_{4}$
$x_{5}$
$x_{6}$$\left[\begin{array}{cccccc}x_{1} & x_{2} & x_{3} & x_{4} & x_{3} & x_{6} \\ 0 & 0 & 0 & 0 & \rho_{1} & \rho_{2} \vee \rho_{3} \\ 0 & 0 & 0 & \rho_{1} \vee \rho_{2} \vee \rho_{3} & 0 & 0 \\ 0 & \rho_{3} & \rho_{1} \vee \rho_{2} & 0 & 0 & 0 \\ 0 & \rho_{2} & \rho_{1} & 0 & \rho_{3} & 0 \\ \rho_{3} & 0 & 0 & 0 & \rho_{2} & \rho_{1} \\ 0 & \rho_{1} & \rho_{3} & 0 & \rho_{2} & 0\end{array}\right]$
automaton is of the P-P or the P - Pr type. Each row of the matrix must contain every $\rho_{i}$ once, and only once. The matrix may be derived directly from the basic table, dispensing with the intermediate state diagram.

Assume we have a basic table for a P - P automaton, that is, for the relation

$$
x^{p+1}=F\left[x^{p}, p^{p}\right] .
$$

Then each cell of the basic table defines three symbols:

$$
x^{p}, p^{p}, x^{p+1},
$$

that is, the row heading, the column heading, and the character contained in the cell. Let us call such a symbol triplet a triad. Since the whole table has $r k$ squares, and each square defines a triad, the table defines a set of $r k$ triads. We shall say that a set of triads is ordered if the first two symbols ( $x^{p}$ and $\rho^{p}$ ) of any two triads of that
set do not coincide. Any basic table of a finite automaton defines an ordered finite set of triads. Conversely, any ordered set of $r k$ triads defines a basic table, that is, a finite automaton.

The above also applies to P - $\operatorname{Pr}$ automata, that is, those defined by

$$
x^{p+1}=F\left[x^{p}, p^{p+1}\right] .
$$

However, in this case each triad consists of the symbol triplet

$$
x^{p}, p^{p+1}, x^{p+1}
$$

so that an ordered set is said to be one in which no two triads have identical first two symbols $x^{p}$ and $\rho^{p+1}$.

Now, if we wish to define a sequential machine in a table form, we must consider simultaneously the equations of its constituent automaton [(3.5') or (3.5")] and converter (3.8). To do this, we draw up the basic table for the finite automaton and add to each square the symbol $\lambda^{p+1}$ resulting from the converter equation. This combined table is the basic table of the s-machine.

If the automaton is of the P - P type [Eq. (3.5')], then we add to its table symbol $\lambda^{p}$. For example, the automaton of Table 3.4 plus the converter of Table 3.6 define the $s$-machine basic table 3.7. If, however, the automaton is of the $\mathrm{P}-\operatorname{Pr}$ type [Eq. (3.5')], then we add to each square the symbol $\lambda^{p+1}$, obtained from the converter table at the intersection of $x^{p+1}$ (the symbol already present in the square of the basic table) and $\rho^{p+1}$ (the heading of the basic table column in which the square is situated). Thus, if the $\mathrm{P}-\mathrm{Pr}$ automaton is given by Table 3.4 and the associated converter by Table 3.6 , then the basic table of the $s$-machine incorporating this $\mathrm{P}-\mathrm{Pr}$ automaton is Table 3.8.

Let us note in passing that the converter table for the P - $\operatorname{Pr}$ case may contain blank spaces, because some $x$ values may be missing from the corresponding column of the automaton table. Thus we could leave the square ( $\rho_{1}, x_{1}$ ) of Table 3.6 blank, because column $\rho_{1}$ of Table 3.4. contains no $x_{1}$ entries.

To obtain a state diagram of an $s$-machine, we modify the diagram of the corresponding automaton by including the appropriate $\lambda$ symbol at each circle. However, in an $s$-machine $\lambda$ is defined not only by $x$, but also by $\rho$. For this reason the state diagram for an $s$-machine differs from that of a finite automaton with an associated output converter in that the symbol $\lambda$ is not written inside a circle, but side by side with the symbol $\rho$ (above the arrow). The arrow connects state $x^{p}$ with state $x^{p+1}$. For a P - P automaton [Eq. (3.5')],

Table 3.6

|  | $p$ | $p_{1}$ | $p_{2}$ |
| :---: | :---: | :---: | :---: |
| $p_{3}$ |  |  |  |
| $x_{1}$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{3}$ |
| $x_{2}$ | $\lambda_{2}$ | $\lambda_{2}$ | $\lambda_{3}$ |
| $x_{3}$ | $\lambda_{1}$ | $\lambda_{1}$ | $\lambda_{3}$ |
| $x_{4}$ | $\lambda_{3}$ | $\lambda_{1}$ | $\lambda_{2}$ |
| $x_{5}$ | $\lambda_{1}$ | $\lambda_{1}$ | $\lambda_{2}$ |
| $x_{6}$ | $\lambda_{3}$ | $\lambda_{3}$ | $\lambda_{1}$ |

Table 3.7

| $x^{p} p^{p}$ | $p_{1}$ | $p_{2}$ | $p_{3}$ |
| :---: | :---: | :---: | :---: |
| $x_{1}$ | $x_{5}, \lambda_{1}$ | $x_{6}, \lambda_{2}$ | $x_{6}, \lambda_{3}$ |
| $x_{2}$ | $x_{4}, \lambda_{2}$ | $x_{4}, \lambda_{2}$ | $x_{4}, \lambda_{3}$ |
| $x_{3}$ | $x_{3}, \lambda_{1}$ | $x_{3}, \lambda_{1}$ | $x_{2}, \lambda_{3}$ |
| $x_{4}$ | $x_{3}, \lambda_{3}$ | $x_{2}, \lambda_{1}$ | $x_{5}, \lambda_{2}$ |
| $x_{5}$ | $x_{6}, \lambda_{1}$ | $x_{5}, \lambda_{1}$ | $x_{1}, \lambda_{2}$ |
| $x_{6}$ | $x_{2}, \lambda_{3}$ | $x_{5}, \lambda_{3}$ | $x_{3}, \lambda_{1}$ |


a)

b)

Fig. 3.8.
the symbol pair ( $\rho, \lambda$ ) is written at the origin of the arrow (Fig. $3.8, a)$, whereas in the case of $P-\operatorname{Pr}$ automaton [Eq. (3.5')], the label is at its tip (Fig. 3.8,b). In the first case, the output $\lambda$ is defined in the converter table at the intersection of the symbol $\rho$, written above the arrow, and the symbol $\varkappa$, written inside the circle from which the arrow emerges; in the second case, the coordinates are the $\rho$ above the arrow and the $x$ in the circle at the tip of the arrow. Thus, Fig. 3.9 shows a state diagram based on Table 3.8.


Fig. 3.9.

The state diagram of a sequential machine again gives an interconnection matrix. This matrix differs from that describing a finite automaton in that its elements consist of labels at the tips of the arrows of the state diagram, that is, the symbol pairs ( $\rho, \lambda$ ). If the basic table is 3.8, then the interconnection matrix is that of Table 3.9.

### 3.6. RECORDING THE OPERATION OF AN AUTOMATON

So far, we have established that symbols $\rho$ are sequentially "com-

Table 3.8

| $x^{p}$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $x^{p+1}$ | $p_{1}$ | $p_{2}$ | $p_{3}$ |
| $x_{1}$ | $x_{5}, \lambda_{1}$ | $x_{6,}, \lambda_{3}$ | $x_{6}, \lambda_{1}$ |
| $x_{2}$ | $x_{4}, \lambda_{3}$ | $x_{4}, \lambda_{1}$ | $x_{4}, \lambda_{2}$ |
| $x_{3}$ | $x_{3}, \lambda_{1}$ | $x_{3}, \lambda_{1}$ | $x_{2}, \lambda_{3}$ |
| $x_{4}$ | $x_{3}, \lambda_{1}$ | $x_{2}, \lambda_{2}$ | $x_{5}, \lambda_{2}$ |
| $x_{5}$ | $x_{6}, \lambda_{3}$ | $x_{5}, \lambda_{1}$ | $x_{1}, \lambda_{3}$ |
| $x_{6}$ | $x_{2}, \lambda_{2}$ | $x_{5}, \lambda_{1}$ | $x_{3}, \lambda_{3}$ | municated" to the automaton (or $s$-machine) from the outside, and that they are independent of its operation. The machine then processes the input $\rho$ into symbols $x$ (or $\lambda$ ).

Now we shall call an input sequence any finite (but as large as desired) series of $\rho$ symbols, and we shall call the analogous set of $x$ or $\lambda$ symbols a state sequence (or an output sequence). The number of symbols contained in such a set will be called the length of the sequence.


Table 3.9

| x 0 | $\bigcirc$ | $\underset{\sim}{2}$ | $\begin{aligned} & \widehat{\imath} \\ & \vdots \end{aligned}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\stackrel{ \pm}{ \pm}$ |  | $\bigcirc$ | - |
|  |  | $\stackrel{\text { ® }}{ }$ |  |  |  |
| * | - | \% | ล |  | 2 |
| $\times 0$ | $\bigcirc$ |  | 玉 | - |  |



Both the automaton and the sequential machine are operators that process sequences of input symbols of one alphabet into sequences of output symbols of another alphabet. The basic table, the set of triads, the graphs, the state diagram, the interconnection matrix, and the transition table are various methods of defining such an operator, since any one of these is sufficient to recreate the corresponding sequence $x$ (or $\lambda$ ) if the sequence $\rho$ and the initial state $\chi^{0}$ are known.

Table 3.10

| Dis- <br> crete <br> mo- <br> ment | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | $\ldots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{3}$ | $\rho_{8}$ | $\rho_{1}$ | $\rho_{3}$ | $\rho_{4}$ | $\rho_{6}$ | $\rho_{2}$ | $\rho_{8}$ | $\rho_{12}$ | $\ldots$ |
| $x$ | $x_{1}$ | $x_{2}$ | $x_{7}$ | $x_{1}$ | $x_{2}$ | $x_{12}$ | $x_{6}$ | $x_{3}$ | $x_{8}$ | $\ldots$ |

Consider now a three-row table 3.10 , whose row 1 contains the ordinal number of the discrete time moment, and rows 2 and 3 contain the corresponding $\rho$ and $x$. The table may have as many columns as desired. This is the tape of the finite automaton. Since a tape may be compiled for each input sequence $\rho(t)$, each automaton may have an infinite number of tapes.

Any initial piece of tape (from zero to any $k$ th moment) contains an input sequence and the corresponding state sequence of length $k+1$. Any three tape symbols, such as those delineated by the heavy line in Table 3.10, constitute a triad defining one cell of the basic table of the automaton (we shall use a heavy line to isolate a P-P triad, and a dotted line to delineate a P - Pr triad). Now, if we had a scanner with a cutout matching either the heavy or the dotted outline of the Table 3.10 , then, sliding this scanner along the tape, we would consecutively see all the various triads contained in it (obviously, each tape has a finite number of such triads). If we could scan all the tapes of a given automaton (an infinite number), we could then read the set of all the triads contained in all the tapes. But since all these tapes are generated by a single automaton, the set of triads must be finite. Infact, itis the finite ordered set of triads containing $r k$ elements.

In the preceding section we showed that since an automaton is an operator, it can be defined by a finite, ordered set of triads. We see now that all the tapes of the automaton consist of triads of this set.

Let us now select an alphabet of $r k$ symbols, for instance, $\{\tau\}$, and assign symbols $\tau$ to all the triads of our automaton. Then the tape
shall be reduced to only two rows: the ordinal number of the discrete moment and, the symbol $\tau$ (see Table 3.11). However, this reduces the available degrees of freedom, for the sequence of triads in such a tape cannot be arbitrary. Indeed, let the first triad $\tau_{5}$ consist of

$$
x_{7}, p_{3}, x_{12}
$$

This immediately fixes the first symbol in the following triad, so that only the two remaining symbols can vary; that is, the next triad can only be some triad of the same set which starts with $x_{12}$, for instance, $x_{12}, \rho_{8}, x_{6}$ or $x_{12}, \rho_{2}, x_{12}$, and so on. The triads corresponding to a given triad $\tau_{j}$ are those triads from our ordered set whose first symbol coincides with the last symbol of the given triad $\tau_{j}$. All the tapes of a finite automaton consist of triads arranged in such a way that each triad is followed by any one of its corresponding triads.

Table 3.11

| Dis- <br> crete <br> mo- <br> ment | 0 | 1 | 2 | 3 | 4 | 5 | 6 | $\ldots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\tau$ | $\tau_{5}$ | $\tau_{1}$ | $\tau_{3}$ | $\tau_{2}$ | $\tau_{3}$ | $\tau_{1}$ | $\tau_{8}$ | $\ldots$ |

The concept of a tape may be extended to the sequential machine by supplementing the finite automaton tape with a row of output symbols $\lambda$, after which the $x$ row is deleted (Table 3.12). This tape may also be split into triads such as

$$
\lambda^{p}, p^{p}, \lambda^{p+1} \text { or } \lambda^{p}, p^{p+1}, \lambda^{p+1}
$$

This set of triads may contain, however, some "contradictory" elements, in which the first two symbols $\lambda^{p}, p^{p}$ (or $\lambda^{p}, p^{p+1}$ ) are identical but are followed by differing third symbols $\lambda^{p+1}$, that is, the set is not an ordered one. It becomes ordered if, and only if, the sequential machine as a whole is a finite automaton.

Table 3.12

| Dis. <br> crete <br> mot <br> ment | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | $\ldots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{3}$ | $\rho_{8}$ | $\rho_{1}$ | $\rho_{3}$ | $\rho_{8}$ | $\rho_{6}$ | $\rho_{7}$ | $\rho_{8}$ | $\rho_{12}$ | $\cdots$ |
| $\lambda$ | $\lambda_{2}$ | $\lambda_{3}$ | $\lambda_{3}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{1}$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{3}$ | $\ldots$ |

We shall now discuss still another way of describing the operation of a finite automaton. Let us drawits state diagram (Fig. 3.10)
and consider the two circles incorporating symbols $x_{i}$ and $x_{j}$, respectively. The transition from state $x_{i}$ to state $x_{j}$ may be accomplished over one discrete moment, provided the input is $\rho_{1}$. The transition over two moments may be accomplished via the following alternative routes: in the first moment, the input is $\rho_{2}$ or $\rho_{3}$, and in the second momentitis $\rho_{2}$; or it is $\rho_{1}$ in both moments. If three discrete moments are available, then one can accomplish the transition via nine different alternative routes (Table 3.13). Similarly, we can derive all possible se-


Fig. 3. 10. quences of $\rho$ that would transform the state $x_{i}$ into the state $x_{j}$ over $q$ discrete moments. Each such sequence is a path of length $q$ leading from $x_{i}$ to $x_{j}$, and we shall represent it as a sequence of $q$ symbols $\rho$; the aggregate of all the possible paths of length $q$ shall be represented as a disjunction of such sequences. Thus, for example, Table 3.13 may be written in the form

$$
\rho_{1} \rho_{1} \rho_{1} \vee \rho_{1} \rho_{3} \rho_{1} \vee \rho_{2} \rho_{1} \rho_{2} \vee \rho_{2} \rho_{3} \rho_{2} \vee P_{3} \rho_{1} \rho_{2} \vee \rho_{3} \rho_{3} \rho_{2} \vee \rho_{1} \rho_{2} \rho_{1} \vee \rho_{2} \rho_{2} \rho_{1} \vee \rho_{3} \rho_{2} \rho_{1}
$$

Let us denote by $D_{i j}^{q}$ a disjunction describing all the possible $x_{i}$ to $x_{j}$ paths of length $q$. Then each disjunction $\{\rho\}$, shall comprise one or more sequences consisting of exactly $q$ elements $\rho_{i}$, some of which may coincide.

Table 3.13

| Path | Discrete moment |  |  |
| :---: | :---: | :---: | :---: |
|  | 0 | 1 | 2 |
| First | $P_{1}$ | $P_{1}$ | $P_{1}$ |
| Second . | $P_{1}$ | $P_{3}$ | $P_{1}$ |
| Third . | $\mathrm{P}_{2}$ | $P_{1}$ | $P_{2}$ |
| Fourth | 92 | $P_{3}$ | $P_{2}$ |
| Fifth | $P_{3}$ | $P_{1}$ | $P_{2}$ |
| Sixth | $P_{3}$ | $P_{3}$ | $P_{2}$ |
| Seventh | $P_{1}$ | $P_{2}$ | $P_{1}$ |
| Eighth | $\mathrm{P}_{2}$ | $\mathrm{P}_{2}$ | $P_{1}$ |
| Ninth . . . | P3 | $P_{2}$ | $P_{1}$ |

Let us now construct a matrix $C^{(q)}$. This matrix will contain $D_{i j}^{q}$ (at the intersection of the $i$ th row and the $j$ th column) if there is at least one $x_{i}$ to $x_{j}$ path of length $q$, and 0 if there is no such path. For example,

$$
C^{(q)}=\begin{aligned}
& x_{1} \\
& x_{2} \\
& x_{3} \\
& x_{4}
\end{aligned}\left[\begin{array}{cccc}
x_{1} & x_{2} & x_{3} & x_{4} \\
D_{11}^{(q)} & 0 & 0 & D_{14}^{(q)} \\
0 & 0 & D_{23}^{(q)} & 0 \\
0 & D_{32}^{(q)} & D_{33}^{(q)} & D_{34}^{(q)} \\
0 & D_{42}^{(q)} & 0 & 0
\end{array}\right] .
$$

This is the matrix of the path of length $q$. Just as in the interconnection matrix, the rows (top to bottom) and the columns (left to right) correspond to symbols $\varkappa_{1}, \varkappa_{2}, \ldots, x_{k}$ and are so denoted.

The matrix $C^{(q)}$ contains all the paths leading from any initial state to any final state (which may coincide with the initial state) over $q$ discrete moments. Because any sequence consisting of $q$ symbols $\rho$ will transform the automaton from any state into the same or another state, each row of the matrix $C^{(q)}$ contains, but only once, all the possible sequences that may be formed from the alphabet $\{\rho\}$ by selecting $q$ symbols at a time. Thus, for example, each row of the matrix $C^{(2)}$ must contain the sequences

$$
\rho_{1} P_{1} ; P_{2} P_{2} ; P_{3} P_{3} ; P_{1} P_{2} ; P_{2} \rho_{1} ; P_{1} \rho_{3} ; P_{3} P_{1} ; P_{3} P_{2} ; P_{2} P_{3}
$$

Each row of the $C^{(q)}$ matrix may contain these groups of $q$ symbols in different disjunctive arrangements and they may be distributed over different columns, in accordance with the basic table for a given automaton.

A complete set of matrices $C^{(1)}, C^{(2)}, C^{(3)}, \ldots$ completely specifies the operation of the automaton over any desired time period. However, such a set is not very useful and not really needed because we can always rederive the entire set of matrices from the starting interconnection matrix. We do this as follows.

To begin with, $C^{(1)}=C$, that is, the matrix of path length 1 coincides with the interconnection matrix since, by definition, its elements are those values $\rho$ which transform $x_{i}$ to $x_{j}$ over one discrete moment.

Let us now square the interconnection matrix, in accordance with the following rules.

1. An element $C^{2}{ }_{i j}$ of the product matrix (located at the intersection of the $i$ th row and $j$ th column) is specified, in accordance with general rules of matrix multiplication, as the sum of the
products of the elements of the $i$ th row of the first factor by the elements of the $j$ th column of the second factor. These products are not commutative; that is, in multiplying the elements, the positions of the factors cannot be interchanged.
2. Addition signs are replaced by disjunction signs throughout.
3. Multiplication signs define the operation of assigning symbols $\rho$.
For example, consider the matrix $C$ for the state diagram of Fig. 3.7:

$$
C=\begin{gathered}
\\
x_{1} \\
x_{2} \\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5} \\
x_{6}
\end{gathered}\left[\begin{array}{cccccc}
x_{2} & x_{3} & x_{4} & x_{5} & x_{6} \\
0 & 0 & 0 & 0 & \rho_{1} & \rho_{2} \vee \rho_{3} \\
0 & 0 & 0 & \rho_{1} \vee \rho_{2} \vee \rho_{3} & 0 & 0 \\
0 & \rho_{3} & \rho_{1} \vee \rho_{2} & 0 & 0 & 0 \\
0 & \rho_{2} & \rho_{1} & 0 & \rho_{3} & 0 \\
\rho_{3} & 0 & 0 & 0 & \rho_{2} & \rho_{1} \\
0 & \rho_{1} & \rho_{3} & 0 & \rho_{2} & 0
\end{array}\right]
$$

and square it in accordance with the above rules:


We see that $C^{2}=C^{(2)}$, that is, matrix $C^{2}$ is composed of all the possible paths of Fig. 3.7 which lead from one circle to another over two discrete moments. For example, element $C_{12}{ }^{2}$ consists of $\rho_{2} \rho_{1} V$ $\rho_{3} \rho_{1}$; thus, paths $\rho_{2} \rho_{1}$ and $\rho_{3} \rho_{1}$ are the only paths over which $\chi_{1}$ can be transformed into $x_{2}$ in two moments.

The coincidence of $C^{2}$ and $C^{(2)}$ in this case is no accident. We see that $C_{12}{ }^{2}$ is the product of nonzero elements $C_{16}$ and $C_{62}$. However, such nonzero elements in $C$ indicate thateach of the transformations $x_{1}$ to $x_{6}$ and $x_{6}$ to $x_{2}$ requires one discrete moment, that is, that there
exist $\kappa_{1}$ to $\kappa_{2}$ paths which can be traversed in two moments. Therefore the coincidence found in this example is actually a general rule which states that the square of the interconnection matrix is the matrix of all the two-moment paths: $C^{2}=C^{(2)}$. By analogy $C^{3}=C^{(3)}$, that is, the cube of the interconnection matrix is the matrix of all the three-moment paths and, generally, a matrix of all the q-moment paths is obtained by raising the interconnection matrix to the power of $q$ :

$$
C^{(q)}=C^{q} .
$$

We now see why we do not need the set $C^{(1)}, C^{(2)}, C^{(3)} .$. : all the possible paths over any number of moments $q$ can be derived via multiplication of the interconnection matrix by itself.

All of the above also pertains to sequential machines. One must only remember that each arrow of the state diagram for the s-machine carries the two symbols $\rho$ and $\lambda$, so that a transition in the $s$-machine is characterized by a pair ( $\rho_{k}, \lambda_{s}$ ).

The "operation of symbol assignment'' is then performedin accordance with the following rules:

$$
\begin{aligned}
& \text { 1. } \left.\quad \begin{array}{l}
\rho
\end{array}, \lambda_{j}\right)\left(\rho_{k}, \lambda_{s}\right)=\left(\rho_{i} \rho_{k}, \lambda_{j} \lambda_{s}\right), \\
& \text { 2. } \quad\left(\rho_{k}, \lambda_{s}\right) 0=0\left(\rho_{k}, \lambda_{s}\right)=0 .
\end{aligned}
$$

If one wants to multiply disjunctions of pairs, one utilizes the distributive property of the operation of multiplication of disjunctions. For example,

$$
\begin{aligned}
& \left.\left[\left(\rho_{1}, \lambda_{3}\right) \vee\left(\rho_{2}, \lambda_{5}\right)\right] \mid\left(\rho_{8}, \lambda_{1}\right) \vee\left(\rho_{5}, \lambda_{3}\right)\right]= \\
& \\
& \quad=\left(\rho_{1} \rho_{8}, \lambda_{3} \lambda_{1}\right) \vee\left(\rho_{2} \rho_{8}, \lambda_{5} \lambda_{1}\right) \vee\left(\rho_{1} \rho_{5}, \lambda_{3} \lambda_{3}\right) \vee\left(\rho_{2} \rho_{5}, \lambda_{3} \lambda_{3}\right) .
\end{aligned}
$$

As an example, consider the interconnection matrix of the tristate $s$-machine whose state diagram is shown in Fig. 3.11.

$$
\left.C=\underset{x_{2}}{x_{1}} \begin{array}{ccc}
x_{1} & x_{2} & x_{3} \\
0 & \left(\rho_{1}, \lambda_{3}\right) \vee\left(\rho_{2}, \lambda_{1}\right) & 0 \\
0 & \left(\rho_{2}, \lambda_{2}\right) & \left(\rho_{1}, \lambda_{1}\right) \\
\left(\rho_{2}, \lambda_{3}\right) & \left(\rho_{1}, \lambda_{2}\right) & 0
\end{array}\right] .
$$

On squaring this matrix, we obtain

$$
C^{2}=\begin{array}{ccc}
x_{2} \\
x_{3}
\end{array}\left[\begin{array}{ccc}
x_{1} & x_{2} & x_{3} \\
0 & \left(\rho_{1} \rho_{2}, \lambda_{3} \lambda_{2}\right) \vee\left(\rho_{2} \rho_{2}, \lambda_{1} \lambda_{2}\right) & \left(\rho_{1} \rho_{1}, \lambda_{3} \lambda_{1}\right) \vee \\
& & V\left(\rho_{2} \rho_{1}, \lambda_{1} \lambda_{1}\right) \\
\left(\rho, \rho_{1}, \lambda_{1} \lambda_{3}\right) & \left(\rho_{2} \rho_{2}, \lambda_{2} \lambda_{2}\right) \vee\left(\rho_{1} \rho_{1}, \lambda_{1} \lambda_{2}\right) & \left(\rho_{2} \rho_{1}, \lambda_{2} \lambda_{1}\right) \\
0 & \left(\rho_{2} \rho_{1}, \lambda_{3} \lambda_{3}\right) \vee\left(\rho_{2} \rho_{2}, \lambda_{3} \lambda_{1}\right) \vee & \left(\rho_{1} \rho_{1}, \lambda_{2} \lambda_{3}\right)
\end{array}\right] .
$$

The very construction of matrix $C^{2}$ shows that the element $C_{i j}^{2}$ represents the list of all the input (and the corresponding output) sequences of length 2 that will transform the $i$ th state of the $s$-machine into its $j$ th state over two discrete moments.


Fig. 3.11. Thus, in the case of the $s$-machine shown in Fig. 3.11, sequences $\rho_{2} \rho_{1}, \rho_{2} \rho_{2}$ and $\rho_{1} \rho_{2}$ transform the third state into the second, a transformation accompanied by the appearance of sequences $\lambda_{3} \lambda_{3}, \lambda_{3} \lambda_{1}$ or $\lambda_{2} \lambda_{2}$ at the output.

The matrix $C^{2}$ can again be multiplied by $C$, using analogous rules. The only difference is that the multiplication now involves elements that may contain not only symbol pairs $\left(\rho_{s}, \lambda_{t}\right)$, but also pairs of symbol sequences $\left(\rho_{i} \rho_{j}, \lambda_{k} \lambda_{i}\right)$. Multiplication then means the operation of assigning symbols, for example:

$$
\left(\rho_{3} \rho_{5}, \lambda_{6} \lambda_{7}\right)\left(\rho_{4}, \lambda_{2}\right)=\left(\rho_{3} \rho_{5} \rho_{4}, \lambda_{6} \lambda_{7} \lambda_{2}\right) .
$$

In multiplying elements containing disjunction one alsouses the distributive law.

In our example the matrix $C^{3}$ has the form

The elements of the matrix $C^{3}$ thus indicate all the input sequences which can transform one state into another over three discrete moments, as well as the corresponding output sequences. Continuing the process of multiplying matrix $C$ by itself, we finally obtain ma$\operatorname{trix} C^{q}$ and thus find all the input sequences which transform state $x_{i}$ into state $\mu_{j}$ over $q$ moments.*

[^11]
### 3.7. ON THE RESTRICTION OF INPUT SEQUENCES

So far, we have assumed that the input symbol sequences may be random, provided that each of these symbols was contained in the alphabet $\{\rho\}$. Thus, if the alphabet $\{\rho\}$ consists of $r$ symbols, we have at our disposal $r^{k}$ different sequences of length $k$.

However, one frequently deals with problems in which one needs to examine only those symbol sequences which satisfy some special conditions. Sequences that satisfy such additional special restrictions are termed admissible (or allowable, or legitimate). For example, we could impose any of the following restrictions:

1. The only admissible sequences are those in which even subscripts of $\rho$ alternate with odd ones. Under this restriction, the sequence $\rho_{7} \rho_{2} \rho_{1} \rho_{4} \rho_{7} \rho_{6} \rho_{3} \ldots$ would be admissible, whereas the sequence $\rho_{7} \rho_{2} \rho_{4} \rho_{1} \rho_{7} \ldots$ would not be.
2. The only admissible sequences are those in which no two identical symbols $\rho$ are consecutive. In this case, the sequence $\rho_{2} \rho_{7} \rho_{5} \rho_{3} \rho_{8} \rho_{1} \ldots$ would be admissible, whereas the sequence $\rho_{2} \rho_{7} \rho_{5} \rho_{5} \rho_{3} \rho_{8} \rho_{8} \ldots$ would not be.
3. The only admissible sequences are those in which $\rho_{i}$ is not immediately followed by $\rho_{j}$.
The restrictions imposed on sequences are often due to the manner in which the continuous time is divided into discrete intervals. Thus, if the next discrete moment occurs whenever the input is changed, then the restriction on the sequences $\rho(t)$ is that no two identical symbols may be consecutive. Similar restrictions always occur in the other cases in which the timing of the system is synchronized with some input "event."* Thus the restrictions on the input sequences can be of two kinds:
4. They may be imposed by some characteristic of timing of the system, in which case only admissible sequences will appear at the output.
5. They may have no connection with timing, that is, generally speaking, the $s$-machine can respond to any input sequences $\rho(t)$, but under the operating conditions, only admissible sequences do appear at its input. This distinctionis immaterial to us at this point. There are, however, instances where the input sequences cannot be arbitrary but must satisfy some supplementary conditions. We shall discuss this subjectlater.
[^12]In such cases the basic table alone is not sufficient for the definition of an automaton. Just as it must be supplemented with conditions defining the clock of the system, so in these instances it must be supplemented by the specification of a legitimate input sequence.

## Abstract Structure and Nets

### 4.1. THE CONCEPT OF SUBSTITUTION OF SEQUENTIAL MACHINES

Consider two sequential machines: a machine $s_{1}$ (Fig. 4.1,a), which transforms symbols $\rho$ of an alphabet $\{\rho\}$ into symbols $x$ of an alphabet $\{x\}$, and a machine $s_{2}$ (Fig. 4.1, b), which transforms symbols $\eta$ of an alphabet $\{\eta\}$ into symbols $\zeta$ of an alphabet $\{\zeta\}$. Let us also


Fig. 4.1.


Fig. 4.2.
introduce the function converters $\Phi_{1}$ and $\Phi_{2}$, which perform

$$
\begin{aligned}
& \eta=\Phi_{1}(\zeta, p), \\
& x=\Phi_{2}(\zeta, p) .
\end{aligned}
$$

respectively. That is, the converter $\Phi_{1}$ instantaneously and uniquely matches a symbol $\eta$ of the alphabet $\{\eta\}$ with the symbol pair $\zeta$ and $\rho$ from the alphabets $\{\zeta\}$ and $\{\rho\}$, respectively, whereas the converter $\Phi_{2}$ matches a symbol $x$ of the alphabet $\{x\}$ with the above pair.

Let us couple the converters $\Phi_{1}$ and $\Phi_{2}$ with the sequential machine $s_{2}$ as illustrated in Fig. 4.2. The resulting system is a new $s$-machine that operates on the same alphabets as machine $s_{1}$.

If machines $s_{1}$ and $s_{2}$ are given, it may be possible to select converters $\Phi_{1}$ and $\Phi_{2}$ such that the resulting system of Fig. 4.2 will duplicate any result produced by the machine $s_{1}$. If that is possible,
we shall say that the machine $s_{1}$ replaces the machine $s_{2}$ or, what is the same thing, that the machine $s_{2}$ substitutes for the machine $s_{i}$.

To give a strict definition of these terms, we must first define what we mean by the statement that a system "duplicates any result produced by agiven $s$-machine." We shall agree that a machine $s_{2}$ substitutes for a machine $s_{1}$ if for each initial state $\chi^{0}$ of $s_{1}$ there exists at least one initial state $\xi^{0}$ of $s_{2}$ such that, for any input sequence of symbols from the alphabet $\{\rho\}$, both the system produced by coupling $s_{2}$ to appropriate converters $\Phi_{1}$ and $\Phi_{2}$ in the manner of Fig. 4.2 and the machine $s_{1}$ will generate the same output sequence of symbols from the alphabet $\{x\}$, starting from $\zeta^{0}$ and $x^{0}$, respectively. The fact that the machine $s_{2}$ can be substituted for the machine $s_{1}$ will be indicated by:

$$
s_{2} \Rightarrow s_{1}
$$

When we write $s_{2} \Rightarrow s_{1}$, we mean that the machine $s_{2}$, appropriately coupled with appropriate converters $\Phi_{1}$ and $\Phi_{2}$, can operate in the same way as the machine $s_{1}$, thus replacing it. In this sense, the system of Fig. 4.2 is also a sequential machine.

The fact that $s_{2} \Rightarrow s_{1}$ does not necessarily mean that $s_{1} \Rightarrow s_{2}$. Our definition of substitution is based on the complete independence of the choice of converters and initial states from the sequence of input symbols $\{\rho\}$. Naturally, we could have given a broader definition, relating the choice of converters and initial states to the input sequence. However, we are not concerned with such a broad concept (although it may be useful in some problems). We can also introduce the concept of relative substitution for an $S$-machine, if the set $L$ of admissible input sequences of the machine $s_{1}$ is restricted.

The idea of substitution immediately involves the following problem: Given two $s$-machines $s_{1}$ and $s_{2}$ determine whether $s_{2}$ can substitute for $s_{1}$, that is, whether there exist function converters $\Phi_{1}$ and $\Phi_{2}$ such that the diagram of Fig. 4.2 describes a machine that substitutes for the machine $s_{1}$; if the answer is affirmative, construct converters $\Phi_{1}$ and $\Phi_{2}$. This problem has a trivial solution - all that is necessary is to test all the (finitely many) pairs of converters $\Phi_{1}$ and $\Phi_{2}$. If any of these pairs proves "suitable," then $s_{2}$ will be a substitute for $s_{1}$. Obviously, this search method is cumbersome and cannot be used in practice. However, the present authors know of no better method.

We shall now leave the generalized system of Fig. 4.2 and shall consider those of its special cases which are shown in Fig. 4.3. Of these, the system of Fig. 4.3,b is extremely important. Here, each
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of the two converters performs functions of a single variable:

$$
\eta=\Phi_{1}(\rho), \quad x=\Phi_{2}(\zeta)
$$

In this special case, the problem formulated above has, in addition to a trivial solution, the following additional solution: the machine $s_{2}$ substitutes for the machine $s_{1}$ if the state diagram of $s_{1}$ is superposable on the state diagram of $s_{2}$ (that is, is part of it) while preserving the uniqueness of functions $\Phi_{1}(\rho)$ and $\Phi_{2}(\zeta)$. We shall illustrate this solution by an example.

Let us introduce the concept of substitution for finite automata, which is analogous to that of substitution for the $s$-machine: all the definitions are retained, except that instead of sequential machines $s_{1}$ and $s_{2}$, we are given two finite automata $A$ and $B$ (Fig. 4.4, a,b), and the substituting system is that of Fig. $4.4, \mathrm{c}$ which is similar to that of Fig. 4.3,b.
(The above definitions obviously apply also to the special case of autonomous automata. However, the definition is simpler in this case since there are no input sequences and thus there is no need for an input symbol converter.)

As an example of the substitution of finite automata, let automata $A$ and $B$ have the state diagrams of Figs. 4.5 and 4.6, respectively. Then can automaton $B$, associated in the system of Fig. 4.4, substitute for automaton $A$ ? Converter $\Phi_{2}$ relabels the states of automaton $B$ (that is, it relabels the circles in its state diagram), while converter $\Phi_{1}$ changes the labels above the arrows in the state diagram. (The usual condition of uniqueness must, of course, also be satisfied in the case of converters $\Phi_{1}$ and $\Phi_{2}$, that is, different values of the arguments should not result in the same value of the function.) If
after two such relabeling operations any part of the state diagram of automaton $B$ still coincides with the state diagram of automaton $A$, then $B$ substitutes for $A$.

In our example, the diagram of Fig. 4.5 is superposable on that part of Fig. 4.6 which consists of circles $\zeta_{2}, \zeta_{4}$ and $\zeta_{5}$ with
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the associated arrows. Therefore converter $x=\Phi_{2}(\zeta)$ is a device for relabeling the states which operate in accordance with Table 4.1.

Table 4.1

| $\zeta$ | $\zeta_{1}$ | $\zeta_{2}$ | $\zeta_{3}$ | $\zeta_{4}$ | $\zeta_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $x=\Phi_{2}\left(\zeta_{0}\right)$ |  | $x_{1}$ |  | $x_{3}$ | $x_{2}$ |

The operation of converter $\Phi_{2}(\zeta)$ is unspecified in states $\zeta_{1}$ and $\zeta_{3}$ of $B$, since these states do not occur during operation of the system. If desired, the operation of the converter in these states may be specified in an arbitrary manner, for instance, as shown in Table 4.2.

Table 4.2

| $\zeta$ | $\zeta_{1}$ | $\zeta_{2}$ | $\zeta_{3}$ | $\zeta_{4}$ | $\zeta_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $x=\Phi_{2}(\zeta)$ | $\gamma_{4}$ | $x_{1}$ | $\gamma_{5}$ | $x_{3}$ | $x_{2}$ |

Converter $\Phi_{2}(\zeta)$ is now completely defined. It is seen from Table 4.2 that it satisfies the condition of uniqueness; that is, a given $\zeta$ uniquely determines $x$.

Let us now discuss converter $\Phi_{1}(\rho)$. The circles $x_{1}$ and $x_{2}$ in the diagram of $A$ (Fig. 4.5) are connected by an arrow bearing the label $\rho_{1}$. Table 4.2 specifies that circle $\chi_{1}$ is matched by circle $\zeta_{2}$ in the state diagram of automaton B (Fig. 4.6), and that circle $\varkappa_{2}$ of Fig. 4.5 is matched by circle $\zeta_{5}$ in Fig. 4.6. The diagram of $B$ shows that circles $\zeta_{2}$ and $\zeta_{5}$ are connected by an arrow labeled $\eta_{3}$ (that is, automaton $B$ transforms from the state 1 into state 5 upon an input of $\eta_{3}$ ). Since automaton $A$ transforms from state $x_{1}$ to $x_{2}$ upon an input of $\rho_{1}$, converter $\Phi_{1}$ must place symbol $\eta_{3}$ into correspondence with symbol $\rho_{1}$.

A similar reasoning may be applied to other

Table 4.3

| $p$ | $p_{1}$ | $\rho_{2}$ |
| :---: | :---: | :---: |
| $\eta=\Phi_{1}(p)$ | $\eta_{3}$ | $\eta_{1}$ | portions of automatons $A$ and $B$, and will finally result in Table 4.3 for converter $\Phi_{1}$. This means that relationships

$$
\Phi_{1}\left(\rho_{1}\right)=\eta_{3}, \quad \Phi_{1}\left(\rho_{2}\right)=\eta_{1},
$$

hold in every instance; that is, the condition of uniqueness is satisfied for converter $\Phi_{1}$.
Now, if the labels above the branches of the state diagram of Fig. 4.6 were to be changed in accordance with Table 4.3 and the states were to be renumbered in accordance with Table 4.2, then the diagram of Fig. 4.6 would correspond exactly to a part of the diagram of Fig. 4.5.

To sum up, automaton $A$ may be substituted by automaton $B$.
Still another variant of the same substitution is given by Tables 4.4 and 4.5 (instead of Tables 4.2 and 4.3).

Table 4.4


Table 4.5

| $\rho$ | $\rho_{1}$ | $\rho_{2}$ |
| :---: | :---: | :---: |
| $\eta=\Phi_{1}(\rho)$ | $\eta_{2}$ | $\eta_{1}$ |

If the diagram of $B$ were that of Fig. 4.7, the diagram of $A$ remained the same (Fig. 4.5), then $B$ could not substitute for $A$. Indeed, in this case there are only two possible tables for converter $\Phi_{2}$ : 4.6 or 4.7. However, the converter $\Phi_{1}$ is not unique in these two cases since it is required that $\Phi_{1}\left(\rho_{1}\right)=\eta_{3}$ and at the same time that $\Phi_{1}\left(\rho_{1}\right)=\eta_{2}$. Substitution is therefore impossible. But this conclusion only holds for the substitution system of Fig. 4.4,c, because

Table 4.6


Table 4.7

such substitution becomes possible with the generalized system of Fig. 4.2. In that case, the converter $\Phi_{2}$ is described by Table 4.6. The output $x$ depends on only one input $\zeta$, that is, $x=\Phi_{2}(\zeta)$, but the output of converter $\Phi_{1}$ is a function of two variables, that is, $\eta=\Phi_{1}$ $(\zeta, \rho)$, and converter $\Phi_{1}$ is described by Table 4.8 .

Previously, we referred to "superposition of state diagrams." We meant by this not just the coincidence of the circles and arrows, and the labels above them, but also the coincidence of the positions of the labels above the arrows. In other words, we were concerned with substitution of automata and $s$-machines for automata and $s$-machines of the same type.

Table 4.8

| $\rho$ | $\zeta_{2}$ | $\zeta_{4}$ | $\zeta_{5}$ |
| :---: | :---: | :---: | :---: |
| $\rho_{1}$ | $\eta_{3}$ | $\eta_{2}$ | $\eta_{3}$ |
| $\rho_{2}$ | $\eta_{1}$ | $\eta_{1}$ | $\eta_{1}$ |

We showed in Chapter 3 that an $s$ machine of the P - Pr type could, as we expressed it, always be transformed into an $s$-machine of the $\mathrm{P}-\mathrm{P}$ type. In using the term "transformation" we relied on the reader's intuitive grasp of this concept. Now, in the light of the definitions introduced in the present chapter, it is clear that in Chapter 3 we were in fact dealing with the substitution of $s$-machines of the $\mathrm{P}-\mathrm{P}$ type for a machine of the P - Pr type.

### 4.2. THE ABSTRACT STRUCTURE OF THE AUTOMATON

In Chapter 3 the finite automaton was formally defined as an operator "processing"' a sequence of symbols $\rho$ into a sequence of symbols $\alpha$ in such a way that the sequences do not contain contradictory triads. Put in these terms, the abstraction "finite automaton'' is represented by the recurrent relationship

$$
\left.\begin{array}{ll}
x^{p+1}=F\left(x^{p}, \rho^{p}\right) & \text { for type P - P automata },  \tag{4.1}\\
x^{p+1}=F\left(x^{p}, p^{p+1}\right) & \text { for type P-N automata }
\end{array}\right\}
$$

where $F$ is any unique function defined on sets $\{x\}$ and $\{0\}$.

Now let us consider in detail how the description of a finite dynamic system such as an automaton of, for example, the $P$ - P type, can be reduced to a relationship of the form (4.1).

Assume a finite dynamic system that has $n$ generalized coordinates $x_{1}, x_{2}, \ldots, x_{n}$ and is subjected to $s$ external (input) effects $u_{1}$, $u_{2}, \ldots, u_{s}$. We shall call each such inputeffect an input fiber. At the sampling instants* $0,1, \ldots, p, \ldots$, each of the generalized coordinates may assume only one of a finite number of values.

Assume coordinate $x_{i}$ can have only one of $k_{i}$ values $(i=1,2, \ldots, n)$. Similarly, let each input effect $u_{j}$ assume only one of $r_{j}$ values ( $j=1$, $2, \ldots . s$ ) at these instants. The "motion'" in the system is subject to the condition that the value of each coordinate at the instant $p+1$ must be uniquely determined by the values of all the coordinates $x_{i}(i=1,2, \ldots, n)$ and of all the inputs $u_{j}(j=1,2, \ldots, s)$ at the instant $p$. If that is the case, then the motion is described by the system of recurrence relations

$$
\begin{gather*}
\left.x_{i}^{p+1}=f_{i} \mid x_{1}^{p}, x_{2}^{p}, \ldots, x_{n}^{p} ; u_{1}^{p}, u_{2}^{p}, \ldots, u_{s}^{p}\right],  \tag{4.2}\\
i=1,2, \ldots, n .
\end{gather*}
$$

By introducing an $n$-dimensional vector $\boldsymbol{x}$ with coordinates $x_{1}$, $x_{2}, \ldots, x_{n}$, an $s$-dimensional vector $\boldsymbol{u}$ with coordinates $u_{1}, u_{2}, \ldots, u_{s}$, and a vector-function $f$ with coordinates $f_{1}, f_{2}, \ldots, f_{n}$, relations (4.2) may be represented in vector form:

$$
\begin{equation*}
\boldsymbol{x}^{p+1}=\boldsymbol{f}\left|\boldsymbol{x}^{p}, \boldsymbol{u}^{\prime \prime}\right| \tag{4.3}
\end{equation*}
$$

In the sampling instants, vector $\boldsymbol{x}$ can assume one of the $k=\prod_{i=1}^{n} k_{i}$ values, and the vector $\boldsymbol{u}$, one of the $r=\prod_{j=1}^{s} r_{j}$ values. Therefore, by selecting alphabets $\{x\}$ and $\{\rho\}$ consisting of $k$ and $r$ symbols, respectively, and assigning various symbols $x$ to the various vectors $\boldsymbol{x}$ and symbols $\rho$ to the vectors $\boldsymbol{u}$, we obtain, instead of relation (4.3), a relation of the form of (4.1), in which there is a specific function $F$ on the right-hand side. This function $F$ is derived from the vectorfunction $f(4.3)$ and is based on the coding selected for vectors $\boldsymbol{x}$ and $u$.

It is now clear that the recurrence relations (4.2) represent a finite automaton

$$
\begin{equation*}
x^{p+1}=F\left(x^{p}, p^{p}\right) . \tag{4.4}
\end{equation*}
$$

[^13]Relations (4.2) illustrate more clearly than (4.4) suchimportant features of a dynamic system as the number of its degrees of freedom, $n$, as well as the values of each of its generalized coordinates as a function of the state of each input fiber.

Let us agree to call a system of relations such as (4.2) the $a b-$ stract structure of the finite automaton (4.4).

Thus a given abstract structure uniquely defines the corresponding finite automaton; that is, relation (4.4) may be uniquely reproduced from (4.2). In this sense (4.2) defines the automaton just as completely as (4.4) does. Accordingly, the concept of substitution of automata applies fully to machines defined by relations of type (4.2).

We shall now show that given a finite automaton $A$ described by relation of type (4.4), we can specify a great number of abstract structures which can substitute for this automaton.

Let automaton $A$ be associated with alphabets $\{x\}$ and $\{\rho\}$, and let $k$ and $r$ be given. We shall now select numbers $n, s, k_{i}(i=1,2$, $\ldots, n)$ and $r_{j}(j=1,2, \ldots, s)$. The selection of the ne numbers is restricted by only one condition: satisfaction of the inequalities

$$
\begin{equation*}
k \leqslant \prod_{i=1}^{n} k_{i}, \quad r \leqslant \prod_{j=1}^{s} r_{j} \tag{4.5}
\end{equation*}
$$

We now introduce $n$ coordinates $x_{1}, x_{2}, \ldots, x_{n}$ (which assume $k_{1}, k_{2}, \ldots, k_{n}$ values, respectively) and $s$ input fibers $u_{1}, u_{2}, \ldots, u_{s}$ (which assume $r_{1}, r_{2}, \ldots, r_{s}$ values, respectively). We now complete a table (Table 4.9) in the following manner.

Table 4.9


We enter all the possible combinations of values $x_{1}, x_{2}, \ldots, x_{n}$ and $u_{1}, u_{2}, \ldots, u_{s}$ into the left-hand columns $x^{p}$, and $u^{p}$ of the table. The number of such combinations is $\prod_{i=1}^{n} k_{i} \prod_{j=1}^{s} r_{j}$, and therefore Table 4.9 shall contain this number of rows.

In order to fill in column $x^{\prime \prime}$ let us concentrate exclusively on columns $x^{p}$. We enter in these columns $\prod_{i=1}^{n} k_{i}$ different combinations of $x_{1}, x_{2}, \ldots, x_{n}$. Let us select at random $k$ of these combinations, which we shall call the basic combinations, assign to them symbols $\varkappa_{1}, \%_{2}, \ldots, \kappa_{1}$, and enter these symbols into the corresponding rows of the $\%^{\prime \prime}$ column of Table 4.9. By virtue of inequalities (4.5) it is possible that $\prod_{i=1}^{n} k_{i}>k$; therefore some of the rows in column $x^{p}$ may remain blank. If that is the case, we assign to those combinations of $x_{1}, x_{2}, \ldots, x_{n}$ which were not included in the $k$ selected combinations the used symbols $x$ (the order of assignment is immaterial), and enter these symbols into the blank rows of column $x^{p}$. Now column $x^{p}$ is completely filled in. We fill column $\rho^{p}$ in a similar manner, using combinations of $u_{1}, u_{2}, \ldots, u_{s}$ entered in columns $u^{p}$.

At the end of this procedure, columns $x^{p}, \rho^{p}$ contain all the possible combinations of the symbols $x$, $\rho$, but since the total number of such combinations is only

$$
k r \leqslant \prod_{i=1}^{n} k_{i} \prod_{j=1}^{s} r_{j}
$$

some combinations of $x, \rho$ may recur.
We now return to our automaton $A$. Using one of its definitions, for example, its basic table, we fill in column $x^{p+1}$ of Table 4.9. But we have already associated one of the basic combinations of $x_{1}, x_{2}, \ldots, x_{n}$ with each symbol $x$. We therefore enter in columns $x^{p+1}$ the combinations corresponding to $x^{p+1}$, thus completing the table. This table defines the values of all the $x_{m}^{p+1}$ starting from the given $x_{i}^{p}$ and $u_{j}^{p}$, that is, it defines $n$ functions $f_{i}$ in recurrence relations (4.2).

If inequalities (4.5) were to be replaced by equations

$$
\begin{equation*}
k=\prod_{i=1}^{n} k_{l}, \quad r=\prod_{j=1}^{s} r_{j} \tag{4.6}
\end{equation*}
$$

then each pairwise combination of symbols $x, \rho$ would be encountered only once in columns $x^{p}$, $\rho^{p}$ of Table 4.9. If, however,

$$
\begin{equation*}
k<\prod_{i=1}^{n} k_{i}, \quad r=\prod_{j=1}^{s} r_{j} \tag{4.7}
\end{equation*}
$$

then Table 4.9 would contain the same rows as in the case in which
(4.6) holds, and, in addition, some supplementary rows, corresponding to the nonbasic combinations.

If we now attempted to derive an automaton from the abstract structure of Table 4.9, we would obtain an automaton differing from the starting one. The state diagram of such a new automaton would contain all the circles and branches of the diagram of the starting machine (these would be defined by the rows containing the basic combinations of $x$ and $u$ ), but it would also contain supplementary circles and branches (corresponding to the nonbasic combinations of $x$ and $u$ ). Since the conditions requiring unique operation of symbol converters are satisfied (by the very construction), then, assuming case (4.7) holds, the abstract structure defines an automaton that substitutes for the given (starting) automaton.

When we set up the abstract structure, that is, constructed the system of relations (4.2) from relation (4.4) with the aid of Table 4.9, we had no restriction on the selection of numbers $n, s, k_{i}$ and $r_{j}$, provided conditions (4.5) were satisfied. It is obvious now that not only the form of the functions $f_{i}$ on the right-hand side of (4.2) but also the number of relations involved in that system depend on how these numbers have been selected. And it is because we have this freedom that we can construct a large number of abstract structures, all which substitute for a given finite automaton $A$.

An important special case is one in which all the $k_{i}$ and $r_{j}$ equal two, that is, all the $x$ and $u$ are logical variables. The

Table 4.10

| $x_{1}$ | $p$ | $p_{1}$ | $p_{2}$ |
| :--- | :--- | :--- | :--- |
| $x_{1}$ | $p_{3}$ |  |  |
| $x_{2}$ | $x_{4}$ | $x_{6}$ |  |
| $x_{2}$ | $x_{5}$ | $x_{4}$ |  |
| $x_{3}$ | $x_{6}$ | $x_{2}$ | $x_{3}$ |
| $x_{4}$ | $x_{5}$ | $x_{1}$ | $x_{5}$ |
| $x_{5}$ | $x_{3}$ | $x_{1}$ | $x_{2}$ |
| $x_{6}$ | $x_{1}$ | $x_{3}$ | $x_{2}$ | abstract structure in this case is

$$
\begin{gather*}
x_{i}^{p+1}=L_{i}\left[x_{1}^{p}, x_{2}^{p}, \ldots, x_{n}^{p} ; u_{1}^{p}, u_{2}^{p}, \ldots, u_{s}^{p} \mid\right.  \tag{4.8}\\
i=1,2, \ldots, n
\end{gather*}
$$

where all the $L_{i}$ are logical functions. We shall call such an abstract structure logical or binary. In this case,

$$
\begin{equation*}
\prod_{i=1}^{n} k_{i}=2^{n} \text { and } \prod_{j=1}^{s} r_{j}=2^{s} \tag{4.9}
\end{equation*}
$$

If $k$ and $r$ are not integral powers of 2 (that is, they are not among
numbers $2,4,8,16,32,64,128,256, \ldots$. ), then Eq. (4.6) cannot be satisfied. To satisfy inequalities (4.5), $n$ and $s$ must be selected in accordance with the conditions

$$
k<2^{n} \text { and } r<2^{s} .
$$

Thus, for example, if the automation is defined (given) by its basic table (Table 4.10), then $k=6, r=3$, and we can select, for example, $n=3, s=2$. The completion of a table such as Table 4.9 for this case is illustrated in Table 4.11.

Table 4.11

| $x^{p-1}$ |  |  | $u^{p-1}$ |  | $x^{p-1}$ | $p^{p-1}$ | $\chi^{p}$ | $x^{p}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | $x_{2}$ | $x_{3}$ | $u$ | $u_{2}$ |  |  |  | $x_{1}$ | $x_{2}$ | $x_{3}$ |
| 0 | 0 | 0 | 0 | 0 | $x_{1}$ | $p_{1}$ | $\mathrm{x}_{3}$ | 0 | 1 | 0 |
| 0 | 0 | 1 | 0 | 0 | $\mathrm{x}_{2}$ | $p_{1}$ | $\chi_{2}$ | 0 | 0 | 1 |
| 0 | 1 | 0 | 0 | 0 | $x_{3}$ | $P_{1}$ | $x_{6}$ | 1 | 0 | 1 |
| 0 | 1 | 1 | 0 | 0 | $x_{4}$ | $P_{1}$ | $x_{5}$ | 1 | 0 | 0 |
| 1 | 0 | 0 | 0 | 0 | $x_{5}$ | P! | $x_{3}$ | 0 | 1 | 0 |
| 1 | 0 | 1 | 0 | 0 | $x_{6}$ | $\mathrm{P}_{1}$ | $x_{1}$ | 0 | 0 | 0 |
| 1 | 1 | 0 | 0 | 0 | $x_{1}$ | $P_{2}$ | $x_{4}$ | 0 | 1 | 1 |
| 1 | 1 | 1 | 0 | 0 | $x_{2}$ | $\mathrm{P}_{2}$ | $x_{5}$ | 1 | 0 | 0 |
| 0 | 0 | 0 | 0 | 1 | $x_{3}$ | $\rho_{2}$ | $x_{2}$ | 0 | 0 | 1 |
| 0 | 0 | 1 | 0 | 1 | $x_{4}$ | $p_{2}$ | $x_{1}$ | 0 | 0 | 0 |
| 0 | 1 | 0 | 0 | 1 | $x_{5}$ | $p_{2}$ | $x_{1}$ | 0 | 0 | 0 |
| 0 | 1 | 1 | 0 | 1 | $\chi_{6}$ | $\mathrm{F}_{2}$ | $\mathrm{x}_{3}$ | 0 | 1 | 0 |
| 1 | 0 | 0 | 0 | 1 | $x_{1}$ | $P_{3}$ | $\chi_{6}$ | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | $x_{2}$ | $P_{3}$ | ${ }^{4}$ | 0 | 1 | 1 |
| 1 | 1 | 0 | 0 | 1 | $x_{3}$ | $P_{3}$ | $x_{3}$ | 0 | 1 | 0 |
| 1 | 1 | 1 | 0 | 1 | $x_{4}$ | $P_{3}$ | $x_{5}$ | 1 | 0 | 0 |
| 0 | 0 | 0 | 1 | 0 | $x_{5}$ | $P_{3}$ | $\chi_{2}$ | 0 | 0 | 1 |
| 0 | 0 | 1 | 1 | 0 | $x_{6}$ | $P_{3}$ | $x_{2}$ | 0 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | $x_{1}$ | $p_{1}$ | $\chi_{3}$ | 0 | 1 | 0 |
| 0 | 1 | 1 | 1 | 0 | $x_{1}$ | $P_{1}$ | $x_{3}$ | 0 | 1 | 0 |
| 1 | 0 | 0 | 1 | 0 | $x_{1}$ | $P_{1}$ | $x_{3}$ | 0 | 1 | 0 |
| 1 | 0 | 1 | 1 | 0 | $x_{1}$ | $P_{1}$ | $x_{3}$ | 0 | 1 | 0 |
| 1 | 1 | 0 | 1 | 0 | $x_{1}$ | $P_{1}$ | $x_{3}$ | 0 | 1 | 0 |
| 1 | 1 | 1 | 1 | 0 | $x_{1}$ | $\mathrm{P}_{1}$ | $x_{3}$ | 0 | 1 | 0 |
| 0 | 0 | 0 | 1 | 1 | $x_{1}$ | $P_{1}$ | $\gamma_{3}$ | 0 | 1 | 0 |
| 0 | 0 | 1 | 1 | 1 | $x_{1}$ | $p_{1}$ | $x_{3}$ | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 1 | $x_{1}$ | $p_{1}$ | $x_{3}$ | 0 | 1 | 0 |
| 0 |  | 1 | 1 | 1 | $\mathrm{x}_{1}$ | $p_{1}$ | $x_{3}$ | 0 | 1 | 0 |
| 1 | 0 | 0 | 1 | 1 | $x_{1}$ | $p_{1}$ | $x_{3}$ | 0 | 1 | 0 |
| 1 | 0 | 1 | 1 | 1 | $x_{1}$ | $\mathrm{P}_{1}$ | $\chi_{3}$ | 0 | 1 | 0 |
| 1 | 1 | 0 | 1 | 1 | ${ }^{x_{1}}$ | $\mathrm{P}_{1}$ | $x_{3}$ | 0 | 1 | 0 |
| 1 | 1 | 1 | 1 | 1 | $x_{1}$ | $P_{1}$ | $\mathrm{x}_{3}$ | 0 | 1 | 0 |

We can also develop other binary structures that substitute for the same automaton; thus, for instance, we can take $n=4, s=3$, or $n=3, s=3$, and so on.

Table 4.12

| $x^{p}$ |  | $u^{p}$ | $x^{p}$ | $p^{p}$ | $x^{p+1}$ | $x^{p+1}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | $x_{2}$ |  |  |  |  | $x_{1}$ | $x_{2}$ |
| 0 | 0 | 0 | $x_{1}$ | $P_{1}$ | $\%_{3}$ | 0 | 2 |
| 0 | 1 | 0 | $x_{2}$ | P1 | $\mathrm{x}_{2}$ | 0 | 1 |
| 0 | 2 | 0 | $\mathrm{x}_{3}$ | $p_{1}$ | $\chi_{\text {c }}$ | 1 | 2 |
| 1 | 0 | 0 | $x_{4}$ | $p_{1}$ | $x_{5}$ | 1 | 1 |
| 1 | 1 | 0 | $x_{5}$ | $p_{1}$ | $x_{3}$ | 0 | 2 |
| 1 | 2 | 0 | $\mathrm{x}_{6}$ | $p_{1}$ | $\boldsymbol{\gamma}_{1}$ | 0 | 0 |
| 0 | 0 | , | $x_{1}$ | $\mathrm{P}_{2}$ | $\chi_{4}$ | 1 | 0 |
| 0 | 1 | 1 | $x_{2}$ | $\mathrm{P}_{2}$ | $\mathrm{v}_{5}$ | 1 | 1 |
| 0 | 2 | 1 | $x_{3}$ | $\mathrm{P}_{2}$ | $\mathrm{x}_{2}$ | 0 | 1 |
| 1 | 0 | , | $\mathrm{x}_{4}$ | $\mathrm{P}_{2}$ | $x_{1}$ | 0 | 0 |
| 1 | 1 |  | $\chi_{5}$ | $P_{2}$ | $x_{1}$ | 0 | 0 |
| 1 | 2 | 1 | $x_{6}$ | $\hat{P}_{2}$ | $x_{3}$ | 0 | 2 |
| 0 | 0 | 2 | $x_{1}$ | $\mathrm{P}_{3}$ | $x_{6}$ | 1 | 2 |
| 0 | 1 | 2 | $\mathrm{r}_{2}$ | $p_{3}$ | $\gamma_{4}$ | , | 0 |
| 0 | 2 | 2 | $\mathrm{r}_{3}$ | $p_{3}$ | $x_{3}$ | 0 | 2 |
| 1 | 0 | 2 | $x_{4}$ | $p_{3}$ | $x_{5}$ | 1 | 1 |
| 1 | 1 | 2 | $\chi_{5}$ | $p_{3}$ | $\mathrm{x}_{2}$ | 0 | 1 |
| 1 | 2 | 2 | $\chi_{\text {-f }}$ | $\mathrm{p}_{3}$ | $x_{2}$ | 0 | 1 |

We shall now show that the same automaton could be replaced by an abstract structure that is not binary. Suppose, for example, that $n=2, k_{1}=2, k_{2}=3$, but that $s=1, r_{1}=3$ as before. Then $k=k_{1} k_{2}=6$, and $r=r_{1}=3$; that is, Eqs. (4.6) are satisfied.

Completing Table 4.9 for this case, we get an abstract structure of Table 4.12 , but this structure is no longer binary.

### 4.3. NETS

Suppose we have the simplest finite automaton, for which Eq. (4.1) becomes

$$
\begin{equation*}
x^{p+1}=p^{p} . \tag{4.10}
\end{equation*}
$$

In analyzing this automaton we assume that even if the alphabet $\{\alpha\}$ contains some symbols that are not contained in $\{p\}$, these shall appear only at the initial instant. The symbol $x$ produced by such an automaton at the instant $p$ is identical to the input symbol in the preceding instant $p-1$. We shall call this simple automaton a one-instant delay (or simply delay).

Returning to our $\mathrm{P}-\mathrm{P}$ automaton andintroducing a new variable $\mu$ (alphabet $\{\mu\}$ coincides with alphabet $\left\{\nu_{2}\right\}$ ), and replace (4.1) by relations

$$
\left.\begin{array}{l}
\mu^{p}=F\left[\chi^{p}, p^{p}\right],  \tag{4.11}\\
\chi^{p}=\mu^{p-1}
\end{array}\right\}
$$



Fig. 4.8.

Such a relationship was already discussed in Section 3.3. We shall now treat the first of relations (4.11) as representing an instantaneous converter of the symbols $x$ and $\rho$ into symbols $\mu$, while the second relation defines a delay. Accordingly, relations (4.11) may be represented by the system of Fig. 4.8, where the delay is shown as a circle.
Let us now consider the abstract structure of some automaton, for instance, of a P-P automaton, that is, a system of relations of the form (4.2):

$$
\begin{gather*}
x_{i}^{p+1}=f_{i}\left[x_{1}^{p}, x_{2}^{p}, \ldots, x_{n}^{p} ; u_{1}^{p}, u_{2}^{p}, \ldots, u_{s}^{p}\right]  \tag{4.12}\\
i=1,2, \ldots, n .
\end{gather*}
$$

Since each relation of this system, for example,

$$
x_{1}^{p+1}=f_{1}\left[x_{1}^{p}, x_{2}^{p}, \ldots, x_{n}^{p} ; u_{1}^{p}, u_{2}^{p}, \ldots, u_{s}^{p}\right]
$$

may in itself be treated as combining the delay

$$
x_{1}^{p+1}=y_{1}^{p}
$$

and the function converter

$$
\begin{equation*}
y_{1}=f_{1}\left[x_{1}, x_{2}, \ldots, x_{n} ; u_{1}, u_{2}, \ldots, u_{s}\right] \tag{4.13}
\end{equation*}
$$

the entire abstract structure (4.12) may be represented by $n$ delays and $n$ function converters. The input of each delay is connected to the output of the corresponding converter. The outputs of all the delays are connected to the inputs of each of the converters. In addition, we feed external effects $u$ to the inputs of all the converters (Fig. 4.9).*

If we have several abstract structures, we can derive new abstract structures by "interconnecting" the original ones.

[^14]
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By "interconnection of automata", we mean the identifying of the output symbols of one automaton with the input symbols of another automaton. In this sense the output of one automaton can act upon the input of another one only if all the symbols of the output alphabet of the first automaton are contained in the input of the second. If this is not the case then "interconnection', of automata can be achieved only by means of auxiliary converters.

For example, suppose we have two abstract structures: structure $A$

$$
\begin{equation*}
x_{i}^{p+1}=f_{i}\left(x_{1}^{\prime \prime}, x_{2}^{p}, x_{3}^{p}, x_{4}^{p} ; u_{1}^{p}, u_{2}^{p}, u_{3}^{p}\right), \quad i=1,2,3,4 \tag{4.14}
\end{equation*}
$$

and structure $B$

$$
\begin{equation*}
y_{j}^{p+1}=\varphi_{j}\left(y_{1}^{p}, y_{2}^{p}, y_{3}^{p}, v_{1}^{p}, v_{2}^{p}, v_{3}^{p}, v_{4}^{p}\right), j=1,2,3 . \tag{4.15}
\end{equation*}
$$

Let us supplement (4.14) and (4.15) with the equations of three converters:

$$
\left.\begin{array}{l}
v_{3}=\Phi_{1}\left(x_{3}, x_{4}, w_{1}\right),  \tag{4.16}\\
v_{1}=\Phi_{2}\left(y_{1}, x_{1}\right), \\
u_{1}=\Phi_{3}\left(y_{2}, w_{2}\right) .
\end{array}\right\}
$$

Here $w_{1}$ and $w_{2}$ are auxiliary input fibers of the converters. Figure 4.10 shows schematically the coupling of structures $A$ and $B$ by means of these three converters.

Together, Eqs. (4.14), (4.15), and (4.16) again give an abstract structure. Indeed, substituting (4.16) into (4.14) and (4.15), we obtain a system of seven recurrence relations with coordinates ( $x_{1}, x_{2}$, $x_{3}, x_{4}, y_{1}, y_{2}$ and $\left.y_{3}\right)$ and input fibers $\left(u_{2}, u_{3}, v_{2}, w_{1}\right.$ and $\left.w_{2}\right)$, of the same type which we already know as an "abstract structure."

We shall designate by the term net a system of finite number of recurrence relations similar to Eq. (4.2) and supplemented by converter equations which express some of the inputs by means of coordinates.

The net itself is an abstract structure. Its coordinates are all the generalized coordinates of all its component abstract structures. The input fibers of the net can be both the input fibers of the component abstract structures that are not acted upon by converters, as well as the input fibers of the converters that are not acted upon by the coordinates of the abstract structures constituting the net.

To obtain a system of relations such as (4.2) for the net, one uses the converter equations to eliminate the input variables acted upon by the converters.

Since the net itself is an abstract structure, it substitutes for some finite automaton. Thus when one uses converters to combine abstract structures into nets, one generates new finite automata from other finite automata.

We shall say that a netis a delay net if it consists only of delays connected by means of function converters. It follows from previous discussion that any abstract structure and any net can be represented by a delay net. This was shown in Fig. 4.9. Such a representation is not unique in the sense thatevery delay net may substitute for some automaton, and, as was pointed out in the preceding section, one can generate many abstract structures which can substitute for each automaton. This means that one can construct many


Fig. 4.11.
delay nets to represent the same automaton, such nets differing in the number of constituent delays and in the alphabets on which the delays are defined.

Among these delay nets we can distinguish the subclass of loopfree nets. A delay net is said to be a loopfree net if, starting from any delay, one moves along the net in the direction of its operation (along the arrows of the schematic such as Fig. 4.5) and never returns to the starting delay. Figure 4.11 shows a loopfree net, while Fig. 4.12 presents a net containing loops.


Fig. 4.12.

One important loop-free net is that consisting of $q$ seriesconnected delays (Fig. 4.13). If the inputs and outputs of the delays are defined on different alphabets, then one mustinterpose converters between the delays (Fig. 4.14).


Fig. 4.13.


Fig. 4.14.

Let us call such a net a delay line. As any other net, a delay line is a finite automaton, but with an important difference. If the delay line has an input $\mu$ and an output $\mu_{q}$, then the symbol $\mu_{q}$ will not be a function of the symbol $\mu$ generated during the preceding sampling instant, but will be defined by the input symbol $\mu$ appearing $q$ instants before:

$$
\mu_{q}^{p+q}=f\left(\mu^{p}\right) .
$$

If the input and output symbols of all the delays are defined on the same alphabet, then output $\mu_{q}$ will coincide with input $\mu$, supplied $q$ instants before:

$$
\mu_{q}^{p+q}=\mu^{p}
$$

Let us now return to the diagram of Fig. 4.8, but let us substitute its delay by a delay line. We then obtain Fig. 4.15. Then, instead of relations (4.11), we have

$$
\left.\begin{array}{rl}
u^{p} & =F\left(\varkappa^{p}, p^{p}\right),  \tag{4.17}\\
x^{p+q} & =\mu^{p} .
\end{array}\right\}
$$

Eliminating !, we have

$$
\begin{equation*}
\varkappa^{p+q}=F\left(\varkappa^{p}, p^{p}\right), \tag{4.18}
\end{equation*}
$$

whereas dy eliminating $\%$ from (4.17) [rather than $\mu$ ], we obtain

$$
\begin{equation*}
p^{p+q}=F\left(p^{p}, p^{p+q}\right) . \tag{4.19}
\end{equation*}
$$

A delay line can also be connected to the input of a converter. Then, instead of relations (4.17), we get

$$
\left.\begin{array}{r}
\mu^{p}=F\left(\gamma^{p}, \gamma^{p}\right)  \tag{4.20}\\
r^{p, q}=\sigma^{p}, \\
\alpha^{p+4}=y^{p},
\end{array}\right\}
$$

or, by eliminating $\&$ and $\%$,

$$
\begin{equation*}
\left.,^{p+q}=F\left(\mu^{p},\right\}^{p}\right) \tag{4.21}
\end{equation*}
$$

Note that if we had designated by symbols $\%$ the state of the entire system, taking into account the outputs of all the delays, then
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at the instant $p+1$ the $x$ would depend only on the $火$ at the instant $p$. However, if we assign the symbol $\varkappa$ only to the output of the last delay, we can use this automaton to embody relation (4.19). This is precisely what we meant when, on introducing the concept of a finite automaton in Chapter 3, we said that an expression such as (3.5'):

$$
x^{p+1}=F\left(x^{p}, p^{p}\right)
$$

is so general that it includes a finite automaton in which the output $x^{p+q}$ depends on the inputs $x^{p}$ and $\rho^{p}$ introduces a finite number ( $q$ ) of instants previously.

Now let us return to the relationship between automata and sequential machines of the $\mathrm{P}-\mathrm{P}$ and P - Pr types. Consider the schematic of Fig. 4.8, described by Eq. (4.11). As stated in Chapter 3, Eq. (4.11) describes automata of either the P - P or P - Pr type, depending on whether we eliminate variable $\mu$ or variable $\%$. The diagram of Fig. 4.8 can representeither case, depending on whether the output variable is $\%$ ( $\mathrm{P}-\mathrm{P}$ automaton) or $\mu$ ( $\mathrm{P}-\mathrm{Pr}$ automaton). Figures 4.16 , a and b shows these two machines.

As pointed out in Chapter 3, a P-Ps-machine differs from P - Pr machine only in that it contains a P - P rather than a P - Pr automaton. Thus such machines may be represented as shown in Fig. 4.17, a,b.

Let us recall that the P - P machine can always substitute for a P - Pr machine simply by changing converter $\mathbb{I}$. However, the converse statement, that is, that merely by exchanging the output converter a $P$ - Pr machine can be made to substitute for a P - P machine, is not true. Now that we can define automata by means of tables and have introduced diagrams such as Figs. 4.16 and 4.17, we can illustrate this statement by an example.

Assume an $s$-machine of the P - Ptype (Fig. 4.17,a) is given by the tables of converter $F$ (Table 4.13) and converter $\Phi$ (Table 4.14).
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Table 4.13
Converter $F$

|  | $p$ | $\rho_{1}$ | $\rho_{2}$ |
| :---: | :--- | :--- | :--- |
| $x_{1}$ | $x_{3}$ | $x_{1}$ | $x_{2}$ |
| $x_{2}$ | $x_{3}$ | $x_{3}$ | $x_{4}$ |
| $x_{3}$ | $x_{2}$ | $x_{1}$ | $x_{2}$ |
| $x_{4}$ | $x_{2}$ | $x_{4}$ | $x_{3}$ |


a)

b)

Fig. 4.17.
Table 4.14
Converter $\Phi$

| $\%$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{3}$ |
| :---: | :---: | :---: | :---: |
| $x_{1}$ | $\lambda_{2}$ | $\lambda_{3}$ | $\lambda_{2}$ |
| $x_{2}$ | $\lambda_{3}$ | $\lambda_{1}$ | $\lambda_{3}$ |
| $x_{3}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{2}$ |
| $x_{4}$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{3}$ |

Retaining converter $F$ as is, find a new table for a converter $\lambda=\omega^{*}(\mu, \rho)$ such that the $s$-machine Fig. 4.17, b incorporating it will substitute for the initial $s$-machine.

Consider, for example, the intersection of the first row and the first column in the table for converter $\Phi$ (Table 4.14), where one finds symbol $i_{2}$. The corresponding square of Table 4.13 for converter $F$ contains the symbol $\alpha_{3}$. We shall thus write the symbol $\lambda_{2}$ at the intersection of the first column and the third row in the table of the new converter $\Phi^{*}$ (Table 4.15): we can complete the remainder of this table in the same manner.

Now, however, letus try to repeat the procedure, this time starting with the square located in the first column and the second row of Table 4.14 of the old converter $\Phi$. This square contains symbol $\lambda_{3}$, and the corresponding square of Table 4.13 contains the symbol $\kappa_{3}$ as before.

Thus our new table would have to con$\operatorname{tain} \lambda_{3}$ in a square already occupied by symbol $\lambda_{2}$. But this means that we would obtain a nonunique converter. Our example confirms the statement that, in general, a P - Pr machine cannot substitute for a $P$ - $P$ machine if the only change introduced into the $P$ - Pr machine is that of the output converter.

Now let us return to the relationship between a finite automaton and a sequential machine. We have accumulated sufficient material to define this relationship more precisely, by means of the following

Table 4.15
 theorem.*

Theorem. For every sequential machine s there exists a system consisting of a finite automaton $A$ and an output converter such that, given any initial state of $S$ and any input sequence to it, there is an initial state of $A$ such that, at all $p \geqslant 1$, the output sequence of $A$ is a repetition of the output sequence of $S$ with a delay of one sampling instant. Conversely, for any system consisting of a finite automaton $A$ and an output converter, there exists a sequential machine s such that, given an initial state of $A$ and any input sequence to it, there is an initial state of $S$ such that, at all $p \geqslant 0$ the output sequence of $S$ repeats the output sequence of $A$ with a lead of one sampling instant.

Proof of the first statement. Assume a sequential machine $s$ described by equations

$$
\begin{align*}
x^{p+1} & =F\left(x^{p}, p^{p}\right),  \tag{4.22}\\
x^{p} & =\Phi\left(x^{p}, p^{p}\right) . \tag{4.23}
\end{align*}
$$

We shall now construct a net consisting of two finite automata and define it by equations

$$
\begin{align*}
& y^{p+1}=F_{1}\left(y^{p}, z^{p}\right)  \tag{4.24}\\
& z^{p+1}=p^{p} \tag{4.25}
\end{align*}
$$

[^15]and we define the output converter of the net by
\[

$$
\begin{equation*}
y^{p}=\Phi\left(y^{p}, z^{p}\right) \tag{4.26}
\end{equation*}
$$

\]

where the alphabets $\{!\prime\}$ and $\{\%\}$ coincide with the alphabets $\{x\}$ and $\{\lambda\}$, respectively; the alphabet $\{z\}$ differs from $\{\rho\}$ by one additional symbol $z_{n}$; the function (1) in (4.26) coincides with the corresponding function in (4.23) for all pairs of symbols from alphabets $\{x\}$ and $\{\rho\}$, but is indeterminate (or may be defined in any desired way) for $z=z_{0}$; the function $F_{1}$ in (4.24) coincides with $F$ in (4.22) for all combinations of symbols that do not contain $z_{0}$, but for $z_{0}$-containing combinations, $F_{1}\left(!, z_{1}\right)=!$. Equations (4.24) and (4.25) specify the finite automaton A whose states are coded by the symbol pair $(y, z)$, while Eq. $(4.26)$ defines the output converter for this automaton. We shall now compare with each initial state $\chi^{\prime \prime}$ of S that initial state of automaton $A$ for which

$$
\begin{equation*}
y^{n}=r^{0}, \quad z^{0}=z_{0} . \tag{4.27}
\end{equation*}
$$

When $p=0$, it follows from (4.24) that $y^{1}=y^{0}=x^{0}$. When $p \geqslant 1$, the symbol $z^{\prime \prime}$ cannot be generated, so that for the sampling instants the function $\%$ in (4.24) can be replaced by $F$, and

$$
\begin{equation*}
y^{p+1}=F\left(y^{p}, z^{p}\right), \quad p \geqslant 1 . \tag{4.28}
\end{equation*}
$$

Introducing a new variable $Y^{p} \equiv y^{(p+1)}(p \geqslant 0)$, and using (4.24), we can write

$$
\begin{equation*}
Y^{p+1}=F\left(Y^{p}, p^{p}\right), \quad p \geqslant 0 \tag{4.29}
\end{equation*}
$$

whereby $Y^{0}=y^{1}=x^{\prime}$. Equations (4.22) and (4.29) and the initial conditions $\varkappa(0)=\psi^{0}$ coincide, so that for any $p \geqslant 1$

$$
Y^{p} \equiv \iota^{p} .
$$

But $y^{p}=Y^{p}-1$, so that

$$
\begin{equation*}
y^{p}=x^{p-1}, \quad p \geqslant 1 . \tag{4.30}
\end{equation*}
$$

Substituting (4.25) and (4.30) into (4.26) and comparing with (4.23), we get

$$
\gamma^{p}=\Phi\left(x^{p}, \gamma^{p}\right)=\lambda^{p-1}, \quad p \geqslant 1,
$$

which proves the first statement of the theorem.

We shall now prove the second statement. Let the finite automaton $A$ be

$$
\begin{equation*}
x^{p+1}=F\left(x^{p}, \mathrm{p}^{p}\right) \tag{4.31}
\end{equation*}
$$

and its output converter

$$
\begin{equation*}
\chi^{p}=\Phi\left(x^{p}\right) \tag{4.32}
\end{equation*}
$$

We shall now compare this automaton with the sequential machine $s$ :

$$
\begin{align*}
y^{p+1} & =F\left(y^{p}, y^{p}\right),  \tag{4.33}\\
x^{p} & =\Phi\left[F\left(y^{p},,^{p}\right)\right], \tag{4.34}
\end{align*}
$$

where the alphabets $\{y\}$ and $\{x\}$ coincide. We shall match each initial state of $A$ with an initial state of S. Since Eqs. (4.31) and (4.33) and the corresponding initial conditions coincide, we have

$$
\begin{equation*}
y^{p}=\gamma^{p} \tag{4.35}
\end{equation*}
$$

for all $p \geqslant 0$. Substituting (4.35) into (4.34) and using (4.31) and (4.32), we have, for all $p \geqslant 0$,

$$
\lambda^{p}=\Phi\left[F\left(\varkappa^{p}, \rho^{p}\right)\right]=\Phi\left(\chi^{p+1}\right)=\chi^{p+1}
$$

q. e. d. Thus the entire theorem is proved.

If one wants to determine what a sequential machine or a finite automaton "can do," then, by virtue of the above theorem, one need not examine these machines separately. However, the two abstract concepts are not equivalent, in the sense that the same "task" may be performed in a sequential machine with a smaller number of states than in the corresponding automaton. This is important in cases in which it is desired to minimize the number of such states (see Chapter 9).

### 4.4. ABSTRACT AGGREGATES OF AUTOMATA AND SEQUENTIAL MACHINES

We have proved that an automaton may be replaced by a variety of abstract structures, and that each abstract structure may itself be replaced by a great variety of nets. On the other hand, if each abstract structure is an automaton, then the very concept of a net
permits us to devise new automata from other automata. This reasoning leads to the following problem: is it possible to find such a set of automata and converters that, by employing any devised number of automata and converters of this set, one can construct nets which would substitute for a variety of automata and sequential machines?

The process of constructing nets by employing only automata and converters of a given set will be called the aggregation of finite automata and sequential machines.

Automata and converters contained in a set are said to be elements of the set. We shall say that a set is complete if its elements can be used to construct a net which can substitute for any a priori given finite automaton or sequential machine.

We have already shown that, given a set of any delay elements (that is, operating in any alphabets) and any converters, one can construct a net which will substitute for any given automaton.

Assume a delay element operating in alphabet $\{\mu\}$. If, in addition, we had some set of elementary converters from which we could construct any converter operating in alphabet $\{\mu\}$, then we would have a complete set.

Thus, for example, one important complete setis that consisting of a binary delay element (that is, a bistable delay element) plus elements performing the operations of disjunction, conjunction, and negation.

Indeed, any automaton may be replaced by an abstract logical structure, that is, an abstract structure in which all the $k_{i}=2$ and all the $r_{j}=2(i=1,2, \ldots, n ; j=1,2, \ldots, s)$. But such an abstract structure may be represented by a net consisting exclusively of binary delay elements and logical converters. But since any logical function may be represented by a conjunction of disjunctive groups, any logical converter can be constructed of converters performing disjunction, conjunction, and negation (see Chapter 1 and 2). Therefore, the above set is complete.

Obviously, we would also have a complete set if the latter consisted of the binary delay element plus a converter performing any logical function (such as a converter performing the Sheffer stroke).

In a similar manner, one can develop complete sets operating in alphabets containing more than two symbols (for instance, $m$ symbols); the problem then reduces to that of expressing any logical function of $m$-valued logic by means of several primitive functions. Such primitive functions, plus a delay element operating in the alphabet of $m$ symbols, constitute a complete set.

Chapter 5 will describe the practical embodiments of various complete sets as well as the construction of finite automata and
sequential machines based on such sets. However, letus first briefly consider an important abstract model, which was developedin connection with certain problems in physiology.

### 4.5. ABSTRACT NEURONS AND MODELS OF NEURAL NETS

The behavior of nerve cells (neurons) and of nervous systems is assumed to be representable by abstract (idealized) neurons and abstract models of neural nets. The McCulloch - Pitts neural net is one of the best known abstractions of this kind.*

The McCulloch-Pitts neuron is an imaginary logical element which may exist in only one of two possible states:
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"stimulated" and "not stimulated." A neuron may have any finite number of inputs, but only one output which may, however, have any finite number of branches (Fig. 4.18). Each input may terminate in either of two endings: "inhibitory" (black dot in Fig. 4.18) or "simple" (arrow in Fig. 4.18). The branching output endings of a neuron may act upon the inputs of other neurons or on their own input. Some of the neuronal inputs may be externally stimulated. Again, an external stimulus may either stimulate or not stimulate the input. We can thus form abstract neural nets to simulate nerve tissues (see Fig. 4.19).

Let $f(t)$ be the number of simple input ('s $\rightarrow$ '') endings which are stimulated at the instant $t$ and act upon a given neuron and let $g(t)$ be the number of stimulated inhibitory endings ( $\bullet$ ) which also act upon this neuron.

The functioning of a neuron (and, consequently, of the net) is determined by the following condition of stimulation: A neuron is stimulated at the instant $t+\tau$ if the following conditions are satisfied at the instant $t$ :

$$
\begin{equation*}
g(t)=0, \quad f(t) \geqslant h, \tag{4.36}
\end{equation*}
$$

[^16]where $h$ is a given finite number, called the threshold of stimulation. A neuron is not stimulated unless these conditions are met. Thus the inhibitory ending has 'veto power'"; that is, even if inequality (4.36) is satisfied, the output is not stimulated if the input of the neuron in question is connected to even one inhibitory branch of a stimulated neuron.*
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If $w_{i}$ is the state of the simple input fibers $(i=1,2, \ldots, s), v_{j}$ is the state of the inhibitory input fibers $(j=1,2, \ldots, q)$, and $x$ is the state of the neuron, then the behavior of a McCulloch-Pitts neuron, such that $s=3, h=2, q=2$ is described by

$$
\begin{align*}
x(t+\tau)=\left\{\left[w_{1}(t) \& w_{2}(t)\right]\right. & \vee\left[w_{1}(t) \& w_{3}(t)\right] \vee \\
& \left.\vee\left[w_{2}(t) \& w_{3}(t)\right]\right\} \& \overline{v_{1}(t)} \& \overline{v_{2}}(t) . \tag{4.37}
\end{align*}
$$

Let us mark off points $0, \tau, 2 \tau, 3 \tau, \ldots$ on the time axis and observe the neurons and neural nets only at such instants; that is, let us introduce sampling instants. Instead of $0, \tau, 2 \tau, 3 \tau, \ldots$ we introduce integers $0,1,2, \ldots, p \ldots$ respectively, to denote the occurrence of these sampling instants. Then expression (4.37) may be written as

$$
\begin{equation*}
x^{p+1}=\left[\left(w_{1}^{p} \& w_{2}^{p}\right) \vee\left(w_{1}^{p} \& w_{3}^{p}\right) \vee\left(w_{2}^{p} \& w_{3}^{p}\right)\right] \& \overline{v_{1}^{p}} \& \overline{v_{2}^{p}} \tag{4.38}
\end{equation*}
$$

Now consider any McCulloch-Pitts abstract neural net consisting of $n$ neurons and having $s$ "free" inputs, through which external effects can be introduced. We shall label the neurons contained in the net by $1,2, \ldots, n$ and the free input fibers by $1,2, \ldots, s$; we shall also denote by $x_{i}$ the state of the $i$ th neuron and by $u_{j}$ the state of the $j$ th input fiber of the net. Then we can write $n$ equations of the form (4.38). Each input of a neuron of the net is acted upon either

[^17]by the ending of one of the other neurons or by an external effect. Therefore each $w$ or $v$ can be identified with an $x$ or a $u$; that is, we can introduce $x^{p}$ or $u^{p}$ into the right-hand sides of expressions (4.38), to replace $w^{p}$ and $v^{p}$, respectively.

It follows from the foregoing that the McCulloch-Pitts abstract neural net can be described by the system of relations

$$
\begin{gather*}
x_{i}^{p+1}=L_{i}\left(x_{1}^{p}, x_{2}^{p}, \ldots, x_{n}^{p} ; u_{1}^{p}, u_{2}^{p}, \ldots, u_{s}^{p}\right)  \tag{4.39}\\
i=1,2, \ldots, n
\end{gather*}
$$

where $L_{i}$ are logical functions such as (4.38).
Thus, the McCulloch-Pitts abstract neural net is in effect a net according to our definition of this term, and is therefore a finite automaton. But since the right-hand side of (4.39) contains not just any logical functions but functions of a special type [the (4.38) type], there arises a question: Canwe construct a neural net to correspond to any given finite automaton operating in the $0,1,2, \ldots$ (that is, $0, \tau, 2 \tau, \ldots$ ) timing sequence?

To answer this question, it will be pointedout, first of all, that a self-simulated neuron with $h=1$ and no inhibiting inputs (Fig. 4.20 ) is a blocked, or permanently simulated, neuron. Therefore neurons may have permanently stimulated inputs (Fig. 4.21,a), denoted as shown in Fig. 4.21 ,b. We shall say in this case that the stimulated input fiber is fixed.

We shall now consider a neuron with $h=1, s=1$, and $q=0$ (Fig. 4.22). Such a neuron is described by

$$
x^{p+1}=w^{p},
$$

that is, one neuron will produce a delay
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of one sampling instant. By connecting $q$ such neurons in series (Fig. 4.23), we can produce a delay of $q$ sampling instants.


Fig. 4.22.
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Consider now a neuron for which $h=1, s=1, q=1$, and fix the input stimulus (Fig. 4.24). Then the neuron embodies the relationship

$$
x^{p+1}=\overline{v^{p}},
$$

that is, the single neuron performs the operation of negation with a delay of one instant.

A neuron for which $h=1, q=0$, and $s$ is any number (Fig. 4.25 ) is an embodiment of a disjunction of $s$ variables with a delay of one instant:

$$
x^{p+1}=w_{1}^{p} \vee w_{2}^{p} \vee \ldots \vee w_{s}^{p}
$$

while a neuron with $h=s$ (for any $s$ ) and $q=0$ (Fig. 4.26) is an embodiment of a conjunction of $s$ variables with a delay of one instant.
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If we desire to perform a conjunction of $s$ variables, some of which are negated, then the negated variables must be introduced at the inhibitory inputs while $h$ must equal the number of negated variables. Thus, for example, the conjunction

$$
x^{p+1}=w_{1}^{p} \& w_{2}^{p} \& \overline{w_{3}^{\prime}} \& \overline{w_{4}^{p}}
$$

can be embodied by a single neuron, as shown in Fig. 4.27.


Consider now an arbitrary disjunction of conjunctive groups. Let such a disjunction contain $m$ groups. Then each conjunctive group may be performed by a single neuron in accordance with Fig. 4.27. The outputs of these neurons are connected to a neuron which performs the disjunction (Fig. 4.25). Since all the neurons performing conjunctions "fire" during one instant, and since just one additional instant is required for performing a disjunction, the entire disjunctive form may be performed in two instants, that is, in time $2 \tau$. Thus,
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Fig. 4.28 shows a net consisting of McCulloch-Pitts neurons and embodying the form

$$
x^{p+2}=\left(w_{1}^{p} \& w_{2}^{p}\right) \vee\left(w_{1}^{p} \& w_{3}^{p}\right) \vee\left(w_{4}^{p} \& \overline{w_{5}^{p}} \& w_{1}^{p}\right) .
$$

Since any logical function may be presented as a disjunction of conjunctive groups, it can be performed over two sampling instants by an abstract net consisting of McCulloch-Pitts neurons. Thus any
logical converter $L$ may be constructed from McCulloch-Pitts neurons, but, in contrast to our usual assumptions, such a converter will not be instantaneous, because it will require two sampling instants to finish its operation.

Assume now that the inputs vary


Fig. 4.29. and that the state of the netis observed at instants $0.2 \tau, 4 \tau, \ldots$. With such a timing, one can construct a net of McCulloch-Pitts neurons that performs any logical conversion over a single sampling instant. Also, neurons may be employed to form a delay element for such a "doubled'" timing; to do this (see Fig. 4.23), two delay elements are connected in series. Now, having a logical converter performing any desired conversion and having a delay element, we can construct a net embodying any desired automaton operating with such a timing.

In Chapter 10 we shall consider methods for synthesizing automata operating with any desired "slow" timing, starting from elements operating with "fast'" timing, provided the synchronizing signals for the occurrence of the "slow" timing are supplied from an outside source. We shall show that to synthesize such systems we need elements capable of producing a delay for any such externally supplied timing.

To finish the discussion of neural nets, we shall show how such a delay element may be synthesized from McCulloch-Pitts neurons. Thus let us construct a net (Fig. 4.29) that performs, over time $2 \tau$, the function

$$
x^{p+2}=\left(w_{1}^{p} \& \overline{w_{2}^{p}}\right) \vee\left(w_{3}^{p} \& w_{2}^{p}\right)
$$

We combine two such nets into one net with two inputs ( $u$ and $u_{t}$ ), as shown in Fig. 4.30. The input $u$ is the basic input of the net, while $\mu_{t}$ is used for introduction of a synchronizing signal (it is assumed that the next sampling instant occurs when $u_{t}$ changes from 1 to 0 ).

Figure 4.31 shows the variation of $x$ and $x_{1}$ for some variations of $u$ and $u_{i}$. The value of $x$ coincides with the value of $u$, but with a delay of one sampling instant. The net will function correctly provided signals $u_{t}$ follow each other at intervals not shorter than $4 \tau$. The arrows in Fig. 4.31 bracket intervals $2 \tau$.
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Thus, having a delay element for any external synchronizing source, as well as a converter "firing'" in the time $2 \tau$, one can, with the aid of the methods of Chapter 10, use McCulloch-Pitts neural nets to embody any automaton (or sequential machine) with any desired timing, provided a single condition is satisfied: the interval between sampling instants cannot be shorter than $4 \tau$.

# Technical Embodiment of Finite Automata and Sequential Machines 

### 5.1. TWO METHODS FOR TECHNICAL REALIZATION OF FINITE AUTOMATA AND SEQUENTIAL MACHINES

In the preceding chapters we have formally introduced the concepts of "finite automaton," "sequential machines," and "abstract structure." So far, these were presented only as equations or systems of equations, and we did not deal with the physical nature of the dynamic systems whose motion they describe. Now we shall show that the above concepts describe important technical systems, and we shall introduce techniques for determining the hardware needed for realizing any given finite automaton or $s$-machine.

We have shown in Chapter 4 that each finite automaton or $s$ machine may be represented by many abstract structures. But each abstract structure may be embodied by some practical device that functions just like this abstract structure. It follows that any finite automaton can have many technical embodiments. We shall al so show that any given abstract structure of any given automaton may be embodied (realized) by many technical means.

In this chapter we shall consider only embodiments (realizations) of binary abstract structures; that is, it will be assumed that the finite automaton is given by a system of relations

$$
\begin{gather*}
x_{i}^{p+1}=F_{i}\left[x_{1}^{p}, x_{2}^{p}, \ldots, x_{n}^{p}, u_{1}^{p}, u_{2}^{p}, \ldots, u_{s}^{p}\right]  \tag{5.1}\\
(i=1,2, \ldots, n),
\end{gather*}
$$

where $x_{i}(i=1,2, \ldots, n)$ and $u_{j}(j=1,2, \ldots, s)$ are logical variables which can be only 0 or 1 , and $F_{i}(i=1,2, \ldots, n)$ are logical functions, which also can be only 0 or 1 . We also assume that the timing of the automaton is given, that is, we are given the conditions defining the occurrence of the discrete moments $0,1,2, \ldots, p$ on the continuous time scale.

To produce a technical device performing relation (5.1), one must have logical converters performing the functions $F_{i}$. We have already described such devices in Chapter 2. Now, however, we do not want to perform functions $F_{i}$ themselves, but want to embody relations (5.1) of which such functions are a part. Thus, we are faced with the question: What modification must be introduced into the function converters of Chapter 2 (or with what must these converters be supplemented), in order to transform them into devices whose states shall vary in time so as to model the abstract structure (5.1)?

We shall now present two essentially different methods for solving the above problem.

### 5.2. AGGREGATIVE DESIGN OF FINITE AUTOMATA AND SEQUENTIAL MACHINES

We already know that an abstract structure such as (5.1) can be placed into correspondence with a structural diagram. Such a diagram (for $n=3, s=2$ ) is shown in Fig. 5.1. The diagram contains $s$ input lines (input wires $u_{1}, u_{2}, \ldots, u_{s}$ ) and $n$ output lines (their coordinates are states $\left.x_{1}, x_{2}, \ldots, x_{n}\right)$. Each of the $n$ logical converters performing functions $F_{1}, F_{2}, \ldots, F_{n}$, respectively, receives signals from all the $n+s$ lines; the output of the $i$ th converter feeds the line $x_{i}$ via a one-instant delay element (denoted by a circle in Fig. 5.1), whose output and input are related by

$$
x_{\mathrm{out}}^{p+1}=x_{\mathrm{in}}^{p} .
$$

Direct examination shows that such a circuit models precisely the structure of relations (5.1). To construct a technical device according to this diagram, one must have one-instant delay elements in addition to the requisite logical converters. Thus in order to convert a set of elements sufficient for the embodiment of any logical function into a set of elements sufficientfor the realization of a finite automaton, one needs only to supplement the first set with a single element-a one-instant delay element.

Such a set is also sufficient for the construction of any sequential machine, since the latter differs from an automaton only in having an output logical converter.

A one-instant delay element must have two inputs-the basic input $x_{\text {in }}$ and an auxiliary (time) input $x_{i}$. It also must have an output $x_{\text {out }}$. The conventional notation for such an element is shown in Fig. 5.2.* The auxiliary (time) input receives the signals indicating

[^18]
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the occurrence of the next discrete moment, such signals being supplied to the automaton from an external signal-producing device (a 'clock' or "synchronous source'').

The delay element operates in the following manner: let $x_{\mathrm{in}}^{*}$ be the state of the input to the element at the first discrete moment. Then, after a short


Fig. 5.2.
time interval $\tau$ (the specific delay of the delay element), the output shows $x_{\text {out }}=x_{\text {in }}^{*}$.


Fig. 5.3.
After this, regardless of what happens at the input, the output will retain its value until the next discrete moment, when the same procedure is repeated. The delay element does not react to any changes occurring at the input during the time interval between the discrete moments.

Figure 5.3 shows an example of changes occurring at the input and output of a one-instant delay element. In this example the synchronizing signals are short pulses. However, the synchronizing signal often is each change of state of the auxiliary input, which can also have only two values: it can be either 1 or 0 (Fig. 5.4) or, alternatively, it can only change from state 0 to state 1 (Fig. 5.5).

Consider the construction of a pneumatic one-instant delay element. Such an element is based on so-called memory cells. Schematic diagrams of two types of memory cell are shown in Figs. 5.6, a and $b$, respectively, where the change of state of the "time input" $P_{t}$ from 0 to 1 serves as the synchronizing signal. A memory cell consists of two pneumatic relays (see Section 2.4). One of these (the output) is connected so as to perform a 'repetition,' maintaining the output pressure $P$ of the cell equal to pressure $P_{\mathrm{h}}$; the other relay (the input) performs the function of a pneumatic valve, opening or closing the connection between the chamber where the pressure $P_{\mathrm{h}}$ is established and the input line $P_{1}$. The operation of the pneumatic valve is governed by the pressure $P_{i}$; in the cell of the first type (Fig. 5.6,a) the valve is closed when $P_{t}=1$ and open when $P_{t}=0$, and, conversely, in the cell of the second type (Fig. $5.6, \mathrm{~b}$ ) it is closed when $P_{t}=0$ and open when $P_{t}=1$. Because of this arrangement, either the cell output is equal to its input (for the first cell when $P_{t}=0$, and for the second cell when $P_{t}=1$ ), or the output is not connected with the input and is constant (in the first cell when $P_{t}=1$, and in the second cell when $P_{t}=0$ ), its value being determined by the magnitude of the pressure $P_{\mathrm{h}}$ in the dead-end chamber.

A memory cell of the first type connected in series with a cell of the second type constitutes a one-instant delay element (Fig. $5.6, \mathrm{c})$. This element operates in the following way: at $t_{n}$, when $P_{t}$ is 1 (the beginning of the $n$th discrete moment), the first cell 'memorizes" the value of the input, that is, $P^{*}\left(t_{n}\right)=\dot{P}_{1}\left(t_{n}\right)$. In the same instant (more precisely, at time $t_{n}+\Delta t$, where the increment $\Delta t$ is caused by the fact that the working membrane of the second memory cell must travel a longer path than that in the first one), the second memory cell transfers the value remembered by the first cell to the output of the system: the pressure $P\left(t_{n}\right)=P^{*}\left(t_{n}\right)=P_{1}\left(t_{n}\right)$ is thus established at the output of the delay element. After this, as long as $P_{t}=1$, there can be no changes in the system, since its state is determined by the fact that throughout all this time the first cell 'remembers', the input value $P_{1}\left(t_{n}\right)$. This means that $P(t)=P^{*}(t)=$ $P_{1}\left(t_{n}\right)$ when $t_{n} \leqslant t \leqslant t_{n}$, where $t_{n}^{\prime}$ is the instant at which $P_{t}$ becomes 0 .

At time $t_{n}^{\prime}$ (see Fig. $5.6, \mathrm{~d}$ ) the input to the second memory cell is $P^{*}\left(t_{n}^{\prime}\right)=P_{1}\left(t_{n}\right)$; the cell "memorizes" it, and there is thus no
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change in the output of the system, which is still at $P\left(t_{n}^{\prime}\right)=P_{1}\left(t_{n}\right)$; at time $t_{n}^{\prime}+\Delta t$, the first memory cell starts to operate as a repeater. Subsequently, as long as $P_{t}=0$, the output of this system (that is, the delay element) will remain unchanged; it can assume a new value only if, at time $t_{n+1}$, the control $P_{i}$ (the time input) becomes 1 again.

Thus this pneumatic device performs the function of a one-instant delay element: its output at the instant of the synchronizing signal (when $P_{t}=1$ ) becomes equal to the input and then, no matter what happens at the input, remains unchanged until the following synchronizing signal (compare Fig. 5.6 , d with Fig. 5.5).

Figure 5.7 shows an electromechanical embodiment of a oneinstant delay element, which has many conceptual similarities to the above pneumatic delay element. Again, we have two inputs, $X$ and $X_{t}$, where $X_{t}$ is the time input-the change of $X_{t}$ from 0 to 1 being the synchronizing signal for the delay element. Again the circuit consists of two series-connected memory cells ( 1 and 2 in Fig. $5.7, \mathrm{a})$. The state of the relay coil $Y$ is the output of the element.

The cells memorize by using blocking contacts (contact $y^{*}$ in cell $l$ and contact $y$ in cell 2). The time input $X_{t}$ acts on the cell via its associated contacts $x_{i}$ and $\bar{x}_{t}$ in such a way that when the first
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cell 'memorizes', (this will occur at $X_{t}=1$ ), the second cell operates as a repeater of the first one $\left(Y=Y^{*}\right)$, and, conversely, when the second cell memorizes ( at $X_{t}=0$ ), the firstcell repeats the input $\left(Y^{*}=X\right)$. Figure $5.7, \mathrm{~b}$ shows that this system operates in precisely the same manner as the previously described pneumatic delay element.

As we stated before, a delay element consisting of two memory cells can operate correctly only if the theoretically simultaneous change of state of the cells actually takes place in a certain specified sequence: that is, both cells respond initially by remaining in a state of "memorizing," and only then does one of the cells transform its state into that of a repeater. In a pneumatic element this is achieved by applying differing back pressures $P_{h 1}$ and $P_{h 2}$, whereas in the relay switching element this same function is filled by the specific delay $\tau$ of relays $Y$ and $Y^{*}$.

Any finite automaton may be embodied by replacing the contacts $x\left(x_{1}, \ldots, x_{*}\right)$ of the delay element circuits (such as that of Fig. 5.7) with chains of contacts $f_{1}, f_{2}, \ldots, f_{n}$. Such chains not only incorporate the input contacts $x_{1}, \ldots, x_{s}$, but also include the contacts $y_{1}, \ldots, y_{n}$ of the output relays of the delay elements. This is shown by the circuit diagram of the automaton (Fig. 5.8). Thus the $u_{1}, \ldots, u_{\text {s }}$ states of the input fibers of the automaton of Fig. 5.1 correspond to the $x_{1}, \ldots, x_{s}$ states of the input contacts of Fig. 5.8 and the $x_{1}, \ldots, x_{n}$ states of the automaton of Fig. 5.1 correspond to state of the relay coils $Y_{1}, \ldots, Y_{n}$ of Fig. 5.8, and, finally, the logical converters $F_{1}, \ldots$, $F_{n}$ of Fig. 5.1 correspond to the chains of contacts $f_{1}, \ldots, f_{n}$ in Fig. 5.8 .

Obviously, the one-instant delay element is itself the simplest finite automaton. If one desires to assemble not merely logical converters but also automata then the set of constituent elements must include either a one-instant delay element or some other elementary


Fig. 5.8.


Fig. 5.9.
(nonautonomous) finite automaton. In another widely used method, one supplements the logical elements with an elementary automaton which, although it does not permit construction of all conceivable finite automata, does give many finite automata of practical value. One such elementary automaton is the complementary flip-flop (an autonomous automaton). Figure 5.9 shows a gas-operated flip-flop based on a pneumatic delay element. This flip-flop (Fig. 5.9,a) is obtained from a delay element by switching its output into its own input via a negation element (Fig. 5.9 ,b). Such a circuit is an autonomous finite automaton operating according to $x^{p+1}=\bar{x}^{p}$ (here, pressure $P$ substitutes for $x$ ), an operation shown in Fig. 5.9,c. Figure 5.10 shows an electromechanical flip-flop, also made from a delay element by switching its output into its own input via a negation element.
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This technique for the synthesis of automata involves supplementing the set of instantaneously acting logical elements with some very simple automaton (for example, a one-instant delay element, a flip-flop, and so on). In addition, in using delayelements, this technique assumes the availability of a synchronous source whose output becomes the time input of the delay elements. In many cases, however, there is no need for supplementing the logical set with new elements: one merely utilizes the fact that any real element has an inherent time lag $\tau$; that is, any real element is an elementary automaton operating in a discrete time scale devised by dividing the time axis into uniform intervals of length $\tau$. The realization of this fact leads to the most popular (although somewhat limited) technique for synthesizing automata. This technique is applicable when the synchronizing signal, defining the division of the continuous time into discrete moments, is the change of the input state of the system.

### 5.3. SYNTHESIS OF FINITE AUTOMATA AND SEQUENTIAL MACHINES BY UTILIZING INHERENT DELAYS AS WELL AS FEEDBACK

Consider again the simplest electromechanical relay, which in Chapter 2 was assumed to be acting instantaneously. In fact, however, relay actuation involves a short time lag $\tau$. This means that even though the output (the state of contacts $x$ ) and the input (flow of current in coil $X$ ), are both logical variables (that is, can only be 0 or 1), their relationship involves a time element. Thus

$$
x^{t+t}=X^{t}
$$

If time is uniformly divided into a succession of discrete moments $0, \tau, 2 \tau, 3 \tau, \ldots$ and if changes of the input as well as all outputs occur only at these moments, we get

$$
x^{p+1}=X^{p}
$$

that is, the relay* is an elementary automaton of the "one-instant time delay', type, operating at intervals $\tau$.

[^19]Further, a real contact network synthesized by the methods of Chapter 2 will not, in fact, perform the 'instantaneous', function

$$
x=F\left(u_{1}, u_{2}, \ldots, u_{s}\right)
$$

but will be an automaton

$$
x^{p+1}=F\left[u_{1}^{p}, u_{2}^{p}, \ldots, u_{s}^{p}\right]
$$

operating at times $0, \tau, 2 \tau, 3 \tau, \ldots$
Consider now a relay network such that normally open contacts of one relay close the circuit of the coil of the succeeding relay (Fig. 5.11). Then the input of the whole network is the current in the coil of the first relay, while its output is the closing of the contact $x_{n}$ of the last relay. Such a network can be described by

$$
\begin{gathered}
x_{n}^{p+1}=X_{n}^{p}=x_{n-1}^{p}, x_{n-1}^{p+1}=X_{n-1}^{p}=x_{n-2}^{p}, \ldots, \\
x_{2}^{p+1}=X_{2}^{p}=x_{1}^{p}, \quad x_{1}^{p+1}=X_{1}^{p}
\end{gathered}
$$

or

$$
x_{n}^{p+n}=X_{1}^{p},
$$

forming a typical loop-free automaton-an $n$-instants time delay line.
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Let us now construct an automaton with a loop, connecting the coil of the first relay of this delay line with the contacts of the last relay; that is, we shall close the delay circuit by means of feedback (Fig. 5.12). Again, all contacts are normally open. Then, following some initial state of contacts, this automaton, operating at intervals of $\tau$, will assume and stay in one of two possible stable states (all contacts closed or all open). If, however, the first relay was normally closed, while the others were normally open, then we would have continuous cyclic switching of contacts. The diagram of
this automaton would show all its states connected into a closed cycle. In particular, this is how the flip-flop circuit of Fig. 5.13 operates. Considered in this way, any relay switching circuit is an automaton operating at intervals $\tau$. As we have seen, both loopfree automata (for example, the delay line shown in Fig. 5.11) and automata with loops (for example, those of Figs. 5.12 and 5.13) may be synthesized by this method. However, the only automaton of this type which makes sense is the autonomous one, since the assumption that the input also changes at intervals $\tau$ would be unrealistic.

It should be pointed out that, in the case of


Fig. 5.13. loop-free autonomous automata, the diagram can have only one stable point (equilibrium) toward which the automaton tends whatever the initial state. In the case of automata with loops, however (that is, feedback circuits), the diagrams may show closed cycles, several equilibria, and so on (see Chapter 6). Even although such automata are sometimes used, they are not of great value since their cycle timing, that is, the intervals between successive discrete moments, is predetermined by the delay inherent in the relay, and so is usually very fast.

The mostly widely used automata are those in which the cycle timing is governed only by the change of the state of the input, such changes being infrequent and spaced over longer intervals of time than those required for the actuation time $\tau$ of the relay. We shall call such a cycle timing slow, while the cycle timing in which the time is divided into uniform intervals $\tau$ shall be known as fast.

Automata with slow timing governed by a change at the input may be synthesized from automata with fast timing, in which case we have a transformation of timing (see Chapter 10). To achieve this, one takes advantage of the fact thatit is possible to synthesize fast, relay-based autonomous automata whose diagrams show several stable states. Consider, for example, the simplest relay circuit (Fig. 5.14). This circuit contains two relays, whose coils $Y_{1}$ and $Y_{2}$ are connected in subcircuits which also contain the contacts belonging to these relays. Consequently, we have a feedback circuit or an automaton with loops. In addition, the circuit also includes the contacts $x_{1}$ and $x_{2}$ of two auxiliary relays $X_{1}$ and $X_{2}$. These contacts supply the input signals.

Let the input contacts be fixed in some position. Then, if the initial state of the remaining contacts is given, the circuit operates as an autonomous automaton with fast cycle timing, conforming to the diagram of this automaton. If the diagram does not show any closed cycles but has several possible equilibria, the system can
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only tend toward one of these. Precisely which equilibrium state will be attained is determined by the initial state of the system.

Assume that the equilibrium state achieved is $A$. Then, some time after $A$ has been established, let us change the state of the input contacts; after this, in accordance with previous discussion, the new state of the input contacts remains fixed. Now, with this new state of input contacts, the circuit is a new autonomous automaton with a new diagram. This new diagram may also have several possible equilibria, but the previous equilibrium $A$ need not be one of them. If this is the case, we have a new 'transient process"'; that is, the automaton begins operating in fast cycle timing, tending toward a new equilibrium $B$, whose position is governed both by the diagram of the new automaton and by the position of the state $A$ on this diagram.

This process is repeated whenever the state of the input contacts is changed. However, if the input contacts revert to their first state sometime later, the system need not necessarily return to equilibrium $A$. Indeed, in this case we recreate the initial autonomous automaton with the initial diagrams, but now the point $B$ may be positioned on some branch of the diagram other than that on which the system was initially (prior to establishment of $A$ ). The result is that the new state of equilibrium will be other than $A$; it may, for example, be $C$, in conformance with our assumption that the diagram of our autonomous automaton shows more than one state of equilibrium.

Let us now imagine that we are recording the states of the inputs and outputs of our relay system $\alpha$ seconds after each change of state of the input contacts. The value of $\alpha$ shall be made so large that all 'transient processes', occurring with fast cycle timing will have ended and a state of equilibrium attained by the time the reading is taken. However, $\alpha$ will not be so large that a change in the state of the input will occur during it. Then, at instants $\alpha$, we shall
observe only equilibrium states; whether some state will occur will depend on the preceding equilibrium state and the state of the inputs; that is, the finite automaton now embodied by the circuit no longer operates with fast cycle timing but with a timing which is governed by the changing of the state of the input.

If the output and perhaps even the input of this automaton, are fed to a logical output converter, we have a sequential machine with slow cycle timing.

The circuit really operates with fast timing, but this is immaterial since we are interested only in the states occurring after the transient processes have terminated, and sowe simply neglect these transient processes. We have thus transformed a fast-cycling automaton into a slow-cycling one. This technique of synthesizing finite automata and $s$-machines is, in reality, the one used for systems based on electromechanical relays, vacuum tubes, semiconductor triodes or diodes.

We come now to the following problem: can all a priori defined automata (or $s$-machines) operating with a timing governed by the change of its input states be synthesized via the above technique? The answer is yes. One methodutilizing this technique is described in Section 5.4.

A related problem is that of the most economical network, that is, the network utilizing the above transformation technique to embody a given automaton and, at the same time, containing the least number of relays, contacts and states (or minimizing some other parameters affecting the cost of the circuit). A general solution for one such problem is given in Chapter 10.

The above transformation technique is based on the assumption that the diagrams of the corresponding autonomous automata show several states of equilibrium. However, this is possible only in the case of automata with loops. It follows that a fast automaton must of necessity be one with a loop, which in practice is achieved by means of feedback, that is, by connecting the relay coils to their own contacts. In this sense the resulting networks become slow automata only because of feedback. Relays connected into feedback circuits are sometimes called intermediate relays, as distinctfrom relays that are employed for the control of input contacts (input relays) or for picking up the signal resulting in the circuit (output relays).

Comparing the aggregate method of synthesis of automata with that based on multiple stable states, we see that the aggregate method is based on a special element-the one-instant delay ele-ment-whereas the technique of multiple stable states requires no
other devices than the very same relays that are used in the logical converters, while the spacing of the operation in time is achieved by means of feedback loops and the special construction of contact networks.

It is quite obvious that all the elements of an aggregate set, in particular, its one-instant time delay elements, can themselves be based on the multiple stable states concept (see the circuit of the relay-based delay element, Fig. 5.7). However, such elements can be utilized in the aggregate systems only in conjunction with output power amplifiers; that is, they must be active.

Relay circuits are frequently designed in such a manner that the diagrams of the autonomous automata, resulting at all possible states of the input contacts, are of the specific form shown in Fig. 5.15; such diagrams show several equilibrium states (where the arrows issuing from these states lead back to the same states), while all the remaining, nonequilibirum, states are directly connected by arrows with equilibrium states. Given such a circuit, only one automatin cycle is required for attaining equilibrium; that is, equilibrim is achieved in time $\tau$. Therefore the time $\alpha$ needs to be only slightly longer than $\tau$. In practice, this means that the state of a slow automaton can be observed almost immediately after a change of the input. It is, of course, understood, that several relays may operate simultaneously during this single cycle.

If the actuating time $\tau$ were exactly the same for all the relays, then the fact that several relays are actuated simultaneously would cause no complications. However, in real systems : is not exactly the same for all relays. For this reason, a system operating with fast cycling time may change states in a sequince different from the one that it would have followed given exactly synchronized relays. In this case, the type of result-


Fig. 5.15. ing change of state would depend on which relay is the first actuated, that is, on factors that are random and usually not controllable. An example of this phenomenon, known as critical race of relays, is given in Section 5.4. This term emphasizes that the operation of the circuit is governed by the relay that operates fastest. Since one should not permit the operation of a circuit to depend on random factors, critical competition of relays must be prevented. To avoid this competition, the circuit embodying a given finite automaton or a sequential machine must satisfy
some additional requirements: for example, one requirement may be that the system shall be transformed from one state to another during a single 'fast'" cycle via the operation of a single relay. Such additional conditions necessitate more complex circuits, and thus a larger number of constituent elements (relays, contacts). Circuits satisfying these conditions are called realizations. There are a number of standard realizations. One of them, proposed by Huffman, will be described in the next section.

Naturally the competition problem does not apply in cases where the relays are strictly synchronized. Such a situation exists with some systems synthesized from magnetic amplifiers and tube elements, since in such systems this time $\tau$ is externally imposed on all the elements by the frequency of the alternating current feeding the system.

### 5.4. HUFFMAN'S METHOD AND REALIZATION

The early Huffman paper [170] on relay switching circuits still does not contain the concept of a sequential machine or a finite automaton, or their equivalents. While citing a number of ways in which the problem of synthesis of a relay switching network may be specified Huffman showed that one method is to start from a special table, which he calls the flow table. Assuming thereafter that the flow table is given, Huffman shows how it can be simplified (but does not show the limits of such a simplification), and then develops a general method for synthesis of relay switching circuits embodying this flow table. Huffman's circuit realizes the given table in its equilibrium states. But since his paper was not based on the concepts of a finite automaton and a sequential machine, Hoffman obviously could not specify that his method actually involves an $s$ machine with fast cycle timing which, in its stable states, realizes the given $s$-machine. The latter already has slow cycle timing, governed by changes in the states of the input.

We shall now develop Huffman's method, making use of the concepts of finite automaton, sequential machine, and cycle timing transformation. Assume we are given an $s$-machine, that is, two tables: the base table of the finite automaton involved, and the output converter table. We also assume that the cycle timing of the automaton is governed by change of the states of the input. We want to synthesize a relay network which, in its stable states will realize the given $s$-machine in accordance with the principles stated in Section 5.3. This problem is solved by Huffman's method on a simple
example, but the method is general and may be applied to other cases in exactly similar manner.

## a) The Type of Automaton or Sequential Machine

Recall that any sequential machine (including any finite automaton) may be defined by the system of relations (see Section 3.4)

$$
\left.\begin{array}{rl}
\mu & =F(x, p),  \tag{5.2}\\
x^{p+1} & =\mu^{p}, \\
\lambda & =\Phi(x, p),
\end{array}\right\}
$$

where

$$
\mu, x=\left\{x_{1}, \ldots, x_{k}\right\}, \quad \rho=\left\{\rho_{1}, \ldots, \rho_{r}\right\}, \quad \lambda=\left\{\lambda_{1}, \ldots, \lambda_{l}\right\} .
$$

This follows from the fact that sequential machines and automata defined by

$$
\left.\begin{array}{rl}
\mu & =F(x, \rho)  \tag{5.3}\\
x^{p+1} & =\mu^{p} \\
\lambda & =\Phi(\mu, \rho),
\end{array}\right\}
$$

can always be reduced to the form (5.2) by introducing the function

$$
\Phi(\mu, \rho)=\Phi[F(x, p), p \mid .
$$

The converse is not true; that is, a system defined in the form (5.2), can only occasionally be reduced to (5.3) without a change in the number of states. In particular, an automaton defined by

$$
\left.\begin{array}{rl}
\mu & =F(x, p),  \tag{5.4}\\
x^{p+1} & =\mu^{p}, \\
\lambda & =\mu,
\end{array}\right\}
$$

can always be represented by

$$
\left.\begin{array}{rl}
\mu & =F(x, \rho)  \tag{5.5}\\
x^{p+1} & =\mu^{p} \\
\lambda & =F(x, \rho),
\end{array}\right\}
$$

whereas an automaton given by

$$
\left.\begin{array}{rl}
\mu & =F(x, p),  \tag{5.6}\\
x^{p+1} & =\mu^{p}, \\
\lambda & =\chi,
\end{array}\right\}
$$

cannot be reduced to form (5.3).
In Section 3.4, $s$-machines definedby (5.2) were called P-P machines, and $s$-machines given by (5.3) were named $P$ - Pr machines. We shall again use this terminology here.

Since the equation system (5.2) is universal, it can be used as a canonical method for defining finite automata and sequential machines. System (5.2) finds correspondence in two tables, each with the arguments $\alpha$ and $\rho$. In order toemphasize that the arguments are common to both tables, and also for the sake of conciseness, we shall treat these two tables as one. Thus the data required for the synthesis of the relay circuit will be presented as a combined table of the automaton and the output converter. The columns of this table correspond tovarious input states, and the rows to the various states of the automaton; in accordance with (5.2), the squares of this table shall contain two symbols: that denoting the state of the automaton, and that describing the state of the output of the $s$-machine. The combined table may be interpreted in the following manner. It may be assumed that the headings of the rows and columns correspond to the current states of the automaton and the input (the states at time $p$ ); then the symbols in the squares define the next state of the automaton (state at time $p+1$ ) and the current state of the output of the $s$-machine. This is in accord with the representation of system (5.2) in the form

$$
\begin{aligned}
x^{p+1} & =F\left(x^{p}, p^{p}\right), \\
\lambda^{f} & =\Phi\left(x^{p}, \gamma^{p}\right) .
\end{aligned}
$$

Tables 5.1 - 5.5 show how the starting data may be given by means of combined tables.

Table 5.1 defines an automaton that may be interpreted as being either of the P - P or the P - Pr type (there is a one-to-one correspondence between $\lambda$ and $x$ in all the squares of the table).

Table 5.2 gives an automaton that cannot be of the $P-\operatorname{Pr}$ type (different symbols $\lambda$ may correspond to the same symbol $x$ within a single column; for example, we have pairs $x_{3} \lambda_{2}$ and $x_{3} \lambda_{3}$ in column $\rho_{1}$ ).

## Table 5.1

| $p_{1}$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{3}$ | $\rho_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $x$ | $x_{3} \lambda_{2}$ | $x_{4} \lambda_{4}$ | $x_{3} \lambda_{2}$ | $x_{2} \lambda_{4}$ |
| $x_{1}$ | $x_{3} \lambda_{2}$ | $x_{4} \lambda_{4}$ | $x_{1} \lambda_{3}$ | $x_{4} \lambda_{4}$ |
| $x_{2}$ | $x_{3}$ |  |  |  |
| $x_{3}$ | $x_{2} \lambda_{1}$ | $x_{4} \lambda_{4}$ | $x_{2} \lambda_{1}$ | $x_{4} \lambda_{4}$ |
| $x_{4}$ | $x_{1} \lambda_{3}$ | $x_{1} \lambda_{3}$ | $x_{3} \lambda_{2}$ | $x_{2} \lambda_{1}$ |

Table 5.2

| $\rho$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{3}$ | $\rho_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $x$ | $x_{3} \lambda_{2}$ | $x_{4} \lambda_{2}$ | $x_{3} \lambda_{2}$ | $x_{2} \lambda_{2}$ |
| $x_{1}$ | $x_{2}$ | $x_{3} \lambda_{3}$ | $x_{4} \lambda_{3}$ | $x_{1} \lambda_{3}$ |
| $x_{4} \lambda_{3}$ |  |  |  |  |
| $x_{3}$ | $x_{2} \lambda_{4}$ | $x_{4} \lambda_{4}$ | $x_{2} \lambda_{4}$ | $x_{4} \lambda_{4}$ |
| $x_{4}$ | $x_{1} \lambda_{1}$ | $x_{1} \lambda_{4}$ | $x_{3} \lambda_{2}$ | $x_{2} \lambda_{1}$ |

Table 5.3 defines a sequential machine that can be reduced to a $P$ - Pr machine (there is a unique relationship between each $x$ and $\lambda$ within each column; in this particular case there is also a one-toone correspondence between $x$ and $\lambda$ in each column).

Table 5.4

Table 5.3

| $\ldots$ | $p_{1}$ | $p_{2}$ | $p_{3}$ | $p_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | $x_{3} \lambda_{1}$ | $x_{4} \lambda_{2}$ | $x_{3} \lambda_{2}$ | $x_{2} \lambda_{4}$ |
| $x_{2}$ | $x_{3} \lambda_{1}$ | $x_{4} \lambda_{2}$ | $x_{1} \lambda_{4}$ | $x_{4} \lambda_{3}$ |
| $x_{3}$ | $x_{2} \lambda_{3}$ | $x_{4} \lambda_{2}$ | $x_{2} \lambda_{1}$ | $x_{4} \lambda_{3}$ |
| $x_{4}$ | $x_{1} \lambda_{2}$ | $x_{1} \lambda_{1}$ | $x_{3} \lambda_{2}$ | $x_{2} \lambda_{4}$ |


| $\rho$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{3}$ | $\rho_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\varkappa$ | $x_{1}$ |  |  |  |
| $x_{1}$ | $x_{3} \lambda_{1}$ | $x_{4} \lambda_{2}$ | $x_{3} \lambda_{2}$ | $x_{2} \lambda_{4}$ |
| $x_{2}$ | $x_{3} \lambda_{1}$ | $x_{4} \lambda_{2}$ | $x_{2} \lambda_{4}$ | $x_{4} \lambda_{3}$ |
| $x_{3}$ | $z_{2} \lambda_{3}$ | $x_{4} \lambda_{3}$ | $x_{2} \lambda_{1}$ | $x_{4} \lambda_{3}$ |
| $x_{4}$ | $x_{1} \lambda_{2}$ | $x_{1} \lambda_{1}$ | $x_{3} \lambda_{2}$ | $x_{2} \lambda_{4}$ |
| $\alpha_{i}$ | 3 | 3 | 3 | 2 |

Tables 5.4 and 5.5 define sequential machines that cannot be reduced to the P - Pr type. Table 5.4 differs from Table 5.5 in that in each of its columns there is a unique relationship between $\lambda$ and $x$; that is, each $\lambda$ is always paired with the same $x$ but there is no overall one-to-one correspondence between $x$ and $\lambda$.

Tables 5.1-5.4 have one common property: in each of them, the next state of the automaton (symbol $x$ in a square) is uniquely

Table 5.5

| $p$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{3}$ | $\rho_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $x$ | $x_{1}$ | $x_{3} \lambda_{1}$ | $x_{4} \lambda_{2}$ | $x_{3} \lambda_{2}$ |
| $x_{2} \lambda_{4}$ |  |  |  |  |
| $x_{3}$ | $x_{3} \lambda_{4}$ | $x_{4} \lambda_{2}$ | $x_{1} \lambda_{4}$ | $x_{4} \lambda_{3}$ |
| $x_{2} \lambda_{3}$ | $x_{4} \lambda_{1}$ | $x_{2} \lambda_{1}$ | $x_{4} \lambda_{3}$ |  |
| $x_{4}$ | $x_{1} \lambda_{2}$ | $x_{1} \lambda_{1}$ | $x_{3} \lambda_{2}$ | $x_{2} \lambda_{4}$ |

defined by the current states of the input and output of the $s$-machine. Table 5.5 does not follow this rule.

Huffman's method may be used directly where the given circuit is not of the form of Table 5.5. In other words, this method realizes all automata (both those that can and cannot be reduced to the $\mathrm{P}-\mathrm{Pr}$ type), all sequential machines that can be reduced to the $P$ - $\operatorname{Pr}$ type, and some sequential machines that cannot be reduced to the P - Pr type but have the properties specified in Table 5.4.

## b) Development of a Flow Table from a Given Table for an $s$-Machine

It is required to develop a sequential machine defined by its stable states. The machine is given, in a P - P form, by a basic table, which is the combined table of the automaton and the converter (Table 5.6). We assume that the next (discrete) sampling instant,

Table 5.6

| $\rho$ | $\rho$ | $\rho_{1}$ | $\rho_{3}$ | $\rho_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $x$ | $\rho_{2}$ |  |  |  |
| $x_{1}$ | $x_{2} \lambda_{1}$ | $x_{2} \lambda_{1}$ | $x_{1} \lambda_{3}$ | $x_{1} \lambda_{1}$ |
| $x_{2}$ | $x_{1} \lambda_{3}$ | $x_{3} \lambda_{2}$ | $x_{3} \lambda_{1}$ | $x_{1} \lambda_{1}$ |
| $x_{3}$ | $x_{1} \lambda_{2}$ | $x_{2} \lambda_{1}$ | $x_{1} \lambda_{3}$ | $x_{2} \lambda_{2}$ |
| $\alpha$ | 3 | 2 | 2 | 2 | that is, the cycle timing of this machine, is governed by the instant of change of its input states. We also assume that the next state of the automaton is uniquely defined by the current states of the input and output of the $s$-machine, that is, that there are no table columns where one $\lambda$ is paired with different $x$. Table 5.6 satisfies this requirement. To solve this problem by Huffman's method, we must convert this table into a flow table. Do this as follows:

We add to machine Table 5.6 a bottom row where we enter $\alpha_{i}$, the number of different output states (different $\lambda$ ) the machine can have at any given $i$ th input (in our case $\alpha_{1}=3, \alpha_{2}=\alpha_{3}=\alpha_{4}=2$. We then compute $\sigma=\sum_{i=1}^{r} \alpha_{i}$, where $r$ is the number of different input states. In our case $r=4$ and $\sigma=\alpha_{1}+\alpha_{2}+$ $\alpha_{3}+\alpha_{4}=9$. After this, we develop Table 5.7 which has the same
number of columns as the basic Table 5.6 , but has $\sigma$ rows. The input (top) row again contains $\rho$, while the extreme left column carries a sequence of new variables $x^{\prime}=\left\{x_{1}^{\prime}, \ldots, x_{0}^{\prime}\right\}$; in our case $x^{\prime}==\left\{x_{1}^{\prime}, \ldots\right.$, $\left.x_{9}^{\prime}\right\}$. Now we fill out the table. We copy into column $\rho_{1}$ (beginning with its first row) the various $\lambda$ (total number $\alpha_{1}$ ) from column $\rho_{1}$ of the basic table (here these are $\lambda_{1}, \lambda_{3}$, and $\lambda_{2}$ ). The sequence in which these are entered into Table 5.7 is immaterial. Next to these symbols $\lambda$ we copy the symbols $x^{\prime}$ denoting the given rows of Table 5.7. These squares correspond to equilibrium states; let us mark them with rectangles. We fill in the $\alpha_{2}$ squares of column $\rho_{2}$ in the same manner, but here the entries do not start from the first row but from the first blank row (here, row $x_{4}^{\prime}$ ). We thus enter pairs $x_{4}^{\prime} \lambda_{1}$ and $x_{5}^{\prime} \lambda_{2}$. In a similar manner we complete the $\alpha_{i}$ squares of each $i$ th column.

Now, we find the symbol $\lambda$ in the top row of column $\rho_{1}$ of Table 5.7 (in our case, this is $\lambda_{1}$ ); we find the square containing the same

Table 5.7

symbol in the first column of Table 5.6 and note the $x$ appearing in that pair (in our case this is $x_{2}$ ).* We find the row headed by this $x$ in the basic table and, retaining the same sequence, copy the symbols $\lambda$ from this row into the corresponding blank squares of the first row of Table 5.7 ( here, $\lambda_{2}, \lambda_{1}$ and $\lambda_{1}$, respectively, are copied below $\rho_{2}, \rho_{3}$ and $\rho_{4}$ ). We proceed in the same manner with all rows of Table 5.7 , and we enter symbols $\lambda$ in all its squares. Now we match each lone $\lambda$. of Table 5.7 with a symbol $x^{\prime}$ in such a manner that in each column the $\lambda^{\prime}$ 's are uniquely pairedwith $x^{\prime}$; in other words, we pair the $\lambda^{\prime}$ s of each column, with the symbols $x^{\prime}$ enclosed by the equilibrium state rectangles. Now we have a full Table 5.7, which is equivalent to Huffman's flow table, and represents the table of a "fast" sequential machine defined in the P-P form. If the $\rho$ and $\lambda$ variables are sampled only inequilibrium states, this "fast" machine will operate exactly as the starting one (Table 5.6).

## c) Abbreviation (Compression) of the Flow Table

If the flow table has one or more identical rows, then this automaton may be replaced by another 'fast'" automatonwith a smaller number of states. We shall illustrate this with Table 5.7.

We introduce the new variable $x^{\prime \prime}$, and place it into correspondence with $x^{\prime}$, making sure that wherever there are one or more identical rows in Table 5.7, they correspond to the same $x^{\prime \prime}$. This matching is best done by adding a right-hand side column of $x^{\prime \prime}$ to the table of the first "fast" automaton. In our particular case, this column (see Table 5.6) has two identical $x^{\prime \prime}$ values (in the sixth and ninth rows), corresponding to identical rows. We then develop the compressed flow Table 5.8; itcontains the same number of columns as Table 5.7 , but only as many rows as there are different symbols $x^{\prime \prime}$, and $x^{\prime \prime}$ replaces $x^{\prime}$ throughout. The compressed table thus obtained defines (in the P - P form) a 'fast machine,' which, when sampled only at its states of equilibrium, operates in the same way as the starting 'slow' machine, but has a minimum number of states (this last statement will be clarified in Chapter 10). This, in essence, concludes the synthesis of the sequential machine. All that remains is to realize the machine by means of a relay circuit.

[^20]Table 5.8

|  | $\mathrm{PI}_{1}$ | $\mathrm{P}_{2}$ | $P_{3}$ | $P_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\chi_{1}^{\prime \prime}$ | $x_{11}^{\prime \prime} \lambda_{1}$ | $x_{5}^{\prime \prime} 7_{2}$ | $x_{7}^{\prime \prime} \lambda_{1}$ | $\chi_{6}^{\prime \prime} \lambda_{1}$ |
| $x_{2}^{\prime \prime}$ | $x_{2}^{\prime \prime} \lambda_{3}$ | $x_{4}^{\prime \prime} \lambda_{1}$ | $x_{6}^{\prime \prime} \lambda_{3}$ | $\chi_{6}^{\prime \prime} \lambda_{1}$ |
| $x_{3}^{\prime \prime}$ | $x_{3}^{\prime \prime} \lambda_{2}$ | $x_{4}^{\prime \prime} \lambda_{1}$ | $x_{6}^{\prime \prime}>_{3}$ | $x_{6}^{\prime \prime} \lambda_{1}$ |
| $x_{4}^{\prime \prime}$ | $x_{2}^{\prime \prime} \lambda_{3}$ | $x_{4}^{\prime \prime} \lambda_{1}$ | $x_{i}^{\prime \prime} \lambda_{1}$ | $x_{6}^{\prime \prime} \lambda_{1}$ |
| $x_{5}^{\prime \prime}$ | $x_{3}^{\prime \prime} \lambda_{2}$ | $x_{5}^{\prime \prime} \lambda_{2}$ | $x_{6}^{\prime \prime} \lambda_{3}$ | $\gamma_{8}^{\prime \prime} \lambda_{2}$ |
| $\chi_{6}^{\prime \prime}$ | $x_{1}^{\prime \prime} \lambda_{1}$ | $\left.x_{4}^{\prime \prime}\right\rangle_{1}$ | $x_{6}^{\prime \prime} x_{3}$ | $x_{6}^{\prime \prime} \lambda_{1}$ |
| $x_{7}^{\prime \prime}$ | ${ }^{\prime \prime}{ }_{3}^{\prime \prime} \lambda_{2}$ | $x_{4}^{\prime \prime} \lambda_{1}$ | $x_{7}^{\prime \prime} \lambda_{1}$ | $\chi_{8}^{\prime \prime} \lambda_{2}$ |
| $\chi_{8}^{\prime \prime}$ | $x_{2}^{\prime \prime} \lambda_{3}$ | $x_{5}^{\prime \prime} \lambda_{2}$ | $\left.x_{7}^{\prime \prime}\right\rangle_{1}$ | $x_{8}^{\prime \prime} \lambda_{2}$ |

d) Compilation of the Table of the Relay Network

We encode the states of the "fast', automaton in binary notation (Table 5.9), and do the same for its inputs $p$ (Table 5.10) and outputs $\lambda$ (Table 5.11).

We now introduce relays in the same number as there are digits in the binary coding of a given state. We use two digits to code the inputs $\rho$ (Table 5.10) and thus have two input relays. We also have two output relays, from coding of Table 5.11. The states of the automaton (Table 5.9) are matched to intermediate relays, of which there are thus three.

We then rewrite Table 5.8 (utilizing the notations of Tables 5.9 5.11 ) to obtain Table 5.12 (the automaton table) and Table 5.13 , the output converter table.

Now we have logical functions which can be realized by actual circuits: the codes employed as headings of the rows and the columns of Tables 5.12 and 5.13 give the values of logical variables

Table 5.9 (the states of the contacts of input andintermediate relays), whereas the digits in the matrices them-

| $x_{1}^{\prime \prime}$ | 000 |
| :---: | :---: |
| $x_{2}^{\prime \prime}$ | 001 |
| $x_{3}^{\prime \prime}$ | 010 |
| $x_{4}^{\prime \prime}$ | 011 |
| $x_{5}^{\prime \prime}$ | 100 |
| $x_{6}^{\prime \prime}$ | 101 |
| $x_{7}^{\prime \prime}$ | 110 |
| $x_{8}^{\prime \prime}$ | 111 | selves are the values of the logical functions (currents in the coils of the intermediate and output relays).

To develop an expanded table of logical functions for our example, let us use $x_{1}$ and $x_{2}$ for the

Table 5.10


Table 5.11

| $\lambda_{1}$ | 00 |
| :--- | :--- |
| $\lambda_{2}$ | 01 |
| $\lambda_{3}$ | 10 |
| $\lambda_{4}$ | 11 |

the states of the contacts of the input relays, $y_{1}, y_{2}$, and $y_{3}$ for the states of the contacts of the intermediate relays, $Y_{1}, Y_{2}$, and $Y_{3}$ for the states of the coils of the intermediate relays, and $Z_{1}$ and $Z_{2}$ for the states of the coils of the output relays. We now obtain Table 5.14.

Table 5.12

| States of contacts of the intermediate relays | States of contacts of the input relays |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $x_{2} x_{1}$ 00 | $x_{2} x_{1}$ 0 0 | $x_{2} x_{1}$ 10 | $\stackrel{x_{2} x_{1}}{11}$ |
| 000 | 000 | 100 | 110 | 101 |
| 001 | 001 | 011 | 101 | 101 |
| 010 | 010 | 011 | 101 | 101 |
| 011 | 001 | 011 | 110 | 101 |
| 100 | 0110 | 100 | 101 | 111 |
| 101 | 000 | 011 | 101 | 101 |
| 110 | 010 | 011 | 110 | 111 |
| 111 | $0_{01} 01$ | 100 | 110 | 111 |
| $y_{3} y_{2} y_{1}$ | $Y_{3} Y_{2} Y_{1}$ | $Y_{3} Y_{2} Y_{1}$ | $Y_{3} Y_{2} Y_{1}$ | $Y_{3} Y_{2} Y_{1}$ |

The top part of Table 5.14 shows all the possible combinations of states of contacts $x_{1}, x_{2}, y_{1}, y_{2}$, and $y_{3}$. For each column of this table, there is an entry in Tables 5.12 and 5.13. We then copy into each of the rows $Y_{1}, Y_{2}, Y_{3}, Z_{1}$, and $Z_{2}$ of the lower part of Table 5.14 the

Table 5.13

| States of contacts of the intermediate relays | States of contacts of the input relays |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $x_{2} x_{1}$ 00 | $x_{2} x_{1}$ 0 0 | $x_{2} x_{1}$ 10 10 | $x_{2} x_{1}$ 11 |
| 000 | 00 | 01 | 00 | 00 |
| 001 | 10 | 00 | 10 | 00 |
| 010 | 01 | 00 | 10 | 00 |
| 011 | 10 | 00 | 00 | 00 |
| 100 | 01 | 01 | 10 | 01 |
| 101 | 00 | 00 | 10 | 00 |
| 110 | 01 | 00 | 00 | 01 |
| 111 | 10 | 01 | 00 | 01 |
| $y_{3} y_{2} y_{4}$ | $Z_{2} Z_{1}$ | $Z_{2} Z_{1}$ | $Z_{2} Z_{1}$ | $Z_{2} Z_{1}$ |

numbers contained in the corresponding positions of Tables 5.12 and 5.13 , and we thus complete Table 5.14.

Once we have this table of logical functions, we can use any desired method to derive the circuit corresponding to it (see Section 2.3).

## e) Huffman's Realization of the Circuit

So far we have attempted to design a circuit that would substitute for a given sequential machine but we have not required a realization, that is, we did not ensure hazard-free operation. For example, we did not prevent simultaneous actuation of several relays. Thus, in the example of the preceding section there are conditions under which transition from one equilibrium to another will be accompanied by simultaneous actuation of several relays. For example, assume that the automaton is in state $Y_{1}=0, Y_{2}=1, Y_{3}=0$, with inputs at $x_{1}=0, x_{2}=0$ (first column, third row, Table 5.12). Then at a new input $x_{1}=1, x_{2}=1$ it will go to state $Y_{1}=1, Y_{2}=0$, $Y_{3}=1$. This transition is accompanied by simultaneous actuation of all three relays $Y_{1}, Y_{2}$ and $Y_{3}$. If some of the relays are faster than others, for example, if $Y_{1}$ and $Y_{3}$ are already set to 1 when $Y_{2}$ is still in the process of being set to 0 , the circuit may assume a stable state $Y_{1}=1, Y_{2}=1, Y_{3}=1$; that is, the automaton may work in an undesirable fashion because its relays have inherent delays or operate in an improper sequence.

An automaton based on delay elements gives completely hazardfree operation. It is, however, rather difficult to design the automaton from delay elements when it is required to operate with a
Table 5.14

cycle timing governed by the change of the input. In this case, we would also need a synchronous source which would respond to all change at the input, in order to provide a timing signal for the delay elements.

However, the flow table is actually the basic table of a "fast" automaton which corresponds to the initial automaton in the sense that sampling of its stable states gives a pattern describing the operation of that initial automaton (which works in a timing governed by change of the input). We can therefore design fromit a "fast" automaton, corresponding to the initial one, using delay elements, and thus ensure hazard-free operation. This is easier to accomplish, since in this case the construction of the synchronous timing source is simpler.

The Huffman realization is, in reality, such a procedure. We design a "fast"' automaton network from the flow table, using delay elements based on relays, and we organize a relay switching synchronous source. Thus the circuit of Huffman's realization contains an automaton based on delay elements (see Fig. 5.8) with contact networks $f_{i}$ defined by the flow table.


Fig. 5.16.
If the flow table contains $m$ rows, then this part of the circuit will contain $2 s_{0}$ relays (two relays ineach delay element), where the number $s_{0}$ of delay elements is equal to the smallest integer satisfying the inequality $m \geqslant 2^{s_{0}}$.

The contact networks $f_{i}$ are defined by the same logical functions of the flow table that define the states of the intermediate relays $Y_{i}$ during the design of the switching network while ignoring hazards.

Figures 5.16 and 5.17 show block diagrams of relay switching networks corresponding to the automaton synthesized in the example of the preceding paragraph. The circuit of Fig. 5.16 ignores the possibility of hazards whereas that of Fig. 5.17is a Huffman hazardfree realization. In these diagrams $f_{1}, f_{2}$, and $f_{3}$ are the contact networks (same for both tables) defined by Table 5.14. These contact networks may be synthesized from Table 5.14 by any desired method (for example, Bloch's method described in Section 2.3).

The contacts $x_{t}$ and $\bar{x}_{i}$ of Fig. 5.17 govern the delay elements and belong to a special relay $X_{t}$ at the output of the synchronous source (clock). Huffman has presented a generalized circuit for such a source. It is based on the following considerations.

The flow table is so constructed that after a change of its input and at the end of one "fast" cycle, the corresponding automaton is in equilibrium; that is, its state remains stable during subsequent


Fig. 5.17.
'ffast'" cycles. If delay elements are used in the circuit, the state of equilibrium means the equivalence of inputs and outputs in each delay element. Thus the beginning of a new cycle may be associated with the instant at which there is an inequality (nonequivalence) between the input and output in some delay element (that is, when for any delay element $Y_{i}^{*} \nabla Y_{1}=1$ ), provided that such a nonequivalence results from a change at the input and occurs in all those delay elements where it should occur. This condition, with the additional restriction that the synchronous source must return to its initial state only when equivalence between inputs and outputs has been


Fig. 5.18.
reestablished in the delay elements, leads to the following logic for the clock:

$$
\begin{aligned}
X_{t}= & {\left[\left(y_{1}^{*} \nabla y_{1}\right) \vee\left(y_{2}^{*} \nabla y_{2}\right) \vee \ldots\right.} \\
& \left.\ldots \vee\left(y_{n}^{*} \nabla y_{n}\right)\right] \&\left\{\left[\left(y_{1}^{*} \sim f_{1}\right) \&\left(y_{2}^{*} \sim f_{2}\right) \&\left(y_{n}^{*} \sim f_{n}\right)\right] \vee x_{t}\right\} .
\end{aligned}
$$

A relay switching circuit of such a clock at $n=3$ (to correspond with our example), is shown in Fig. 5.18. Since the clock adds one more relay to the $2 s_{0}$ relays already employed in the delay elements, this Huffman realization is called the $\left(2 s_{0}+1\right)$ realization.

# Autonomous Finite Automata and Sequential Machines 

### 6.1. WHAT AUTONOMOUS FINITE AUTOMATA AND SEQUENTIAL MACHINES "CAN DO"

This and the following chapter will deal with the capabilities of finite automata and sequential machines. We shall establish what they "can do", and shall determine what is in principle beyond the "capabilities" of any such machine. In the present chapter we shall determine the capabilities of the autonomous finite automaton.

Recall that a finite automaton is autonomous if the variable $\rho$ under function $F$ is fixed. Recall also that from this automaton, whose equation is

$$
x^{p+1}=F\left(x^{p}, \rho^{p}\right)
$$

one can compile $r$ different autonomous automata (see Section 3.7)

$$
\begin{equation*}
x^{p+1}=F\left(x^{p}, \rho_{\psi}\right), \tag{6.1}
\end{equation*}
$$

because $\rho_{*}$ can coincide with any of the $r$ symbols of alphabet $\{\rho\}$. The constant $\rho_{\text {* }}$ may be treated as a symbol-parameter.

If $x^{0}$ is given, then by virtue of (6.1) we can find $x^{1}$. Then, substituting $x^{1}$ into (6.1), we can determine $x^{2}$, and so on. Thus, an autonomous finite automaton started at some initial symbol $x^{0}$ can generate an infinite sequence of symbols $x$ :

$$
x^{0}, x^{1}, x^{2}, \ldots, x^{p}, \ldots
$$

The number of symbols in alphabet $\{x\}$ is finite and equal to $k$. For this reason, the automaton will generate, after a finite number of time units $q(q \leqslant k)$, a symbol that has already appeared in the sequence, for example, the symbol $x_{6}$ in the sequence

$$
x_{2} x_{3} x_{6} x_{5} x_{4} x_{7} x_{6} \ldots
$$

Thus, from the $(q+1)$-th time unit onward, the automaton will simply periodically repeat this symbol sequence (the sequence of our example is $x_{2} x_{3} x_{6} x_{5} x_{4} x_{7} x_{6} x_{5} x_{4} x_{7} x_{6} x_{5} x_{4} x_{7} \ldots$ where the recurring sequence is underlined).

It follows that an autonomous automaton, started up at any initial state will, after at most $k$ time units, periodically repeat a sequence of symbols $x$ (whose length does notexceed $k$ ). With any other initial state, this automaton would also periodically repeat a sequence of symbols $x$ after some time. However, this sequence may not coincide with that generated before.

A special case occurs when the sequence consists of a simple symbol. This will occur when, for example,

$$
x_{2} x_{3} x_{6} x_{6} x_{6} x_{6} \ldots
$$

or

$$
x_{2} x_{i} x_{2} x_{2} \ldots
$$

A symbol that appears twice in succession in a sequence shall be called a stable symbol. We shall say that the automaton becomes stable during the time unit in which the stable symbol first appears.

Symbol $\varkappa_{j}$ is stable if

$$
\begin{equation*}
x_{j}=F\left(x_{j}, p_{*}\right), \tag{6.2}
\end{equation*}
$$

that is, at $\rho=\rho_{*}$, symbol $x_{j}$ is translated by Eq. (6.1) into itself.
All the se statements are illustrated by the diagram of the autonomous automaton. This diagram contains $k$ circles, corresponding to all the possible symbols $x$ that can be generated. Several arrows may converge on each circle, but only one may be drawn from it. For this reason, if we proceed in the direction of the arrows, we are bound to return after no more than $k$ steps to one of the circles previously crossed (the arrows form a cycle, Fig. 6.1), or, alternatively, we shall arrive to a circle at which the leaving arrow forms a loop, that is, indicates equilibrium (see Fig. 6.2).

Figure 6.3 shows various diagrams for $k=12$.
In the case of Fig. 6.3, the cycle involves all the available circles. Here the machine generates from the outset a periodically


Fig. 6.1.


Fig. 6.2.
recurring sequence consisting of all $k$ symbols.* The initial state determines only the order of the symbols in the sequence.

In Fig. 6.3,b the cycle encompasses only five circles; the arrows drawn from the remaining circles converge on one of the circles of the cycle. Here the automaton generates a sequence of length 5 ; this sequence will be generated after a maximum of one time unit, regardless of the initial state of the automaton.

For the case of Fig. 6.3,c the maximum number of time units preceding the generation of the periodic sequence is four.

Figure 6.3,d shows an autonomous automaton that, depending on its initial state, generates one of three sequences (of lengths 2, 3, and 5 , respectively).

The automaton of Fig. 6.3,e can, depending on its initial state, either attain equilibrium after a maximum of three time units, or

a)

c)

e)

b)

d)


f)

Fig. 6.3.

[^21]can start to generate periodic sequence of length 4 after a maximum of one time unit.

Finally, Fig. 6.3,f shows an autonomous automaton with three equilibrium states: depending on its initial state, some equilibrium is attained in at most two discrete time units.

If we want to synthesize an autonomous automaton generating a periodic sequence of some given length $q$ and we impose some additional conditions as to the time preceding the generation of this sequence, all we need to do is to draw a diagram satisfying these conditions. This is because the diagram defines the autonomous automaton uniquely [the basic table can be directly reconstructed from it (Chapter 3)].

Suppose that we want to generate periodic sequences of lengths 2,4 , and 6 . Which of the sequences shall be generated shall be determined by the initial state of the automaton; in no case can the generation of the sequence begin later than one time unit after start up.

The minimum $k$ satisfying these conditions is 12 . If $k=12$ (Fig. 6.4), then the appropriate diagram is drawn by joining into cycles any of two, four, and six circles. If, however, $k>12$, for example, if $k=16$ (Fig. 6.5), then, to satisfy the conditions, the arrows emerging from circles not included in the cycles are directed to any of the circles of the three cycles.



Fig. 6.4.
Problems involving variation of the parameter $\rho_{*}$ are solved in a similar manner. For each $\rho=\rho_{*}$ there is an autonomous automaton, that is, a diagram. However, all these automata operate in the same alphabet $\{x\}$. For this reason, the diagrams of all autonomous automata obtained by varying $\rho_{*}$ contain the same number $k$ of circles (nodes). Thus assume as before that the automaton generates periodic sequences of lengths 2,4 , and 6 . But now it will be the parameter $\rho_{*}\left(\rho_{1}, \rho_{2}\right.$ or $\left.\rho_{3}\right)$ which will determine which of these sequences shall be generated. As before, the generation of the sequence
at any $\rho_{*}$ shall begin no later than one discrete time unit after start up of the automaton.


Fig. 6.5.


Fig. 6.6.

Obviously, $k$ must be at least equal to the length of the longest given sequence; otherwise it would be impossible to design an autonomous automaton generating that sequence at any $\rho$. Now, assuming, for example, that $k=6$, we construct a diagram for $\rho_{*}=\rho_{3}$ (Fig. 6.6), connecting all the six nodes into a cycle. Then the graph for $\rho_{\%}=\rho_{2}$ also contains six nodes, but only four of them (any four) need to be connected into a cycle. The arrows drawn from the remaining two circles are therefore made to converge on the nodes of the cycle (Fig. 6.7).

Finally, only two nodes are connected into a cycle for $\rho_{*}=\rho_{1}$, while the arrows from the remaining circles are made to converge on these nodes (Fig. 6.8).


Fig. 6.7.


Fig. 6.8.

These three diagrams define the automaton, and its basic table can be readily derived from them (Table 6.1).

Now let us proceed to the sequential machine, where the automaton is supplemented by an output converter.* If the automaton periodically generates a sequence of symbols $\gamma$, then the converter also must periodically generate a sequence of symbols $\lambda$ of the same length. The sequence of $x$ cannot contain two identical symbols, but the output sequence of $\lambda$ may do so. For example, if the automaton generates the recurrent sequence $x_{1} x_{7} x_{2} x_{5} x_{3}$, while the converter embodies table

| $x$ | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{5}$ | $x_{7}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\lambda$ | $\lambda_{1}$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{2}$ | $\lambda_{1}$ |,

the sequence $\lambda_{1} \lambda_{1} \lambda_{2} \lambda_{2} \lambda_{1}$ will periodically recur at the output of the converter.

If the desired sequence of $\lambda$ is

Table 6.1
 given, then one synthesizes an $s$-machine producing this sequence by first synthesizing an automaton generating any sequence of $x$ of the same length as the given sequence of $\lambda$. Then, by writing these two sequences one below the other, we have produced the converter table.

The above discussion has important practical implications.
If a practical device can be considered described by the abstraction 'autonomous finite automaton,'' and if the symbols $x$ characterize the possible states of this device, then the device can either attain equilibrium in a finite time, or it can periodically repeat a finite sequence of states. It can do nothing else. It also follows that given any finite number of sequences of states of any finite length, we can always synthesize an automaton generating any of these sequences by a judicious choice of its initial state. Alternatively, we can synthesize this automaton by identifying the parameter which can remain constant throughout the operation and fixing its value at the very outset.

To show the practical significance of this technically important conclusion we shall now discuss the synthesis of a bistable abstract structure substituting for an autonomous sequential machine, after which we shall generalize our reasoning to other abstract structures.

[^22]
### 6.2. SYNTHESIS OF THE BISTABLE STRUCTURE OF AN AUTONOMOUS SEQUENTIAL MACHINE

Consider first the case when parameter $\rho=\rho_{*}$ cannot be varied; that is, we do not wish to synthesize a one-parameter family of finite automata or sequential machines, but just one such machine. We formulate the problem as follows: given the number of initial states which determines the number of possible variants of the operation of the machine; for each of these states we are given a sequence of 0 and 1 that the machine must generate, starting the generation no later than one time unit after the beginning of the operation. It is desired to synthesize the bistable structure of the finite automaton and the bistable (logical) converter satisfying the given conditions. We must determine not only the logical functions in the right-hand sides of the equations for the bistable abstract structure, but also the number $n$ of such equations, whereby it is required to obtain a solution with the minimum $n$. We shall consider the problem solved if we can synthesize a bistable abstract structure with a minimum number of equations, and shall forego further simplification of these equations by means of propositional calculus to meet optimization criteria.

This problem may be divided into for subproblems:

1. Determination of the minimal number $n$.
2. Synthesis of a finite automaton whose output consists of sequences of the given length.
3. Synthesis of a bistable abstract structure which can substitute for this finite automaton.
4. Synthesis of the required output converter.

Consider first the case when we are given only one sequence of 0 and 1 of length $q$; it is required to generate it periodically (assuming that the first output symbol can be any of these symbols) from any initial state, the $s$-machine producing this sequence beginning with the second discrete time unit after the start of its operation.

Let us select the smallest $n$ satisfying the inequality

$$
2^{n} \geqslant q
$$

and consider an automaton having $k=2^{\prime \prime}$ states. We shall make the alphabet of its states $\{x\}$ to coincide with the series of integers $\{0,1$, $\left.2, \ldots, 2^{n}-1\right\}$. Assume that the diagram of this automaton shows the first $q$ nodes connected into a cycle; if $2^{n}>q$, then each of the remaining nodes is directly connected (by an arrow) to some node of
the cycle. For example, let us connect these "extra" nodes with the node denoted by 0 (Fig. 6.9 shows an example for $n=3, q=5$ ).


Fig. 6.9.

This diagram immediately gives the basic table of the autonomous automaton. Thus, we obtain Table 6.2 for Fig. 6.9.

Now let us synthesize the bistable abstract structure of this automaton. We do this by the method of Section 4.2 , by selecting $n$ logical co-

Table 6.2
 ordinates $x_{1}, x_{2}, \ldots, x_{n}$ (each of which may assume values only from the alphabet $\{0,1\}$ ), and completing Table 6.3. The table contains $2^{n}$ rows andis divided in two parts by columns headed $x^{p}$ and $x^{p+1}$.

Column $x^{p}$ is filled from top to bottom with numbers $0,1,2, \ldots$, $2^{n}-1$, that is, the subscripts of $x$ in the first column of the basic Table 6.2 , while column $x^{p+1}$ contains the subscripts $x$ from the second column of that basic table.

Now we fill out the left-hand part of Table 6.3 (columns $x^{p}$ ) with binary representation of numbers contained in column $x^{p}$. It is convenient to use the rule already described in Chapter 1. Thus the last column on the right (for $x_{0}$ ) is filled with alternating 0 and 1. Column $x_{1}$ has alternating pairs of 0 and 1 , column $x_{2}$ - alternating quartets of 0 and 1 , and so on. Thus the number of 0 and 1 in the alternating groups doubles in each succeeding column from the right.

We also fill the right part of the table (column $x^{p+1}$ ) with binary representation of numbers contained in column $x^{p+1}$.

Figure 6.4 shows the completion of the generalized Table 6.3 for the particular automaton of Fig. 6.9 and Table 6.2.

Now we turn to the $x_{0}$ column on the right of Table 6.3 (or 6.4 ), and underline all rows where $x_{0}=1$. We write out a conjunction of all $x_{k}$ contained in the first such row, putting a negative sign over those $x$ which are 0 in the same row of the left part of the table. In the same way, we write out conjunctions for the remaining underlined rows.

Table 6.3

| $x^{p}$ |  |  |  | $x^{p}$ | $x^{p+1}$ | $x^{p+1}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{n-1}$ | $x_{2}$ | $x_{1}$ | $x_{0}$ |  |  | $x_{n-1}$ | $x_{2}$ | $x_{1}$ | $x_{0}$ |
| 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |
| 0 | 0 | 0 | 1 | 1 | 2 | 0 | 0 | 1 | 0 |
| 0 | 0 | 1 | 0 | 2 | 3 | 0 | 0 | 1 | 1 |
| 0 | 0 | 1 | 1 | 3 | 4 | 0 | $!$ | 0 | 0 |
| 0 | 1 | 0 | 0 | 4 | 0 | 0 | 0 | 0 | 0 |
| 0 | 1 | 0 | 1 | 5 | 0 | 0 | 0 | 0 | 0 |
| 0 | 1 | 1 | 0 | 6 | 0 | 0 | 0 | 0 | 0 |
| 0 | 1 | 1 | 1 | 7 | 0 | 0 | 0 | 0 | 0 |
| i | 1 | 1 | i' | $2^{\prime \prime}-1$ |  | $\cdots$ | $\cdots$ | $\cdots$ | $\cdots$ |

Table 6.4

| Value of $x^{p}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{2}$ | $x_{1}$ | $x_{0}$ |  | $x^{p}$ | $x^{p+1}$ | Value of $x^{p+1}$ |  |  |
|  |  |  |  | $x_{2}$ | $x_{1}$ | $x_{0}$ |  |  |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |  |
| 0 | 0 | 1 | 1 | 2 | 0 | 1 | 0 |  |
| 0 | 1 | 0 | 2 | 3 | 0 | 1 | 1 |  |
| 0 | 1 | 1 | 3 | 4 | 1 | 0 | 0 |  |
| 1 | 0 | 0 | 4 | 0 | 0 | 0 | 0 |  |
| 1 | 0 | 1 | 5 | 0 | 0 | 0 | 0 |  |
| 1 | 1 | 0 | 6 | 0 | 0 | 0 | 0 |  |
| 1 | 1 | 1 | 7 | 0 | 0 | 0 | 0 |  |

The conjunctive groups thus obtained are then joined by disjunction symbols. The full disjunctive form of the conjunctive groups thus obtained is the right-hand part of the first of the desired relations of the binary abstract structure. For example, for Table 6.4 this relationship is

$$
\begin{equation*}
x_{0}^{p+1}=\left[\overline{x_{0}^{p}} \& \overline{x_{1}^{p}} \& \overline{x_{2}^{p}}\right] \vee\left[\overline{x_{0}^{p}} \& x_{1}^{p} \& \overline{x_{2}^{p}}\right]=\overline{x_{0}^{p}} \& \overline{x_{2}^{p}} \tag{6.3}
\end{equation*}
$$

We shall now treat the $x_{1}$ column on the right of Table 6.3 (or 6.4 ) in an analogous manner and generate the right-hand part of the
second required relation. For Table 6.4, this becomes

$$
\begin{equation*}
x_{1}^{p+1}=\left[x_{0}^{p} \& \overline{x_{1}^{p}} \& \overline{x_{2}^{p}}\right] \vee\left[\overline{x_{1}^{p}} \& x_{1}^{p} \& \overline{x_{2}^{p}}\right] \equiv\left|x_{0}^{p} \sim \overline{x_{1}^{p}}\right| \& \overline{x_{2}^{p}} . \tag{6.4}
\end{equation*}
$$

For column $x_{2}$, we obtain

$$
\begin{equation*}
x_{2}^{p+1}=x_{0}^{p} \& x_{1}^{p} \& \overline{x_{2}^{p}} \tag{6.5}
\end{equation*}
$$

and so on, until all the $n$ rows have been examined and all the required relations of the desired binary abstract structure have been generated.

Now we synthesize the output converter

$$
\begin{equation*}
y=L\left(x_{0}, x_{1}, \ldots, x_{n-1}\right) \tag{6.6}
\end{equation*}
$$

in the following manner. The $q$ nodes of the cycle in the diagram of our autonomous automaton (see Fig. 6.9) are already numbered consecutively from 0 to $q-1$. We assign the same numbers (from 0 to $q-1)$ to the 0 and 1 symbols comprising our given sequence (whose length is $q$ ). Thus, for example, if our given sequence has a length of 5 and the form 10010, we create the following one-to-one correspondence:

$$
\begin{array}{lllll}
1 & 0 & 0 & 1 & 0 \\
0 & 1 & 2 & 3 & 4
\end{array}
$$

Let us separate the nodes which correspond to the symbol 1 of the given sequence. In our example, these nodes are 0 and 3 , and they correspond to states $x_{0}$ and $x_{3}$.

We now compile a conjunction characterizing the values of all the coordinates of one of the states we separated, for example, $x_{*}$. To do this we compile a conjunction of all the $x_{i}$ and place a negation sign over those which are 0 in the row $x_{s}$ in the left-hand part of Table 6.3. We form similar conjunctions for all the states that we have separated, and we join these conjunctions by means of disjunction symbols. In our particular example, we separated states $x_{0}$ and $x_{3}$. The row for $x_{0}$ in Table 6.4 contains only zeros, and thus we put a negation sign over all three coordinates $x_{0}, x_{1}$ and $x_{2}$. To obtain the conjunction

$$
\bar{x}_{0} \& \bar{x}_{1} \& \bar{x}_{2} .
$$

State $x_{3}$ yields (from the fourth row of Table 6.4) the conjunction

$$
x_{0} \& x_{1} \& x_{2}
$$

Joining these conjunctions, we get the logical function

$$
\begin{equation*}
L\left(x_{0}, x_{1}, x_{2}\right)=\left(\overline{x_{0}} \& \overline{x_{1}} \& \overline{x_{2}}\right) \vee\left(x_{0} \& x_{1} \& \overline{x_{2}}\right) . \tag{6.7}
\end{equation*}
$$

It is immediately seen that this logical function equals 1 if and only if state $x_{i}$ coincides with any of the above-separated states. that is, when 1 should be the output of the converter. Therefore, this expression $L\left(x_{0}, x_{1}, \ldots, x_{n-1}\right)$ does indeed define the desired functional converter.
(These disjunctive descriptions of the operation of the automaton and the converter may, of course, be further simplified by the methods of propositional calculus to meet any criterion of optimality.)

The above binary abstract structure of the autonomous $s$-machine is a solution of our problem, and contains the necessary and sufficient number of states $n$. This number is sufficient because we were able to synthesize the required automaton with this value of $n$. It is necessary because at a smaller $n$ the number of nodes in the diagram would be smaller than $q$, and therefore even if all the nodes were connected into a cycle, the number of time units in the period would be less than $q$; in that case, only a sequence smaller than $q$ could be generated.

Now let us solve another problem. Assume we are given $m$ different sequences of length $q_{i}(i=1,2, \ldots, m)$. Among them there may also be sequences of length 1 . We select the smallest $n$ satisfying the inequality

$$
\begin{equation*}
2^{n} \geqslant \sum_{i=1}^{i=m} q_{i} . \tag{6.8}
\end{equation*}
$$

If

$$
2^{n}=\sum_{i=1}^{i=m} q_{i}
$$

then the diagram of the automaton can have precisely $m$ cycles, each of length $q_{i}(i=1,2, \ldots, m)$. If, however,

$$
2^{n}>\sum_{i=1}^{i=m} q_{i}
$$

the diagram will contain nodes not connectedinto the cycles, and we shall draw arrows from each of them to one of the nodes of the cycle. After this, the bistable abstract structure of the automaton and the output converter are synthesized in precisely the same manner as in the case when one sequence was generated. In synthesizing the
converter we write out consecutively all the given $m$ sequences and we number consecutively all the symbols (that is, 0 and 1 ) contained in these sequences.

Now let us consider the case when the controlling parometers of the sequential machine $\rho_{*}$, can be varied,


Fig. 6.10. that is, when the binary structure

$$
\begin{gather*}
\left.x_{i}^{p+1}=L_{i} \mid x_{0}^{p}, x_{1}^{p}, \ldots, x_{n-1}^{p} ; u_{1}^{p}, u_{2}^{p}, \ldots, u_{s}^{p}\right]  \tag{6.9}\\
i=0,1,2, \ldots, n-1
\end{gather*}
$$

contains $s$ binary parameters allowing $2^{s}$ possibilities.
Assume we are given $m$ sequences. It is required to construct a binary abstract structure of an $s$-machine in accordance with Fig. 6.10 , that is, we require a binary structure of the automaton $A$ [Eq. (6.9)] and of the converter

$$
\begin{equation*}
y=L\left[x_{0}, x_{1}, \ldots, x_{n-1}: u_{1}, u_{2}, \ldots, u_{s}\right] \tag{6.10}
\end{equation*}
$$

and we want the machine to generate the given $m$ sequences. The additional requirement is that $n$ and $s$ should be minimum. The sequence to be generatedis selected by choosing one of the parameters $u_{1}, u_{2}, \ldots, u_{s}$.

Let us separate the longest of the $m$ given sequences. Let its length be $q_{\text {max }}$, that is, letitcontain $q_{\text {max }}$ symbols. We find the minimum $n$ and $s$ satisfying the inequalities

$$
\begin{align*}
& 2^{n} \geqslant q_{\max }  \tag{6.11}\\
& 2^{s} \geqslant m \tag{6.12}
\end{align*}
$$

Let us call these values of $n$ and $s$ respectively $n_{\min }$ and $s_{\min }$. We now draw $m$ diagrams, each of which contains $2^{n}$ mtn nodes. Then we number our given sequences consecutively. In the first diagram, we connect into a circle as many nodes as there are symbols in the first sequence, and draw arrows from the 'extra' nodes to some node of the cycle. We do the same in the second diagram, except that now the cycle contains as many nodes as there are symbols in the second sequence, and so on. There will be a diagram for all our $m$ sequences because, by virtue of (6.11), the number of nodes in each diagram is at least as large as the number of symbols in any given sequence.

Now we use the previously described method to develop a table such as 6.3 for each diagram; that is, we determine the right-hand
parts in relations

$$
\begin{equation*}
x_{i}^{p+1}=L_{i}\left[x_{0}^{p}, x_{1}^{p}, \ldots, x_{n_{\min }}^{p}\right], \quad i=0,1, \ldots, n_{\mathrm{mln}}-1 \tag{6.13}
\end{equation*}
$$

for each diagram of the binary abstract structure.
Assume that for the $j$ th diagram $(j=1,2, \ldots, m)$ these relations are

$$
\begin{equation*}
x_{i}^{p+1}=L_{i j}\left[x_{0}^{p}, x_{1}^{p}, \ldots, x_{n_{\min }^{p}}^{p}\right], \quad i=0,1, \ldots, n_{\min }-1, \tag{6.14}
\end{equation*}
$$

and that $m$ relations are defined in this manner.
Now we introduce $s_{\text {win }}$ binary variables $u_{k}\left(k=1,2, \ldots, s_{\mathrm{min}}\right)$ and compile a table of all possible combinations of $u_{k}$. This table (Table 6.5) is developed in the same manner as the left-hand part of Table 6.3. Table 6.5 contains $2^{\text {min }}$ rows. The extreme right-hand column contains numbers of the first $m$ rows [this is possible since by virtue of (6.12) the number of rows is not smaller than $m$ ].

Table 6.5

| $u_{k}$ |  |  |  |  | Number of $u$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $u_{\text {smin }}{ }^{\text {a }}$ | $u^{\text {Smin }-2}$ | $\ldots$ | $u_{1}$ | $u_{0}$ |  |
| 0 | 0 | $\ldots$ | 0 | 0 | 1 |
| 0 | 0 |  | 0 | 1 | 2 |
| 0 | 0 | $\ldots$ | 1 | 0 | 3 |
| ... |  | $\cdots$ | . $\cdot$ |  | $\cdots$ |
| $\ldots$ | . $\cdot$ | . | , $\cdot$ |  | $m$ |
| ... |  |  | $\cdots$ |  | $\cdots$ |
| 1 | 1 |  | 1 | 1 | $2^{\text {min }}$ |

Returning to relation (6.14) for the $j$ th diagram, we add to the right-hand parts of all the $n_{\text {min }}$ relations involved, conjunctions of those symbols $u_{k}$ for which we have 1 in the $j$ th row of Table 6.5. Thus we replace (61.4) with a relation

$$
\begin{gather*}
x_{i}^{p+1}=L_{i j}\left[x_{0}^{p}, x_{1}^{p}, \ldots, x_{n_{\min }-1}^{p} \mid \& u_{a_{1}} \& u_{\alpha_{2}} \& \ldots \& u_{a_{k}}\right.  \tag{6.15}\\
i=0,1,2, \ldots, n_{\min }-1 .
\end{gather*}
$$

By consecutively assuming $j=1,2, \ldots, m$, we can write $m$ systems of relations such as (6.15).

We now combine by a disjunction the right-hand sides of all the first relations obtained from these $m$ systems, then proceed likewise with respect to the right-hand sides of the second relations in these systems, and so on. As a result we get a single system of relations
where $\mu_{j}(j=1,2, \ldots, m)$ denotes the conjunction of all the terms $u_{k}$ which are equal to 1 in the $j$ th row of Table 6.5.

Let us treat all the $u_{k}$ as parameters and let us select them, for example, in accordance with the third row of Table 6.5. Then $u_{3}=1$, and all remaining $u$ are zero; this means that only the third conjunctive term will remain in each of relations (6.16). Equation system (6.16) then coincides with system (6.14) for $j=3$. The diagram of this system consists of a cycle containing as many nodes as there are symbols (that is, 0 and 1 ) in the third of our given sequences.

Relations (6.16) are therefore an abstract structure substituting for a finite automaton from which, by selecting vector $l l$ in accordance with the first $m$ rows of Table 6.5, one can regenerate $m$ diagrams of the same type as above, ensuring the generation of $m$ sequences of given lengths.

In order for these sequences to coincide with the given ones, it remains to synthesize the output converter. To do this we first synthesize (by the methods described above) an output converter for each system of relations (6.14) separately, so that the $j$ th relation (6.14) can generate the $j$ th of the given $m$ sequences.

Let these output converters be

$$
\begin{equation*}
y=L_{j}\left(x_{1}, \ldots, x_{n_{\min }-1}\right) \tag{6.17}
\end{equation*}
$$

Then the desired converter to be added to (6.16) is specified by the relation

$$
\begin{aligned}
& y=\left[L_{1}\left(x_{0}, x_{1}, \ldots, x_{\left.n_{\mathrm{min}^{\prime}-1}\right)}\right) \& \mathfrak{l}_{1}\right] \vee \\
& \vee\left[L_{1}\left(x_{0}, x_{1}, \ldots, x_{n_{\mathrm{mln}}-1}\right) \& \mathfrak{H}_{2}\right] \vee \ldots \\
& \\
& \ldots \vee\left[L_{m}\left(x_{0}, x_{1}, \ldots, x_{n_{\mathrm{mln}}-1}\right) \& \mathfrak{u}_{m}\right]
\end{aligned}
$$

It can readily be seen that this synthetic concept and procedure hold not only for a binary abstract structure, but also for any other structure.

In every case the abstract structure must yield a diagram in which there are as many modes in a cycle as there are characters in the given sequence. The transition from diagrams to the structure is accomplished by means of a table such as 6.3 , but the completion of such a table and the number of its rows are determined by the particular properties of the synthesized structure, that is, the alphabet of its symbols.

# Representation of Events in Finite Automata and Sequential Machines 

### 7.1. STATEMENT OF THE PROBLEM

Chapter 3 introduced the concept of tapes of a finite automaton ( $\rho, x$ tape, Table 7.1) and of a sequential machine ( $\rho, x, \lambda$, tape, Table 7.2). Thus, we know that a tape represents the operation of a finite automaton (or an $s$-machine) when the input sequence of $\rho$ 's and the initial state $x^{0}$ are given. The sequences of $\rho$ from 0 time to time $p$ is finite; but since there is no limitation on the operating time of the automaton, the length of each sequence, even though finite, may be as long as desired, and the number of possible sequences of $\rho$ is

Table 7.1


Table 7.2

infinite. The automaton (or $s$-machine), which starts from an initial state $\chi^{0}$, establishes a correspondence between each sequence of $\rho$ and some sequence of $x$ (or $\lambda$, in the case of an $s$-machine); that is, it transforms a sequence of symbols of one alphabet into a sequence of symbols from another alphabet.

What then are the general rules governing this transformation?
Let $K$ be the set of all possible sequences of $x$, and $E$ be the set of all possible sequences of $\rho$. The two sets are equipollent. This means that each sequence from $K$ can be placed in correspondence with a sequence from $E$. Now, if such a correspondence is established in some arbitrary way, is it possible to devise a finite automaton embodying this correspondence? Alternatively, is it possible to indicate those correspondences between sequences that can be embodied in a finite automaton, and those that cannot? If there are correspondences that cannot be embodied in any finite automaton, can these be separated from those that can? Identical problems arise with the sequential machines.

These problems can also be formulated in other terms. Assume a finite automaton with a fixed initial state $\chi^{0}$, and consider some state $x^{*}$. In examining the $\rho, \%$ tape of the automaton, we mark all instances where $x^{*}$ appears. Then we write out all the sequences of $\rho$ (beginning with discrete time 0 ) that lead to the generation of $\chi^{*}$. Assume that we could analogously process all the conceivable $\rho, x$ tapes of the same automaton. Assume also that in a set $E$ of all conceivable input sequences of some automaton, we can distinguish a subset $G^{*}$ of all input sequences that lead to the generation of $\chi^{*}$ in our first automaton. We shall then say that the automaton with initial state $\chi^{0}$ represents the input sequences of subset $G^{*}$ by producing the symbol $x^{*}$ at the output. Similarly, an $s$-machine represents input sequences of a subset $G^{*}$ by generating the symbol $\lambda^{*}$ at the output. Our problem then is: Can any subset of input sequences be represented in an automaton or $s$-machine? If not, what are the conditions for representability of a set of input sequences? What are the properties of representable sets?

To answer these questions we shall first have to formulate the problem more precisely. Therefore, we shall introduce the term "event,'" and define the classification of events.

### 7.2. EVENTS. REPRESENTATION OF EVENTS

Let us examine the top strip, that is, the $\rho$ sequence of the tape of an automaton (or a sequential machine). Letus call this strip the input tape of the machine (example: Table 7.3).

Table 7.3

| Dis- <br> cree <br> mo- <br> ment | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | $\ldots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{3}$ | $\rho_{1}$ | $\rho_{5}$ | $\rho_{7}$ | $\rho_{1}$ | $\rho_{12}$ | $\rho_{1}$ | $\rho_{3}$ | $\cdots$ |

Let $G$ be the set of all conceivable input tapes of a given automaton. Further, let us agree that there is some criterion for distinguishing subset $G^{*}$ from the set $G$. Whatever this criterion, we shall say that event $G^{*}$ occurs whenever (that is, at all the $p^{\prime}$ s such that) the input tape of the automaton from time 0 to time $p$ belongs to subset $G^{*}$.

With time, that is, as $p$ increases, the tape may cease to belong to subset $G^{*}$; that is, an unfolding input tape may belong to $G^{*}$ at some values of $p$ and not belong to $G^{*}$ at other $p^{\prime}$ s.

Example 1. The event occurs if $\rho_{5}$ and $\rho_{3}$ are consecutive inputs at sampling instant $p$ and the preceding instant $p-1$. For example, the event occurs at time $p$ if the input tapes are


2 | 0 | 1 | 2 | 3 | 4 | $p=5$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho_{2}$ | $\rho_{1}$ | $\rho_{7}$ | $\rho_{4}$ | $\rho_{5}$ | $\rho_{3}$ |

3 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | $p=9$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho_{4}$ | $\rho_{1}$ | $\rho_{5}$ | $\rho_{3}$ | $\rho_{7}$ | $\rho_{5}$ | $\rho_{3}$ | $\rho_{2}$ | $\rho_{5}$ | $\rho_{3}$ |

4 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | $p=10$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho_{3}$ | $\rho_{5}$ | $\rho_{3}$ | $\rho_{8}$ | $\rho_{3}$ | $\rho_{5}$ | $\rho_{3}$ | $\rho_{5}$ | $\rho_{3}$ | $\rho_{5}$ | $\rho_{3}$ |

and it does not occur with, for example, the input tapes

5 | 0 | 1 | $p=2$ |
| :---: | :---: | :---: |
| $P_{5}$ | $P_{3}$ | $P_{5}$ |



If the tape is

then the event occurs at $p=6,11,13$, and 20, and it does not occur at all other $p$ 's.

Example 2. The event occurs if prior to the sampling instant $p$ there is at least one $\rho_{5}, \rho_{3}$ input sequence. This condition is met by all the above tapes except 6; therefore, after some initial time, all these tapes belong to subject $G^{*}$. Thus tape 2 belongs to $G^{*}$ at $p \geqslant 5$, tape 3 at $p \geqslant 3$, tape 4 at $p \geqslant 4$, and so on.

In other typical formulations, the event occurs if:
Example 3. The input tape contains the sequence $\rho_{2} \rho_{0} \rho_{1}$ between $p-5$ and $p$.

Example 4. At least one of the sequences $\rho_{1} \rho_{2} \rho_{6}, \rho_{2} \rho_{4} \rho_{5}$, or $\rho_{3} \rho_{2} \rho_{1}$ appears on the tape between $p-2$ and $p$.

Example 5. There is no input $\rho_{3}$ between $p-2$ and $p$.
Example 6. No input $\rho_{1}$ is encountered between $p-4$ and $p$ unless it follows $\rho_{3}$.

Example 7. Input $\rho_{5}$ appears at least once prior to $p$.
Example 8. Input $\rho_{7}$ is followed by $\rho_{3}$ at least once prior to $p$.
Example 9. There is no $\rho_{7}$ prior to $p$.
Example 10. Prior to $p$, there is no input sequence of three symbols $\rho$ with odd subscripts after a $\rho$ with an even subscript.

Example 11. At $p=2$, the input is $\rho_{7}$.
Example 12. At $p=4$, the input is $\rho_{1}, \rho_{6}$, or $\rho_{2}$.
Example 13. At $p=2,6$, and 8 the inputis a $\rho$ with an odd subscript.

Example 14. The input value is divisible by three(e.g., at $p=g$ ). Example 15. $p=k$.
Note: In this case, the set $G^{*}$ is equal to the set of all tapes of length $k$.

Example 16. A symbol $\rho$ with an even subscript is the input at all $p^{\prime}$ 's whose value is a square of an integer (e.g., 1, 4, 9, 16, 25, ...).

Example 17. Either $\rho_{5}$ or $\rho_{9}$ appears at the input whenever the $p$ is a prime number (e.g., 2, 3, 5, 7, 11, and so on).

In considering the occurrence of events we assumed that there is someone examining the input tape and deciding whether the sequence of inputs $\rho$ appearing on the tape at time $p$ belongs to the given set $G^{*}$ or not. Now, couldn't this very task be performed by an automaton or an s-machine? To formulate this question precisely, we shall introduce the concept of representation of events by an automaton and an s-machine.

Consider the set $K$ of all possible states $x_{1}, x_{12}, \ldots, x_{k}$ of a finite automaton (which at $t=0$ is in an initial state $\chi^{0}$ ), and select a nonempty subset $M$ (in particular, $M$ may contain only one state). We shall say that this automaton represents a given event $G^{*}$ by states from setMif, andonlyif, at $t=p+1$ it is in a state of set $M$ solely because of occurrence of the input event $G^{*}$ at $t=p$.

If the automaton is associated with an output converter, the latter can always be so designed that it generates an output of 1 when $x$ belongs to $M$, and a 0 for other $x$. In this case the automaton represents an event if, and only if, it generates an output or 1 at $t=p+1$ solely as a result of an event occurring at $t=p$.

Similarly, a sequential machine represents an event by generating an output symbol 1 at $t=p+1$ if, and only if, the event occurs at the input at $t=p$.

We shall say that an event $G^{*}$ is representable in a finite automaton if there exists a finite automaton $A$ that represents the event $G^{*}$.

There is an important consequence of the general theorem proven in Section 4.3: from the representability (or nonrepresentability) of an event by an automaton follows its representability (or nonrepresentability) by a sequential machine. The converse statement is also true. For this reason, in discussing representability of events, we need only to consider the case of finite automata.

### 7.3. OPERATIONS ON SETS OF INPUT SEQUENCES

## Regular Events

So far, when speaking of an input tape we meant the top strip of the tape of the automaton, that is, the sequence of input. symbols
associated with a discrete time sequence and starting from $t=0$. However, in the first part of this section we shall deal merely with sequences of input symbols $\rho$ without in any way associating the beginning and the end of any such sequence with a specific time. We shall denote specific, finite input sequences by $a, b, c$, and so on or $a_{1}, a_{2}, a_{3}$, and so on.

Let $A$ and $B$ be sets (finite or infinite) of input sequences, composed of elements $a_{1}, a_{2}, \ldots$ and $b_{1}, b_{2}, \ldots$ respectively. We shall form new sets from sets $A$ and $B$ by means of three operations.

First operation: union of sets. The set $C$, containing all sequences of set $A$ and of set $B$, will be called the union (or sum) of $A$ and $B$ and will be denoted by $C=A \vee B$. Thus, for example, if the set $A$ consists of the four sequences

and the set $B$ of the two sequences

then the set $C$ will consist of all the above six sequences; that is,

$$
c_{1}=a_{1}, \quad c_{2}=a_{2}, \quad c_{3}=a_{3}, \quad c_{4}=a_{4}, \quad c_{5}=b_{1}, \quad c_{6}=b_{2}
$$

Second operation: multiplication. From the sequences contained in sets $A$ and $B$, we form a new set of sequences via the following rule: we add to the right-hand side of any sequence of set $A$, for example, $a_{i}$, any sequence of set $B$, for example, $b_{j}$, thus forming a new sequence $c_{h}=a_{i} b_{j}$. Let us form all possible sequences of this type, in turn adding to each sequence of $A$ one of the possible sequences
of $B$. The new set of sequences $C$ is

$$
c_{k}=a_{i} b_{j}
$$

It shall be called the product of the sets $A$ and $B$, and the operation yielding $C$ is the multiplication of $A$ by $B$. It is written as

$$
C=A \cdot B .
$$

If, for example, set $A$ consists of the four and set $B$ of the two sequences of the preceding example, then set $C=A \cdot B$ consists of the following eight sequences:

$$
\begin{aligned}
& \boldsymbol{c}_{1}=a_{1} b_{1}=\begin{array}{|l|l|l|l|l|l|l|}
\hline \rho_{1} & \rho_{5} & \rho_{3} & P_{2} & P_{2} & \rho_{3} & P_{6} \\
\hline
\end{array}, \\
& c_{2}=a_{1} b_{2}=\begin{array}{|l|l|l|l|l|}
\hline \rho_{1} & \rho_{5} & \rho_{3} & \rho_{2} & \rho_{12} \\
\hline
\end{array} \\
& c_{3}=a_{2} b_{1}=\begin{array}{|l|l|l|l|l|l||l|l|l|}
\hline P_{1} & P_{1} & P_{3} & P_{5} & P_{7} & P_{1} & P_{2} & P_{3} & P_{6} \\
\hline
\end{array} \\
& c_{4}=a_{2} b_{2}=\begin{array}{|l|l|l|l|l|l|l|}
\hline \rho_{1} & \rho_{1} & \rho_{3} & \rho_{5} & \rho_{7} & \rho_{1} & \rho_{12} \\
\hline
\end{array}, \\
& c_{5}=a_{3} b_{1}=\begin{array}{|l|l|l|l|l|}
\hline P_{1} & P_{1} & P_{2} & P_{3} & P_{6} \\
\hline
\end{array} \\
& c_{6}=a_{3} b_{2}=\begin{array}{|l|l|l|}
\hline \rho_{1} & \rho_{1} & \rho_{12} \\
\hline
\end{array} \\
& \boldsymbol{c}_{7}=a_{4} b_{1}=\begin{array}{|l|l|l|l|l|l|l|l|l|l|l|l|}
\hline \rho_{2} & \rho_{1} & \rho_{4} & \rho_{5} & \rho_{1} & \rho_{3} & \rho_{6} & \rho_{2} & \rho_{8} & \rho_{2} & \rho_{3} & \rho_{6} \\
\hline
\end{array} \\
& c_{8}=a_{4} b_{2}=\begin{array}{|l|l|l|l|l|l|l|l|l|l|}
\hline \rho_{2} & \rho_{1} & \rho_{4} & \rho_{5} & \rho_{1} & \rho_{3} & \rho_{6} & \rho_{2} & \rho_{8} & \rho_{12} \\
\hline
\end{array}
\end{aligned}
$$

Third operation: iteration. The first two operations were binary; that is, a new set $C$ was formed from two sets $A$ and $B$. The third operation is unary; that is, it forms a new set $C$ from some single set.

Consider, for example, set $B$, and select a sequence from it. Then add to its right side any sequence from the same set $B$ (it may also be the first sequence itself). Then add to this new sequence another sequence from set $B$, and so on, any (finite) number of times.

This process of adding sequences from set $B$ one after the other may be interrupted at any point, in particular after the first step, that is, after selection of the first sequence from $B$. At any time during this process one can select any sequence from $B$, including any of those already utilized before.

In forming all possible new sequences from sequences belonging to $B$, that is, in running through all the possibilities of attaching one sequence of $B$ to another sequence from $B$, and interrupting this process at every conceivable finite step, we form a new set of sequences $C$. If we now add to set $C$ an "empty" * sequence $\Lambda$ (containing no symbols), we shall obtain set $C^{\prime}$, which is known as the iteration of $B$, and is written as

$$
C^{\prime}=B^{*}
$$

Even if set $B$ is finite, set $C^{\prime}=B^{*}$ is infinite. Thus in our example set $B$ consisted of two elements


The elements of the infinite set $C^{\prime}=B^{*}$ are, for example, the sequences
$c_{0}=\Lambda \quad$ ("empty"' sequence),
$c_{1}=b_{1}:$

$c_{2}=b_{2}:$

$c_{3}=b_{1} b_{1}:$

$c_{5}=b_{1} b_{2}:$

| $\rho_{2}$ | $p_{3}$ | $p_{0}$ | $\rho_{12}$ |
| :--- | :--- | :--- | :--- |,

[^23]
and so on.
We now see the relationship between multiplication and iteration: iteration is the result of union of all the sets obtained by multiplying set $B$ by itself some (finite) number of times. Accordingly, iteration may be represented as an 'infinite series"*
$$
B^{*}=\Lambda \vee B \vee(B \cdot B) \vee((B \cdot B) \cdot B) \vee(((B \cdot B) \cdot B) \cdot B) \vee \ldots
$$

The new sets generated from $A$ and $B$ can also be treated as initial sets: they can be operated upon to form new sets, and so on. Even if the initial sets are finite (and even if each contains only one sequence consisting of one symbol), one iteration operation will produce an infinite new set.

Let us introduce a universal set $E$, containing some input sequence of some (finite) length.

If the set $\bar{A}$ is a set of sequences containing only one symbol $\rho$, that is, if it is assumed that $\vec{a}_{1}=\rho_{1}, \bar{a}_{2}=\rho_{2}, \ldots, \bar{a}_{r}=\rho_{r}$, then the universal set $E$ can be obtained from the elements of $\bar{A}$ by adding these one after another in any desired number and in any desired order, that is,

$$
E=\bar{A}^{*} .
$$

[^24]In the following we shall call basic* a) any sets consisting of one input sequence of finite length ( $a, b, c, \ldots$ ) and b) the universal set $E$.

We shall call a regular set of input sequences:

1) any basic set;
2) any set of sequences that may be formedfrom the basic ones by using union of sets, multiplication, or iteration over a finite number of times.

Regular sets, of which a few examples follow, will be denoted by $R$.

Example 1.

$$
R=[(a \vee b) \vee c]
$$

In this case the regular set is the union of the three basic sequences.

Example 2.

$$
R=\left[b \cdot(a)^{*}\right]
$$

The regular set is the set of all sequences starting with $b$, followed only by element (sequence) $a$, which may be repeated any number of times. For example:

$$
b, b a, b a a, b a a a, \ldots .
$$

Note that because the definition of $(a)^{*}$ includes empty sequence $A$, set $R$ also contains symbol $b$ by itself.

Example 3.

$$
R=\left\{\left[(a \vee b)^{*}\right] c\right\} .
$$

This set contains all sequences consisting of sequences $a$ and $b$ repeated any desired number of times and in any order, and terminating in sequence $c$. For example:

$$
c, a b c, \quad b a c, a a b c, b a a b c, b a a a a b b c
$$

and so on.

[^25]
## Example 4.

$$
R=(E \cdot a)
$$

Here $R$ is the set of all sequences terminating in sequence $\alpha$. Example 5.

$$
R=|(E \cdot a) \cdot b| .
$$

This set contains all sequences terminating in a sequence of sequences $a$ and $b$.

Example 6.

$$
R=\{|(a \cdot E) \cdot(c \cdot E)| b\rangle
$$

In this case $R$ contains all sequences starting with $a$, terminating in sequence $b$, and containing sequence $c$ somewhere in between.

Expressions such as in the examples, that is, formed from the basic sequences ( $a, b, c, \ldots$ and $E$ ) connected by the signs for union of sets, multiplication, and iteration ( $V$, •, and *), shall be called regular expressions.

In regular expressions, each sign for an operation may be used only with a pair (in binary operations) or a single basic element (in iteration), or with parentheses (brackets) containing the result of such an operation. For this reason, a regular expression may contain 'parentheses within brackets'' (see examples above).

The highest number of "parentheses (brackets) within brackets", in a regular expression (counting the external brackets) is known as the depth of the regular expression.* In the above examples the depth is equal to 1 only in Example 4; it is 2 in Examples 1, 2, and 5, and 3 in Examples 3 and 6.

We shall say that the depth of a regular expression is zero if it contains no operations, for example, $R=a, R=b, R=E$, and so on.

Now, the same regular set of input sequences may be represented by several different regular expressions. For example, expressions

$$
R=[(a \cdot b) \cdot(c \cdot d)] \text { and } R=\{[(a \cdot b) \cdot c] \cdot d\}
$$

certainly describe the same set, but they are of different depth. For

[^26]this reason depth relates to a specific regular expression rather than to a regular set.

Let us also point out that a subset of a regular set of input sequences may not necessarily be regular. This follows from the simple fact that a universal set is regular by definition, whereas irregular sets do exist (for an example of an irregular set, see Section 7.6).

The reader will recall that the sequences treated so far in this section did not carry a number identifying the discrete time at which they appeared at the input.

Let us now consider a set $S$ of such sequences and identify each element of this set with a number describing $t$. We start with $t=0$. Then we obtain a set of input tapes from a set of input sequences. Thus, for example, a set consisting of the three input sequences

becomes a set consisting of the three input tapes

| Dis- <br> crete <br> mo. <br> ment | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{1}$ | $\rho_{5}$ | $\rho_{12}$ | $\rho_{3}$ | $\rho_{1}$ | $\rho_{4}$ | $\rho_{6}$ |


| Dis- <br> crete <br> moo <br> ment | 0 | 1 | 2 |
| :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{2}$ | $\rho_{5}$ | $\rho_{3}$ |


| Dis- <br> crete <br> ment <br> ment | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{2}$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{5}$ | $\rho_{6}$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{8}$ | $\rho_{1}$ |

A set of input tapes formed by such a method from a regular set of input sequences will be called a regular set of input tapes. We shall associate with each regular set of input tapes the same regular
expression that describes the corresponding regular set of input sequences.

We can now proceed to the classification of events at the input of the automaton.

An input event of the automaton is said to be regular if the set of input tapes (each examined completely from $t=0$ to $t=p$ ) defining the occurence of the event is a regular set.

Among regular events we may distinguish a subclass of events that are described by a regular expression

$$
R=E \cdot A,
$$

where $A$ is any set of finite input sequences containing not more than $q$ symbols. Such a regular event is known as a specific event of length $q$ or simply a specific event. With a specific event, one need not examine the entire input tape from $t=0$ to $t=p$ in order to specify it: one merely looks over a length $q$ of the "tail end" of the tape, corresponding to $t=p, p-1, p-2, \ldots, p-q$. One can visualize this process as one in which the input tape lies under a transparent runner (similar to hairline-carrying runner of a slide rule) through which one can observe only some number $q$ of tape positions. With each discrete instant the runner is displaced one position to the right, so that the extreme right position seen through the runner always corresponds to $t=p$.

Specific events are distinguished by the fact that we can so select the runner (a specific one for each specific event) that at any time $p$ the occurrence or nonoccurrence of an event isindicated simply by those positions on the input tape that can be seen through that runner.

### 7.4. REPRESENTABILITY OF REGULAR EVENTS

We can now formulate and prove the following fundamental theorems.

Kleene's first theorem. Assuming a suitable initial state of the automaton, any regular event can be represented in a finite automaton equipped with an output converter by genevation of 1 at the output of the converter.

We shall prove this theorem by showing one of the possible methods for synthesizing an automaton representing a regular event defined by an arbitrarily chosen regular expression.*

[^27]We shall now introduce auxiliary automata with outputconverters (the converter output may only be 0 or 1) having, in addition to input $p$, auxiliary inputs for symbols $\alpha$ from the alphabet $\{0,1\}$.*

Assume that a regular set of input sequences $R$ is given. We shall say that an event $R_{\alpha}$ occurs at the input of the auxiliary automaton at time $p$ if the re exists a time $t(0 \leqslant t \leqslant p)$ such that:

1) the symbol $\alpha=1$ appears at the auxiliary input at $t$; and
2) the sequence of symbols $\rho$ that appear between times $t$ and $p$ belongs to $R$.

For example, let the given set $R$ include the three sequences

$$
\rho_{1} \rho_{2} \rho_{3}, \rho_{3} \rho_{2} \rho \text { and } \rho_{5} .
$$

Then, given the input tape of our auxiliary automaton (Table 7.4), the event $R_{\alpha}$ will only occur at times $3,5,7,14$, and 18 .

We shall say that the generation of symbol 1 at the output of the converter for the auxiliary automaton represents the event $R_{\alpha}$ if, and only if, the event $R_{\alpha}$ occurs at the input of this automaton.

Table 7.4


Now let us imagine that there is an autonomous automaton with an output alphabet $\{0,1\}$ and that the output of this automaton coincides with the wire $\alpha$ of the auxiliary automaton (Fig. 7.1). The whole network so obtained constitutes an automaton with a single input $\rho$. Further, let the autonomous automaton generate an output of $\alpha=1$ at time zero, and $\alpha=0$ at all subsequent times. Then our network will represent the event $R$ by generating an output of 1 .

Such an autonomous automaton can, indeed, be synthesized: this may be, for example, a binary delay element whose input is always zero, while its initial state is 1. Therefore, if we can show that an auxiliary automaton representing the event $R_{\alpha}$ can be synthesized

[^28]regardless of the type of regular event $R$, then we shall have proven the existence of an automaton representing any regular event $R$. Our proof will be inductive and be based on the depth of the regular expression defining the regular event $R_{\alpha}$ being represented. We shall show first a way of representing all regular events


Autonomous
automaton

Fig. 7.1. $R_{a}$ with a zero depth of the defining regular expression $R$. Then we shall prove that if a regular event $R_{\alpha}$ defined by a regular expression $R$ of arbitrary depth $v$ can be represented, then any regular event $R_{q}$ defined by a regular expression $R$ of depth $\nu+1$ can also be represented.

First inductive step. Recall that regular expressions of depth zero are simply symbols corresponding to the given input sequences $a, b, c, \ldots$, as well as the symbol $E$, corresponding to the universal set of input sequences.

Representation of the event $R_{a}$ denoted by symbol $E$ means devising an automaton with an output of 1 maintained from the firstinstance when $\alpha=1$ regardless of what the input sequence may be. Such an automaton may be synthesized


Fig. 7.2. from, among others, a binary delay unit that is in its zero state at $t=0$. The input to this unit, via a disjunction element, is a symbol $\alpha$ and an output symbol* (Fig. 7.2.).

Let us now construct an automaton representing the event $R_{\alpha}$ when the set $R$ contains only one input sequence of finite length $q$. This machine consists of two delay lines (each with $q$ delay units) and a symbol converter (Fig. 7.3). The first (main) delay line operates in alphabet $\{\rho\}$, and the second (auxiliary) in binary alphabet $\{\alpha\}$. The converter output is 1 if, and only if, the symbols $\rho$ at the outputs of all the delay units of the main line form one given sequence of length $q$, counting from the end of the delay line toward its beginning. The initial state of the delay units in the main line is immaterial, but all such units in the auxiliary line must be in state zero. The output of the automaton is a conjunction of the outputs of the converter and the auxiliary delay line.

The output will be 1 if, and only if: 1) at $q$ discrete instants prior to the sampling instant $p$ there is an input of 1 at $\alpha$ (and therefore

[^29]

Fig. 7.3.
the auxiliary line has an output of 1 at $t=p$ ) and 2) there is an input of the given sequence of symbols during the $q$ discrete instants preceding $\rho$ (and therefore there is a converter output of 1 at $t=p$ ). It is seen from Fig. 7.3 that there cannot be an output of 1 until $q$ discrete instants after $t=0$ (since at $t=0$ all delay units in the auxiliary line are in state zero). It follows from this that the states of the delay units in the main line do not affect the output of the system at $t=p$; that is, $q$ instants after $t=0$, the states of the delay units are determined only by the inputs.

This completes the first part of our proof. That is, we showed that the system of Fig. 7.3 represents an event $R_{\alpha}$ where $R$ is any regular expression of depth zero. We now proceed to the second part of the proof.

Induction. We shall now prove that if there exist auxiliary automata that represent events $R_{\alpha}$ specified by any desired regular expressions of depth $\nu(\nu \geqslant 0)$, then we can synthesize an automaton that will represent the event $R$ specified by any desired regular expression of depth $v+1$.

From the definition of the concept "depth of a regular expression' 'it follows that any regular expression of depth $\nu+1$ is obtained from one or two regular expressions of depth $v$ via a single multiplication, iteration, or union of sets.

In this connection, and in order to complete the induction, it must be proved that if events $R_{a}$, specified by regular expressions $R_{1}$ and $R_{2}$, are representable, then events $R_{a}$, specified by expressions

$$
\begin{aligned}
& R=\left(R_{1} \vee R_{2}\right), \\
& R=\left(R_{1} \cdot R_{2}\right), \\
& R=\left(R_{1}^{*}\right) \quad \text { or } \quad R=\left(R_{2}^{*}\right)
\end{aligned}
$$

are also representable.
Let us consider these three operations separately. For the sake of brevity and wherever there is no risk of ambiguity, we shall denote the regular expression, the event corresponding to it, and the automaton representing the event $R_{\alpha}$ by the same letter $R$.

Union of sets . An automaton representing a union

$$
R=\left(R_{1} \vee R_{2}\right),
$$

is obtained from two automata, respectively representing $R_{1}$ and $R_{2}$. This is done by connecting their inputs and feeding their outputs to a common disjunction element (Fig. 7.4).

Multiplication. An automaton representing a product

$$
R=\left(R_{1} \cdot R_{2}\right)
$$

is obtained from two automata, representing $R_{1}$ and $R_{2}$, respectively, by feeding the output of automaton $R_{1}$ into the auxiliary input of $R_{2}$ via a delay unit (Fig. 7.5). Then the auxiliary input line of $R_{1}$ becomes the auxiliary input to the system, while the output of $R_{2}$ is the output of the system. Indeed, the output of $R_{2}$ will be 1 if $R_{2}$ represents an event that has begun during the instant following an output of 1 in $R_{1}$. But an output of 1 in $R_{1}$ means that the event $R_{1}$ had already been represented prior to that instant, and that this ovent had begun at the instant of occurrence of 1 at the auxiliary input of $R_{1}$ (and therefore at the input of our entire automaton system). Consequently the automaton system as a whole represents the event $R_{\alpha}$ which is described by: "the event $R_{2}$ occurred directly after the event $R_{1}$," that is, the product $R_{1} \cdot R_{2}$.


Fig. 7.4.


Fig. 7.5.

Iteration. If the automaton $R_{1}$ representing the event $R_{1}$ is given, then the automaton representing an $R_{\alpha}$ event: $R=\left(R_{1}^{*}\right)$ may be obtained by coupling $R_{1}$ to one disjunction element (Fig. 7.6). The disjunction element output is made to coincide with the auxiliary input to $R_{1}$, while the input of disjunction element consists of the auxiliary input $\alpha$ to $R_{1}$ as well as the $R_{1}$ output, which is made to pass through a delay unit. Indeed, the output of this system is 1 whenever the event $R_{1}$ is represented, starting with the appearance of 1 at the auxiliary input $\alpha$, or from the instant directly following the representation of the event $R_{1}$. Therefore, there is a system output of 1


Fig. 7.6.
whenever the event $R_{1}$ occurs (this can happen any number of times in succession), which is what indeed constitutes the representation of event $R=\left(R^{*}\right)$.

This concludes the induction process based on the depth of the regular expression, and therefore completes the proof of the entire theorem.

First note. Our formulation of Kleene's first theorem included the statement about the choice of a suitable initial state. It can be seen from the proof that a suitable choice of the initial state reduces to: a) ensuring a state of 0 in all units of the auxiliary delay line during representation of the given set consisting of one input sequence (Fig. 7.3); b) ensuring a state of 1 in the delay unit of the automaton representing a universal event (Fig. 7.2); and c) ensuring a state of 1 in the delay unit of the autonomous automaton representing the event $t=0$ (see above).

Second note. The representation of the event $E R$ differs from that of the event $R$ only in the method of utilizing the auxiliary input of the automaton which represents the event $R_{n}$. To be precise, in order to represent the event $R$, this inputis connected to the autonomous automaton which produces 1 only at $t=0$; however, in order to represent the event $E R$, this input consists of the output of the automaton representing the event $E$ (Fig. 7.2); that is, this input is always 1. This applies, in particular, to the representation of a specific event $E \cdot a$.

### 7.5. REGULARITY OF REPRESENTABLE EVENTS

In this section we shall prove a theorem that is the converse of the one proved above.

Kleene's second theorem. Only regular events are representable in a finite automaton.

To prove this theorem we shall first introduce the concept of regular sets of triad chains, then we shall prove an auxiliary lemma, and finally with the help of this lemma, we shall prove the theorem.

The triad labyrinth and labyrinthine paths. The infinite set of tapes which may be generated in a finite automaton contains only a finite number $k r$ of different triads. Letus denote these by $\mu_{1}, \mu_{2}, \ldots$, $\mu_{k r}$ and match each triad $\mu_{i}$ to a point in a plane.

Two adjacent triads must have one common symbol. For this reason, the triad

must be followed by a triad containing $x_{4}$ at lower left, for example,

so that triads with any other symbols in this position, for example,

are not allowed.
Now, we draw arrows from the point corresponding to triad $\mu_{i}$ to all points corresponding to triads which can follow $\mu_{i}$ on the tape (Fig. 7.7); we do the same for all triads $\mu_{i}(i=1,2, \ldots, k r)$. We obtain (see Fig. 7.8) a plane diagram, which we shall call the triad labyrinth.

Now let some triad $\mu_{i}$ be the starting point from which we proceed along any desired arrow, writing out the sequence of triads encountered on the way. This sequence is called the path in the triad labyrinth, or simply a path. The length of a path is measured by the number of triads contained in it. Thus, if $\mu_{2}$ is the starting point, Fig. 7.8 has paths described by triad chains.


Fig. 7.7.

$$
\begin{array}{lllllll}
\mu_{2} & \mu_{3} & \mu_{4} & \mu_{5} & \mu_{6} & \mu_{1} & \mu_{2} \\
\mu_{2} & \mu_{4} & \mu_{3} & \mu_{1} & \mu_{4} & \mu_{5} \\
\mu_{2} & \mu_{1} & \mu_{3} & \mu_{4}, \text { etc. }
\end{array}
$$

However, path
$\mu_{2} \mu_{3} \mu_{6}$
is not allowed since there is no arrow from $\mu_{3}$ to $\mu_{6}$.
Now let us proceed to the con-


Fig. 7.8. cept of a regular set of triad chains. By definition, all sets containing only one triad are regular; if $A$ and $B$ are regular sets of triad chains, then, by induction, the following are also regular:
a) their union $(A \vee B)$, thatis, a set containing both $A$ and $B$;
b) their product $(A \cdot B)$, that is, a set of chains obtained by adding some chain from $B$ to the right of each chain from $A$;
c) their iteration $\left(A^{*}\right)$, that is, a set of chains obtained by adding to the right-hand sides of all chains from $A$ any and all chains from $A$ (including itself or any of those already added) and doing that any desired number of times.

Lemma. The set of all paths leading from $\operatorname{triad} \bar{\mu}$ to triad $\tilde{\mu}$ in the labyrinth of any finite automaton is a regular set of triad chains.

We shall prove this lemma by induction based on $q$, where $q$ is the number of different triads on the path from $\bar{\mu}$ to $\tilde{\mu}$.

For $q=1$, the lemma is obvious: $\mu$ coincides with $\mu$ and only two subcases are possible:
a) if all symbols $x$ in the lower line of this $\operatorname{triad} \bar{\mu}=\tilde{\mu}$ are not the same, then the set of paths consists of only one path containing this one triad $\bar{\mu}$;
b) if all $x$ in $\bar{\mu}$ are the same, then the set of paths comprises all triad chains repeating the same triad $\bar{\mu}$, that is, the iteration ( $\bar{\mu})^{*}$.

Consequently the set is regular for $q=1$.
Now let the lemma holdfor any set of paths with $q \leqslant m$. We shall prove that it also holds for any set of paths with $q=m+1$. Thus let us consider any path where $q=m+1$. We write out all the triads $\bar{\mu}$ as well as the triad $\tilde{\mu}$ at the end of the path, and replace the remaining triads of this path (including any triads $\tilde{\mu}$ that may occur at points other than the end) by groups of dots:

$$
\bar{\mu} \ldots \bar{\mu} \ldots \bar{\mu} \ldots \bar{\mu} \ldots \bar{\mu} \ldots \bar{\mu}
$$

Each group of dots stands for a path that does not contain the triad $\bar{\mu}$. For this reason, the number of different triads contained in each path replaced by a group of dots is smaller than $m+1$ by at least 1 , that is, $q \leqslant m$. By induction, each path replaced by dots is a regular set of triad chains. We shall denote these replaced paths by $\bar{r}_{i}, \overline{r_{j}}, \overline{r_{g}}$, and so on.

To start with, let $\tilde{\mu}=\bar{\mu}$. Then one can imagine the entire path from $\bar{\mu}$ to $\tilde{\mu}=\bar{\mu}$ as consisting of triads $\bar{\mu}$, with the regular sets $\bar{r}$ interspersed among them. We write this as follows:

$$
{\bar{\mu} \bar{r}_{i}}^{\bar{\mu} r_{j}} \bar{\mu}_{g} \bar{\mu} \bar{\mu}_{s} \ldots \bar{\mu} \bar{r}_{q} \bar{\mu}
$$

In this notation, the entire path consists of pairs of consecutive paths. Each such pair is the product of two regular sets: a set consisting of a single element $\bar{\mu}$, and the corresponding set $\bar{r}$. Consequently, such a pair mustitself belong to a regular set $\bar{\mu} \cdot \bar{R}$. Therefore, all paths leading from $\bar{\mu}$ to $\tilde{\mu}=\bar{\mu}$ are elements of the iteration of $\mu \cdot \bar{R}$

$$
(\bar{\mu} \cdot \bar{R})^{*} \cdot \bar{\mu} ;
$$

that is, they constitute a regular set of triad chains.
If $\bar{\mu} \neq \tilde{\mu}$ then by the same reasoning the set of all paths leading from $\bar{\mu}$ to $\tilde{\mu}$ is

$$
\bar{\mu} \cdot \bar{R})^{*} \cdot \tilde{\mu} ;
$$

that is, it is also regular. The lemma is thus proved.
This lemma can be readily explained on a triad labyrinth.

Consider the triad labyrinth of Fig. 7.9 (where some arrows have been omitted for clarity), and run through the possible paths from $\bar{\mu}$ to $\tilde{\mu}$.

First, there is a choice of the two paths

$$
\bar{\mu} 123 \tilde{\mu}
$$

and
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Second, the first path may be lengthened by including a loop, for example,

$$
\bar{\mu} 1235764123 \tilde{\mu} .
$$

The looping paths may be traversed any desired finite number of times, for example,

$$
\bar{\mu} 123576412357641235764123 \tilde{\mu},
$$

or the path may be complicated still further by including "loops within loops,' for example,

$$
\bar{\mu} 1235764123576457645764123 \tilde{\mu} \text {, etc. }
$$

This type of routing is not confined to our example. Each set of paths from $\bar{\mu}$ to $\tilde{\mu}$ contains, first of all, several variants of simple paths (a union!), and it may also consist of arrows traversed one after another (a product!) and of loops traversed any desired finite number of times along anywhere in the labyrinth (an iteration!). And each path from $\bar{\mu}$ to $\tilde{\mu}$ may consist of these three components. This fact, almost obvious from the examination of the labyrinth, is really what the lemma is stating.

From the lemma immediately follows the proof of Kleene's second theorem.

Proof of Kleene's second theorem. Consider a finite automaton, and write out all its triads (a finite number). Let $M$ be a set of several symbols $x$ (we shall denote an element of this set by $\tilde{x}$ ), and let the automaton (which starts with an initial state $x^{0}=\bar{x}$ ) represent an input event by the appearance of a state $\tilde{x}$. Now, let us select a triad $\tilde{\mu}$ such that the $\tilde{\chi}$ in itslower right belongs to $M$ (the other two symbols of the triad need not be part of $M$ ):


Let us also select a triad $\bar{\mu}$ containing $\bar{x}$ in its lower left, the other two symbols being completely arbitrary:


Then, by virtue of the lemma just proved, the set of all paths leading from $\bar{\mu}$ to $\tilde{\mu}$ is a regular set of triad chains.

Consider sets $\bar{A}$ and $\tilde{A}$ of all possible triads $\bar{\mu}$ and $\tilde{\mu}$. The set of all paths connecting any triad $\bar{\mu}$ of $\bar{A}$ with any triad $\tilde{\mu}$ of $\tilde{A}$ is the union of the sets of paths leading from $\bar{\mu}$ to $\tilde{\mu}$; that is, it is regular.

To each triad there corresponds a symbol $\rho$ in the top strip of the tape, and to a chain of triads there corresponds a sequence of $\rho$. If a set of triad chains is regular then the set of corresponding sequences of $\rho$ is a regular set of sequences, as defined in Section 7.3. Indeed, in devising new paths (from the given ones) by union, multiplication and iteration of chains of triads, we used operations analogous to those introduced in Section 7.3 for obtaining regular sets of sequences, and applied those to the $\rho$ sequences in these chains.

We have not imposed any restrictions on the automaton, that is, on the number and the nature of its triads, or on the choice of the initial state. We have therefore proved that in any automaton, starting from any initial state, the set of input sequences leading from any initial state $x^{0}$ to a state comprised in $M$ is regular; that is, we have proved Kleene's second theorem.

### 7.6. DO IRREGULAR (UNREPRESENTABLE) EVENTS EXIST?

Irregular events, which cannot be represented in an automaton, do exist, as we shall prove by examples. Moreover, we shall show that there exists an entire class of events, a priori known to be irregular.

Suppose we are given an infinite sequence of $\rho$, for example,

$$
\rho_{5} \rho_{2} \rho_{1} \rho_{5} \rho_{4} \rho_{3} \rho_{2} \rho_{1} \ldots
$$

which we shall call $\mathscr{L}$. We will say that $\mathscr{L}$ is ultimately periodic if, starting with the $q$ th symbol from the left, the sequence contains a periodically recurring segment of finite length.

Consider an event such that the input sequence of $\rho$ coincides at at all times $p$ with the segment of $\mathscr{L}$ bracketed by its 0 th and the $p$ th symbols. If such an event can be represented by an automaton, we shall say that the automaton represents sequence $\mathscr{L}$.

Theorem. A given infinite sequence $\mathscr{L}$ of input symbols $p$ is representable in a finite automaton if and only if $\mathscr{L}$ is "an ultimately periodic sequence."

Proof. First, we shall prove that all ultimately periodic sequences are representable. Let such a sequence consist of an "initial segment', $A$ of finite length $h$ and then a periodically recurring "segment", $B$ of finite length $T$. Consider all the initial sections
$B_{1}, B_{2}, \ldots, B_{T-1}$ of segment $B$ ( $B_{1}$ contains only the first symbol of $B ; B_{2}$ contains the first two symbols, and so on), as well as the initial sections $A_{1}, A_{2}, \ldots$ of segment $A$. Thus the ultimately periodic sequence-that is, the input event-really consists of segment $A$ followed by segment $B$, which is then repeated a number of times; the sequence terminates in one of the sections $B_{1}, B_{2}, \ldots, B_{T-1}, B$. Therefore $\mathscr{L}$ can be written as a regular expression

$$
R=\left\{\left[A(B)^{*}\right] \cdot\left(B_{1} \vee B_{2} \vee \ldots \vee B_{T-1} \vee B\right)\right\} \vee\left(A_{1} \vee A_{2} \vee \ldots\right)
$$

and, by virtue of Kleene's first theorem, such an event is representable in a finite automaton.

Now let us prove the converse statement, thatis, that all representable sequences are ultimately periodic. Let sequence $\mathscr{L}$ be represented by a finite automaton which has $k$ internal states. With $\mathscr{L}$ as the input, let us examine what happens during the first $k+1$ sampling instants. Since $t=k+1$, and the machine can have only $k$ states, there must be at least one internal state $\bar{x}$ that will be repeated at least twice during this time. Let that occur in instants $t^{\prime}$ and $t^{\prime \prime}$ $\left(0 \leqslant t^{\prime}<t^{\prime \prime} \leqslant k+1\right)$. Now let us compile a sequence $\overline{\mathscr{L}}$, which differs from $\mathscr{L}$ in that the segment from $t^{\prime}$ to $t^{\prime \prime}$ has been thrown out; we then make $\overline{\mathscr{L}}$ the input of the same automaton. Thus, if with $k=8$ sequence $\mathscr{L}$ corresponds to a tape in which $t^{\prime}=3, t^{\prime \prime}=6$ (Table 7.5), the tape for $\mathscr{L}$ then would be that of Table 7.6.

Table 7.5

| $t$ | 0 | 1 | 2 | $t^{\prime}=3$ | 4 | 5 | $t^{\prime \prime}=6$ | 7 | 8 | 9 | $\ldots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{1}$ | $\rho_{3}$ | $\rho_{5}$ | $\rho_{1}$ | $\rho_{7}$ | $\rho_{6}$ | $\rho_{12}$ | $\rho_{10}$ | $\rho_{1}$ | $\rho_{5}$ | $\ldots$ |
| x | $\ldots$ | $\ldots$ | $\ldots$ | $\bar{x}$ | $\ldots$ | $\ldots$ | $\bar{x}$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |

Table 7.6

| $t$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | $\ldots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{1}$ | $\rho_{3}$ | $\rho_{5}$ | $\rho_{12}$ | $\rho_{10}$ | $\rho_{1}$ | $\rho_{5}$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| $x$ | $\ldots$ | $\ldots$ | $\ldots$ | $\bar{x}$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |

After $t^{\prime \prime}$ (that is, from instant 7), the sequence of $x$ on the first tape coincides with the $x$ sequence appearing on the second tape after $t^{\prime}$ (that is, from instant 4). This is because from these instants on, the inputs $\rho$ are the same in both cases, as are the initial states $\bar{\psi}$ of the automaton. And since $\mathscr{L}$ is represented by the automaton, $\overline{\mathscr{L}}$ must also be represented by it. This, however, does not contradict our definition of representability, according to which $\mathscr{L}$ and $\overline{\mathscr{L}}$ can be represented by the same automaton only if they coincide. For two infinite sequences of symbols, $\mathscr{L}$ and $\overline{\mathscr{L}}$, where $\overline{\mathscr{L}}$ differs from $\mathscr{L}$ by the fact that it lacks all symbols between $t^{\prime}$ and $t^{\prime \prime}$, may coincide only if beginning from $t^{\prime}, \mathscr{L}$ periodically repeats the segment occurring between $t^{\prime}$ and $t^{\prime \prime}$.

The theorem is thus proved.
This theorem enables us to specify an infinite number of examples of unrepresentable events, but we shall give only two such examples.

Example 1. An event occurs if the automaton input at $t=\alpha^{2}$ $(\alpha=1,2,3, \ldots)$ is $\rho_{1}$, and if the input is $\rho_{2}$ at all other times.

Example 2. An event occurs if the number of symbols $\rho_{2}$ between two nonadjacent symbols $\rho_{1}$ of the input sequence always doubles. Thus the event takes place if the sequence has the form

$$
P_{1} P_{2} P_{1} P_{2} P_{2} P_{1} P_{2} P_{2} P_{2} P_{2} \rho_{1} \rho_{1} P_{2} \rho_{2} P_{2} \rho_{2} \rho_{2} \rho_{2} \rho_{2} \rho_{2} \rho_{1} \rho_{1} \rho_{1} \cdots,
$$

and does not take place when the sequence is

$$
\rho_{1} \rho_{2} \rho_{1} \rho_{2} \rho_{2} \rho_{1} \rho_{2} \rho_{2} \rho_{2} \rho_{2} \rho_{1} \rho_{1} \rho_{2} \rho_{2} \rho_{1} \ldots \text {. }
$$

The events of each of the above examples are unrepresentable since the corresponding sequences are not ultimately periodic.

It must not be assumed, however, that all not representable events are embraced by this theorem. For example, we may have an input alphabet $\rho$ consisting of two symbols $\{0,1\}$, and we may define an event so that at $t=p$, the number of symbols 1 in the output sequence is equal to the number of symbols 0 . This event does not belong to the class considered above (since the occurrence of this event is determined not by one specific sequence but by an entire class of such sequences), but at the same time it is not representable. We shall prove this.

Assume we are given some finite automaton $A$, and that its input sequence consists of zeros only. Then at least one internal state $x$ of the automaton must sooner or later recur. Let that happen at $t^{\prime}$ and $t^{\prime \prime}\left(0 \leqslant t^{\prime}<t^{\prime \prime}\right)$. Now consider the following two input sequences:

1) $\mathscr{L}$, consisting of $t^{\prime \prime}$ zeros followed by $t^{\prime \prime}$ symbols 1 and 2) $\mathscr{L}^{*}$, consisting of $t^{\prime}$ zeros followed by $t^{\prime \prime}$ symbols 1 . The corresponding tapes are shown in Tables 7.7 and 7.8 .

Table 7.7

| $t$ | 0 | 1 | 2 | $\ldots$ | $t^{\prime}-1$ | $t^{\prime}$ | $\ldots$ | $t^{\prime \prime}-1$ | $t^{\prime \prime}$ | $\ldots$ | $2 t^{\prime \prime}-1$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | 0 | 0 | 0 | $\ldots$ | 0 | 0 | $\ldots$ | 0 | 1 | $\ldots$ | 1 |
| $x$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\bar{x}$ | $\ldots$ | $x^{*}$ |

Table 7.8

| $t$ | 0 | 1 | 2 | $\ldots$ | $t^{\prime}-1$ | $t^{\prime}$ | $\ldots$ | $t^{\prime}+t^{\prime \prime}-1$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | 0 | 0 | 0 | $\ldots$ | 0 | 1 | $\ldots$ | 1 |
| x | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\overline{\mathrm{x}}$ | $\ldots$ | $\mathrm{x}^{*}$ |

Beginning at $t^{\prime}$ and ending at $t^{\prime}+t^{\prime \prime}$, the sequence of $x$ in the $\mathscr{L}^{*}$ tape coincides with that $x$ sequence of the $\mathscr{L}$ tape which starts at $t^{\prime \prime}$ and ends at $2 t^{\prime \prime}$. This is because the initial states (at $t^{\prime}$ and $t^{\prime \prime}$, respectively) and the input sequences ( $t^{\prime \prime}$ symbols 1 in succession) coincide in the two cases. Therefore, given tape $\mathscr{L}^{*}$, the automaton will attain state $x^{*}$ at $t^{\prime}+t^{\prime \prime}$; this state will coincide with the state occurring at $2 t^{\prime \prime}$ with tape $\mathscr{L}$. However, the event does occur with input sequence $\mathscr{L}$ (the number of symbols 1 is equal to the number of zeros), whereas it does not occur with $\mathscr{L}^{*}$ (the number of symbols 1 exceeds that of zeros), even though the automaton $A$ achieves the same state in both cases. This means that automaton $A$ cannot represent this event. Q.E.D.

It is easy to perceive why the events of these examples can not be represented. The reason is that, by definition, the finite automaton (with a finite number of states) has a "finite memory." But in the above examples, the amount of information which the machine must "remember" to be able to "decide"' at any given instant whether an event does take place, becomesinfinite with time (in the first example, the machine must "remember" how many instants have elapsed prior to sampling; in the second example, the machine
must "count", the zeros occurring between two nonconsecutive symbols of 1 , and this number also goes to infinity).

Let us point out that a set of sequences specifying an irregular (nonrepresentable) event may itself be a subset of a regular set of sequences. For example, an event specified as "two symbols 1 never appear consecutively at the input" is representable. However, the input sequences of Example 1 (see above) which are a subset of this regular set, constitute an irregular set.

### 7.7. WHAT A FINITE AUTOMATON "CAN DO"

In the preceding chapter we found out what an autonomous automaton "can do." Now we have mastered the representability of events and we can thus answer that question for nonautonomous automata.

Let $A$ be an automaton with an output converter, or an $s$-machine representing a regular input event by generating a symbol (say, a 1) at the output. Further, let $A$ stop as soon as 1 is generated at its output and let it trigger an autonomous automaton $B$ that generates a predetermined sequence $M$. The output of $B$ then becomes the input of automaton $C$ which represents the event $M$, and the generation of a 1 at the output of $C$ is used to trigger $A$ and stop $B$ (Fig. 7.10). This is done by the automaton $\Phi$, which represents a simple event: the appearance of a given input symbol. Therefore this entire system constitutes a finite automaton. Such a finite automaton responds to any regular event by generating at the output any predetermined finite sequence of states (symbols), after which it is again ready to receive external stimuli, that is, to respond to events.

The automaton of Fig. 7.10, does not respond to those input symbols $\rho$ that appear during the operation of $B$. If the (discrete) timing of $B$ is so fast that its entire periodic output sequence is generated


Fig. 7.10.
between two sampling instants of $A$, then there is no need for automaton $\Phi$, and the output of $A$ can be used as the input of $B$. Such an automaton maintains an output of any given periodic sequence of symbols throughout the representation of the event, and will generate another predetermined periodic sequence of symbols when no event is represented.

Naturally, other combinations of automata are also possible. But the above two combinations already show that an automaton can respond to any regular event by generating any predetermined cycle.

Can an automaton do something more than this? And if so, what? The answers to such questions depend on what language is used to formulate the laws for the handling of sequences by a finite automaton. Kleene's theorems formulate these laws in the language of representation of events. So far, there are no other convenient languages capable of describing (in terms of necessary and sufficient conditions) what a finite automaton 'can do'' and what, in principle, it "cannot do." This raises a number of new problems discussed in the next chapter.

# Recognition of Realizability of a Given Specification. Abstract Synthesis of Finite Automata and Sequential Machines 

### 8.1. STATEMENT OF THE PROBLEM

The design of any specific automatic device involves several independent stages. Thus the designer starts by analyzing and then "idealizing"' the operations required of the device. Here, the designer may obtain an idealization which specifies the problem in terms of discrete time and a finite number of variables, each assuming only a finite number of values. If that is the case, he may be able to employ a finite automaton or a sequential machine. We say 'may be able"' because not all problems, even if formulated in terms of discrete time and a finite number of variables, can be performed in a finite automaton or an $s$-machine. For example, these machines cannot "forecast"' the state of the input, that is, they are unable to generate, at $t=p$, an output corresponding to an input at $t=p+1$. But even if our specification calls for an outputdepending only on the preceding input states, there may notexist a machine embodying the specifications. We have seen this in our attempt to synthesize an automaton for representation of irregular events (Chapter 7).

Thus the second design stage involves finding out whether finite automata or $s$-machines are suitable for a given task, a problem we shall denote as that of recognition ofrealizability of a given specification (or simply the recognition problem).

Assuming that our specification is realizable in either of these discrete devices, we enter stage three, where we determine their basic tables. This is the stage of abstract synthesis,

After abstract synthesis, the most important phase of the design is ended. Before it, the designer deals only with the specification of the ultimate automatic device, thatis, with giveninput and output sequences and the specified relationships between them. After the abstract synthesis stage, he has a table of the automaton (and of the converter, if an $s$-machine is involved), and in all subsequent stages
works only with these tables. He now simplifies them as much as possible, selects the best overall means of their realization, and solves the practical problems related to specific technology of the selected devices. This brings the logic design to an end.

With the exception of Chapter 7, we have always assumed that the automaton and converter tables were given, and did not bother with the problem of how these tables were obtained. Now we shall deal with the techniques for generating these tables starting from specifications for the device; that is, we shall deal with problems of recognition and the abstract synthesis.

In speaking of "specification of the device," we assumed that the reader has an intuitive understanding of what is involved. Now, however, we must define just what this sentence means.

In all cases "specification of the device"' means the definition of the correspondences between the given input and output sequences. The simplest case is that of finite number of given input and output sequences, where "specification of the device" assumes the very definite meaning of enumeration of all the given sequences and all the correspondences between them. This type of specification is treated in Section 8.2.

The situation is much more complicated in the general case, when the number of given sequences (and, consequently, their lengths) can be infinite. Here itis impossible to employ enumeration, and the infinite input and output sequences, as well as the correspondences between them are specified by means of a defining language.

The problems of recognition and abstract synthesis maybe formulated as follows: we have a defining language and we have described the sets of input and output sequences and the correspondences between them in this language. Now we must find an algorithm (that is, a procedure) for determining whether there exists an automaton (or $s$-machine) capable of setting up such correspondences, and whether there exists an algorithm capable of generating the basic table of the automaton (and the converter), if such machines do exist.

It turns out, however, that the very ability to find such algorithms depends on the defining language. If this language is too broad, then there are no such algorithms; that is, the problems of recognition and abstract synthesis are algorithmically unsolvable (see Section 8.3). Thus there is the problem of narrowing the language in which the design specification is stated. One of such narrow languages-the language of regular formulas-is described inSection 8.4 , where it is shown how, starting from a given regular formula, one can synthesize a relatively economical (insofar as the number of states is concerned) $s$-machine which realizes the specification. The problem as
to whether such a machine is at all possible does not arise here, since the language can only describe events that are realizable.

### 8.2. THE CASE WHERE THE SPECIFICATION ENUMERATES THE REQUIRED INPUT-OUTPUT CORRESPONDENCES

Assume we want to synthesize an $s$-machine specified as follows: We are given a finite number of tapes (which can be of different, but finite, lengths), with a blank ' $x$ '' row, for example, the four tapes of Tables 8.1 - 8.4. The required $s$-machine must realize these tapes, starting from a given initial state $x^{0}$.

This specification does not say anything about other possible tapes (at other input sequences) of this same $s$-machine. If there are no specific instructions to this effect, we shall assume that no other input sequences are possible or, which amounts to the same, that all other tapes may be arbitrarily chosen. The specification may also include additional conditions, for example, the requirement that any other tape must contain some specific symbol (for example, $\lambda_{0}$ ) at all sampling instants, starting from the instant in which the $\rho$ row of such

$$
\text { Table } 8.1
$$
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Table 8.4

sampling instants, starting from the instant in which the $\rho$ row of such a tape begins to differ from the $\rho$ rows of the tapes enumerated in the specification. If the main tapes are those of Tables 8.1-8.4, then this additional condition could, for example, lead to an $s$-machine having tapes shown in Tables 8.5-8.7 (where the instants of generation of $\lambda_{0}$ are marked off with heavy lines).

Table 8.5


Table 8.6


Table 8.7

| Dis- <br> rete <br> mo- <br> ment | 0 | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{0}$ | $\rho_{3}$ | $\rho_{1}$ | $\rho_{3}$ | $\rho_{1}$ | - |
| $x$ |  |  |  |  |  |  |
| $\lambda$ | $\lambda_{2}$ | $\lambda_{2}$ | $\lambda_{3}$ | $\lambda_{1}$ | $\lambda_{0}$ | $\lambda_{0}$ |

Because we stipulated that all the given tapes must start with $x^{0}$, our specification may prove to be an impossible one. For example, consider Tables 8.8 and 8.9. Obviously, there is no $s$-machine which has both these tapes: for this machine would generate, from the same initial state $x^{0}$ and the same input sequence $\rho_{1} \rho_{2} \rho_{0}$, two different outputs ( $\lambda_{1}$ in the case of 8.8 , and $\lambda_{3}$ in the case of 8.9 ). Such an operation cannot be expected of an $s$-machine, which by definition is a determinate device. The specification is thus contradictory.

Now it is clear that before proceeding with the synthesis, the designer must check the specification for contradictions. He does this by inspecting sections of the given tapes, as shown below. The specification is not contradictory if, and only if, no two sections show differing outputs at identical inputs.

Table 8.8

| Dis- <br> crete <br> mo <br> ment | 0 | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{0}$ | $\rho_{3}$ | $\rho_{1}$ | - |
| $x$ | $x^{0}$ |  |  |  |  |  |
| $\lambda$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{1}$ | $\lambda_{3}$ | $\lambda_{1}$ |

Table 8.9

| Dis- <br> crete <br> mo- <br> ment | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{0}$ | $\rho_{3}$ | $\rho_{2}$ | $\rho_{1}$ | - |
| $x$ | $x^{0}$ |  |  |  |  |  |  |
| $\lambda$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{3}$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{1}$ |

Thus, in the example of tapes 8.8 and 8.9 , the tapes are split up as follows:


| Dis- <br> crete <br> mo <br> ment | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{0}$ | - |
| $x$ | $x^{0}$ |  |  |  |
| $\lambda$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{3}$ |



The contradiction becomes apparent after $p=3$.
Assume that we start with a noncontradictory specification so that we can immediately proceed with the synthesis, that is, develop the tables of the finite automaton and of the converter of the $s$ machine. If we are given all the $x$ rows on the given tapes, than we can pick out the triads directly from the tapes and write out at least some of the squares of these tables. The other squares could be filled out arbitrarily, if no additional conditions are imposed on the machine, or in some other way, if there are such conditions. Thus the synthesis of an s-machine reduces to filling out the $x$ rows of the tapes in a noncontradictory manner.

If the specification can be realized in some $s$-machine $A$, then it can also be realized in any $s$-machine $B$ which can substitute for $A$. If all we require is some machine realizing the specification, that is, if we impose no additional requirements on the $s$-machine, then the solution is trivial, and may involve one of the following two methods:
a) The $x$ rows may be filled with nonrecurring $x_{i}$, the number of the different states $x_{i}$ thus obtained being equal to the sum of lengths of the (given) tapes.
b) We can construct an automaton with an output converter which represents the specific events 'recorded"' on the (given) tapes. Thus, we extract from the tapes all those input sets $G_{1}, G_{2}$, and so on, which generate outputs $\lambda_{1}, \lambda_{2}$, and so on, respectively. Then, using methods of Chapter 7, we synthesize automata I, II, and so on, respectively representing the specific events $G_{1}, G_{2}$, and so on by outputs of 1 . We
now connect the outputs of these automata to a converter generating an output of $\lambda_{1}$ if there is a 1 on the first converter input, $\lambda_{2}$ with a 1 on the second input, and so on.

The $s$-machines synthesized by either of these methods usually have an extremely large number of states. Therefore, quite often one is faced with a much more difficult problem, where one wants to synthesize an $s$-machine conforming to a given specification but having fewer states than any other machine also conforming to this specification.

The solution is usually divided into two phases: 1) synthesis of some (any) machine conforming to specifications; and 2) its minimization, that is, the derivation, from this preliminary version, of another $s$-machine which also conforms to the specification but which has the least possible number of states $k$.

The minimization problem of phase 2 is discussed in Chapter 9. However, the methods of that chapter are difficult to apply if the smachine of phase 1 has many states, a condition produced by the use of the above trivial methods in phase 1. For this reason one resorts, if possible, to other phase 1 techniques: the se give $s$-machines which, even though not minimal, are apriori known to have a smaller number of states. We shall describe one such method.

Let us begin with the following example. Suppose we want to synthesize an $s$-machine which, starting from the same state $x^{0}=x_{0}$, will realize the two tapes of Tables 8.10 and 8.11. The tapes generated at other input sequences can be arbitrary.

Let us prepare a blank form for the tables of the automaton and the converter (Table 8.12 for the automaton and Table 8.13 for the converter). Since the ultimate number of the states is still unknown, the number of the rows in these tables is still undetermined. For the time being, we have only one line-for $x_{0}$.

Table 8.10


Table 8.11


In further filling out the $x$ row, we must always check whether the new entry does not contradict the preceding one; that is, that it does

Table 8.12
Automaton
$\left[\begin{array}{ll|l|l|l|l|}\hline x & P & P_{0} & P_{1} & P_{2} & P_{3} \\ \hline x_{0} & & & & \\ \hline & & & & & \\ \hline\end{array}\right.$

Table 8.13
Converter

| $x$ | $\rho$ | $\rho_{0}$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{3}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $x_{0}$ |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |

not produce contradictory triads in the automaton or impose incompatible requirements on the converter.

In the first square of row $x$ of Table 8.10 we write $x_{0}$ (in accordance with the specification). There is also no reason why $x_{0}$ cannot be entered in the second square of this tape. We also write $x_{0}$ in the corresponding square of the basic table of the automaton (Table 8.12). We fill the corresponding squares $\left(\mu_{0}, \rho_{0}\right)$ and ( $\mu_{0}, \rho_{3}$ ) of the converter table with the symbol $\lambda_{1}$ (from columns 0 and 1 of Table 8.10). Again we observe that nothing prevents us from entering the same symbol $x_{0}$ into the column 2 of Table 8.10 and into the corresponding squares of Tables 8.12 and 8.13. This results in Tables 8.14-8.16.

Table 8.14
Tape

| Dist <br> met <br> mo | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p$ | $p_{0}$ | $\rho_{3}$ | $\rho_{2}$ | $\rho_{3}$ | $\rho_{0}$ | $\rho_{2}$ | $\rho_{3}$ |
| $x$ | $x_{0}$ | $x_{0}$ | $x_{0}$ |  |  |  |  |
| $\lambda$ | $\lambda_{1}$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{2}$ |

Table 8.15
Basic Table of the Automaton

| $x$ | $\rho$ | $\rho_{0}$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{0}$ | $x_{0}$ |  |  | $x_{0}$ |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |

Table 8.16
Converter Table


So far, we entered $\varkappa_{0}$ without producing contradictions. Let us try to enter it in the next (fourth) square of the tape (Table 8.14). This produces no contradictions in the automaton table since this symbol goes into a blank square, but an attempt to write in $\hat{\lambda}_{2}$ into the square ( $\rho_{3}, x_{0}$ ) of the converter does lead to contradiction since this square already contains $\lambda_{1}$. We have no other alternative but to enter a new symbol $x_{1}$ into the fourth square of the tape (Table 8.14). This, of course, gives new rows in the tables of the automaton and the converter, where we enter the corresponding symbols.

Now we try to enter $x_{0}$ into the next (fifth) square of the tape: there is no contradiction. Had there been one, then we would have had to $\operatorname{try} x_{1}$ and, if this led to a contradiction, we would have to introduce $x_{2}$ and start a new row in the tables. We repeat this procedure all along the tape of Table 8.14 and we thus complete its $x$ row. Now we turn to the second tape (Table 8.11) and fill its $x$ row in the same manner. Here we must make sure that the symbol being entered not only does not contradict the previous entries on this tape, but that it does not contradict those of the first tape. We then have complete tables for the automaton and the converter (Tables 8.17-8.20). Now these tables have blank squares which may be filled in any desired manner, since we have stiuplated at the outset that the tapes obtained at input sequence other than the given ones are arbitrary.

Table 8.17


Table 8.19
Basic Table of the Automaton


Table 8.18
Second Tape

| Dis- <br> crete <br> mo- <br> ment | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{3}$ | $\rho_{2}$ | $\rho_{0}$ | $\rho_{0}$ | $\rho_{1}$ | $\rho_{3}$ | $\rho_{0}$ |
| $x$ | $x_{0}$ | $x_{0}$ | $x_{1}$ | $x_{0}$ | $x_{0}$ | $x_{1}$ | $x_{1}$ |
| $\alpha$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{2}$ | $\lambda_{1}$ |

Table 8.20
Converter Table

| $\%$ | $\rho$ | $\rho_{0}$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{0}$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{2}$ | $\lambda_{1}$ |  |
| $x_{1}$ | - | - | - | $\lambda_{2}$ |  |

The above example has been chosen so as to present no difficulties in completing the $x$ rows. However, consider the tapes of Tables 8.21 and 8.22 . We leave the intermediate details to the reader, and shall discuss only the final results. Thus, in tape 1 , we can enter $\gamma_{0}$ into the second and the third squares without raising any contradictions,

Table 8.21


Table 8.22
Second Tape

| Dis- <br> crete <br> mo- <br> ment | 0 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{2}$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{0}$ | $\gamma_{2}$ |
| $x$ | $x_{0}$ |  |  |  |  |
| $\lambda$ | $\lambda_{2}$ | $\lambda_{0}$ | $\lambda_{2}$ | $\lambda_{2}$ | $\lambda_{2}$ |

but since $x_{0}$ in the fourth square produces a contradiction in the converter table, we mustwrite $x_{1}$ in this square. A $x_{0}$ in the fifth square does not, in itself, lead to a contradiction, but we then must have $x_{0}$ in the sixth square to avoid a contradiction in the automaton table [since the $\left(\alpha_{0}, \rho_{0}\right)$ combination was already used in the first column of the tape and required a $x_{0}$ in the following column]. But $x_{0}$ in the sixth square contradicts the converter table. We must, therefore, go back to the fifth square and $\operatorname{tr} x_{1}$. This gives no contradiction, and we can thus try $x_{1}$ in the sixth square. $\operatorname{No}\left(\rho_{2}, x_{1}\right)$ combination has yet been encountered and, therefore, from the point of view of the table of the automaton, we can use any symbol in the seventh tape square. However, $\kappa_{0}$ and $\kappa_{1}$ cannot be used because combinations ( $\rho_{1}, \gamma_{0}$ ) and ( $\rho_{1}, \kappa_{1}$ ) already specify entries other than $\lambda_{1}$ in the converter table. Therefore, we use a new symbol $x_{2}$ in the seventh square.

Now let us examine tape 2 (Table 8.22). The ( $\rho_{2}, x_{0}$ ) combination has already been encountered in the third column of tape 1 ; therefore, to avoid contradictions in the automaton table, we can only use $x_{1}$ in the second square of tape 2 . But this causes a contradiction in the converter table, so we have no alternative but to go back to the third square of the tape 1 , remove the $\kappa_{0}$, and fill in $\varkappa_{3}$. Now we can proceed with the completion of the tape 2 without altering tape 1 , resolving only contradictions that may arise in the same manner as when completing tape 1 . No states other than $x_{0}, x_{1}, x_{2}$ and $x_{3}$ need to be used in this example, which finally results in Tables 8.23-8.26.

Table 8.23
First Tape

| Dis- <br> crete <br> mo <br> ment | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $r_{0}$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{1}$ | $\rho_{0}$ | $\rho_{2}$ | $\rho_{1}$ |
| $x$ | $\%_{0}$ | $\%_{0}$ | $x_{0}$ | $x_{0}$ | $x_{0}$ | $x_{0}$ | $x_{0}$ |
|  |  |  | $x_{3}$ | $x_{1}$ | $x_{1}$ | $x_{1}$ | $x_{1}$ |
| $\lambda$ | - | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{2}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{0}$ |

Table 8.25
Basic Table of the Automaton

|  | fo | $\rho_{1}$ | $\mathrm{P}_{2}$ |
| :---: | :---: | :---: | :---: |
| $\%_{0}$ | $\%_{0}$ | $\mathrm{z}_{3}$ | $x_{2}$ |
| $z_{1}$ | $\%_{1}$ | $\chi_{1}$ | $\%_{2}$ |
| $x_{2}$ | $\%_{2}$ | $\%$ | - |
| $\%_{3}$ | - | - | $\gamma_{1}$ |

Table 8.24
Second Tape


Table 8.26

Converter Table

| $x$ | $p$ | $\rho_{0}$ | $p_{1}$ | $p_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| $x_{0}$ | $\lambda_{1}$ | $\lambda_{1}$ | $\lambda_{2}$ |  |
| $x_{1}$ | $\lambda_{2}$ | $\lambda_{2}$ | $\lambda_{1}$ |  |
| $x_{2}$ | $\lambda_{2}$ | $\lambda_{0}$ | $\lambda_{2}$ |  |
| $x_{3}$ | - | - | $\lambda_{2}$ |  |

Rather than replacing the $x_{0}$ in the third square of tape 1 with a new symbol $x_{3}$, we could have tried to use one of the old ones ( $x_{1}$ or $x_{2}$ ), altering, if necessary, the other squares of tape 1. This would have given other tables for the automaton and converter, and these might have had a different number of rows (that is, states).

Themethod demonstrated above is not a regular, straightforward procedure, and shows the complexities which may arise in phase 1 of the synthesis, where we are merely trying to obtain any s-machine satisfying the stipulated conditions.

Let us now develop a regular method for uniform synthesis of relatively economical $s$-machines realizing any given noncontradictory finite set of finite tapes. We shall confine ourselves to the case where the tapes generated atinput sequences other than those stipulated in the specification may be arbitrary. Again we shall start with the blanks for the tables of the automaton and the converter, and we
shall increase the number of rows in these tables as new states $x$ are introduced. Assume, however, that the given tapes and the two tables are already partly filled. We shall say that these already-present entries are correct if they meet the following conditions:

1. The entries in the tapes and the tables do not conflict; that is, the tapes contain no triads producing contradictions in the automaton and the converter and, conversely, the only filled positions in the automaton and converter tables are those which correspond to triads already present on the tapes.
2. The last column of each tape contains a ( $\rho, x$ ) pair which defines a still empty square in the automaton table.
3. If two or more of these last ( $\rho, x$ ) pairs contain identical symbols $\rho$, and if the corresponding tapes show identical $\rho$ 's during one or more subsequent sampling instants, then these tapes must also show identical symbols $\lambda$ during these instants.

For example, Tables $8.27-8.30$ are correctly filled.

Table 8.27
First Tape

| Dis- <br> crete <br> mo- <br> ment | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{2}$ | $\rho_{t}$ | $\rho_{3}$ | $\rho_{3}$ | $\rho_{2}$ | $\rho_{1}$ | $\rho_{3}$ |
| $\alpha$ | $\alpha_{0}$ | $x_{0}$ | $\alpha_{1}$ | $\alpha_{0}$ |  |  |  |
| $\lambda$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{3}$ | $\lambda_{1}$ | $\lambda_{3}$ | $\lambda_{3}$ | $\lambda_{1}$ |

Table 8.29
Basic Table of the Automaton


Table 8.28
Second Tape

| Dis- <br> crete <br> mo- | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| ment |  |  |  |  |  |  |  |  |
| $\rho$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{1}$ | $\rho_{3}$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{2}$ | $\rho_{2}$ |
| $x$ | $x_{0}$ | $x_{1}$ | $x_{1}$ | $x_{0}$ |  |  |  |  |
| $\lambda$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{3}$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{3}$ | $\lambda_{1}$ | $\lambda_{3}$ |

Table 8.30
Converter Table

| $x$ | $p$ | $\rho_{1}$ | $\rho_{2}$ |
| :---: | :---: | :---: | :---: |
| $x_{0}$ | $\rho_{3}$ | $\lambda_{2}$ | $\lambda_{1}$ |
| $x_{1}$ | $\lambda_{3}$ | $\lambda_{2}$ | $\lambda_{3}$ |

However, the tables of the following three examples are incorrectly filled.

Example 1 (Tables $8.31-8.34$ ) violates condition 1:

Table 8.31
First Tape

| Dis- <br> crete <br> mo- <br> ment | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{1}$ | $\rho_{3}$ | $\rho_{2}$ | $\rho_{1}$ | $\rho_{3}$ | $\rho_{2}$ | $\rho_{4}$ | $\rho_{1}$ |
| $\alpha$ | $x_{0}$ | $x_{0}$ | $\alpha_{1}$ | $x_{0}$ | $x_{1}$ |  |  |  |
| $\lambda$ | $\lambda_{1}$ | $\lambda_{3}$ | $\lambda_{4}$ | $\lambda_{1}$ | $\lambda_{4}$ | $\lambda_{3}$ | $\lambda_{1}$ | $\lambda_{1}$ |

Table 8.33
Basic Table of the Automaton

| $x$ | $p$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{3}$ |
| :--- | :--- | :--- | :--- | :--- |
| $x_{0}$ | $x_{0} ?$ |  | $\rho_{1}$ |  |
| $x_{1}$ |  | $x_{0}$ |  |  |

Table 8.32
Second Tape

| Dis- <br> crete <br> mo- <br> ment | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{4}$ | $\rho_{2}$ | $\rho_{3}$ | $\rho_{4}$ | $\rho_{3}$ | $\rho_{2}$ | $\rho_{4}$ |
| $\alpha$ | $x_{0}$ | $x_{1}$ | $x_{0}$ | $x_{1}$ |  |  |  |
| $\lambda$ | $\lambda_{2}$ | $\lambda_{3}$ | $\lambda_{3}$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{3}$ | $\lambda_{2}$ |

Table 8.34
Converter Table

|  | $p$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| $x$ |  | $\rho_{4}$ |  |  |
| $x_{0}$ | $\lambda_{1}$ |  | $\lambda_{3}$ | $\lambda_{1}$ |
| $x_{1}$ |  | $x_{4} ?$ | $\lambda_{4}$ |  |

Example 2 (Tables $8.35-8.38$ ) violates condition 2:

Table 8.35
First Tape

| Dis- <br> crete <br> mo- <br> ment | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{2}$ | $\rho_{1}$ | $\rho_{3}$ | $\rho_{2}$ | $\rho_{3}$ | $\rho_{1}$ | $\rho_{1}$ | $\rho_{1}$ |
| $x$ | $x_{0}$ | $x_{0}$ | $x_{1}$ | $x_{0}$ |  |  |  |  |
| $\lambda$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{3}$ | $\lambda_{2}$ | $\lambda_{2}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{2}$ |

Table 8.36
Second Tape

| Dis- <br> crete <br> mo- <br> ment | 0 | 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\rho$ | $\rho_{3}$ | $\rho_{3}$ | $\rho_{2}$ | $\rho_{1}$ | $\rho_{3}$ | $\rho_{1}$ |
| $x$ | $x_{0}$ | $x_{1}$ | $x_{0}$ | $x_{0}$ |  |  |
| $\alpha$ | $\lambda_{1}$ | $\lambda_{3}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{3}$ | $\lambda_{1}$ |

Example 3 (Tables $8.39-8.41$ ) violates condition 3:
Provided the specification is not contradictory, the initial (given) tapes which contain only $\chi_{0}$ for $t=0$, together with a completely blank automaton table and a converter table with entries only in the squares corresponding to $t=0$ for all the tapes, are one case of correct filling.

Table 8.37
Basic Table of the Automaton

| $\alpha$ | $p$ | $\rho_{1}$ | $\rho_{2}$ |
| :---: | :---: | :---: | :---: |
| $x_{0}$ | $\rho_{3}$ | $\varkappa_{0}$ | $x_{1}$ |
| $x_{1}$ |  |  | $\%_{0}$ |

Table 8.39
First Tape


Table 8.38
Converter Table


Table 8.40
Second Tape


Table 8.41
Third Tape


Here conditions 1 and 2 are automatically met, and the noncontradictory nature of the specification is precisely what condition 3 is about.

We shall now describe the algorithm for entering states $x$ in the blanks of the tape, assuming that the tape already contains some (not necessarily initial) correct entries of $\chi_{0}, x_{1}, \ldots, x_{s}$. We start by numbering the (given) tapes in any desired order. Then:

1. We turn to the first blank square of row $x$ in tape 1 and try to enter $\%_{0}$, checking whether this does not raise contradictions in the converter table. If there is a contradiction, we try $\chi_{1}$, again checking for contradiction. If none of the symbols $\chi_{1}, \varkappa_{1}, \ldots, \chi_{i}$ removes the contradiction, we introduce a new symbol $\chi_{i+1}$ and add a new row to the tables of the automaton and the converter. Let $x^{\prime}$ be the first symbol which produces no contradictions in the converter. If $\chi^{\prime}=\chi_{s+1}$, then we make corresponding entries in the tape and the tables and proceed immediately to step 3 of the algorithm. If, however, $x^{\prime}=x_{k}$ $(0 \leqslant k \leqslant s)$, we again make the corresponding entries and proceed to step 2.
2. Turning to the automaton table (now supplemented with a new square in accordance with step 1), we ascertain whether we can continue filling tape 1 (without filling in new squares in the automaton table). If this is possible, we keep on filling the tape, making sure that no contradictions arise in the converter table. If no contradictions occur, we keep on filling the tape until we encounter a blank square in the automaton table or until tape 1 is completed, whereupon we proceed to step 3 of the algorithm; If a contradiction with the converter table does occur, we return to that square of tape 1 where at the end of step 1 we wrote $x^{\prime}=x_{k}$ : we erase $\chi_{k}$ from all of our tables, and we also erase the other entries associated with it and made in step 1. We then continue the search for a suitable $x$ as per step 1 , starting this search with $x_{k+1}$. After a finite number of trials, we must be able to proceed with step 3 of the algorithm (because if $\chi^{\prime}$ is not in the sequence $x_{0}, x_{1}, \ldots, x_{s}$, then we mustintroduce a new symbol $\chi_{s+1}$ ).
3. Assume that the procedures of steps 1 and 2 finally give a suitable, noncontradictory symbol $\chi^{\prime \prime}=\chi_{m}$ (where $k \leqslant m \leqslant s+1$ ). We now return to the entries already present on tape 1 at the start of our procedure, and we take the ( $\rho, x$ ) pair in the last correctly filled column. We then check the last correctly filled columns of the remaining tapes for the presence of this pair. If no such pairs are present, we proceed to step 4 of the algorithm. If, however, there are such pairs, then we try to continue filling, as per step 2 , each tape in which the last "correct" ( $\rho, x$ ) pair coincides with the last "correct"' $(\rho, x)$ pair of tape 1.* Here, there are two possibilities: a) we may be able to fill the se tapes to the end (that is, until we reach a blank square in the automaton table, or until the tape is completed), whereupon we proceed to step 4 of the algorithm, or b) we may arrive at a contradiction with the converter table. If the latter is the case, we return to step 1 of the algorithm, drop symbol $x_{m}$, erase all the entries associated withit, and continue the search for a suitable $x^{\prime}$ as per step 1 , starting with $x_{m+1}$. After a finite number of trials, we must be able to proceed to step 4 of the algorithm because, if no other $x^{\prime}$ is found, we will use $x_{s+1}$ which definitely allows us to go to step 4.
4. We check the tapes for conformity with condition 3 for correct entries. If this condition is met, we have again arrived at correct entries. We can then return to algorithm step 1 , and continue filling the tapes and tables. However, if the tape does not meet condition 3, we erase all tape and table entries associated with $x^{\prime \prime}=\chi_{m}$, and

[^30]continue the search for a suitable $x^{\prime}$ as per step 1 , starting the search with $x_{i n+1}$. However, if $\chi^{\prime \prime}=x_{s+1}$, then the check of step 4 will always show that condition 3 holds; thus, this check can be omitted.

The reader is advised to use this algorithm to synthesize the automaton realizing the tapes of Tables $8.42-8.44$. In this case the algorithm must be used six times and finally gives the tapes and Tables 8.45-8.49.

Table 8.42
First Tape

| Dis- <br> crete <br> mo- | 0 | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ment |  |  |  |  |  |  |
| $\rho$ | $\rho_{2}$ | $\rho_{1}$ | $\rho_{1}$ | $\rho_{3}$ | $\rho_{2}$ | $\rho_{1}$ |
| $x$ | $m_{0}$ |  |  |  |  |  |
| $\lambda$ | $\lambda_{1}$ | $\lambda_{3}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{3}$ |

Table 8.45
First Tape


Table 8.43
Second Tape

| Dis- <br> crete <br> mo- <br> ment | 0 | 1 | 2 |
| :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{1}$ | $\rho_{3}$ | $\rho_{2}$ |
| $\alpha$ | $\alpha_{0}$ |  |  |
| $\lambda$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{2}$ |

Table 8.46
Second Tape


Table 8.44
Third Tape


Table 8.47
Third Tape


Table 8.48
Basic Table of the Automaton


Table 8.49
Converter Table

| $x_{1}$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{3}$ |
| :---: | :---: | :---: | :---: |
| $x_{0}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{1}$ |
| $x_{1}$ | $\lambda_{3}$ | $\lambda_{2}$ | $\lambda_{2}$ |
| $x_{2}$ | $\lambda_{3}$ | - | - |

The same algorithm will also solve the less stringently specified problem where we are given a finite number of tapes of finite length and it is required to synthesize an $s$-machine realizing these tapes, but where the tapes need not all have the same initial state. In this case there is no need for checking whether the specification is contradictory, and the initial correct entries may be written immediately by appropriately selecting the initial states for each tape.

The key concept involved in our algorithm is the maximum use of states already present on the tapes, whereby new states are added only when absolutely necessary. This design procedure leads to a relatively economical machine. However, it does not, in general, give a minimal $s$-machine. This is because it may prove convenient to introduce a new state $x_{s+1}$, even though an already-existing state is suitable, if that will reduce the number of states in succeeding stages of synthesis.

So far, we have assumed that the number of pairs of input and output sequences is finite, and that all of these are enumerated in the specification. Now we shall discuss the general synthesis problem, where we do not assume that the number of the given correspondences between the input and output sequences is finite.

### 8.3. ALGORITHMIC UNSOLVABILITY OF THE PROBLEM OF RECOGNITION OF REPRESENTABILITY OF RECURSIVE EVENTS*

Let us assume that we have some description of the relations between the input and the output sequences which we want to duplicate. These relations may be completely arbitrary as long as their specifications can be effectively described. An effectively described specification is one which allows anyone familiar with the description to find that unique output sequence which corresponds to any input sequence of the specification.

To find out whether there exist $s$-machines capable of providing the desired input-output relations, we first mustformalize the effective description of such relations. To do this, we turn to recursive description, which is the only known means of formalizing that which we intuitively express by the phrase "all that can be effectively specified by a human language."

[^31]One method of describing input-output relations is based on representability of events, a concept we encountered in Chapter 7. Indeed, instead of specifying separately the output corresponding to each input sequence, we can specify the set $G_{i}$ of all input sequences causing the operation of a given output $\lambda_{i}$. If such sets $G_{0}, G_{1}, \ldots, G_{l}$ are specified for all outputs $\lambda_{0}, \lambda_{1}, \ldots, \lambda_{l}$, we have a unique input-output relation. For example, suppose that the input alphabetis $\left\{\rho_{1}, \rho_{2}, \rho_{3}, \rho_{4}\right\}$ and the output alphabet is $\left\{\lambda_{1}, \lambda_{2}, \lambda_{3}\right\}$, and suppose further that:
a) the output $\lambda_{1}$ is generated at instant $p$ if during the preceding two instants $[(p-2)$ and $(p-1)]$ the input sequence contained $\rho_{1}$ followed by $\rho_{4}$;
b) the output $\lambda_{2}$ is generated if the conditions of a) are not met and if there is no input $\rho_{3}$ during the internal $(p-3)$ to $p$;
c) the output $\lambda_{3}$ is generated in all the other instances. If this is the case, we can readily write out the output generated at any input sequence.

With this method of specifying input-output relations, the machine synthesis problem may be formulated as follows: given the events $G_{1}, G_{2}, \ldots, G_{l}$, we require an $s$-machine representing the event $G_{i}$ by generating an output $\lambda_{i}$ from alphabet $\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{t}\right\}$. Then the formalization of an effective specification of the relation between sequences, reduces to the formalization of an event which can be effectively defined. This last concept again can only be formalized in terms of a recursive description. Thus, when we say that an event $G$ is given, we shall mean that what is given is a recursive description of the input sequence set $G_{i}$.

Let us agree that an event $G_{i}$ is recursive if the set $G_{i}$ of input. sequences is recursive.*

We have already proved (Chapter 7) that only regular events are representable in an $s$-machine; we have also proved that irregular events do exist. Therefore, the problem of recognizing whether there exists an $s$-machine realizing some specific and effectively specified input-output relation becomes one of finding out whether some specific recursive event is regular; that is, we must find out if there exists an algorithm which, given any recursive event, can recognize whether this event is regular or not.

Theorem 1**. The problem of recognition of regularity of recursive events is algorithmically unsolvable.

[^32]Proof. Our proof will consist of formulating a problem narrower than that of recognition of representability of recursive events, and showing that even this narrow problemis algorithmically unsolvable. The broader theorem will then also have been proved.

Assume we are given a recursive function $\varphi(t)$ defined on the set of integers and assuming values from the finite set $\{0,1, \ldots, r-1\}$. Then suppose we have an automaton $A$ with an input alphabet $\left\{\mu_{0}, \rho_{1}\right.$, $\left.\ldots, \rho_{r-1}\right\}$. Of all its possible inputs, we shall note in particular the sequences

$$
\begin{aligned}
& P_{\varphi(0)}, \\
& P_{\varphi(0)} P_{\varphi(1)}, \\
& P_{\varphi(0)} P_{\varphi(1)} P_{\varphi(2)},
\end{aligned}
$$

where $\rho_{\varphi(l)}$ is a character from $\left\{\rho_{i}\right\}$, whose subscript coincides with the value of the recursive function $\varphi(t)$ at $t=i$.

Now consider an event $S^{\dagger}$ consisting of the fact the input of the automaton contains one of the above sequences at that instant. In other words, an event $S^{\circ}$ occurs when, and only when, the subscripts of the inputs $\rho$ coincide throughout (that is, at all instants $0,1,2, \ldots, p$ ) with the consecutive values $\varphi(0), \varphi(1), \varphi(2), \ldots, \varphi(p)$ of the given recursive function $\varphi$.

We shall say that the automaton $A$ represents the recursive function $\varphi$. if that automaton also represents the event $S$. But we already defined representation of events in Section 7.2 (p. 160). By analogy with that section, we shall say that an automaton represents a recursive function $\varphi(t)$ only if all of its states $\chi(p)$ belong to the allowed set $M$, and that these states can belong to $M$ if, and only if, the subscripts of all inputs between $t=0$ and $t=p$ are consecutive values of function $\varphi(t)$.

There exist recursive functions that are a priori known to be representable (for example, any periodic function is representable, since here the event $S^{\varphi}$ is regular), as well as those that are a priori known to be unrepresentable (for example, the function $\varphi(t)$ that becomes 1 at $t=n^{2}$ and is zeroin all the other instances). But in other cases, we are faced with the problem of recognizing the representability (or lack of it) of recursive functions. It can easily be seen that

[^33]this problem is a special case of our overall problem of recognition of recursive events.

In accordance with the theorem provedin Section 7.6, a recursive event $S^{\varphi}$ is regular if, and only if, the recursive function $\varphi(t)$ is ultimately periodic. But since we know* that the problem of recognizing whether a given recursive function isultimately periodic is algorithmically unsolvable, the same is true of the problem of recognition of regularity of event $S^{\varphi}$, and is all the more true of the broader problem of regularity of recursive events. This proves the Theorem 1.

Thus there is no algorithm capable of deciding whether a given recursive event is regular or not. The problem must be handled piecemeal, resorting in each particularinstance to a 'creative"' (as opposed to a "mechanical," that is, algorithmic) solution. Assume, however, that we are always able to separate out, in one way or another, the recursive events which are regular. Then, on the face of it, it would appear that we could design an algorithm for synthesizing automata representing those recursive events which are regular. However, it turns out that even this problem does not lend itself to a generalized solution. This is stated in another theorem of Trakhtenbrot, which we shall cite witnout proof.

Theorem 2. The problem of synthesis of an automaton representing an event from the set of all recursive events that are regular is algovithmically unsolvable.

The above two theorems lead to a very important conclusion: unless the allowable methods of specifying the desired machine (that is, the language describing the specification) is restricted in some way, any attempt to find an algorithmic method for synthesizing this $s$-machine will be meaningless. More than that, unless the language is restricted, any attempt to find a procedure for answering the mere question whether a machine realizing this specificationexists at all will be doomed tofailure. Fortunately, however, the language can be so restricted that any specification expressed in it will be a priori realizable by an $s$-machine. In this way, the recognition problem is completely avoided, and one needs to worry only about the synthesis problem.

One such restricted language is that of regular expressions, where the specifications are always written in terms of regular events. It is a priori known that there exists an algorithm for the synthesis of an $s$-machine specified in this restricted language. This existence follows from the reasoning employed in the proof of Kleene's first theorem (Chapter 7). A similar algorithm, again written in the

[^34]language of regular expressions but more convenient and yielding fewer states, is shown in Section 8.4. And B.A. Trakhtenbrot [101, 102] devised a predicate language also suitable for writing specifications which are a priori known to be realizable in some $s$-machine and for which there exists a synthesis algorithm.

However, the practical use of such languages merely shifts all the difficulties associated with the synthesis phase to the initial design phase, where the specifications are written. Indeed, the advantages inherent in these restricted languages are fully realized only if there are no intermediate translation steps, thatis, if the specification is from the outset formulated in the appropriate language. Therefore, the designer issuing the specification must "think' in that language, that is, have the ability to express himself directly in it. However, in practice, the first definition of the required $s$-machine is inevitably expressedinwords. This verbal definition must then be translated into the language of regular expressions. And one cannot accomplish this translation unless one knows beforehand that the specification is expressible in the language of regular expression. We are thus again trapped in a vicious circle.

A language suitable for specification and the subsequent synthesis must, therefore, satisfy the following three requirements:

1) Those verbal descriptions which are natural and frequently encountered must be easily translatable into this language.
2) The language must be so broad that those natural and frequently encountered verbal descriptions which are not realizable by an $s$ machine could also be translated into it.
3) Both the recognition and the synthesis problems must be algorithmically solvable for all the specifications written in this language.

So far, there are no languages satisfying all the conditions.
In the next section we shall consider a synthesis algorithm for the relatively easy case where the specification is given in the language of regular formulas, and the recognition problem therefore does not arise.

### 8.4. SYNTHESIS OF FINITE AUTOMATA AND SEQUENTIAL MACHINES IN THE LANGUAGE OF REGULAR EXPRESSIONS

Assume now that we are given one or more regular expressions (see Section 7.3), and it is required to synthesize an $s$-machine representing the input events specified by these expressions by
generating the appropriate output symbols.* The problem then reduces to the synthesis of a finite automaton representing each of these events by an appropriate set of states.

Actually, this problem was already solved in Chapter 7, where Kleene's first theorem was effectively proved, that is, the proof of the theorem contained a method for constructing an automaton representing any event specified by a regular expression. If more than one regular expression is given, we can construct an automaton representing each of them separately, and then feed the outputs into the input of a common converter. However, we are confronted here with a situation similar to that already encountered in Section 8.2: we know a solution for the problem, but we are not content with it because the least number of states $k$ in the resulting machine is too large for subsequent minimization.

We shall now present a method which does not suffer from this disadvantage, and which is an adaptation of a procedure proposed by V.M. Glushkov [252]. To begin with, assume we have one regular expression. We shall write it in a form somewhat different from that of Chapter 7. Thus in forming regular expression of Chapter 7, we started with finite segments of input tapes (that is, finite sequences of inputs $\rho_{i}$ ), which we then denoted by $a, b, c, \ldots$ Now we shall start the inputs $\rho_{i}$ themselves, that is, we shall employ only input sequences of length 1 .

A regular expression consisting of finite sequences $a, b, c, \ldots$ may be written in the form of a product. For example, the sequence $a=p_{1} p_{5} \rho_{3} p_{4}$ corresponds to the expression

$$
R=\left\{\left[\left(\rho_{1} \cdot \rho_{5}\right) \cdot \rho_{3}\right] \cdot \rho_{4}\right\} .
$$

A regular expression consisting of $a, b, c, \ldots$ thus immediately yields the corresponding regular expression consisting of symbols $\rho_{i}$. For example, when $a=\rho_{1}, b=\rho_{2} \cdot \rho_{3}$ and $c=\rho_{1} \cdot \rho_{2}$, the regular expression of Chapter 7

$$
R=\left\{\left[(b \vee c)^{*}\right] \vee(a \cdot c)\right\},
$$

becomes

$$
R=\left\{\left(\left[\left(\rho_{2} \cdot \rho_{3}\right) \vee\left(\rho_{1} \cdot \rho_{2}\right)\right]^{*}\right) \vee\left[\rho_{1} \cdot\left(\rho_{1} \cdot \rho_{2}\right)\right]\right] .
$$

It is obvious that the depth of this new regular expression may be much greater than that of the starting one.

[^35]The next step in our synthesis is representation of our regular expression in the form of a graph. To start with we adopt the following convention for expressions of depth 1 :


Fig. 8.1.

Thus, a disjunction $\left(\rho_{i} \vee \rho_{j}\right)$ is shown (Fig. 8.1, a) by two arrows originating from a point and labeled $\rho_{i}$ and $\rho_{j}$, respectively. This graph has one origin and two terminals. A product $\left(\rho_{i} \cdot \rho_{j}\right)$ is shown (Fig. 8.1,b) by two respectively labeled arrows connected in series. This graph has one origin and one terminal. The iteration ( $\left.\rho_{i}\right)^{*}$ is shown (Fig. $8.1, \mathrm{c})$ by an appropriately labeled arrow closing upon itself. The origin of this graph is also its terminal.

In exactly the same manner, we define the operations of graphs of regular expressions $R_{1}$ and $R_{2}$ of depth $\geqslant 1$. Each such graph has one origin and at leastone terminal (the origin and the terminal may also coincide, as in Fig. $8.1, \mathrm{c}$ ). The graph of the expression ( $R_{1} \vee R_{2}$ ) is obtained by combining the origins of graphs for $R_{1}$ and $R_{2}$. The resulting graph has one origin and as many terminals as there are in the graph of $R_{1}$ plus the graph of $R_{2}$. The graph of ( $R_{1} \cdot R_{2}$ ) is obtained by connecting all the terminals of the graph of $R_{1}$ with the origin of $R_{2}$ (so that the arrows in $R_{1}$ now point to the origin of $R_{2}$ ). The origin of the graph of ( $R_{1} \cdot R_{2}$ ) then coincides with that of the graph of $R_{1}$, while the terminals are all those of the graph of $R_{2}$. The graph of $\left(R_{1}\right)^{*}$ is obtained from the graph of $R_{1}$ by joining all its terminals to its origin. The origin of this graph (which also is the origin of $R_{1}$ ) is thus also its terminal.

We shall now show a few examples of graphs of regular expressions.

The regular expression

$$
R=\left\{\rho_{1} \cdot\left[\left(\rho_{2} \vee \rho_{3}\right)^{*}\right]\right\}
$$

has the graph of Fig. 8.2 (which also shows the intermediate graphs).


Fig. 8.2

The regular expression

$$
\left.\left.R=\left\{\left(\mid\left(\rho_{2} \cdot \rho_{3}\right) \vee\left(\rho_{1} \cdot \rho_{2}\right)\right]^{*}\right) \cdot \mid \rho_{1} \cdot\left(\rho_{1} \cdot \rho_{2}\right)\right]\right\}
$$

has a graph of Fig. 8.3.


Fig. 8.3.
Let us stipulate that a graph depicting a regular expression must satisfy the following conditions: any path from the origin to a terminal must define a sequence whose input to the automaton signals the event specified by the given regular expression $R$; and, conversely, the graph must contain a path from the origin to one of the terminals for any input sequence signaling the occurrence of the regular event.

The graphs of Figs. 8.2 and 8.3 do satisfy the conditions. There are, however, regular expressions with graphs not conforming to these requirements. For example, the graph of

$$
R=\left\{\left(\left[\rho_{1} \cdot\left(\rho_{2}\right)^{*}\right] \vee \rho_{2}\right) \cdot \rho_{3}\right\}
$$

(see Fig. 8.4) contains "false paths." Here the path indicating an input sequence $\rho_{2} \rho_{2} \rho_{3}$ (heavy line) al so corresponds to the expression

$$
\left\{\left[\rho_{2} \cdot\left(\rho_{2}\right)^{*}\right] \cdot \rho_{3}\right\}
$$

that is, it does not signal the occurrence of the required event $R$. Again, Fig. 8.5 shows the graph of the regular expression

$$
R=\left\{\left[\left(\rho_{2}\right)^{*} \cdot \rho_{3}\right] \vee \rho_{1}\right\} .
$$

But the heavy-line path does not signal the occurrence of event $R$. Finally, consider the regular expression

$$
R=\left\{\left(\rho_{1}\left[\left(\rho_{2}\right)^{*} \cdot\left(\rho_{3}\right)^{*}\right]\right) \cdot \rho_{4}\right\}
$$

whose graph is shown in Fig. 8.6. The graph contains a path $\rho_{1} \rho_{3} \rho_{2} \rho_{4}$ which does not correspond to any specified event.


Fig. 8.4.


Fig. 8.5.

These three examples describe the three ways in which false paths may be generated. Thus, false path may result from the following operations:


Fig. 8.6.

1) Multiplication by a disjunctive expression in which at least one of the disjunctive terms terminates in an iteration

$$
\left[\left(\left|A \cdot(B)^{*}\right| \vee C\right) \cdot D\right]
$$

2) Disjunction, in which at least one of the disjunctive terms starts with an iteration

$$
\left\{\left[(A)^{*} \cdot B\right] \vee C\right\} ;
$$

3) Multiplication of two iterations

$$
\left[(A)^{*} \cdot(B)^{*}\right]
$$

To avoid 'false paths," the rules for construction of graphs are amended in these three cases to include empty arrows not labeled


Fig. 8.7.
with symbols $\rho$. An empty arrow merely indicates the direction of movement along the graph and is "traversed" instantaneously, that is, it does not correspond to a discrete instant of operation of the automaton.


Fig. 8.9.
We can now correct the graphs of Figs. 8.4-8.6 by means of empty arrows, to give Figs. 8.7-8.9. In the first case, the empty arrow starts at the end of the iteration; in the second case, it is interposed between the common origin of the graph and the start of the iteration; in the third case, the empty arrow is interposed between the end of the first and the start of the second iteration. The corrected graphs still represent the respective regular expressions, but no longer contain false paths.

We shall demonstrate the synthesis of the automaton corresponding to the regular expression

$$
\begin{align*}
& R=\left\{\left\{\left(\rho_{1} \cdot\left\{\left[\left(\rho_{2}\right)^{*} \cdot p_{3}\right] \vee\left[p_{1} \cdot\left(p_{2}\right)^{*}\right\}\right\}\right) \cdot\left(\rho_{3}\right)^{*}\right] \vee\right.  \tag{8.1}\\
&\left.\vee\left(\left[\left(p_{1} \cdot \rho_{2}\right)^{*}\right] \cdot\left\{\left[p_{3} \vee\left(\rho_{2} \cdot \rho_{2}\right)\right]^{*}\right\} \cdot p_{1}\right)\right\}
\end{align*}
$$

Its correct graph is shown in Fig. 8.10.


Fig. 8. 10.
Now we number consecutively, from left to right, all the symbols $\rho$ in this expression, entering the resulting ordinal numbers as superscripts (this will result in different superscripts on identical $\rho_{i}{ }^{\prime} \mathrm{s}$ ). We then obtain

$$
\begin{align*}
R=\left\{\left(\rho_{1}^{(1)}\right)\right. & \left.\left.\left\{\left[\left(\rho_{2}^{(2)}\right)^{*} \cdot \rho_{3}^{(3)}\right] \vee\left[\rho_{1}^{(4)} \cdot\left(\rho_{2}^{(5)}\right)^{*}\right]\right]\right) \cdot\left(\rho_{3}^{(6)}\right)^{*}\right] \vee  \tag{8.2}\\
& \left.\left.V\left(\left[\rho_{1}^{(1)} \cdot \rho_{2}^{(8)}\right)^{*}\right] \cdot\left\{\left[\rho_{3}^{(9)} \vee V\left(\rho_{2}^{(10)} \cdot \rho_{2}^{(1)}\right)\right]^{*}\right\} \cdot \rho_{1}^{(12)}\right)\right\} .
\end{align*}
$$

The same superscripts are then assigned to the corresponding labels $\rho_{i}$ on the graph*, as shown in Fig. 8.10.

Now we write out at each node of the graph the superscripts of the $\rho_{i}$ 's of the arrows converging upon it, assigning the superscript 0 to the starting node. The number of the node which is the origin of an empty arrow is written at the node upon which that empty arrow converges. If two or more arrows with identical label superscripts converge on a single node, the superscript is written at that node only once. Figure 8.11 shows the graph of our example with all the numbers in place.

We now construct a table whose column headings correspond to the various $\rho_{i}$ 's of the regular expression. The heading of the first row is the symbol $*$, which is alsoentered in the entire row (Table 8.50). The heading of the second row is 0 , and each column $\rho_{i}$ contains the superscripts of all the arrows labeled $\rho_{i}$ and originating from the nodes whose description includes 0 . We thus obtain Table 8.51.

[^36]

Fig. 8.11.

Table 8.50


Table 8.51


Now we add as many rows as there are different entries in row 0 , with these entries becoming the headings of the new rows. We then obtain Table 8.52. The columns $\rho_{i}$ in each new row are now filled in a manner similar to that used in filling row 0. For example, the intersection of row $1,7,12$, and column $\rho_{3}$ contains the superscripts $k$ of the labels $\rho_{3}^{k}$ of all the arrows originating from the nodes whose description includes 1,7 , or 12 . If there are no such arrows, then we enter the symbol $\%$. As a result of this procedure, we get Table 8.53. After this, we add to Table 8.53 as many rows as there are new entries in the three rows just completed, and fill in the columns in the manner just demonstrated. The table will be completed in a finite number of steps, since the number of different combinations of superscripts $k$ is finite. If $N$ is the number of characters in the given regular expression, then we have a total of $N+1$ superscripts and no more than $2^{\mathrm{N}}+1$ different superscript combinations, that is, different table

Table 8.52


Table 8.53

| Super- | $\rho_{1}$ | $\rho_{2}$ | $\rho_{3}$ |
| :---: | :---: | :---: | :---: |
| senpı |  |  |  |$|$| $*$ | $*$ | $*$ |
| :---: | :---: | :---: |
| 0 | $*$ |  |
| $1,7,12$ | 10 | 9 |
| $1,7,12$ | 4 | 2 |
| 10 | $*$ | 11 |
| 9 | 12 | 10 |

entries. The number of the rows in the table cannot, therefore, exceed $2^{N+1}$.

Finally, we check off (on the left margin) all those rows whose headings contain a superscript appearing in the description of a terminal node of the graph, and obtain Table 8.54.

The next step is to code the row headings of the table by means of consecutive symbols $x_{0}, x_{1}, \ldots$; we code the table entries accordingly.

Table 8.55 thus constructed is the basic table of a finite automaton which, starting from an initial state $x_{1}$, represents the events defined by the regular expression (8.1) by the set of checked-off states (states $\left.x_{2}, x_{5}, x_{7}, x_{9}, x_{10}, x_{11}, x_{12}, x_{13}, x_{14}\right)$. To convince ourselves of this, let our automaton be in an initial state $x_{1}$ and let the input sequence be $\rho_{1} \rho_{3} \rho_{1}$. The automaton will then go to state $\chi_{13}$. The symbol $\chi_{13}$ (compare Tables 8.54 and 8.55 ) is the code for the superscript set 7, 12. But then it follows from the very procedure for construction of Table 8.54 that the graph of Fig. 8.11 contains a path $\rho_{1}^{i_{1}} \rho_{3}^{i_{2}} p_{1}^{i_{3}}$ (starting at the origin and possibly including some empty arrows) such that $\rho_{1}^{i_{2}}$ is equivalent to $p_{1}^{7}$ or $p_{1}^{12}$, that is, $i_{3}=7$, or $i_{3}=12$. Now, does the sequence $\rho_{1} \rho_{3} \rho_{1}$ signal the occurrence of the specified event? We can reformulate this question as follows: is there a graph path $\rho_{1} \rho_{3} \rho_{1}$ from the origin to one of the terminals? Table 8.54 and Fig. 8.11 provide the answer: since path $\rho_{1} \rho_{3} \rho_{1}$ can terminate in $\rho_{1}^{12}$ and an arrow so labeled does lead to a terminal node, this path does exist. Thus, whenever an input sequence resets the automaton into a checked-off state, this means that the corresponding graph path leads

Table 8.54


Table 8.55

to a terminal node, that is, this input sequence corresponds to a path from the origin to a terminal node. But this, in turn, means that the specified event has occurred. Therefore, our automaton represents this specified event. Whenever the input sequence is not the initial segment of any sequence specifying an event (and therefore no event will occur), our automaton is reset into state $x_{0}$ and stays in it. In Table 8.55 , such a situation arises with input sequences $\rho_{1} \rho_{1} \rho_{1}$, $\rho_{1} \rho_{3} \rho_{2} \rho_{1}$, and so on.

If more than one regular event $\left(R_{1}, R_{2}, \ldots, R_{m}\right)$ is specified, our method is modified as follows: The symbols in the regular expression are numbered consecutively (that is, the $\rho_{i}$ 's in $R_{1}$ are assigned superscripts $1,2, \ldots, m$, those in $R_{2}$ are assigned superscripts $m+1$, $m+2 \ldots n$, and so on). A separate graph is then constructed for each expression. The superscript 0 is assigned to the origins of all the
graphs. A common table is constructed, so that an intersection of a row and a column may contain superscripts from several graphs. Then the rows containing the superscripts marking terminal nodes of all graphs are checked off (thatis, the sets of symbols representing each of the events $R_{1}, R_{2}, \ldots, R_{m}$ are determined). Then one designs an output converter which places an appropriate symbol $\lambda$ with each of these sets of states.

Example. Given three events

$$
\begin{aligned}
& R_{1}=\left[\rho_{1} \cdot\left(\rho_{2} \vee \rho_{1}\right)\right], \\
& R_{2}=\left[\rho_{2} \cdot\left(\rho_{3}\right)^{*}\right], \\
& R_{3}=\left\{\rho_{1} \cdot\left[\left(\rho_{2}\right)^{*} \vee \rho_{3}\right]\right\} .
\end{aligned}
$$

The corresponding graph is shown in Fig. 8.12, and the above-described algorithm produces Tables 8.56 and 8.57. However, now we do not use check marks, but label the states representing the events $R_{1}, R_{2}$, and $R_{3}$ with symbols $\lambda_{1}, \lambda_{2}$, and $\lambda_{3}$, respectively. State $\mu_{5}$ is labeled with two symbols $\left(\lambda_{1}, \lambda_{3}\right)$ because events $R_{1}$ and $R_{3}$ contain a common sequence ( $\rho_{1} \cdot \rho_{2}$ ) leading to $\mu_{5}$. Therefore, we either identify $\lambda_{1}$ with $\lambda_{3}$ (thatis, fail to distinguish between events $R_{1}$ and $R_{3}$ ), or we must label $x_{5}$ with a new symbol $\lambda_{i 4}$.

We could have synthesized our automaton directly from the regular expression, without using a graph. Infact, this is the procedure used by the author of our method, V.M. Glushkov, and it may prove to be more convenient in those cases where the regular expressions $R$, yield complicated, cumbersome graphs. That procedure is, however, not as easy to visualize as that employed in this book.


Fig. 8. 12.
The obvious problem which arises in connection with the Glushkov method is that of a priori estimation of the number of states in the final automaton. We shall present (without proof) an estimate for the

Table 8.56


Table 8.57

case where the automaton represents specific events* (specific events are a subclass of regular events).

Let specific events $E R_{1}, E R_{2}, \ldots, E R_{m}$ be given. Now consider the formula

$$
S=R_{1} \vee R_{2} \vee \ldots \vee R_{m}
$$

This formula contains no iterations (since the events are specific) and, therefore, graph $S$ has noloops (that is, no path crosses the same node twice). Formula $S$ can be transformed to a form $S^{\prime}$ such that: a) the graph of $S^{\prime}$ will be a tree, that is, only one arrow will terminate in each node, and, therefore, different paths will always lead to different nodes; and b) if two or more arrows originate at a single node, they all will be labeled with different characters of the input alphabet. Formula $S^{\prime}$ will be equivalent to $S$, but may differ from it in the number of characters itcontains. Letus denote the number of characters in $S^{\prime}$ as $N^{\prime}$. Then one cansynthesize an automaton representing the system of events $E R_{1}, E R_{2}, \ldots, E R_{m}$. The number of states in this automaton will notexceed $N^{\prime}+1$. In practice, however, this method yields automata with a much smaller number of states than $N^{\prime}+1$.

[^37]
# Equivalence and Minimization of Sequential Machines 

### 9.1. THE PROBLEM OF RECOGNITION OF EQUIVALENT STATES

We have already said in Section 3.7 that the class of possible input sequences to a machine may be restricted for some reason, and we have seen such a case in Chapter 5. Now consider other constraints that may be imposed on the possible input sequences. They may include the following:
a) Identical symbols shall not appear consecutively.
b) Symbol $\rho_{j}$ shall not follow symbol $\rho_{i}$.
c) An input sequence shall not begin (or, conversely, must begin) with $\rho_{k}$.
d) If the sequence contains $\rho_{s}$ or $\rho_{t}$ then it cannot contain $\rho_{q}$.

In these examples, the infinite set $E$ containing all the possible input symbol sequences of any desired but finite length is split into two subsets: a subset $L \subseteq E$ (which may be finite or infinite), containing all the input sequences allowable in a given $s$-machine, and a complement of this subset $\bar{L}$, consisting of the set of forbidden input sequences. A special case is that of $L=E$, which means that any input sequence is allowable in the given machine.

Let us note that constraints a - d are in no way related to the state in which the machine happens to be. There may, however, exist other constraints, imposed by the design of the $s$-machine. For example, its state diagram may show an $i$ th state such as that of Fig. 9.1. Here, the machine cannot accept an input $\rho_{2}$, and the cor:straint on the input sequence is thus imposed by the properties of the machine itself. Such constraints may be imposed on one, several, or even all the states of the machine. The constraints on different states need not


Fig. 9.1.
be identical, and different states may thus forbid different input signals.

If a given input sequence does not violate the constraints imposed by state $x_{i}$ and all the states following $x_{i}$, it is said to be an input sequence allowed in state $x_{i}$. The set of all sequences allowed in state $r_{i}$ is denoted by $L_{x_{i}}$.

Constraints imposed by the properties of the machine are known as Aufenkamp constraints. If Aufenkamp constraints are operative, then there is no single, all-encompassing set $L$ such that any member of $L$ would be an allowed input sequence regardless of the initial state of the machine. With Aufenkamp constraints, each of the possible $k$ states of the machine has its own $L_{x_{i}}$ which, in general, is different from the other sets $L_{x_{j}} \quad(j \neq i)$.

This case differs from that in which the constraints are independent of the states of the $s$-machine (thatis, where there exists a single set $L$ ) and where the algorithm for recognizing whether a given sequence belongs to set $L$ can be formulated in terms unrelated to the initial state of the machine (or even completely unrelated to the machine). When the recognition algorithm exists per se, that is, may be expressed in terms unrelated to the machine, the corresponding constraints are said to be constraints per se, and the set of the possible input sequences is said to be restricted per se.

Considering for the time being only sequences restricted per se, let us introduce the concept of equivalence ofstates of an $s$-machine (or a finite automaton). Assume we are given the set $L$ of allowable input sequences, as well as two $s$-machines $S$ and $G$ (in particular, $S$ may coincide with $G$ ). Then state $x_{i}$ of $S$ and state $x_{j}$ of $G$ are equivalent in terms of $L$ if the two machines (in these two respective states) process the same input sequence from $L$ into identical outputs. If the machines $S$ and $G$ are identical, then this definition merely describes the conditions for equivalence (in terms of $L$ ) of the two states of a single $s$-machine (or automaton). If $L=E$, that is, if the set of allowable input sequences contains all possible sequences, then states $x_{i}$ and $x_{j}$ are simply equivalent.

Our definition of equivalent states underlies the following analytical problem: Given an $s$-machine and its set of allowable input sequences $L$, find an algorithm for deciding whether two arbitrarily chosen states of that $s$-machine are equivalent in terms of $L$. If we had such an algorithm, we could split the set of all states $E$ into groups of those that are equivalent in terms of $L$. By a group of states equivalent in terms of $L$ we mean a set of states of the $s$ machine such that: (1) any two states in the group are equivalent in terms of $L$; and (2) no state from one group is equivalent (in terms
of $L$ ) to any other state of any other group. This grouping of states is, as will be seen later, of paramountimportance in the minimization of $s$-machines.

Our generalized analytic problem would be solvable if we had an algorithm for recognizing the equivalence of states, given any $s$ machine and any set $L$. But we will show in Section 9.2 that this generalized problem is algorithmically unsolvable, and so we shall be forced to tackle recognition problems one specific case after another, as in Sections 9.3 and 9.4.

### 9.2. ALGORITHMIC UNSOLVABILITY OF THE GENERALIZED RECOGNITION PROBLEM OF RECOGNITION OF EQUIVALENCE OF STATES

To be useful, the set of allowable input sequences $L$ should be effectively specified. In other words, for each specified set $L$ there should exist an algorithm for recognizing whether agiven finite sequence of input symbols belongs to $L$. For example, a finite set $L$ can be effectively specified by simple enumeration of all sequences contained in it. But this cannot be done for an infinite set $L$, which must be specified in some other way, for instance, by specifying a recognition algorithm. Set $L$ may, for example, be specified verbally by stating that:

1) it contains all sequences longer than three symbols, wherein the fourth symbol is $\rho_{i}$; or
2) it contains only those sequences ending in $\rho_{j}$ which do not comprise $\rho_{q}$.

These sets, even though infinite, are fully characterized by their respective verbal descriptions, and thus itis always possible to tell whether they contain any given sequence. The mere fact that such an effective verbal description can be formulated shows that there must exist an algorithm accomplishing the same thing, that is, recognizing whether a given sequence belongs to the given set $L$. In this sense, the recognition algorithm is the least artificial and the broadest language for effective definition of infinite sets $L$.

We shall now try to ascertain whether itis possible to determine the equivalence of two states with respect to an arbitrary effectively specified set $L$, that is, a set $L$ defined by a recognition algorithm. To start with, we must formalize the concept of a recognition algorithm. As usual, we turn for help to the theory of algorithms and recursive functions,* which asserts that any set of sequences for

[^38]which one can define "recognition rules" is recursive; conversely, one can define such recognition rules for any recursive set (this assertion is a direct result of Church's theses - see Section 12.11).

Let $L$ be an arbitrary recursive


Fig. 9.2. set of input sequences, and let $x_{i}$ and $x_{j}$ be arbitrary states of $s$-machines $S$ and $G$, respectively. Then the following theorem is true:

Theorem. The problem of recognition of equivalence of states $x_{i}$ and $x_{j}$ in terms of an arbitrary, effectively defined set $L$ is algorithmically unsolvable.

We shall prove this theorem by demonstrating the algorithmic unsolvability of the narrower problem of recognition of equivalence of states in a special machine, whose allowed set $L$ belongs to a special subclass of recursive sets. If the problem is algorithmically unsolvable in this special case, then it is certainly unsolvable in the general case.

Consider a three-state, $s$-machine $N$ and its state diagram (Fig. 9.2). In this machine $r=2$, that is, the input alphabet consists of only two symbols $\{0,1\}$. The output can be either $\lambda_{0}$ or $\lambda_{1}$.

Now we shall deal with a special class of recursive sets containing sequences of 0 and 1 , and defined as follows: Let $\varphi(t)$ be an arbitrary general recursive function, and let the set $L_{\varphi}$ contain only the following sequences* of 0 and 1 :

$$
\begin{gathered}
\operatorname{sg}(\varphi(0)) ; \\
\operatorname{sg}(\varphi(0)), \quad \operatorname{sg}(\varphi(1)) ; \\
\operatorname{sg}(\varphi(0)), \quad \operatorname{sg}(\varphi(1)), \quad \operatorname{sg}(\varphi(2)) ; \\
\operatorname{sg}(\varphi(0)), \quad \operatorname{sg}(\varphi(1)), \quad \operatorname{sg}(\varphi(2)), \quad \operatorname{sg}(\varphi(3)) ; \\
\text { and so on. }
\end{gathered}
$$

Then set $L_{\varphi}$ is recursive at any recursive function $\varphi(t)$. Indeed, each ( $p+1$ ) long sequence of 0 and 1 can be placed into correspondence with a definite value of the integer function

$$
\Phi(p)=\sum_{t=0}^{t=p} \operatorname{sg}(\varphi(t)) 2^{t}+2^{p+1}
$$

*The notation $\operatorname{sg}(x)$ denotes a function which is equal to 1 for $x \geqslant 1$ and equal to 0 for $x=0$. The function is undefined for $x<0$.
defined on set $\Lambda\left(L_{\varphi}\right)$. Function $\Phi(p)$ is an increasing function and, by virtue of the recursivity of $\varphi(t)$, is also recursive.* Consequently, set $\Lambda\left(L_{\varphi}\right)$ is consecutively enumerated as the recursive function ${ }^{(d)} \Phi$ increases, and therefore is a recursive set. Hence the set $L_{\varphi}$ must also be recursive.

It is readily seen that the states $\chi_{i}$ and $\varkappa_{j}$ (where $i, j=1,2,3$; $i \neq j$ ) of the machine $N$ (Fig. 9.2) are equivalent to each other in terms of $L_{\varphi}$ if, and only if, $L_{\varphi}$ contains no sequences comprising $\rho_{0}$. Thus the problem of recognition of equivalence of states of $N$ is algorithmically solvable only if there exists an algorithm capable of recognizing whether $L_{\varphi}$ contains even one sequence comprising $\rho_{0}$. But such an algorithm cannot be written unless there is an algorithm for recognizing whether a given arbitrary recursive function $\varphi(t)$ becomes zero at some $t=t_{*}$. And it has been proved [142] that no such algorithm exists. For that reason, our narrow recognition problem is algorithmically unsolvable, and the generalized problem of recognition equivalence of two states of an arbitrary $s$-machine with respect to an arbitrary recursive set $L$ is a fortiori algorithmically unsolvable. This proves the theorem.**

### 9.3. RECOGNITION OF THE EQUIVALENCE OF STATES IN THE CASE OF AN UNRESTRICTED SET OF INPUT SEQUENCES

Let no restrictions be imposed on the set of allowable input sequences, that is, let $L=E$. In this case the algorithm merely recognizes the simple equivalence of the $s$-machine states. For this case we have a straightforward and convenient algorithm, which is due to Aufenkamp and Hohn.***

To start with, let us point out an obvious attribute of equivalence of states: if any two states of an $s$-machine are equivalent with respect to set $L_{1}$, then they will also be equivalent with respect to set $L_{2}$, provided $L_{2} \subseteq L_{1} \cdot * * * *$ Conversely, two states can be equivalent with respect to $L_{1}$, where $L_{1} \supseteq L_{2}$, only if they are also equivalent with respect to $L_{2}$.

[^39]Now assume that we are given some $s$-machine, for which we write the interconnection matrix, obtaining, for example, matrix $C$

$$
C=\begin{gathered}
\gamma_{1} \\
\alpha_{2} \\
\alpha_{2} \\
\alpha_{4} \\
\alpha_{5} \\
\alpha_{6}
\end{gathered}\left[\begin{array}{cccccc}
\alpha_{1} & \alpha_{2} & \alpha_{3} & \alpha_{4} & \alpha_{5} & \gamma_{6} \\
\left(\rho_{0}, \lambda_{1}\right) & \left(\rho_{1}, \lambda_{2}\right) & 0 & 0 & 0 & \left(\rho_{2}, \lambda_{1}\right) \\
\left(\rho_{2}, \lambda_{0}\right) & \left(\rho_{1}, \lambda_{1}\right) & \left(\rho_{0}, \lambda_{2}\right) & 0 & 0 & 0 \\
0 & \left(\rho_{0}, \lambda_{1}\right) & \left(\rho_{2}, \lambda_{1}\right) & 0 & \left(\rho_{1}, \lambda_{2}\right) & 0 \\
0 & \left(\rho_{2}, \lambda_{1}\right) & 0 & \left(\rho_{0}, \lambda_{1}\right) & \left(\rho_{1}, \lambda_{2}\right) & 0 \\
0 & 0 & \left(\rho_{0}, \lambda_{2}\right) & \left(\rho_{2}, \lambda_{0}\right) & \left(\rho_{1}, \lambda_{1}\right) & 0 \\
0 & \left(\rho_{1}, \lambda_{1}\right) & \left(\rho_{0}, \lambda_{2}\right) & \left(\rho_{2}, \lambda_{0}\right) & 0 & 0
\end{array}\right]
$$

We decompose this matrix into groups of rows containing identical symbol pairs. Thus rows $x_{1}, x_{4}$, and $x_{3}$ fall into group 1 , and rows $x_{2}, x_{5}$, and $x_{6}$ into group 2. We rewrite matrix $C$ so as to be able to reflect this grouping with a minimum amount of effort, and transpose the columns in the same way. We draw a horizontal line between the groups, and obtain matrix
which differs from the original matrix $C$ in that rows and columns $x_{2}$ and $x_{4}$ are transposed.

Note that the states of each group are equivalent in terms of the set $L^{1}$ comprising all allowable input sequence of unit length. Indeed, within each group the output is independent of the state of the $s$-machine. For example, an input $\rho_{0}$ will always produce an output $\lambda_{1}$ regardless of whether the machine is in state $x_{1}, \varkappa_{3}$, or $x_{4}$. Furthermore, only states belonging to the same group can be equivalent at arbitrary allowable input sequences. States belonging to different groups are a priori nonequivalent in such cases because they are nonequivalent even in terms of set $L^{1}$ containing sequences of only unit length.

Our grouping into submatrices is helpful in clarifying some of the equivalence relations in the matrix, butis not sufficient. It does not guarantee that two states of a group will not become nonequivalent during later operation of the machine. To elucidate all of the possible equivalence relationships, we introduce a further decomposition of our matrix into symmetrical submatrices. Thus if the previously drawn horizontal line separated the $k$ th and the $(k+1)$ th
rows, we now draw a vertical line to separate the $k$ th and the $(k+1)$ th columns. In our example such a symmetrical decomposition is obtained by drawing a vertical line to separate columns $x_{3}$ and $x_{2}$.

$$
C=\begin{gathered}
\\
\alpha_{1} \\
x_{1} \\
x_{4} \\
x_{3} \\
x_{5} \\
x_{6}
\end{gathered}\left[\begin{array}{ccc|ccc}
x_{1} & x_{4} & x_{3} & x_{2} & x_{5} & x_{6} \\
\left(\rho_{0}, \lambda_{1}\right) & 0 & 0 & \left(\rho_{1}, \lambda_{2}\right) & 0 & \left(\rho_{2}, \lambda_{1}\right) \\
0 & \left(\rho_{0}, \lambda_{1}\right) & 0 \\
0 & 0 & \left(\rho_{2}, \lambda_{1}\right) \\
\left(\rho_{2}, \lambda_{1}\right) & \left(\rho_{1}, \lambda_{2}\right) & 0 \\
\left(\rho_{0}, \lambda_{1}\right) & \left(\rho_{1}, \lambda_{2}\right) & 0 \\
\hline\left(\rho_{2}, \lambda_{0}\right) & 0 & \left(\rho_{0}, \lambda_{2}\right) \\
0 & \left(\rho_{2}, \lambda_{0}\right) & \left(\rho_{0}, \lambda_{2}\right) & \begin{array}{c}
\left.\rho_{1}\right) \\
0 \\
0
\end{array}\left(\rho_{2}, \lambda_{0}\right) & \left(\rho_{0}, \lambda_{2}\right) & \left(\rho_{1}, \lambda_{1}\right) \\
\left(\rho_{1}, \lambda_{1}\right) & 0 & 0 \\
0
\end{array}\right]-.
$$

A submatrix in which any pair of symbols present in any row is also present in all the other rows is called a 1 -matrix. In our example, the two submatrices below the horizontal line are 1 -matrices, but the other two are not (for example, the top left-hand submatrix has a pair ( $\rho_{2}, \lambda_{1}$ ) in the third row not present in the other rows). We shall try to decompose them symmetrically into 1 -matrices. Such a decomposition is achieved by first drawing the minimum number of horizontal lines sufficient to convert the entire matrix into 1 -matrices. But this partitioning will not be symmetrical. For this reason, one also draws vertical lines between the columns corresponding to the rows already separated by the horizontal lines. After this, we check whether all resulting submatrices are 1 -matrices. If not, we again draw horizontal lines, and so on, until we obtain a completely symmetrical decomposition consisting only of 1 -matrices.

In our example we draw a horizontal between rows $x_{4}$ and $x_{3}$. All the resulting submatrices are 1 -matrices, and the vertical, drawn between columns $x_{4}$ and $x_{3}$ to achieve symmetry, does not upset this property:

|  | $x_{1}$ | $x_{4}$ | ${ }^{3}$ | $x_{2}$ | $x_{5}$ | $x_{6}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ( $p_{0}, \lambda_{1}$ ) | 0 | 0 | $\left(p_{1}, \lambda_{2}\right)$ | 0 | $\left.\left(\rho_{2}, \lambda_{1}\right)\right]$ |  |
| $x_{4}$ | 0 | ( $p_{0}, \lambda_{1}$ ) | 0 | $\left(p_{2}, \lambda_{1}\right)$ | $\left(p_{1}, \lambda_{2}\right)$ | 0 |  |
| $x_{3}$ | 0 | 0 | $\left(\rho_{2}, \lambda_{1}\right)$ | $\left(\rho_{0}, h_{1}\right)$ | $\left(\rho_{1}, \lambda_{2}\right)$ | 0 |  |
| $x_{2}$ | $\left(P_{2}, \lambda_{0}\right)$ | 0 | $\left(P_{0}, \lambda_{2}\right)$ | $\left(p_{1}, \lambda_{1}\right)$ | 0 | 0 |  |
| $\chi_{\text {- }}$ | 0 | $\left(P_{2}, \lambda_{0}\right)$ | ( $\mathrm{PO}, \lambda_{2}$ ) | 0 | $\left(\rho_{1}, \lambda_{1}\right)$ | 0 |  |
| $x_{6}$ | 0 | $\left(p_{2}, \lambda_{0}\right)$ | ( $P_{0}, \lambda_{2}$ ) | $\left(\rho_{1}, \lambda_{1}\right)$ | - | 0 |  |

In the general case, this symmetrical decomposition will produce, after a finite number of steps, either of the following two situations:

1. The decomposition is trivial, that is, all the resulting submatrices are of the $1 \times 1$ order (there are separating lines between all the rows and all the columns).
2. The decomposition is nontrivial, that is, we have at least one submatrix of the order $m \times n$, where $\max (m, n)>1$. In conrast to the trivial case, this partitioning gives groups of states. For example, the matrix shown above is split into three groups $\left\{x_{1}, x_{4}\right\}$, $\left\{x_{3}\right\},\left\{x_{2}, x_{5}, x_{6}\right\}$.

The Aufenkamp-Hohn Theorem. The states of an s-machine are equivalent if, and only if, they are members of the same group formed by symmetrical decomposition of the given matrix $C$.

Proof of sufficiency of the conditions of the theorem. Suppose matrix $C$ can be symmetrically and nontrivially decomposed into 1 -matrices, and consider first the simple case when the matrix is


Here, we have only one group containing more than one state. This is the group of $k$ states $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$, that is, the $k \times k$. 1 -matrix $C_{11}$. Let us write out all the input symbols appearing in $C_{11}$, and let these symbols be $\rho_{a_{i}}, \rho_{x_{2}}, \ldots, \rho_{x_{i}}$, where $i \leqslant r$. The symbols with subscripts $\alpha_{i+1}$ to $\alpha_{r}$ do not appear in $C_{11}$. Now we shall prove that states $\gamma_{1}, \chi_{2}, \ldots, x_{k}$ are equivalent.

Assume we have an arbitrary input sequence

$$
\begin{equation*}
p^{0} p^{1} \ldots p^{j} p^{j+1} \ldots \tag{9.1}
\end{equation*}
$$

and that $\rho^{i+1}=\rho_{x_{i+m}}$ is the firstinput symbol of this sequence which does not occur in $C_{1 i}$. With this input sequence, the machine output is independent of its initial state (which, by our assumption, must be one of the states of group $\left.\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}\right)$. Indeed, until time $j$ the input symbol $\rho$ must belong in $C_{11}$, and therefore the machine must assume one of the states $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$. But as long as the machine assumes one of these states, its outputwill depend only on the input (since $C_{11}$ is a 1-matrix in which all the member pairs are identical.

Therefore, until time $j$ the output sequence does not depend on which of the states $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ is the initial state of the machine. Then, at time $j+1$, the input signal becomes $\rho^{j+1}$. This input signal always shifts the machine into the same state $x_{l}$, regardless of which of the states $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ the machine happens to be in. This is because $C_{12}, C_{13}, \ldots, C_{1(n-k)}$ are all 1 -matrices. Thus, the output is again independent of the previous state of the machine. The subsequent output of the machine is governed by the fact that at time $j+1$ it is in the state $x_{l}$ and, accordingly, it ceases to depend on the initial conditions.

Since sequence (9.1) was chosen at random, states $x_{1}, x_{2}, \ldots, x_{k}$ are equivalent.

Now consider the general case. Let $C$ be symmetrically decomposed into 1-matrices


We shall prove that the states occurring in any one group are equivalent. Indeed, any input signal can produce one of the following effects: (1) it can shift the machine from a state belonging to some group into a state belonging to the same group; in this case the output depends only on the input, and not on the state the machine is in; (2) it can shift the machine from a state of the $i$ th group into a state of the $j$ th group $(i \neq j)$. However, it is seen from the structure of matrix $C$, that in this case this inputsignal also shifts all the other states of group $i$ into the states of group $j$. And once the machine is in a state of group $j$,its output again does not depend on the specific state in which it happens to be in; (3) it can shift the machine from a state of group $i$ into a state $x_{l}$ not occurring in any group. If that happens, the input will also shift all the other states of group $i$ into
state $x_{l}$, and the subsequent output of the machine will depend only on $\%$.

The above reasoning holds for any of the groups of the matrix. Therefore, the output of the $s$-machine is always independent of the specific initial state of group $i$ in which the machine happens to be. This being the case, groups of equivalent states behave as if each group were a single state. This proves the sufficiency of the conditions of the theorem.


Fig. 9.3.

Proof of necessity of the conditions of the theorem. Consider first a simple case. Let the states $x_{1}, x_{2}, \ldots, x_{k}$ form a group of equivalent states of the $s$-machine, and let states $x_{k+1}, x_{k+2}, \ldots, x_{n}$ be nonequivalent to each other and to any state of the above group. Let us draw the state diagram of this machine. We shall now show that if state $x_{i}$ of group $\left\{x_{1}, x_{2}, \ldots, x_{h}\right\}$ is connected to any state $\chi_{k+m}$ outside that group by a path labeled $\rho_{s} \ldots$, then all the other states of that group must also be connected to the same state $\chi_{k+m}$, and their connecting paths must also be labeled $\rho_{s} \ldots$. That is, the first symbols of the path labels must coincide. For example, if state $x_{2}$ of Fig. 9.3 is connected to $x_{z+3}$ by a path whose label includes $\rho_{s}$ as the first symbol, than the other states of the group of which $x_{2}$ is a member (that is, $x_{1}, x_{3}, x_{4}, \ldots, x_{k}$ ) must also be connected to $x_{k+3}$, and the connecting paths must also carry $\rho_{s}$ as the first symbol of their labels. To prove this statement, consider state $\chi_{2}$ of the same group as $x_{3}$. On the face of it, the path labeled $\rho_{s} \ldots$, and originating in $x_{3}$ could follow one of the following courses:

1) it could lead from $x_{3}$ to one of the states of group $\left\{x_{1}, x_{2}\right.$, , $x_{k}$ \};
2) it could lead from $x_{3}$ to one of the states $x_{k+i}$ (where $i \neq 3$ ), for example, to state $x_{k+1}$;
3) it could lead to state $\chi_{k+3}$, that is, to the same state as the path labeled $\rho_{s}, \ldots$, originating in $\varkappa_{3}$.

We shall now show that case (3) is the only one possible. Indeed, assume for a moment that case (1)is possible. That would mean that the same input $\rho_{s}$ could cause the machine to shift from state $x_{2}$ to state $x_{k+3}$, and from state $x_{3}$, which is equivalent to $\varkappa_{2}$, to some state $x_{j}$ of group $\left\{x_{1}, x, \ldots, x_{k}\right\}$. But state $x_{k+3}$ is by definition nonequivalent to any of the states of group $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$;consequently, $x_{k+3}$ is also nonequivalent to $\kappa_{j}$, and thus there would exist a sequence $P_{\alpha_{1}} P_{\alpha_{2}} P_{\alpha_{3}} \ldots$, such that its input to the machine would cause the latter
to generate different output sequences, depending on which of the states $-\varkappa_{j}$ or $\chi_{k+3}$-is the initial state of the machine. However, if this were the case, then the input sequence $\rho_{s} p_{\alpha_{1}} p_{\alpha_{2}} p_{o_{s}} \ldots$ would also cause the generation of differing output sequences, depending on whether the initial state of the machine is $x_{2}$ or $x_{3}$. But that would be contrary to the assumed equivalence of states $x_{2}$ and $x_{3}$. Thus, case (1) is impossible.

Now assume that case (2) holds. Then an input $\rho_{s}$ would shift the machine from state $x_{2}$ to state $\alpha_{h+3}$, and from state $x_{3}$ to state $x_{k+1}$. But $x_{k+1}$ is, by definition, not equivalent to $x_{k+3}$; consequently, there would exist, just as in case (1), a sequence $\rho_{\beta_{1}} \rho_{\beta_{2}} \rho_{\beta_{2}}, \ldots$, such that its input to the machine would cause the latter to generate different outputs, depending on which of the states $-x_{k+1}$ or $x_{k+3}$-is the initial one. But then the input of sequence $\rho_{s} \rho_{\beta_{1}} \rho_{\beta_{2}} \rho_{\beta_{3}} \ldots$ would again prove the nonequivalence of states $x_{2}$ and $x_{3}$, which would contradict the starting assumptions. Consequently, case (2) cannot hold, and the only possible case is (3), shown in Fig. 9.4. Here all states of group $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ are connected to the same state $x_{h+3}$ outside the group, and all the connecting paths bear a label whose first symbol is $\rho_{s}$. The second symbol of the label must also coincide, since otherwise it would be possible to prove by means of an input signal of length 1 that some pair of states from group $\left\{x_{1}, x_{2}, \ldots\right.$, $\left.x_{h}\right\}$. is nonequivalent, which would contradict the conditions of the problem.

It follows that if any state of group $\left\{\chi_{1}, \chi_{2}, \ldots, \chi_{k}\right\}$ is connected with one of the states $x_{k+1}, x_{k+2}, \ldots, x_{n}$ by apath labeled $\left(\rho_{s}, \lambda_{m}\right)$, then all the states of group $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ are also connected to that state by paths labeled ( $\rho_{s}, \lambda_{m}$ ) [see Fig. 9.4].


Fig. 9.4.

It also follows from the above thatif a path labeled $\left(\rho_{s}, \lambda_{m}\right)$ connects a state of group $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ with another state of that group, then all the other similarly labeled paths from all the other states $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ must also terminate in states belonging to that group. That is, no path labeled $\left(\rho_{s}, \lambda_{m}\right)$ leads to a state $\chi_{k+1}, x_{k+2}, \ldots ., x_{n}$ outside the group.

If this is so, then the interconnection matrix of our machine will be


Here all the submatrices $C_{11}, C_{12}, \ldots, C_{1(n-k+1)}$ are 1-matrices by virtue of the above italicized statements. The other submatrices $C_{i j}$ (where $i=2,3, \ldots, n-k+1$ and $j=1,2, \ldots, n-k+1$ )are also 1 -matrices since they all contain only one row (or one member).

Our arguments also hold in the general case where there are several groups of pairwise equivalent states. However, some of the individual states $x_{k+1}, x_{k+2}, \ldots, x_{n}$ must then be replaced by groups of states; each of these groups behaves in a manner completely analogous to the group $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ of our particular case. This concludes the proof of the theorem.

The Aufenkamp and Hohn theorem results in a simple and very convenient algorithm for determining which groups of states of a given $s$-machine are equivalent. This algorithm merely consists of symmetrical decomposition of the interconnection matrix of the given $s$-machine.

### 9.4 RECOGNITION OF EQUIVALENCE OF STATES FOR THE CASE OF INPUT SEQUENCES OF LIMITED LENGTH

We shall now consider the problem of equivalence of states when the set $L$ of allowable input sequences cannot contain sequences
comprising more than $q$ symbols (that is, we analyze the operation of the $s$-machine during the first $q$ discreteinstants after the input). It is required to find an algorithm recognizing those states which are equivalent in terms of $L$, and to group these states together.

Since the total number of differing input symbols $\rho_{i}$ is finite, and since no sequence can contain more than $q$ such symbols, the number of different sequences in set $L$ must be finite. This being the case, the required algorithm must exist. To ascertain that any two states $x_{i}$ and $x_{j}$ of a machine are equivalent in terms of $L$, it is sufficient to prove that given identical inputs from $L$, the machine starting from state $x_{i}$ will generate the same output as the same machine starting from state $x_{j}$, and that this will happen at all possible inputs from $L$. One can prove this by scanning either the state diagram of the machine, its interconnection matrix, or any other of its representations, or by an experiment on an existing machine. The algorithm for recognizing equivalence thus entails scanning of all the input-output relationships which are possible for a given set of two states. This obviously is a huge task. One way of organizing and, possibly, minimizing this unwieldy scanning procedure is to raise the interconnection matrix of the given $s$-machine to a power, a procedure described in Section 3.6. Let us now recall the properties of matrix $C^{q}$.

1. The element $C_{i j}$ of $C^{4}$ enumerates all those input sequences of length $q$ which shift the machine from state $\chi_{i}$ to state $x_{i}$, as well as the corresponding output sequences.
2. Since the state of the machine at $t=p+1$ is uniquely defined by its state and input at $t=p$, a single row of $C^{q}$ cannot contain two elements whose terms comprise identical input sequences.
3. Each input sequence of length $q$ must appear in each row of $C^{q}$.

Starting from these properties of $C^{q}$, one can derive the following method for determining the states equivalentin terms of $L$. Let us arrange set $L$ in order of increasing sequence length. We now take the shortest sequence of $L$ (if there are several such sequences, all of equal length, we can use any one of these), and find in matrix $C^{q}$ (where $q$ is the maximum length of a sequence of $L$ ) all those input sequences whose initial segments coincide with our shortest sequence. We mark these coinciding segments in some way, for instance, by placing dots over each of their constituent symbols. We repeat this procedure with each successive sequence of $L$ (sequences of equal length can be taken in an arbitrary order). Each symbol of $C^{q}$ is marked only once; that is, if we find a matching sequence in
$C^{q}$, we place dots only over those symbols which are still unmarked. This matching procedure finally gives a matrix which has sequences carrying dots over all their symbols as well as sequences that have only some initial segments marked, or no markings at all.

For example, if $q=3$; the set $L$ contains the four sequences

$$
\rho_{1} ; \rho_{1} \rho_{2} ; \rho_{2} \rho_{1} ; \rho_{2} \rho_{1} \rho_{2}
$$

and the $s$-machine has the state diagram of Fig. 3.11 (for its matrix $C^{3}$ see Section 3.6), then the matrix sequences are marked as follows:

After marking, we delete from $C^{q}$ all those input sequences (together with the corresponding outputs) which do not carry dots (in our example of $C^{3}$, these are the sequences $\rho_{2} \rho_{2} \rho_{2}$ and $\rho_{2} \rho_{2} \rho_{1}$ ). In input sequences where dots appear only over the initial segments, we delete the unmarked symbols, that is, the tail ends. We also chop off the corresponding tail-end sections of the output sequences, and we obtain a $C^{q}$ matrix abridged by $L$. For example, our $C^{3}$ matrix is abridged by $L$ to give


Thus the abridged matrix contains only those input sequences (and the corresponding outputs) which are presentin $L$. Now we can
define a simple scheme for recognition of equivalence of states: Two states $x_{i}$ and $x_{j}$ of an s-machine are equivalent in terms of $L$ if, and only if, the pairs of input and output sequences of row of its abridged (by $L$ ) $C^{q}$ matrix match exactly those ofrow $j$ and there are no unmatched pairs in either row. Thus, in the abridged matrix of our example there are no two rows with exactly the same pairs, and therefore this $s$-machine has no states equivalent to each other in terms of $L$.

However, even this algorithm, which is an improvement over the disorganized scanning of all possible input-output relationships, is still unwieldy, especially at large values of $q$. For this reason, one tries to avoid the necessity of scanning all input sequences from $L$. Instead, one tries to reduce each problem to those particular cases where such scanning is not needed. Let us consider one such case.

Let set $L$ contain all the sequences of length smaller or equal to $q$. Set $L$ is a subset of set $E$ containing all input sequences. For that reason, any two states equivalent in terms of $E$ (that is, simply equivalent) are also equivalent in terms of $L$. Now we have to ask ourselves when do groups of states of a given machine, which are equivalent in terms of $E$, coincide with the groups equivalent in terms of $L$; that is, when are the states which are equivalent in terms of $L$ also equivalent in terms of $E$ ? If these two decompositions into groups coincide, then we can use the Aufenkamp-Hohn algorithm; however, if the groupings do not coincide, we may have to resort to the scanning procedure described above, or to some new method.

The answer to this question is associated with the relationship between the number of states of the machine $k$, and the maximum length of an allowable input sequence $q$. We shall show that if $q$ is sufficiently large then it may be possible to recognize all the nonequivalent states. Then each pair of states nonequivalent in terms of $E$ will also be nonequivalent in terms of $L$.

Assume that we are given a sequential machine $S$ with $k$ states, and that we symmetrically decompose its interconnection matrix by means of the Aufenkamp - Hohn method. Now we have $k^{*}$ groups of equivalent states (obviously, $k^{*} \leqslant k$ ).

We shall try to prove that if $q \geqslant k^{*}-1$, then the grouping of equivalent states, obtained by the Aufenkamp - Hohn procedure, produces groups which coincide with those equivalent in terms of $L$; if that is true, then at $q \geqslant k^{*}-1$ we can solve the equivalence problem by means of the Aufenkamp - Hohn algorithm, and the number of resulting groups will indeed be equal to $k^{*}$.

Let us devise a machine $S^{*}$ having $k^{*}$ states and the following characteristics: (a) for each state of machine $S$ there is an equivalent
state of machine $S^{*}$ and, conversely, for each state of machine $S^{*}$ there is an equivalent state of machine $S$; (b) no two states of $S^{*}$ are equivalent. It will be shown in Section 9.7 that such a machine can always be devised.

We shall now apply Moore's theorem (Section 11.2) which states that if a machine $N$ has $k$ states and all the states are nonequivalent to each other, then for each pair of states $x_{i}$ and $x_{j}$ there always exists an input sequence not longer than $k-1$ that allows us to differentiate between these two states. Since all the states of $S^{*}$ are pairwise nonequivalent [see characteristic (b) above], sequences not longer than $k^{*}-1$ will differentiate between all the nonequivalent states of this machine. Therefore, if $q \geqslant k^{*}-1$, all these 'differentiating', sequences are contained in $L$, all states nonequivalent in terms of $L$ can be distinguished, and the Aufenkamp - Hohn algorithm can be used.

However, if $q<k^{*}-1$, then the grouping in terms of $L$ may not coincide with the grouping with respect to $E$. In this case one may be forced to resort to the scanning procedure in order to obtain a grouping in terms of $L$ (one way of accomplishing such scanning is the above method of raising matrix $C$ to the power of $q$ ).

Sometimes one can avoid the scanning in such cases by estimating the lower bound of the number of states equivalent in terms of $L$. Thus let us partition matrix $C$ into 1 -matrices using only horizontal lines. Then the states of the machine are divided into $m$ groups. These will be groups of states equivalent with respect to set $L^{\prime}$ of all the input sequences of length 1 ( $\operatorname{set} L^{1}$ coincides with the alphabet $\left\{\rho_{1}, \rho_{2}, \ldots, \rho_{r}\right\}$. Obviously, the number of groups of states equivalent with respect to $L$ cannot be less than $m$, since $q \geqslant 1$ and $L^{\prime} \subseteq L$ and, consequently, any two states equivalent with respect to $L$ are also equivalent with respect to $L^{1}$. Thus, $m$ is the desired lower bound.

For the same reason, $k^{*}$ is the upper bound of the number of groups of states which are equivalent in terms of $L$, since $L \subseteq E$, so that any two simply equivalent states are also equivalent in terms of $L$.

Thus, if $m$ turns out to be equal to $k^{*}$ then, despite the fact that $q<k^{*}-1$, one can use the Aufenkamp - Hohn algorithm.

In the practical application of the Aufenkamp - Hohn algorithm, $m$ and $k^{*}$ are obtained at different stages of the computation. Thus $m$ is obtained in the first stage, when horizontal lines are drawn to partition matrix $C$ into groups. If, however, the vertical lines drawn subsequently to achieve symmetry "spoil" this grouping, then other horizontal lines must be drawn, and so on, so that ultimately one
one obtains $k^{*}>m$. Thus one knows immediately whether the Aufenkamp - Hohn algorithm is applicable.

Restricting our discussion of the equivalence problem to the cases described in this and the previous sections, we shall make two brief observations regarding other definitions of the allowable input sequences $L$.

1. One important case (particularly in the theory of relay-contact circuits) is that where $L$ contains all sequences in which no two identical symbols are repeated consecutively. It can be shown that for this case there exists an algorithm for recognizing equivalent states. However, the present authors know of no algorithm which would be suitable for practical use.
2. If Aufenkamp constraints are operative, then the very statement of the problem must be changed: in this case it makes no sense to talk of two equivalent states $x_{i}$ and $x_{j}$ since states $x_{i}$ and $x_{j}$ may allow different sets of input sequences. Here $L_{\chi_{i}}$ may be forbidden in $x_{j}$, and vice versa. However, in this case one may sometimes use a concept which is akin to that of equivalence. This is the concept of compatibility of states, which is defined as follows:

Two states -state $\chi_{i}$ of machine Sand state $\zeta_{j}$ of machine $G$-are said to be compatible if, and only if both machines-machine $S$ in initial state $x_{i}$ and machine $G$ in initial state $\zeta_{j}$-having acquired any input sequence from the intersection* of set $L_{\kappa_{i}}$ with set $L_{\zeta_{;}}$, will generate identical output sequences(in particular, $S$ and $G$ may be the same machine). In accordance with this definition, states $x_{i}$ and $\zeta_{j}$ must be compatible if that intersection is an empty set, that is, if states $\chi_{i}$ and $\zeta_{j}$ have no allowable input sequences in common. If $L_{\kappa_{i}}$ and $L_{\zeta_{j}}$ coincide then, of course, compatibility reduces to equivalence in terms of the common set.

Now, the group of states $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ is said to be a group of pseudoequivalent states if, and only if, any two states $x_{i}$ and $x_{j}$ of that group are compatible. This concept is frequently very useful; in particular, it can be applied for minimization of an $s$-machine which is subject to Aufenkamp constraints (see Section 9.8).

### 9.5. EQUIVALENCE, MAPPING AND MINIMIZATION OF SEQUENTIAL MACHINES

So far, we discussed the equivalence of individual states; now we shall turn to the equivalence of entire $s$-machines.

[^40]Two s-machines, $S$ and $G$, are said to be equivalent in terms of $L$ if, and only if, for each state $x_{i}$ of $S$ there exists at leastone state $\zeta_{j}$ of $G$ equivalent to it in terms of $L$ and, conversely, ifforeach state $\xi_{s}$ of $G$ there exists at least one state $x_{l}$ of $S$ equivalent to it with respect to $L$.

This definition says any input sequence from $L$ must be allowed both in $S$ and in $G$. If the set of all sequences allowed in $S$ is $L_{S}$, and the analogous set for $G$ is $L_{G}$, then $L$ must satisfy the condition

$$
L \subseteq L_{S} \cap L_{G}
$$

where $L_{S} \cap L_{G}$ denotes the intersection of sets $L_{S}$ and $L_{G}$. When $I .=E$ (that is, $L$ contains all the possible sequences), we shall say that the machines $S$ and $G$ are simply equivalent. In this case $L_{5}=$ $L_{G}=L=E$.

Machine $S$ maps onto machine $G$ in terms of set $L$ (or $G$ maps $S$ in terms of $L$ ) if, and only if, for each state $\varkappa_{i}$ of $S$ there exists at least one state $=$ of $G$ equivalent to it in terms of $L$. If $L=E$, then $S$ simply maps onto $G$.

From our definitions of mapping and equivalence we can deduce the following: if machine $S$ maps onto machine $G$ in terms of $L$, and $G$ maps onto $S$ in terms of the same $L$, then $S$ and $G$ are machines which are equivalent in terms of $L$.

The equivalence relationship between $S$ and $G$ is denoted by $S \sim G$, while the mapping of $S$ onto $G$ is written as $S \subset G$.

Equivalent machines are identical as far as processing of input sequences into output sequences is concerned. If machine $S$ maps ( or maps in terms of $L$ ) onto machine $G$, then this means that $G$ substitutes for $S$ (however, the converse is not true).

Consider two equivalent $s$-machines $S_{1}$ and $S_{2}$, and let their states be partitioned into groups of equivalent states. Now we take some such group $s_{1}^{*}$ of $S_{1}$ and select any state $\chi_{i}$ from this group. Then $S_{2}$ will have a state $\varkappa_{j}$ equivalent to $\varkappa_{i}$. Let $\varkappa_{j}$ belong to the group (of equivalent states) $s_{2}^{3}$ of $S_{2}$. If that is so, then any state belonging to $s_{1}^{x}$ of $S_{1}$ is equivalent to any state belonging to $s_{2}^{3}$ of $S_{2}$. However, none of the states of $s_{1}^{a}$ of $S_{1}$ is equivalent to any of the states of $s_{2}^{\gamma}$ of $S_{2}$, if $\gamma \neq \beta$. Therefore, each group of equivalent states of $S_{1}$ corresponds to one and only one group of equivalent states of $S_{2}$. The symmetry of the equivalence relationship (it follows from $S_{1} \sim S_{2}$ that $S_{2} \sim S_{1}$ ), implies that the converse statement is also true, that is, each group of equivalent states of $S_{2}$ corresponds to one, and only one group of equivalent states of $S_{1}$. Accordingly, the two equivalent machines $S_{1}$ and $S_{2}$ contain the same number
of groups of equivalent states, and machines $S_{1}$ and $S_{2}$ differ only in the number of states ineach of the corresponding equivalent groups.

If, however, we are given two machines $S$ and $G$ such that $G$ maps $S(S \subset G)$, there is no one-to-one correspondence between their groups of equivalent states: all we cansay is that to each group of equivalent states of $S$ there corresponds one and only one group of equivalent states of $G$. However, the converse is not true. Accordingly, $G$ may have more groups of equivalent states than $S$; thus, machines $S$ and $G$ may differ not only in the number of states in each (equivalent) group, but also in the number of (equivalent) groups.

All of the above also holds if we consider equivalence and mapping in relation to a set $L$ restricted per se.

Now let us discuss the minimization of ans-machine $S$. Minimization of an $s$-machine $S$ with respect to a set $L$ (of allowable sequences) shall mean finding another $s$-machine $G$ satisfying these two conditions:

1) $G$ maps $S(G \supset S)$ with respect to $L$.
2) There is no other $s$-machine mapping $S$ in terms of $L$ and containing fewer states than $G$.

An $s$-machine $G$ satisfying these conditions is said to be minimal for $S$ in terms of $L$.

Let us point out that if there exists an algorithm for recognizing states equivalent in terms of $L$ then, in principle, there also exists a trivial minimization algorithm in terms of $L$. Indeed, if machine $S$ has $k$ states, then the number of internal states in $G$ (which is minimal for $S$ ) cannot exceed $k$. In principle, therefore, we could scan all the machines whose number of states does not exceed $k$ (there is a finite number of such machines). And since there must exist an algorithm for recognizing states equivalent with respect to $L$, we can check whether each of these machines maps $S$. Obviously, such a trivial algorithm has no practical value, and we would like to find practical algorithms. So far, such an algorithm exists only for the case where all input sequences are allowed. We shall describe it in the next section.

### 9.6. MINIMIZATION OF A SEOUENTIAL MACHINE WITH AN UNRESTRICTED SET OF ALLOWABLE INPUT SEQUENCES

Let $S$ be a sequential machine with $k$ internal states decomposed into groups of equivalent states as in Section 9.3. (Figure 9.5 shows a section of the state diagram of this machine.) Consider the first of these groups. Its states are the termini of paths from other states.

In turn, as we have shown in Section 9.3, any state of Group 1 may also be the origin of either of the following paths:
a) a path leading to another state of Group 1. If the first symbol in the label of this path is $\rho_{p}$, then all similarly labeled paths, originating in any state of Group 1, must also terminate at a state of this group. The second symbols in the labels of all these paths are identical.
b) a path leading to a state of another group, for example, state $x_{j}$ of Group M. If the first symbol in the label of this path is $\rho_{s}$, then all similarly labeled paths, originating in any state of Group 1, must also terminate in $x_{j}$. The second symbols in the labels of all these paths are identical.

Because they exhibit these characteristics, we can replace all the states of Group 1 by a single state. All the paths to the individual states now terminate in the circle replacing that group. The paths originating in the states of this group will, in case (a), be replaced by a loop labeled ( $\rho_{p}, \lambda_{q}$ ), and, in the case (b) by a path labeled ( $\rho_{s}, \lambda_{t}$ ) originating in the new circle and leading to a circle replacing the states of Group M. Figure 9.6 shows such a replacement for the partial state diagram of Fig. 9.5.


Fig. 9.5.

In the same way, we replace all the other groups of states. As a result, the machine $S$ is transformedinto machine $G$. It is evident that $G$ is equivalent to $S$.


Fig. 9.6.

Indeed, by virtue of characteristics (a) and (b), the output of $S$ at any input sequence and in any initial state $x_{i}$ is identical to that which would be generated by $G$ at the same input sequence, provided $G$ was in the initial state $x_{j}$ which replaces the group of which $x_{i}$ was a member. At the same time, the number of states of machine $G$ is
equal to the number of groups of equivalent states of $S$, and one cannot further reduce this number by combining these states into groups.

It has been shown in Section 9.5 that all equivalent machines have the same number of equivalent groups, and that the number of such groups in machines mapping such equivalent machines cannot be lower. Thus a minimal machine cannothave fewer states than there are groups of equivalent states in the machine being minimized. For this reason, machine $G$ is, indeed, minimal for $S$. It follows from this that, in the absence of bounds on the set of input sequences, (a) the minimal machine belongs to the class of equivalent machines, and (b) the minimization problem is merely one offinding groups of equivalent states, that is, it can be solved by means of the Aufenkamp - Hohn algorithm (see Section 9.3).

Since this algorithm is used, it is convenient to work with matrix $C$ rather than the state diagram, and replace groups of states by a single one directly in the matrix. For example, consider the matrix $C$ of Section 9.3

$$
C=\begin{gathered}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5} \\
x_{6}
\end{gathered}\left[\begin{array}{cccccc}
x_{1} & x_{2} & x_{3} & x_{4} & x_{5} & x_{6} \\
\left.x_{6}, \rho_{1}\right) & \left(\rho_{1}, \lambda_{2}\right) & 0 & 0 & 0 & \left(\rho_{2}, \lambda_{1}\right) \\
\left(\rho_{2}, \lambda_{0}\right) & \left(\rho_{1}, \lambda_{1}\right) & \left(\rho_{0}, \lambda_{2}\right) & 0 & 0 & 0 \\
0 & \left(\rho_{0}, \lambda_{1}\right) & \left(\rho_{2}, \lambda_{1}\right) & 0 & \left(\rho_{1}, \lambda_{2}\right) & 0 \\
0 & \left(\rho_{2}, \lambda_{1}\right) & 0 & \left(\rho_{0}, \lambda_{1}\right) & \left(\rho_{1}, \lambda_{2}\right) & 0 \\
0 & 0 & \left(\rho_{0}, \lambda_{2}\right) & \left(\rho_{2}, \lambda_{0}\right) & \left(\rho_{1}, \lambda_{1}\right) & 0 \\
0 & \left(\rho_{1}, \lambda_{1}\right) & \left(\rho_{0}, \lambda_{2}\right) & \left(\rho_{2}, \lambda_{0}\right) & 0 & 0
\end{array}\right] .
$$

By symmetrical decomposition into 1-matrices we obtain

Thus we have three groups of equivalent states, $\left\{x_{1}, x_{4}\right\},\left\{x_{3}\right\}$, and $\left\{x_{2}, x_{5}, x_{6}\right\}$.

The replacement of groups of states of a state diagram by a single state is equivalent to the replacement of each 1 -matrix of the symmetrical decomposition by a single element, which is a disjunction (union) of all the elements of the 1-matrix being replaced.

In our example, this replacement will give the following interconnection matrix for the minimal machine $G$ :

$$
\left.C=\stackrel{x_{2}^{\prime}}{x_{1}^{\prime}} \begin{array}{ccc}
x_{1}^{\prime} & x_{2}^{\prime} & x_{3}^{\prime} \\
\left.\rho_{0}^{\prime}, \lambda_{1}\right) & 0 & \left(\rho_{1}, \lambda_{2}\right) \vee\left(\rho_{2}, \lambda_{1}\right) \\
0 & \left(\rho_{2}, \lambda_{1}\right) & \left(\rho_{0}, \lambda_{1}\right) \vee\left(\rho_{1}, \lambda_{2}\right) \\
\left(\rho_{2}, \lambda_{0}\right) & \left(\rho_{10}, \lambda_{2}\right) & \left(\rho_{1}, \lambda_{1}\right)
\end{array}\right]
$$

Its state diagram is shown in Fig. 9.7.
So far we have dealt with the minimization of an $s$-machine whose set of input sequences is infinite. The problem of minimization of an $s$-machine in which per se restrictions are operative is tied to the still unsatisfactorily solved problem of finding groups of states equivalent in terms of $L$ for the same case (see Section 1 and Section 9.4). In addition, minimization with respect to


Fig. 9.7. $L \neq E$ is associated with the following additional difficulty, which would exist even if we had an algorithm for finding groups of states equivalent in terms of $L$. Thus, earlier in this section we were able to replace a group of states by a single state by using properties of the paths in the state diagram (see p. 238). However, if $L \neq E$, then, generally speaking, the paths do not possess the properties specified in (a) and (b), p. 238. Thus two paths, the labels of which contain identical first symbols and originating in states which are equivalent in terms of $L$ may terminate in states which are nonequivalent in terms of $L$. Consider, for example, the section of the state diagram (Fig. 9.8) for the case where $L$ does not contain any sequence with two consecutive identical symbols. Let states $\kappa_{1}$ and $\kappa_{2}$ be equivalent in terms of $L$, that is, belong to one group. Further, let states $\kappa_{3}$ and $\kappa_{4}$ be equivalentin terms of $L^{\prime}$ which contains all the sequences of $L$ except those beginning with the symbol $\rho_{s}$, and let $\kappa_{3}$ and $\kappa_{4}$ be nonequivalent in terms of $L$ since they generate different output symbols at those sequences from $L$ which begin with $\rho_{s}$. Then the paths of Fig. 9.8 do not contradict the equivalence of $\kappa_{1}$ and $\kappa_{2}$ in terms of $L$ (for $L$ does not contain any sequences beginning with two consecutive symbols $\rho_{s}$ ), but they do contradict condition (b) of p .238.

It follows from the foregoing that at $L \neq E$ the states belonging to one group of equivalent states cannot, generally speaking, be replaced by a single state. If this were done, two paths labeled with an identical first symbol $\rho_{s}$ would originate in the same new state and lead to two different states-a condition which contradicts the very definition of an $s$ machine.

So far we have not imposed any restrictions on the processing of sequences by the $s$-machine which is being mini-


Fig. 9.8. mized. However, in the next section we shall consider a special case where the $s$-machine operates as a finite automaton.

### 9.7. MINIMIZATION OF A SEQUENTIAL MACHINE WHEN IT OPERATES AS A FINITE AUTOMATON

Assume that we are given the basic table of a finite automaton whose states are coded in symbols from the alphabet $\left\{\chi_{1}, x_{2}, \ldots, \chi_{h}\right\}$. Let us recode the symbols, replacing all $\alpha_{i}$ by $\lambda_{i}$; we shall assume that $l=k$, where $l$ is the number of symbols $\lambda$. Obviously, the basic table of the finite automaton now contains $\lambda$ 's with the subscripts of the $x$ 's they replace.

It is required to devise a minimal sequential machine which would realize this automaton, that is, would process inputs into outputs in the same way as the automaton. The set of allowable input sequences may be restricted or unrestricted.

We shall consider two cases: a case where the re are no restrictions on the input sequences, and a case where the input sequences may not contain two consecutive identical symbols.

## Case 1. Set $L$ Contains All Possible Sequences (that is, $L=E$ )

We shall analyze this case on an automaton $A$ given in the form of Table 9.1.

We have shown in Section 9.6 that, in the absence of restrictions on the input sequences, the minimal $s$-machine for a given machine $N$ belongs to the class of machines equivalent to $N$, and that none of
its states has other equivalents. Consequently, our required minimal $s$-machine must also be equivalent to automaton $A$.

Let us first construct an $s$-machine

Table 9.1

| $\lambda$ | $\rho_{1}$ | $\beta_{2}$ | $\rho_{3}$ |
| :--- | :--- | :--- | :--- |
| $\lambda_{1}$ | $\lambda_{4}$ | $\lambda_{3}$ | $\lambda_{2}$ |
| $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{4}$ |
| $\lambda_{3}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{1}$ |
| $\lambda_{4}$ | $\lambda_{4}$ | $\lambda_{3}$ | $\lambda_{2}$ | which is not minimal, but which is suitable for further minimization. It will have as many states as there are rows in the automaton of Table 9.1, and its state diagram (Fig. 9.9) has as many circles, numbered consecutively 1 - 4. We draw paths between these circles as per the Table 9.1. Each path has a label whose first symbol is the subscript of the corresponding $\rho$ from the table, while the second symbol is the number of the circle in which the path terminates. Since this is a diagram of some $s$-machine, we replace the numbers in each circle by symbols $x_{i}$ and the numbers ( $m, n$ ) in the paths



Fig. 9.9.
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labeled by symbols ( $\rho_{m}, \lambda_{n}$ ); this gives Fig. 9.10. Now we derive the interconnection matrix of this machine:

$$
C=\begin{gathered}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{gathered}\left[\begin{array}{cccc}
x_{1} & x_{2} & x_{3} & x_{4} \\
0 & \left(\rho_{3}, \lambda_{2}\right) & \left(\rho_{2}, \lambda_{3}\right) & \left(\rho_{1}, \lambda_{4}\right) \\
\left(\rho_{1}, \lambda_{1}\right) & \left(\rho_{2}, \lambda_{2}\right) & 0 & \left(\rho_{3}, \lambda_{4}\right) \\
\left(\rho_{2}, \lambda_{1}\right) \vee\left(\rho_{3}, \lambda_{1}\right) & \left(\rho_{1}, \lambda_{2}\right) & 0 & 0 \\
0 & \left(\rho_{3}, \lambda_{2}\right) & \left(\rho_{2}, \lambda_{3}\right) & \left(\rho_{1}, \lambda_{4}\right)
\end{array}\right] .
$$

By analogy with the above state diagram, all the nonzero elements of the interconnection matrix belonging to the same column have identical subscripts on the $\lambda$ symbol. These subscripts coincide
with the number of the column. This matrix $C$ can be transformed into the interconnection matrix $C^{\prime}$ of an equivalent minimal $s$ machine, which therefore is a minimal $s$-machine operating in the same way as automaton $A$.

First we decompose $C$ into 1 -matrices by means of horizontals only. We get a 1 -matrix from rows 1 and 4 . We transpose these rows and get

$$
C=\frac{x_{1}}{\frac{x_{4}}{x_{2}}} \frac{x_{1}}{x_{3}}\left[\begin{array}{cccc}
x_{4} & x_{2} & x_{3} \\
0 & \left(\rho_{1}, \lambda_{4}\right) & \left(\rho_{3}, \lambda_{2}\right) & \left(\rho_{2}, \lambda_{3}\right) \\
0 & \left(\rho_{1}, \lambda_{4}\right) & \left(\rho_{3}, \lambda_{2}\right) & \left(\rho_{2}, \lambda_{3}\right) \\
\hline\left(\rho_{1}, \lambda_{1}\right) & \left(\rho_{3}, \lambda_{4}\right) & \left(\rho_{2}, \lambda_{2}\right) & 0 \\
\hline\left(\rho_{2}, \lambda_{1}\right) \vee\left(\rho_{3}, \lambda_{1}\right) & 0 & \left(\rho_{1}, \lambda_{2}\right) & 0
\end{array}\right]-.
$$

Now we draw horizontals between rows $\kappa_{4}$ and $\kappa_{2}$, and between rows $\kappa_{2}$ and $\kappa_{3}$, and obtain three 1-matrices whose columns contain either zeros or identical pairs [for example, the two-row matrix on top has only zeros in column 1 , only pairs ( $\rho_{1}, \lambda_{4}$ ) in column 2 , and so on]. This is the result of the previously mentioned property of $C$ : the second digits are the same in each column of $C$. But in 1matrices, where the columns contain only identical pairs, the first digits of each column will also coincide. If this is so, then all we need to do in order to form groups of equivalent states to partition $C$ into 1-matrices by horizontals only: since the elements in the columns of each 1-matrix coincide, vertical lines cannot "spoil" this symmetrical grouping.

This property, in turn, means the following: the groups of states of an $s$-machine (with matrix $C$ ) which are simply equivalent, and those which are equivalent in terms of set $L_{1}$ comprising all input sequences of length 1 , coincide. Therefore, to find all the groups of equivalent states, it is sufficient to partition $C$ into groups of states equivalent in terms of $L_{1}$, a partition achieved simply by decomposing $C$ into 1 -matrices by means of horizontal lines.

In our example, state $x_{1}$ of matrix $C$ is equivalent to state $x_{4}$. To constructa minimal $s$-machine, we replace these two states with a single state $x_{i}$. Then we draw verticals between columns 2 and 3 and 3 and 4 of $C$. In this symmetrical decomposition we replace each newly generated 1 -matrix by the union
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of all its elements, and obtain the interconnection matrix $C^{\prime}$ of the minimal $s$-machine:

$$
\left.C^{\prime}=\underset{x_{2}}{x_{3}} \begin{array}{ccc}
x_{1} \\
x_{3} & x_{2} & x_{3} \\
\left(\rho_{1}, \lambda_{4}\right) & \left(\rho_{3}, \lambda_{2}\right) & \left(\rho_{2}, \lambda_{3}\right) \\
\left(\rho_{2}, \lambda_{1}, \lambda_{1}\right) \vee\left(\rho_{3}, p_{4}, \lambda_{4}\right) & \left(\rho_{2}, \lambda_{2}\right) & 0 \\
\left(\rho_{1}, \lambda_{2}\right) & 0
\end{array}\right]
$$

The corresponding state diagram is shown in Fig. 9.11.
Note also that for each set of identical rows of matrix $C$ (in our case, rows 1 and 4) there always exists a set of identical rows in the automaton table (here, rows 1 and 4 of Table 9.1), and vice versa. Consequently, inspection of the automaton table immediately shows the number of states of a minimal $s$-machine realizing this automaton (one needs only to count the number of differing rows in the table of the automaton).


Fig. 9.12.
Having the state diagram, we can compile the table of the automaton $A^{\prime}$ and converter $\Phi$ which comprise the minimal $s$-machine operating as automaton $A$ in accordance with Fig. 9.12. Our state diagram (Fig. 9.10) thus yields Tables 9.2 and 9.3.

Table 9.2


Table 9.3


Again, the table of automaton $A^{\prime}$ (Table 9.2) could have been obtained directly from the table of automaton $A$ (Table 9.1) merely by deleting one of the identical rows (the fourth; if there are several such rows,
all but one are deleted), and then replacing throughout the remainder of the table those symbols which are the same as the heading(s) of the deleted row (s) [ $\lambda_{4}$ in our example]by the heading of the retained row (in our case, we replace $\lambda_{4}$ by $\lambda_{1}$ ).

The converter table can also be obtained directly from the automaton table. Again we delete superfluous identical rows of Table 9.1 (row 4 ), and in the remaining table substitute $x_{i}{ }^{\prime}$ s for $\lambda_{i}$ 's in all row headings.

Thus we have a simple, straightforward algorithm for direct derivation of the tables of automaton $A^{\prime}$ and converter $\Phi$ which, in accordance with the scheme of Fig. 9.12, constitute the minimal $s$-machine realizing automaton $A$. The state diagram and the interconnection matrix were only necessary for proving the validity of this algorithm.

## Case 2. Set $L$ Has No Sequences Comprising Two Consecutive Identical Symbols

If $L_{1}$ is the set of input sequences of length 1 , and $E$ is the set containing all possible input sequences, then obviously we shall have the following relationship:

$$
\begin{equation*}
L_{1} \subset L \subset E \tag{9.2}
\end{equation*}
$$

If the number of groups of equivalent states is $m^{*}$, the numbers of groups of states equivalent in terms of $L$ and $L_{1}$ are, respectively, $m$ and $m^{* *}$, then by virtue of (9.2)

$$
m^{* *} \leqslant m \leqslant m^{*}
$$

In Case 1 we have shown that the groupings of equivalent states and of states equivalent in terms of $L_{1}$ coincide. Consequently, $m^{* *}=m^{*}$, and from (9.2) we get

$$
m^{* *}=m=m^{*} .
$$

For this reason states equivalent in terms of $L_{1}$ will also be equivalent in terms of $E$ in this case. Therefore one can minimize the numbers of states by replacing each group by a single state, using the above method where it was assumed that $L=E$. Thus minimal $s$-machines for sets $E$ and $L$ coincide in Case 2, and the minimization proceeds asif there were no restrictions on the input sequences.

### 9.8. MINIMIZATION OF MACHINES IN THE CASE OF AUFENKAMP-TYPE CONSTRAINTS

The obvious approach to the minimization problem in this case is as follows.

Let $N$ be an $s$-machine with $k$ states, subject to arbitrary Aufen-kamp-type constraints. We shall say that to minimize $N$ means devising a new machine $P$ with a minimal number of states such that for each state $x_{i}$ of $N$ there is at least one state $\chi_{j}$ of $P$. States $\chi_{j}$ must satisfy the following conditions:
a) Any input sequence allowed in $\varkappa_{i}$ of $N$ is allowed in $\chi_{j}$ of $P$.
b) If $N$ is in state $\chi_{i}$ and $P$ is in state $\chi_{j}$, and if some arbitrary sequence from the set of input sequences allowed in $N$ when in the state $x_{i}$ is fed to both machines, then both will convert it into identical output sequences.

We shall say that a machine $P$ (which need not necessarily be minimal) satisfying conditions (a) and (b) realizes a pseudomapping of machine $N$. Thus $P$ "can do" whatever $N$ can. That is, it can take any input sequence allowed in $N$ and process it into the same output sequence.

We shall now describe an Aufenkamp algorithm resulting in a machine $P$ which is a pseudomapping of machine $N$ and has fewer states than $N$, but is not necessarily minimal.

On a state diagram, the presence of Aufenkamp-type constraints manifest itself in that the number of paths originating at some circles is smaller than that of various inputs $\rho_{1}, \rho_{2}, \ldots, \rho_{r}$. This means that the machine cannot respond to some inputs when it is in certain states.

The state diagram, in turn, is the starting point for the construction of the interconnection matrix. Again, the effect of the constraints on that matrix is that the latter may contain rows with fewer symbol pairs than there are inputs $\rho_{1}, \rho_{2}, \ldots, \rho_{r}$. For example, consider the matrix

$$
C=\begin{array}{r} 
\\
\alpha_{1} \\
\alpha_{2} \\
x_{3} \\
x_{4} \\
x_{5}
\end{array}\left[\begin{array}{ccccc}
x_{1} & \alpha_{2} & x_{3} & x_{4} & x_{5} \\
0 & \left(\rho_{1}, \lambda_{0}\right) & \left(\rho_{3}, \lambda_{2}\right) & 0 & 0 \\
\left(\rho_{2}, \lambda_{1}\right) & 0 & 0 & \left(\rho_{3}, \lambda_{2}\right) & 0 \\
0 & \left(\rho_{3}, \lambda_{2}\right) & 0 & 0 & \left(\rho_{1}, \lambda_{0}\right) \\
0 & 0 & \left(\rho_{2}, \lambda_{2}\right) & 0 & 0 \\
\left(\rho_{2}, \lambda_{2}\right) & 0 & \left(\rho_{1}, \lambda_{3}\right) & 0 & 0
\end{array}\right] .
$$

The first row lacks a symbol pair incorporating the input $\rho_{2}$, the second lacks the pair associated with $\rho_{1}$, and the fourth contains only a single pair (that associated with $\rho_{2}$ ).

We shall say that a submatrix of an interconnection matrix $C$ is a generalized 1-matrix if it has the following property: if any row of the generalized 1-matrix contains a pair $\left(\rho_{m}, \lambda_{n}\right)$, then none of the remaining rows of that matrix will contain pairs in which this input symbol $\rho_{m}$ is associated with a different symbol $\lambda$.

We shall cite here, without proof, the following theorem of Aufenkamp [5]: Assume the interconnection matrix $C$ is decomposed by horizontal lines into groups of rows constituting generalized 1-matrices, and is then further partitioned by vertical lines to achieve a symmetrical decomposition into generalized 1-matrices. Provided no two generalized 1-matrices of a given group contain the same input symbol $\rho_{m}$, the states of this group are pseudoequivalent. Thus, machine $N$ can be minimized by replacing each group of pseudoequivalent states by a single state. This is done by replacing each generalized 1 -matrix of a symmetrical decomposition by one term which represents a union (disjunction) of all the elements of the 1 -matrix being replaced. This gives a matrix $C^{\prime}$ of machine $P$ which realizes a pseudomapping of $N$ and has fewer states provided, of course, that the symmetrical decomposition of $C$ is nontrivial.

To illustrate, let $N$ have the state diagram of Fig. 9.13, with matrix $C$ shown above (p. 246). First, we draw horizontals to decompose $C$ into generalized 1-matrices. In contrast to the case where there were no restrictions and there was only one way of partitioning $C$ into 1 -matrices, now we have several possibilities. For example, the rows of $C$ may be divided into three groups, the first comprising the rows 1 and 4, the second - rows 2 and 3, and the third-row 5. However, we can also divide $C$ into two groups, the first com-


Fig. 9.13. prising 1, 2 and 3, and the second-rows 4 and 5. It is important to realize that the mode of partitioning will definitely affect the possibility of minimizing $N$. For example, let us partition $C$ in the most economic way, that is, into the two groups discussed above. We thus draw a horizontal between rows 3 and 4 and obtain two generalized 1-matrices. Then, for symmetry, we draw a vertical between columns 3 and 4. This "spoils" our decomposition because the top group of rows now contains two generalized 1-matrices, each containing $\rho_{1}$, and $\rho_{3}$ in violation of the above-cited theorem of Aufenkamp. The states of the group are thus not pseudoequivalent. To remedy this situation, we draw horizontals between rows 1 and 2 , and 2 and 3
(in the general case, there are several possibilities for achieving such adjustments), so that we now have four groups, none of which contains two generalized 1 -matrices with the same symbol $\rho$. But, for symmetry, we must also draw verticals between columns 1 and 2 , and 2 and 3 . This again spoils the decomposition because the group comprising rows 4 and 5 now has two generalized 1 -matrices, each containing a pair with $\rho_{2}$. We are therefore forced to draw a horizontal between rows 4 and 5, and a corresponding vertical between the columns. Obviously this decompositionis trivial, and thus the machine cannot be minimized in this way.

Assume, however, that we start with a seemingly less economical partition of $C$, thatis, the one comprising three groups discussed above (group 1 comprises rows 1 and 4, group 2-rows 2 and 3, and group 3-row 5). We thus rewrite $C$ as follows:

$C=$| $\kappa_{1}$ |
| :---: |
| $\kappa_{4}$ | | $\kappa_{2}$ |
| :---: |
| $\kappa_{2}$ |
| $\kappa_{3}$ |\(\left[\begin{array}{cc|cc|c}\kappa_{1} \& \kappa_{4} \& \kappa_{2} \& \kappa_{3} \& \kappa_{5} <br>

0 \& 0 \& \left(\rho_{1}, \lambda_{0}\right) \& \left(\rho_{3}, \lambda_{2}\right) \& 0 <br>
\kappa_{5} \& \left(\rho_{2}, \lambda_{1}\right) \& \left(\rho_{3}, \lambda_{2}\right) \& 0 \& 0 <br>
0 \& 0 \& \left(\rho_{2}, \lambda_{2}\right) \& 0 \& 0 <br>
0 \& \left(\rho_{2}, \lambda_{2}\right) \& 0 <br>
0 \& \left(\rho_{1}, \lambda_{0}\right) <br>
\hline\end{array}\right]\).

Here we have only one conflict-two matrices of group 2 contain $\rho_{3}$. This is easily fixed by drawing a horizontal between rows $x_{2}$ and $x_{3}$, and a corresponding vertical between the columns. We now have one group of pseudoequivalent states comprising more than one row, that is, group 1. This group can be replaced by a single state, giving the matrix of a somewhat minimized machine $P^{\prime}$ (it has four states vs the five of $N$ ) which realizes the pseudomapping of $N$.

Finally, we could partition $C$ into the following three groups: group 1 comprising rows 1 and 2, group 2 -rows 3 and 4, and group 3 -row 5. This immediately yields a symmetrical decomposition which needs no "fixing":

$C=$| $\kappa_{1}$ |
| :---: |
| $\kappa_{2}$ |\(\left[\begin{array}{cc|cc|c}\kappa_{1} \& \kappa_{2} \& \kappa_{3} \& \kappa_{4} \& \kappa_{5} <br>

0 \& \left(\rho_{1}, \lambda_{0}\right) \& \left(\rho_{3}, \lambda_{2}\right) \& 0 \& 0 <br>
\kappa_{3} <br>
\left(\rho_{2}, \lambda_{1}\right) \& 0 \& 0 \& \left(\rho_{3}, \lambda_{2}\right) \& 0 <br>
\hline \kappa_{4} \& 0 \& \left(\rho_{3}, \lambda_{2}\right) \& 0 \& 0 <br>
\kappa_{5} \& 0 \& 0 \& \left(\rho_{2}, \lambda_{2}\right) \& 0 <br>
\left(\rho_{2}, \lambda_{2}\right) \& 0 \& \left(\rho_{1}, \lambda_{3}\right) \& 0 \& 0\end{array}\right]\).

As a result, the pseudomapping of $N$ is realized by a machine $P^{\prime \prime}$ which has only three states and a matrix $C^{\prime \prime}$ :

$$
C^{\prime \prime}=\begin{gathered}
\kappa_{1} \\
\kappa_{2} \\
\kappa_{3}
\end{gathered}\left[\begin{array}{ccc}
\kappa_{1} & \kappa_{2} & \kappa_{3} \\
\left(\rho_{1}, \lambda_{0}\right)\left(\rho_{2}, \lambda_{1}\right) & \left(\rho_{3}, \lambda_{2}\right) & 0 \\
\left(\rho_{3}, \lambda_{2}\right) & \left(\rho_{2}, \lambda_{2}\right) & \left(\rho_{1}, \lambda_{0}\right) \\
\left(\rho_{2}, \lambda_{2}\right) & \left(\rho_{1}, \lambda_{3}\right) & 0
\end{array}\right] .
$$

Its state diagram is shown in Fig. 9.14.
Thus to achieve optimum results in applying this algorithm one must try out all the possibilities for symmetrical decomposition of $C$ into generalized 1-matrices.* Furthermore, this algorithm does not necessarily yield a minimal machine $P$ : the matrix $C$ of machine $N$ may be decomposed into groups of pseudoequivalent states replaceable by a single state thereby minimizing it without fulfilling the conditions of the second Aufenkamp theorem. For example, consider the machine of Fig. 9.15. Here, state $x_{1}$ does not admit an input $\rho_{1}$. The corresponding interconnection matrix $C$ is

$$
C=\begin{array}{r}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\left[\begin{array}{ccc}
\left(\rho_{2}, \lambda_{0}\right) & \hat{p}_{2} & \hat{p}_{3} \\
\left.\alpha_{3}, \lambda_{0}\right) & 0 \\
\left(\rho_{1}, \lambda_{0}\right) & \left(\rho_{3}, \lambda_{0}\right) & \left(\rho_{2}, \lambda_{0}\right) \\
\left(\rho_{3}, \lambda_{0}\right) & \left(\rho_{2}, \lambda_{0}\right) & \left(\rho_{1}, \lambda_{1}\right)
\end{array}\right] .
$$



Fig. 9. 14.


Fig. 9.15.

[^41]There are only two ways in which $C$ could be symmetrically partitioned into generalized 1-matrices:

Obviously, neither decomposition satisfies the second Aufenkamp theorem: in the first case, the two top generalized 1-matrices contain the same pair ( $\rho_{2}, \lambda_{0}$ ), while in the second case the common pairs are ( $\rho_{2}, \lambda_{0}$ ) and ( $\rho_{3}, \lambda_{0}$ ). Nevertheless this machine can be minimized, the corresponding minimal $s$-machine (two states) being that of Fig. 9.16. Here state $x_{A}$ of the pseudomapping corresponds to states $\varkappa_{1}$ and $x_{2}$ of the original machine, while state $x_{B}$ is equivalent to state $x_{3}$.*

Now we shall describe a method devised by Gill [149], which yields a minimal machine for any given $s$-machine subject to Aufen-kamp-type constraints. This method requires, as a first step, that all pairs of compatible states of the given machine be determined. There are methods for determining the compatibility of states, but we shall describe only one.

Suppose, for example, that we want to find out


Fig. 9.16. whether the $i$ th and the $j$ th states of a given machine are compatible. To achieve this, we construct a "tree" from the common starting point ( $i, j$ ). Its branches correspond to the inputs which are common to states $x_{i}$ and $x_{j}$. If this procedure yields different outputs even for a single input, then we immediately know that states $x_{i}$ and $x_{j}$ are not compatible. If, however, the states prove compatible, then we write over the branches the corresponding input-output pairs, and at their ends the pairs of states into which $x_{i}$ and $x_{j}$ are shifted by these inputs. Each pair of such states then serves as the starting node for another branch of the tree. During

[^42]this construction we keep on crossing out nodes if:

1. The same node (that is, a node with a label consisting of the same symbols) has already been encountered anywhere else on the tree.
2. The node label consists of two identical digits, that is, if an input shifts both states $x_{i}$ and $x_{j}$ into the same state $x_{m}$.
3. No new branches can be drawn from this node, that is, the states corresponding to that node have no common inputs.

We stop either if states $x_{i}$ and $x_{j}$ are incompatible or if all the paths of the tree lead to crossed out nodes. In the latter case, we may conclude that the pairs of states corresponding to all the nodes (crossed out or otherwise) of the tree are also compatible.

For example, Fig. 9.17 illustrates the tree for states $x_{1}$ and $x_{2}$ of the machine of Fig. 9.15, while Fig. 9.19 shows the tree for states $x_{2}$ and $x_{3}$ of the machine of Fig. 9.18. In either case, the tested states prove to be compatible; in the first case, we also have another pair of compatible states ( $x_{1}$ and $x_{3}$ ), in addition to $x_{1}$ and $x_{2}$, whereas in the second case, $x_{4}$ and $x_{6}, x_{3}$ and $x_{5}$, and $x_{1}$ and $x_{2}$ turn out to be compatible, in addition to $x_{2}$ and $x_{3}$.

This procedure also yields an estimate of the maximum number of steps (the worst case) needed to determine the compatibility of two states of a machine with $n$ states. This estimate is obtained from*

$$
l=\frac{n^{2}-n}{2} .
$$

Now we can determine all the pairs of compatible states for any machine. The machine of Fig. 9.15 has two such pairs [ $\left\{x_{1}, x_{2}\right\}$ and $\left.\left\{x_{1}, x_{3}\right\}\right]$, while that of Fig. 9.18 has nine $\left\{x_{1}, x_{2}\right\},\left\{x_{1}, x_{3}\right\},\left\{x_{1}, x_{5}\right\},\left\{x_{2}, x_{3}\right\}$, $\left\{x_{2}, x_{4}\right\},\left\{x_{2}, x_{5}\right\},\left\{x_{3}, x_{5}\right\},\left\{x_{3}, x_{6}\right\},\left\{x_{4}, x_{6}\right\}$. These pairs can now be divided into groups of


Fig. 9.17. pseudoequivalent states. For example, the preceding list contains pairs $\left\{x_{1}, x_{2}\right\},\left\{x_{1}, x_{3}\right\}$ and $\left\{x_{2}, x_{3}\right\}$, so that states $x_{1}, x_{2}$ and $x_{3}$ form a group of pseudoequivalent states $\left\{x_{1}, x_{2}, x_{3}\right\}$. **

Following this line of reasoning, we can divide the states of the machine into a minimal number of groups of pseudoequivalent states.

[^43]

Fig. 9.18.

In our example, there will be four such groups:

$$
\left\{x_{1}, x_{2}, x_{3}, x_{5}\right\},\left\{x_{2}, x_{4}\right\},\left\{x_{3}, x_{6}\right\},\left\{x_{4}, x_{6}\right\} .
$$



Fig. 9.19.

In the general case (just as in our example), these groups intersect.

Let us now return to the minimization of an $s$-machine subject to Aufenkamp-type constraints. Assume an arbitrary s-machine with $n$ states, and assume that at least one minimal machine $S_{\min }$ with $k$ states can be constructed for it. If $k<n$, then at least one state of $S_{\mathrm{min}}$ must pseudomap two or more states of $S$. Assume that $\Sigma_{i}$ is the set of all states of $S$ which correspond to state $\varkappa_{i}$ of $S_{\min }$, and assume that such sets of states $\Sigma_{1}, \Sigma_{2}, \ldots, \Sigma_{k}$ of $S$ can be assembled for all the states $x_{1}, x_{2}, \ldots, x_{k}$ of $S_{\min }$. Such grouping of states of $S$ has the following properties:

1. The grouping $\Sigma_{1}, \Sigma_{2}, \ldots, \Sigma_{k}$ embraces all the states of $S$, that is, each state of $S$ belongs to at least one set $\Sigma$.
2. States belonging to any one set $\Sigma_{i}$ are pseudoequivalent.
3. All states of a given group $\Sigma_{i}$ which allow a given input $\rho_{s}$, are shifted by it into states of the same new group $\Sigma_{j}$ (in particular, $i$ can be equal to $j$ ).

While the first two of these properties are obvious, the third requires an explanation. For example, let state $\varkappa_{i}$ of $S_{\min }$ belong to $\Sigma_{i}$, and let state $\varkappa_{j}$, into which $\varkappa_{i}$ is shifted by input $\rho_{s}$, belong to group $\Sigma_{i}$. Now assume that there exists a state of $\Sigma_{i}$ which is shifted by $\rho_{s}$ into a state $x_{i}$ not belonging to $\Sigma_{j}$. Then observation of the
behavior of $S$ and $S_{\min }$ at allinput sequences allowed for states of $\Sigma_{i}$ leads to the following conclusions: (a) any input allowed in state $x_{l}$ of $S$ is also allowed in state $x_{j}$ of $S_{\min }$; and (b) if the input is a sequence allowed in state $x_{l}$, then both machines (that is, $S$ starting from $x_{l}$, and $\delta_{\text {min }}$ starting from $x_{j}$ ) will generate identical output sequences. But this simply means that state $x_{l}$ corresponds to state $x_{j}$ under pseudomapping and consequently it must, contrary to our initial assumption, belong to group $\Sigma_{j}$, so that the third property must hold.

The grouping $\Sigma_{1}, \Sigma_{2}, \ldots, \Sigma_{k}$ is known as the specific grouping of states of machine $S$.

It follows from the foregoing that the minimization algorithm involves finding a minimal specific grouping of states of $S$ (of which there may be one or more), and the subsequent replacement of each group $\Sigma_{i}$ by a single state. Since all states of each group are pseudoequivalent, any group $\Sigma_{i}$ must belong to (or coincide with) some group of the minimal decomposition of the states of $S$ into groups of pseudoequivalent states. Thus, this minimization algorithm consists of scanning of all various possible specific groupings of $S$ in the search for the minimal one-a very cumbersome procedure. However, there are algorithms for organizing this scanning to reduce waste motions (see, for example, [149]). There are also "intermediate" algorithms which, while reducing the amount of scanning required, give better results than Aufenkamp's algorithm, even though they do not assume minimality.

Let us now return to our two examples (Figs. 9.15 and 9.18).
For the machine of Fig. 9.15, the grouping into pseudoequivalent states $\left\{x_{1}, x_{2}\right\}$ and $\left\{x_{1}, x_{3}\right\}$ is also the minimal specific grouping. We shall prove this.

Let us code group $\left\{x_{1}, x_{2}\right\}$ by A , and group $\left\{x_{1}, x_{3}\right\}$ by B. Now let us trace the possible results of various inputs:



Fig. 9.20.


Fig. 9.21.

Now we readily construct two minimal machines for the machine of Fig. 9.15, replacing states of A by a state $x_{A}$ and those of B by $x_{B}$ (Figs. 9.16 and 9.20). For the machine of Fig. 9.18 there also are


Fig. 9.22.
two possible minimal specific groupings: $\left\{x_{1}, x_{2}\right\},\left\{x_{3}, x_{5}\right\}$, and $\left\{x_{4}, x_{6}\right\}$, or $\left\{x_{1}, x_{5}\right\},\left\{x_{2}, x_{4}\right\}$, and $\left\{x_{3}, x_{6}\right\}$. The state diagram of the minimal machine corresponding to the first of these is shown in Fig. 9.21, while that of the second one is represented in Fig. 9.22.

### 9.9. ANOTHER DEFINITION OF EQUIVALENCE OF SEQUENTIAL MACHINES

Sometimes one encounters in the literature a definition of equivalence of sequential machines which differs from that of Section 9.4.

Outwardly, that definition appears similar to ours, but in reality there is a vast difference between them.

That other definition may be formulated as follows: two $s$ machines $S$ and $G$ are equivalent if at any (identical) input to both machines, there is at least one state $\xi_{j}$ of $G$ for each state $\varkappa_{i}$ of $S$, and at least one state $x_{i}$ of $S$ for each state $\xi_{j}$ of $G$ such that $S$ and $G$, starting from $x_{i}$ and $\xi_{j}$, respectively, will generate identical outputs.

In this case, the equivalence between states depends, in general, on the input sequence. At some inputs some states of $S$ may correspond to some states of $G$, but at other inputs the same states of $S$ may correspond to different states of $G$ (and conversely). The only requirement is that there be a unique relationship between states at any one input.

From the practical point of view, the disadvantage of this definition is that in order to find an initial state equivalent to a given one, one must know beforehand the corresponding input sequence. However, in most problems of practical importance the input sequence is not known in advance.

The definition of Section 9.4 imposes more stringent requirements: the equivalence between the states of $S$ and $G$ should not depend on any one input, but must hold for all allowable inputs. Thus if state $x_{i}$ of machine $S$ corresponds to state $\xi_{j}$ of an equivalent machine $G$, then $S$ and $G$, starting from states $x_{i}$ and $\xi_{j}$, respectively, must generate identical outputs at all identical inputs (provided, of course, the inputs are allowed).*

Since the above definition of equivalence is less stringent than that of Section 9.4, it should yield minimal equivalent $s$-machines with fewer states than those possible in terms of the definition of Section 9.4. Let us illustrate this on an example.

Example. We are given an automaton $A$ and a set $L$ of allowed input sequences; the latter consists of all sequences which do not have two consecutive identical symbols. It is required to construct a minimal $s$-machine map-

Table 9.4
 ping (in terms of $L$ ) the automaton $A$ specified by the basic Table 9.4.** The state diagram of $A$ is shown in Fig. 9.23. In accordance with Section 9.7, it follows from Table 9.4, that when

[^44]

Fig. 9.23.
the definition of Section 9.4 is used, the minimal $s$-machine operating in the same way as $A$ will have three states (since no two rows of Table 9.4 coincide).

Let us now use the other definition of equivalence and modify the state diagram of Fig. 9.23, replacing it with the diagram of an equivalent (in the sense of Section 9.4) machine, which is convenient for further minimization. The modification procedure is as follows: we replace each circle $x_{i}$ of Fig. 9.23 by $r$ circles denoted by $x_{i}^{\prime}, x_{i}^{\prime \prime}$, $x_{i}^{\prime \prime \prime}, \ldots$. From each of the $r$ new circles we draw the same paths, with the same labels, as those which originated in circle $\chi_{i}$. However, the paths terminating in circle $\alpha_{i}$ will now be redirected to the new circles in the following manner: circle $x_{i}^{\prime}$ will be the terminal of only those paths (previously leading to the circle $x_{i}^{\prime}$ ) whose label contains $\rho_{1}$ as the first symbol; similarly circle $x_{i}^{\prime \prime}$, will be the terminal of paths whose label has $\rho_{2}$, and so on. We thus obtain the diagram of Fig. 9.24. Note that the loop at circle $x_{2}$ of


Fig. 9.24. Fig. 9.23, labeled ( $\rho_{1}, \lambda_{2}$ ), is considered as both originating and terminating in that circle; in Fig. 9.24 it is replaced by paths originating in circles $x_{2}^{\prime}$ and $x_{2}^{\prime \prime}$ and terminating only in circle $x_{2}^{\prime \prime}$. Circle $x_{2}^{\prime}$ is seen to be associated with a loop path. Let us also mention that because only paths labeled $\lambda_{i}$ lead to circle $x_{i}$ of Fig. 9.23 (this is because the $s$-machine operates as an automaton), the diagram of Fig. 9.24 has the corresponding property: a circle of group $x_{i}^{\prime}$, $x_{i}^{\prime \prime}, x_{l}^{\prime \prime \prime}$, etc., can only be the terminal of paths labeled $\lambda_{i}$. In Fig. 9.24, these groups of circles are encircled with dotted lines.

The modified state diagram of Fig. 9.24 is that of a machine $N^{\prime}$ which is equivalent (in the sense of Section 9.4) to $A$ (in terms of the set $E$ of all possible input sequences). To check whether the diagrams of Figs. 9.23 and 9.24 pertain to
equivalent machines, it is sufficient to prove that those states in each group of Fig. 9.24 which are encircled by a dotted line, are equivalent (that is, form a group of equivalent states). We replace each such group by single state and return to Fig. 9.23.

We now have machine $N^{\prime}$ which is equivalent (in the sense of Section 9.4) to $A$ but has many more states ( $r n$ states). However, $N^{\prime}$ allows us an easy transition from per se constraints on the input sequences to Aufenkamp-type constraints.

Our inputs to $N^{\prime}$ shall be exclusively from $L$ (since $L \subset E$ ), $N^{\prime}$ is also equivalent to $A$, in the sense of Section 9.4 , in terms of $L$. Now consider some state of $N^{\prime}$, for instance, $x_{1}^{\prime \prime}$. We can reach $x_{1}^{\prime \prime}$ only via path ( $\rho_{2}, \lambda_{1}$ ), that is, upon an input $\rho_{2}$; we can leave $x_{1}^{\prime \prime}$ only via path $\left(\rho_{1}, \lambda_{3}\right)$, since two inputs $\rho_{2}$ cannot succeed each other (condition of problem, see p. 255). It seems, therefore, that we shall never be able to use path $\left(\rho_{2}, \lambda_{3}\right)$, leaving $x_{1}^{\prime \prime}$, with the exception of the case in which the machine starts to work in state $x_{1}^{\prime \prime}$ : in this case, aninput $\rho_{2}$ shifts it to $x_{3}^{\prime \prime}$. But we can now use our new definition of equivalence to avoid this complication, for we can now substitute $x_{2}^{\prime}$ [from which there is a path $\left(\rho_{2}, \lambda_{3}\right)$ to $\left.x_{3}^{\prime \prime}\right]$ for the


Fig. 9.25. initial state $x_{1}^{\prime \prime}$, which solves our problem. Therefore, we can delete path ( $\rho_{2}, \lambda_{3}$ ) from $x_{1}^{\prime \prime}$ to $x_{3}^{\prime \prime}$.

Following this line of reasoning, we can delete from the state diagram all the paths marked ( $\equiv$ ). The general "algorithm for deleting path"'is as follows: the path labeled $\rho_{s}$ originating at $x_{i}^{s}$ (where $s$ is the number of primes) should be deleted. The diagram of Fig. 9.24, minus the deleted paths, is shown in Fig. 9.25, and represents machine $N^{\prime \prime}$. That machine operates exactly as $N^{\prime}$ (and also as $A$ ), provided all the inputs belong to set $L$. But something has happened in this transformation, because now $N^{\prime \prime}$ is equivalent, in terms of $L$, to $N^{\prime}$ (and consequently, also to $A$ ) in a new sense: correspondence between states of $N^{\prime \prime}$ and $N^{\prime}$ now depends on the input sequence. Also, the diagram of $N^{\prime \prime}$ shows that a given circle (state) is no longer the origin of all paths that started in circles of machine $A$; that is, we have transformed the machine from one subject to constraints per se to one with Aufenkamp-type constraints.

We shall now minimize $N^{\prime \prime}$ by means of the algorithm of Section 9.8.

The interconnection matrix $C^{\prime \prime}$ of $N^{\prime \prime}$ is

$$
C^{\prime \prime}=\begin{array}{r} 
\\
x_{1}^{\prime} \\
x_{1}^{\prime \prime} \\
x_{2}^{\prime} \\
x_{2}^{\prime \prime} \\
x_{3}^{\prime} \\
x_{3}^{\prime \prime}
\end{array}\left[\begin{array}{cccccc}
x_{1}^{\prime} & x_{1}^{\prime \prime} & x_{2}^{\prime} & x_{2}^{\prime \prime} & x_{3}^{\prime} & x_{3}^{\prime \prime} \\
0 & 0 & 0 & 0 & 0 & \left(\rho_{2}, \lambda_{3}\right) \\
0 & 0 & 0 & 0 & \left(\rho_{1}, \lambda_{3}\right) & 0 \\
0 & 0 & 0 & 0 & 0 & \left(\rho_{2}, \lambda_{3}\right) \\
0 & 0 & \left(\rho_{1}, \lambda_{2}\right) & 0 & 0 & 0 \\
0 & \left(\rho_{2}, \lambda_{1}\right) & 0 & 0 & 0 & 0 \\
0 & 0 & \left(\rho_{1}, \lambda_{2}\right) & 0 & 0 & 0
\end{array}\right] .
$$

In general, $C^{\prime \prime}$ has a property which follows from the above-mentioned properties of the state diagram: the column with the heading $x_{l}^{s}$ (where $s$ is the number of primes) can contain only pairs ( $\rho_{s}, \lambda_{i}$ ).

Our algorithm minimizes the number of states of the machine by symmetrical decomposition of the starting matrix into generalized 1 -matrices. In the case of $C^{\prime \prime}$, we need only to draw horizontals to obtain generalized 1-matrices: verticals cannot "spoil" the grouping. These horizontals may be drawn in many ways. One way is to draw them between rows 2 and 3 , and 4 and 5 . This partitions the states of $N^{\prime \prime}$ into groups $\left\{x_{1}^{\prime}, x_{1}^{\prime \prime}\right\},\left\{x_{2}^{\prime}, x_{2}^{\prime \prime}\right\}$ and $\left\{x_{3}^{\prime}, x_{3}^{\prime \prime}\right\}$. If we then replace each group with a single state, we get again the starting automaton $A$ of Fig. 9.23, which had three states. However, a better grouping is obtained by drawing a horizontal between rows 3 and 4 of $C^{\prime \prime}$. This divides all the states into groups $\left\{x_{1}^{\prime}, x_{1}^{\prime \prime}, x_{2}^{\prime}\right\}$ and $\left\{x_{2}^{\prime \prime}, x_{3}^{\prime}, x_{3}^{\prime \prime}\right\}$. (There is no way of obtaining fewer than two groups because rows 1 and 4 can never be part of one generalized 1-matrix.) Now, we draw a symmetrical vertical line between columns 3 and 4, combine the elements of each generalized 1-matrix, and get the interconnection matrix $C^{\prime \prime \prime}$ of a minimal s-machine $N^{\prime \prime \prime}$

$$
C^{\prime \prime \prime}={ }_{x_{1}}^{x_{2}}\left[\begin{array}{cc}
x_{1} & x_{2} \\
0 & \left(\rho_{1}, \lambda_{3}\right) \vee\left(\rho_{2}, \lambda_{3}\right) \\
\left(\rho_{1}, \lambda_{2}\right) \vee\left(\rho_{2}, \lambda_{1}\right) & 0
\end{array}\right],
$$

whose state diagram is shownin Fig. 9.26. Machine $N^{\prime \prime \prime}$ is a pseudomapping of $N^{\prime \prime}$. Buthere the sets of inputs allowable in all the states of $N^{\prime \prime}$ coincide with each other and with $L$. Therefore, $N^{\prime \prime}$ also maps $N^{\prime \prime}$ in terms of set $L$.


Fig. 9.26.

Note that $C^{\prime \prime}$ contains two pairs of identical rows: 1 and 3 , and 4 and 6. Row 1 corresponds to state $x_{1}^{\prime}$ of Fig. 9.25 , and the row 4 to state $x_{2}^{\prime \prime}$. Figure 9.25 shows that these states can only act as initial ones, since there are no paths to them. Therefore, we can further simplify this state diagram by removing the se states: thus,
$x_{2}^{\prime}$ can act for $x_{1}^{\prime}$ as an initial state [an identical path ( $\rho_{2}, \lambda_{3}$ ) leads from $x_{2}^{\prime}$ to $x_{3}^{\prime \prime}$ ]. Similarly, $x_{2}^{\prime \prime}$ can be replaced by $x_{3}^{\prime \prime}$.

Making similar preliminary simplifications wherever possible, we shall arrive at a diagram with fewer states, that is, at an interconnection matrix of a lower order. In our example, we could have started the algorithmic minimization with a matrix simpler than $C^{\prime \prime}$-one with no rows or columns composed exclusively of zeros:

$$
C_{*}^{\prime \prime}=\begin{gathered}
\\
x_{1}^{\prime \prime} \\
x_{2}^{\prime} \\
x_{3}^{\prime} \\
x_{3}^{\prime \prime}
\end{gathered}\left[\begin{array}{cccc}
x_{1}^{\prime \prime} & x_{2}^{\prime} & x_{3}^{\prime} & x_{3}^{\prime \prime} \\
0 & 0 & \left(\rho_{1}, \lambda_{3}\right) & 0 \\
0 & 0 & 0 & \left(\rho_{2}, \lambda_{3}\right) \\
\left(\rho_{2}, \lambda_{1}\right) & 0 & 0 & 0 \\
0 & \left(\rho_{1}, \lambda_{2}\right) & 0 & 0
\end{array}\right]
$$

Then, symmetric decomposition of $C_{*}^{\prime \prime}$ gives the same result as that obtained with $C^{\prime \prime}$ as the starting matrix.

Compare now machine $N^{\prime \prime \prime}$ (Fig. 9.26) with the initial automaton $A$ (Fig. 9.23): we see that indeed it is the input sequence which governs the equivalence of states of the two machines. Thus, assume the machine of Fig. 9.23 starts up in state $\varkappa_{2}$, and the input is $\rho_{1} \rho_{2} \rho_{1}$ $\rho_{2} \rho_{1} \rho_{2} \ldots$. Then, to obtain the same output with the machine of Fig. 9.26 , the latter must be started from state $\kappa_{2}$; if, however, the machine of Fig. 9.23 starts from this state $\chi_{2}$ with an input $\rho_{2} \rho_{1} \rho_{2} \rho_{1} \rho_{2} \rho_{1} \ldots$, then, to obtain the same output from the machine of Fig. 9.26, the latter must be started from state $x_{1}$.

# Transformation of Clock Rates of Sequential Machines 

### 10.1. GENERAL CONSIDERATIONS REGARDING CLOCK RATE TRANSFORMATION. DEFINITION of REPRESENTATION AND REPRODUCTION

In discussing various practical embodiments of finite automata and sequential machines in Chapter 5, we have singled out a design method whereby an $s$-machine with a desired clock rate is created on the basis of the equilibrium states of another $s$-machine, operating at a much faster rate. We shall now return to this problem, and shall analyze it in more general terms. First, however, we shall recall some concepts and definitions of Chapter 5.

Assume we have an $s$-machine $S$, to which we feed (at discrete moments $0,1, \ldots p$ ) a sequence $\rho^{0} \rho^{1} \ldots \rho^{p}$. We thus obtain the tape of Table 10.1:

Table 10.1


Now we select some sequence of discrete moments, for example, moments $0,1,4$, and so on, which lie on a continuous scale such that

$$
\begin{equation*}
t_{0}<t_{1}<t_{2}<\ldots<t_{s} \tag{10.1}
\end{equation*}
$$

We then extract from the tape of Table 10.1 the columns corresponding to this sequence. We thus get Table 10.2:

Table 10.2

| $t$ | $t_{0}$ | $t_{1}$ | $\cdots$ | $t_{s}$ | $\cdots$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho^{t_{0}}$ | $\rho^{t_{1}}$ | $\cdots$ | $\rho^{t_{s}}$ | $\cdots$ |
| $\lambda$ | $\lambda^{t_{0}}$ | $\lambda^{t_{1}}$ | $\cdots$ | $\lambda^{t_{s}}$ | $\cdots$ |

We now introduce another clock rate to match our selected sequence of discrete moments, assuming that moment 0 of that sequence occurs at time $t_{0}$, moment 1 -at time $t_{1}$, and so on. We then rewrite Table 10.2 in terms of this new clock rate, and obtain Table 10.3:

Table 10.3


The tape of Table 10.3 may be regarded as produced by some new machine $G$. In fact, if the given tape of machine $S$ (Table 10.1) and, therefore, the tape obtained from it by clock rate transformation (Table 10.3) are both finite, then there must exist an $s$-machine $G$ producing that last tape (see Section 8.2 ).

To illustrate this concept, imagine an $s$-machine whose tape is flash-illuminated at times $t_{0}, t_{1}, \ldots, t_{s}$, corresponding to the sequence of discrete moments of our second clock rate. Machine $S$ will then appear to us to be processing the sequence $p^{t_{0}}, p^{t_{1}}, \ldots, p^{t_{s}}$ into the sequence $\lambda^{t_{0}}, \lambda^{t_{1}}, \ldots, \lambda^{t_{s}}$ in accordance with Table 10.3, whereas in reality it is operating in accordance with Table 10.1, processing the sequence $\rho^{0}, \rho^{1}, \ldots, \rho^{P}$ into the sequence $\lambda^{0}, \lambda^{1}, \ldots, \lambda^{P}$.

Let us now assume that the sequence of times $t_{0}, t_{1}, \ldots$, at which the flashes illuminate tape $S$, is so fortuitously chosen that whatever the input sequence processed by $S$ and whatever its initial state $x_{s}^{0}$, we shall always perceive a sequence of input-output pairs that could be attributed to some $s$-machine $G$, which starts up from some state $x_{O}^{0}$ (whereby $x_{a}^{0}$ may vary with each input sequence). If that is the case, we have aclock rate transformation-machine $S$, operating at a rate which, by convention, we shall call fast, serves as a basis
for another machine $G$ operating at clock rate which we shall call slow.* We shall also say that the fast machine $S$ represents the slow machine $G$.

These concepts are quite broad, but have adrawback. The point is that the initial state $x_{G}^{0}$ of $G$ is governed not only by the initial state $x_{S}^{0}$ of $S$, but also by the input sequence $\rho(t)$. This means that at different $\rho(t)$, there will be different $x_{S}^{0}$ for the same $x_{G}^{0}$. Thus to find the appropriate state $x_{G}^{0}$ of $G$ one must not only know beforehand the state $x_{S}^{9}$ of $S$, but also the input sequence which will be fed into $S$. This is not unlike the situation encountered in Chapter 9 in connection with the definition of equivalence of $s$-machines. There the problem was solved by narrowing the concepts of equivalence in such a way that the choice of the initial state did not require an a priori knowledge of the input sequence. However, the present authors' attempt to similarly narrow the definitions of representation and transformation of clock rate was unsuccessful. This is because a rigid adherence to a scheme whereby any state $x_{S}^{0}$ of $S$ would always correspond to the same $x_{G}^{0}$ of $G$, regardless of the input sequence, would have prevented us from investigating several important practical cases of clock rate transformation (we shall return to this question at a later stage and shall then clarify this statement by an example). We shall, therefore, resort to other definitions which are narrower than those above and do not require an a priori knowledge of the entire input sequence in order to determine the initial state of the represented machine.

The algorithm for selecting the appropriate time sequence $t_{0}, t_{1}$, $t_{2}, \ldots$ synchronizing $S$ and $G$, will be called the rule of clock rate transformation. We shall define it by saying that the fast machine $S$ represents the slow machine $G$ if for any initial state $x_{S}^{0}$ of $S$ and any input sequence $\rho^{0} \rho^{1} \rho^{2} \ldots$ there exists at least one initial state $x_{G}^{0}$ of $G$ such that $G$, starting from this state and processing a sequence $p^{t_{0} p_{1,} p^{t}} \ldots$, will generate a tape coinciding with the image obtained by viewing the tape of $S$ at times $t_{0}, t_{1}, t_{2}, \ldots$.

Given this definition of representation, state $x_{C}^{0}$ of $G$ is determined by the state $x_{S}^{0}$ of $S$ and the first term of the input sequence to $S$.

Note now that the fast machine $S$, which admits any arbitrary input sequence, usually represents a machine $G$ which can admit inputs only from a restricted set $L_{G}$. This means that an image of

[^45]the tape of $S$, obtained by viewing it at $t_{0}, t_{1}, t_{2}, \ldots$, may represent only one of the several possible variants of operation of $G$. We shall encounter a case of this kind in Section 10.2 , where set $L_{G}$ will consist of sequences containing only one symbol. In general, representation is not a unique relationship, because at any specific clock rate transformation, a given machine $S$ may represent several different machines $G_{1}, G_{2}, G_{3}, \ldots$. This conclusion also holds for the case where there is no restriction on the set of input sequences of $G$, that is, when $L_{G}=E$.

By analogy with relative equivalence (see Chapter 9), we can also define relative representation. The definition of relative representation differs from that of representation in general only in that the fast machine $S$ may not admit arbitrary input sequences but only those belonging to set $L_{S}$ of sequences allowed in $S$. We shall say that in this case machine $S$ represents machine $G$ in terms of set $L_{s}$.

When $L_{S} \subseteq E$, then $L_{G}$ may coincide with $L_{S}$, be narrower or broader, intersect with it, etc. In particular, when $L_{S}=E, L_{G}$ may be restricted, and, conversely, it can happen that $L_{S} \subset E$ and $L_{G}=E$.

It is quite obvious that the mode of representation by $S$ of any machine $G$ is closely related to the time sequence $t_{0}, t_{1}, t_{2}, \ldots$ at which the tape of $S$ is viewed. In the general case, this time sequence may be such that $S$ does not represent any sequential machine.

The choice of the (viewing) times $t_{0}, t_{1}, t_{2}, \ldots$ may depend on the input sequence $\rho(t)$, the output sequence $\lambda(t)$, the sequence $\chi(t)$ of the states of machine $S$, as well as the time $t$.

The "clock," which is a machine that signals the advent of the "slow" discrete (viewing) moments $t_{0}, t_{1}, t_{2}, \ldots$, must allow the input of time $t$ and the symbols $\rho(t), \lambda(t)$, and $\chi(t)$ [or some of these symbols], all of which are related to the operation of the fast machine $S$. The "clock" must be able to perform an algorithm* which processes a given sequence of symbols of the $s$-machine into the sequence $t_{0}, t_{1}, t_{2}, \ldots$.

We shall assume that the clock itself is a finite automaton with an output converter which operates at the same fast clock rate as the $s$-machine $S$. The alphabet of this automaton is obtained by combining all or part of alphabets $\{\rho\},\{x\}$, and $\{\lambda\}$, depending on the factors determining the sequence $t_{0}, t_{1}, t_{2}, \ldots$ The process of producing a synchronizing signal indicating the advent of a discrete moment such as $t_{0}, t_{1}, \ldots$, can then be regarded as a representation of an event at the input of this clock automaton.

[^46]Having defined representation (or relative representation), we are faced with the following problems:

1. Given a machine $S$, a set $L_{S}$, and a clock (that is, an automaton $A$ with a converter ( $)$ ), find at least one machine $G$ which can be represented by $S$ in terms of $L_{S}$, as well as its set of allowed input sequences $L_{G}$.
2. Given a machine $S$ and a machine $G$, find whether the re exists a clock rate transformation such that $S$ will represent $G$, and if so, determine it (construct automaton $A$ and converter $\Phi$ of the clock).

A similar problem also arises with respect to relative representation (here, the set $L_{G}$ must also be determined).
3. Given a machine $S$, a set $L_{S}$, and the clock rate transformation, construct a minimal machine $G_{\min }$, represented by $S$ in terms of $L_{S}$, and find its set of allowed input sequences $L_{G_{\mathrm{mtn}}}$.

No general solutions to these problems exist as of now, and it is possible that some of them will prove to be algorithmically unsolvable.

In conclusion of our discussion of representation and clock rate transformation, let us note that these concepts could be broadened by permitting the use of converters $\rho^{*}=\Phi_{1}(\rho)$ and $\lambda^{*}=\Phi_{2}(\lambda)$, in accordance with Fig. 10.1. In this scheme, the input-output pairs occurring at $t_{0}, t_{1}, t_{2}, \ldots$ are $\operatorname{not}(\rho, \lambda)$, but $\left(\rho^{*}, \lambda^{*}\right)$. However, we do not need this broader definition for our discussion.


Fig. I0.1.
Assume now that we are given a specific clock rate transformation, a slow machine $G$ and a fast machine $S$, and the set $L_{G}$ of $G$ (since $G$ and $L_{G}$ are given, we can determine the output of $G$ at any input from $L_{G}$ and at any initial state $x_{G}^{0}$ ). Now let us define relative reproduction. We shall say that $S$ reproduces $G$ in terms of set $L_{G}$ if for any $x_{g}^{0}$ of $G$ and at any input sequence $\rho^{*}(t)=\rho^{0} \rho^{1} \rho^{2} \ldots$, from $L_{G}$ there exist at least one initial state $x_{S}^{0}$ of $S$, determined by $x_{G}^{0}$ and by the first term $\rho^{0}$ of $\rho^{*}(t)$, as well as at least one sequence $\hat{\rho}(t)$ such that the tape of $S$, which operates under these conditions and is viewed only during the discrete moments of the "slow" time sequence $t_{0}, t_{1}, t_{2}, \ldots$, coincides with the tape of $G_{0}$. When $L_{G}=E$, relative reproduction and (simple) reproduction become identical.

To avoid confusion, we must stress that representation and reproduction (both relative and nonrelative) are two entirely different and even opposing concepts. Thus representation requires coincidence between each tape of the fast machine $S$, when viewed at $t_{0}, t_{1}, t_{2}, \ldots$, and one of the tapes of the slow machine $G$; on the other hand, reproduction requires that for each tape of $G$ there be a tape of the fast machine $S$ such that when it is viewed at $t_{0}, t_{1}, t_{2}, \ldots$, it will coincide with the given tape of $G$. Representation does not imply reproduction, because $S$ may represent $G$ but not reproduce it, and vice versa. Again, reproduction is not unique: for any given specific clock rate transformation there may exist many different fast machines $S_{1}, S_{2}, S_{3}, \ldots$, each of which will reproduce a given slow machine $G$.

The set $L_{S}$ allowed in a fast machine $S$ reproducing a given machine $G$ in terms of $L_{G}$,* is also not unique;** and what is more, in many cases $L_{S}$ may contain symbols which do not appear in $L_{G}$.

Indeed, according to the definition of reproduction, for each sequence $\rho^{*}(t) \in L_{G}$ and state $\varkappa_{G}^{0}$ there will be at least one corresponding sequence $\rho(t)$ allowed as an input to $S$. However, in the general case, for each $\rho^{*}(t)$ and $x_{G}^{0}$ there may be not one, but many (possibly even an infinite number) of different sequences $\rho(t)$. These sequences $\tilde{\rho}(t)$, corresponding to all the $\rho^{*}(t)$ at all possible $\chi_{a}^{0}$, may form many (possibly even an infinite number) of different $\operatorname{sets} L_{S}^{1}, L_{S}^{2}$, $L_{S}^{3}, \ldots$, each of the sets $L_{S}^{i}$ containing at least one sequence $\tilde{\rho}(t)$ corresponding to any given $\rho^{*}(t) \in L_{G}$ and $x_{G}^{0}$.

Each of the sets $L_{S}^{i}$ may be considered as a set of inputs allowed in the fast machine $S$ which reproduces $G$ in terms of $L_{G}$. Which of these sets is selected depends on additional, practical considera-tions-sometimes it is convenient to use $L_{S}=\bigcup_{i} L_{S}^{l}$, and on other occasions set $E$ (which is always usable) is selected as the set of inputs allowed in $S$.

The concept of reproduction gives rise to the same problems as representation [(1) given a clock and one of the machines, find the other machine; (2) given the two machines, find the clock; and (3) the minimization problem].

In conclusion let us point out that the definition of reproduction entails the same restriction as that of representation: that is, the state $x_{S}^{0}$ of machine $S$ is determined by the state $x_{o}^{0}$ of machine $G$ and only the first term of input $\rho^{*}(t)$. If $x_{S}^{0}$ were related to $x_{G}^{0}$ and the entire input sequence, we should obtain a broader, but also a

[^47]more inconvenient definition of reproduction [we would have to know, a priori, the entire input sequence $\left.\rho^{*}(t)\right]$.

We shall now clarify representation and reproduction by two simple examples.

### 10.2. EXAMPLES OF REPRESENTATION AND REPRODUCTION

## a. Flip-Flop

Our first example involves the flip-flop of Chapter 5.

Table 10.4

| $x$ | $p_{1}=0$ | $p_{2}=1$ |
| :---: | :---: | :---: |
| $x_{1}$ | $x_{3}$ | - |
| $x_{2}$ | - | $x_{1}$ |
| $x_{3}$ | - | $x_{4}$ |
| $x_{4}$ | $x_{2}$ | - |

Table 10.5

| $x$ | $p$ | $p_{1}=0$ |
| :---: | :---: | :---: |
| $x_{2}=1$ |  |  |
| $x_{1}$ | $x_{3}$ | $x_{4}$ |
| $x_{2}$ | $x_{3}$ | $x_{1}$ |
| $x_{3}{ }^{\prime \prime}$ | $x_{2}$ | $x_{4}$ |
| $x_{4}$ | $x_{2}$ | $x_{1}$ |

Consider a $\mathrm{P}-\mathrm{Pr}$ automaton with a basic Table 10.4. It accepts inputs from set $R$, containing all sequences in which no two successive symbols are identical. The blanks in the table indicate that the automaton is never in these internal states, so that the corresponding squares may be filled in any desired fashion, for instance, as in Table 10.5. This automaton is dia-


Fig. 10.2. grammed in Fig. 10.2. We shall observe it only at times $t_{0}, t_{1}, t_{2} \ldots$, when the state of the input changes from $\rho_{1}=0$ to $\rho_{2}=1$, and shall find which machine $G$ is represented by this automaton in terms of $R$.

First of all, let us determine the set $L_{G}$ of $G$. Since we observe this automaton only when $\rho=\rho_{2}=1, L_{G}$ will contain only unit sequences. In other words, $G$ will be an autonomous $s$-machine.

An analysis of operation of the automaton of Fig. 10.2 shows that the $s$-machine $G$ (or, to be precise, one of the many possible machines $G$ ), which the automaton represents
has the state diagram of Fig. 10.3, that is, the slow machine $G$ is a flip-flop (see Section 5.2). The relationship between the various states automaton $S$ and flip-flop $G$ is given in Table 10.6.

Now, if the blank squares of Table 10.4 were filled differently, for example, as in


Fig. 10.3. Table 10.7, then the relationship between the states of $S$ and $G$ would be represented by Table 10.8 .

Table 10.6
$\left[\begin{array}{c|c|c}\hline S & G & \text { Type of input } \\ \hline x_{1} & x_{1 a} & \text { independent of input sequence } \\ x_{2} & x_{1 a} & \text { if the input sequence begins with } p_{1}=0 \\ x_{2} & x_{2 a} & \text { if the input sequence begins with } p_{2}=1 \\ x_{3} & x_{2 a} & \text { if the input sequence begins with } \rho_{1}=0 \\ x_{3} & x_{1 a} & \text { if the input sequence begins with } \rho_{2}=1 \\ x_{4} & x_{2 a} & \text { independent of input sequence }\end{array}\right.$

Table 10.7

| $\times p^{p} \quad p_{1}=0 p_{2}=1$ |  |  |
| :---: | :---: | :---: |
| $\mathrm{x}_{1}$ | $x_{3}$ | $x_{4}$ |
| $\mathrm{x}_{2}$ | ${ }_{2}$ | $x_{1}$ |
| $x_{3}$ | $x_{3}$ | $x_{4}$ |
| $x_{4}$ | $\mathrm{x}_{2}$ | $x_{1}$ |

Table 10.8

| $S$ | $G$ | Type of input |
| :---: | :---: | :---: |
| $x_{1}$ | $x_{1 O}$ | independent of input sequence |
| $x_{2}$ | $x_{2 O}$ | independent of input sequence |
| $x_{3}$ | $x_{1 O}$ | independent of input sequence |
| $x_{4}$ | $x_{2 O}$ | independent of input sequence |

In this example the clock is a finite automaton which represents the event ' $\rho_{2}$ occurs after $\rho_{1}$.' ' Note that $S$ not only represents $G$ with respect to $R$, but also reproduces it in terms of set $L_{G}$ of unit length input sequences. To achieve reproduction the set $L_{S}$ of sequences allowed in the automaton can coincide either with $E$ (which contains all sequences of 0 and 1 ), or with set $R$, or with any set containing $R$.

## b. Delay Line

Our second example involves reproduction of a slow s-machine $G$ by a fast machine $S$ built from fast delay elements. Assume we require an $s$-machine $G$ in which the interval between discrete moments (clock rate) is $\tau$ seconds, and where the set $L_{G}$ coincides with the set $E$ of all allowed input sequences. The input alphabet of $G$ contains $r$ differing characters $\rho$.

There is no problem in synthesizing a machine $G$ from $n$-ary delay elements operating in given clock rate $\tau$. However, we have only "fast"' $n$-ary delay elements operating at rate $q$ times faster than $\tau$, that is, at intervals of $\frac{\tau}{q}$, where $q \geqslant 2$. We shall now use the se elements to synthesize a fast machine $S$, and we shall find a clock rate transformation such that $S$ will reproduce $G$.

The equation for the fast delay element (Fig. 10.4) is

$$
\begin{equation*}
x\left(t+\frac{\tau}{q}\right)=u(t) \tag{10.2}
\end{equation*}
$$

while that for the required slow element is
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$$
\begin{equation*}
x(t+\tau)=u(t) . \tag{10.3}
\end{equation*}
$$

Now, a chain of $q$ fast delay elements (Fig. 10.5 ) is described by a system of recurrence relations

$$
\left.\begin{array}{c}
x\left(t+\frac{\tau}{q}\right)=x_{1}(t),  \tag{10.4}\\
x_{1}\left(t+\frac{\tau}{q}\right)=x_{2}(t), \\
\cdot \cdot \cdot \cdot \cdot \cdot \cdot \\
x_{q-1}\left(t+\frac{\tau}{q}\right)=u(t) .
\end{array}\right\}
$$

Eliminating all $x_{i}$ except $x$, we get for the entire chain

$$
\begin{equation*}
x(t+\tau)=u(t) \tag{10.5}
\end{equation*}
$$

Equation (10.5) coincides with Eq. (10.3) for the slow delay element; therefore, a chain of $q$ fastelements is equivalent to one slow element.


Fig. 10.5.

Bearing this in mind, we construct the $s$-machine $S$ in the following manner. Assuming for a moment that we have at our disposal the
slow delay elements of Eq. (10.3), we construct from these elements and from instantaneous logical converters a machine $G$, using one of the methods of Chapter 5. Now, we replace each slow element of $G$ by a chain of $q$ fast delays. The resulting $s$-machine $S$ will operate at a fast clock rate, that of the fast delay elements. But if $S$ is observed only at $t_{0}, t_{1}, t_{2}, \ldots$, coinciding with moments $0, \tau, 2 \tau, 3 \tau$, then $S$ will reproduce $G$, since the cycle of a fast delay chain coincides with that of one slow element.

The relationship between the states of $S$ and $G$ is independent of the input: for each state $x_{i G}$ of $G$ there exists such a state of all the fast delays of $S$ at which the state of the initial fast delays of each chain coincides with that of the corresponding slow delays. Calculations show that for each of the $r^{k}$ states of $G$ there are $r^{k(q-1)}$ states of $S$ reproducing it. The set $L_{G}$ of $S$ may be either set $E$, or set $R$ (in which there are no sequences with repeating symbols), or set $M$ which contains all sequences such as
or another of the many possible sets (all these sets must have the following property: if the symbols in positions $0, q, 2 q, 3 q, \ldots$ are extracted from each sequence belonging to agiven set and arranged into a new set, then this new set must be the set $E$ ).

The clock suitable for this case is a ring scaler (which is an autonomous finite automaton) made up of fast delay elements and emitting a signal indicating the occurrence of a "slow" discrete moment every $q$ ''fast'" moments.

It may be pointed out that in this example (just as in the preceding one) the synthesis was so successful that machine $S$ not only reproduces, but also represents machine $G$ (both in terms of $E$ and in terms of any other set). The relationship between the states of the two machines in the case of representation remains the same as in the case of reproduction.

### 10.3 REPRODUCTION OF A SLOW MACHINE ON A FAST ONE IN THE CASE WHEN THE CYCLE OF THE SLOW MACHINE IS GOVERNED BY THE CHANGE OF INPUT STATE

This problem mentioned was already discussed in Chapter 5, where we arrived at a solution. We shall produce here another solution which is suitable for any machine.

Suppose we are given some slow s-machine $G$ whose cycle (that is, clock rate) is governed by change of input. Let this $G$ be given as an interconnection matrix or a state diagram. The set $L_{G}$ of $G$ contains all the possible sequences except those with two identical symbols in a row. We need a fast $s$-machine $S$ which reproduces $G$ in terms of $L_{G}$, and whose clock rate is related to that of $G$ in the following manner: $G$ operates at instants $t_{0}, t_{1}, t_{2}, \ldots, t_{s}$ which occur when $S$ reaches equilibrium after any change of input. Assume that the maximum number of fast cycles necessary for $S$ to go from one equilibrium state to another upon a change of input is $m$. We shall then assume that, at reproduction, the set $L_{G}$ of $S$ contains all the sequences such as

$$
\begin{equation*}
\underbrace{P_{\alpha_{0}} P_{a_{0}} \cdots P_{\alpha_{0}}}_{q_{0}} \underbrace{P_{a_{1}} P_{a_{1}} \cdots P_{a_{1}} \cdots}_{q_{1} \text { times }} \underbrace{P_{\alpha_{i}} P_{\alpha_{i}} \cdots P_{\alpha_{i}}}_{q_{i} \text { times }}\left(P_{\alpha_{i}} \neq P_{\alpha_{i+1}}\right), \tag{10.6}
\end{equation*}
$$

where $q_{i} \geqslant m$ for all $i=1,23, \ldots$. This means that an input to $S$ cannot change until the machine is in equilibrium.

Assuming that $q_{i} \geqslant q^{*}$, the set of sequences such as (10.6), will be denoted by $T_{q^{*}}$. The sets $T_{q^{*}}$ satisfy the relationship

$$
\begin{equation*}
T_{1} \supset T_{2} \supset T_{3} \sqsupset \ldots \supset T_{q^{*}} \supset \ldots \tag{10.7}
\end{equation*}
$$

whereby $T_{1}=E$. Thus, provided $q^{*} \geqslant m$, any set $T_{q}^{*}$ can serve as the set $L_{S}$ of $S$.

If the condition of replacement of $G$ by $S$ specifies that the two machines must operate synchronously, then condition $q^{*} \geqslant m$ means that there are at least $m$ cycles of $S$ between two successive cycles of $G$.

We shall construct machine $S$ by transforming the state diagram of the given machine $G$. Assume that state $\alpha_{i}$ of this diagram has the form of Fig. 10.6. We shall replace $x_{i}$ with as many states as there are different paths terminating in that state (a loop path is considered to be both terminating and originating in state $\chi_{i}$ ). This gives the four states $x_{i 1}, x_{i 2}, x_{i 3}, x_{i 4}$ (surrounded by a dotted line) of Fig. 10.7, where each of these new states also carries a loop path labeled in the same way as the path terminating in that state.

From each of the new states we draw the same paths as those which originated in state $x_{i}$ of Fig. 10.6; however, we need not draw those paths carrying the same $\rho$ symbol as the loop at the state from which that path would originate (see Fig. 10.7).

We do the same thing for all states of $G$, and obtain the state diagram of a machine $S$ which reproduces $G$ in terms of $L_{G}$, the relationships between the states of $G$ and $S$ being as follows (Figs. 10.6
and 10.7): at $\rho=\rho_{s}$, state $x_{j 1}$ of $G$ corresponds to state $x_{i 1}$ of $S$, where $x_{i 1}$ is the equilibrium state of $S$ at input $\rho_{s}$; obviously, at input $\rho_{s}$ the same state $x_{i 1}$ of $S$ also corresponds to state $x_{i}$ of $G$; similarly, at $\rho=\rho_{p}$ the state $x_{j 2}$ of $G$ corresponds to state $x_{i 2}$ of $S, x_{i 2}$ being the state of equilibrium of $S$ at $\rho=\rho_{p}$, and so on. The general correspondence is established in a similar manner. Now it is readily seen from the state diagram that $S$ goes from one state of equilibrium to another at any change of the input and that this transition is accomplished in one 'fast"' cycle. That is, $m=1$. In addition, the diagram shows that machine $S$ has no unstable


Fig. 10.6. states at any input, because each state has a loop path and therefore is a state of equilibrium for some specific input.

An input sequence of the reproducing machine $S$, corresponding to the input sequence $\rho_{\alpha_{3}} \bar{\rho}_{\alpha_{1}} \rho_{\alpha_{2}} \cdots \rho_{\alpha_{i}} \cdots\left(\rho_{\alpha_{i}} \neq \rho_{\alpha_{i+1}}\right)$ of the slow machine $G$, has the form of Eq. (10.6), where all the $q_{i} \geqslant 1$. Using $q=1$, we find that one of the (corresponding) input sequences of $S$ is $\rho_{a_{0}} \rho_{a_{1}} \rho_{a_{2}} \ldots$, that is, it coincides with the input sequence to $G$.


Fig. 10.7.
The instants $t_{0}, t_{1}, t_{2}, \ldots$, at which the fast machine $S$ is "viewed" (that is, at which information is extracted from the tape of $S$ ) occur one "fast"' cycle after the change of the state of input of $S$. If the input sequence of $S$ is made to coincide with that of $G$, then information is extracted from $S$ in all fast cycles.

Thus, our transformation of the state diagram of $G$ solves the problem of synthesis of a fast $s$-machine $S$ which reproduces, in
terms of $L_{G}$, a given $s$-machine $G$ responding to the change of the input state. Here we used the state diagram only for better visualization of the problem. In practice, it may be more convenient to transform the interconnection matrix. This is done as follows:

Assume the interconnection matrix $C^{G}$ of $G$ is given, and let it conform to Fig. 10.6, so that its $i$ th row and column are


We shall now replace this row and column with as many rows and columns as there are different pairs in the $i$ th column of $C^{G}$. Since there are four such pairs $\left[\left(\rho_{s}, \lambda_{\gamma}\right),\left(\rho_{p}, \lambda_{\alpha}\right),\left(\rho_{g}, \lambda_{\beta}\right)\right.$, and $\left.\left(\rho_{g}, \lambda_{\alpha}\right)\right]$, we introduce the rows and columns $i 1, i 2, i 3$ and $i 4$ :


For diagonal elements of the submatrix comprising these four rows and columns we take (in any desired order) all the different pairs of the $i$ th column of $C^{G}$. Furthermore, the intersection of row $j 1$ and column $i$ of $C^{G}$ contains the pair ( $\rho_{s}, \lambda_{\gamma}$ ); we retain it in row $j 1$ of the new matrix $C$, but place it in the column where $\left(\rho_{s}, \lambda_{T}\right)$ is already present, that is, column $i 1$. We do the same with the pairs of rows $j 2, j 3$ and $j 4$ of the $i$ th column of $C^{G}$. Now the columns $i 1-i 4$ are complete, and each contain only identical pairs. We then fill in rows $i 1-i 4$ of $C$ as follows: all the pairs of the $i$ th row of $C^{G}$ [except for pair ( $\rho_{s}, \lambda_{\gamma}$ ) which is present on the diagonal of $C^{G}$ ] are transposed into all four rows ( $i 1-i 4$ ), retaining these pairs in the same columns as in $C^{G}$. However, if the $\rho$ symbol of the pair being transposed into a given row coincides with the $\rho$ symbol of a pair already present in that row, then there is no need for this transposition-the space is left blank. The pair ( $\rho_{s}, \lambda_{\gamma}$ ) is transposedinto all rows $i 1-i 4$, being placed in that column in whichit already appears as a result of filling in the disposal elements. To be specific, the $i$ th row of our example of $C^{G}$ contains pairs $\left(\rho_{s}, \lambda_{\gamma}\right),\left(\rho_{p}, \lambda_{\delta}\right),\left(\rho_{g}, \lambda_{\sigma}\right)$. Row $i l$ of $C$ already contains pair ( $\rho_{s}, \lambda_{\gamma}$ ) ; we transpose into itpair ( $\rho_{p}, \lambda_{\delta}$ ) and place it in column $j 5$, and the pair ( $\rho_{g}, \lambda_{\mathrm{d}}$ ) in column $j 6$. We add to the row $t 2$ the pair ( $\rho_{\mathrm{s}}, \lambda_{\gamma}$ ) in column $i 1$ and the pair ( $\rho_{g}, \lambda_{\sigma}$ ) in the column $j 6$ [pair ( $\rho_{p}, \lambda_{\theta}$ ) is omitted from column $j 5$ since row $i 2$ already contains pair ( $\rho_{p}, \lambda_{\alpha}$ )]. Rows $i 3$ and $i 4$ are filled in the same manner.

The above procedure must be repeated for all the $i$ th rows and columns of $C^{G}$. As a result, we obtain a matrix $C$ which actually is the interconnection matrix $C^{S}$ of the fast machine $S$. Note one property of $C^{S}$ : all columns of this matrix contain (only) identical pairs.

It is obvious that the transformation of the interconnection ma$\operatorname{trix} C^{G}$ into $C^{s}$ is a procedure identical to that employed in the previously described transformation of state diagrams.

Let us conclude this section with two notes.
Note 1. In this section, just as in Section 10.2, we devised the machine $S$ so "successfully" that it not only reproduces but also represents machine $G$. In representation, the set of allowed input sequences may be any set, including set $E$, since the inputs to $S$ can change at a rate coinciding with the clock rate of the fast machine $S$. This is because $m$ of $S$ is 1 . In representation, the correspondences between the states of $G$ and $S$ are the same as in reproduction.

Note 2. The above technique is only one of the available methods for synthesizing a fast $s$-machine $S$, reproducing a given $s$-machine $G$ in terms of $L_{G}$. Other techniques are also possible, since $S$ is not the only machine reproducing $G$ with respect to $L_{G}$. For this reason there arises the problem of minimization of $S$, that is, the problem
of synthesizing the machine $S$ in such a way that it will contain a minimal number of states.

### 10.4. MINIMIZATION OF THE s-MACHINE OF SECTION 10.3

We shall minimize the machine of Section 10.3, that is, synthesize a machine $S_{\min }$ reproducing the given machine $G$ in terms of $L_{G}$, but having the least possible number of internal states. The required machine $S_{\text {min }}$ will have to satisfy two conditions.

Condition 1. Each state of $S_{\text {min }}$ must be an equilibrium state for at least one input.

Condition 2. Regardless of what changes are made at the input, $S_{\text {min }}$ must reach a new equilibrium in one fast cycle (that is, $m_{s_{\min }}=1$ ).


Fig. 10.8.
We shall now prove that these conditions do not restrict the generality of our minimization. Assume that machine $S_{\text {min }}$ does not satisfy condition 1 . This would mean that $S_{\text {min }}$ has at least one state $x_{h}$ which is not a state of equilibrium, and is represented in the state diagram by a circle $h$ not associated with a loop path (Fig. 10.8). If this is so, we can drop this state $x_{h}$ from the diagram, replacing the path labeled ( $\rho_{g}, \ldots$. ) from $x_{i}$ to $x_{j 1}$ (and passing through $x_{h}$ ) by a direct path ( $\rho_{g}, \ldots$ ) from $\chi_{i}$ to $\chi_{j!}$. The path ( $\rho_{s}, \ldots$. from $x_{h}$ to $x_{j 2}$, may be dropped because no path with the same label terminates in $x_{h}$. We thus obtain Fig. 10.9, from which all the nonequilibrium states have been removed.

This transformation modifies the operation $S_{\text {min }}$ only during the interval between two equilibria of $S_{\text {min }}$, when we do not care what the machine does anyway. The order in which the equilibrium states change remains unaltered and consequently the modified machine will reproduce the given machine $G$ in the same way as before. However, the very fact that we are able to reduce the number of states in $S_{\text {min }}$ by this transformation contradicts our statement that $S_{m i n}$ is a minimal machine. Therefore a minimal machine $S_{\mathrm{min}}$ must satisfy condition 1 .


Fig. 10.9.

[^48]In general, for any given machine $G$ there may exist several different minimal machines $S_{\mathrm{min}}$, each reproducing $G$ in terms of $L_{G}$. However, all these machines must have the same number of states $k_{\mathrm{min}}$. Our minization problem will be solved when we shall find at least one of these machines.

Let us now turn to condition 2. We shall prove the following statement: if there exists
 dition 2, then there must exist another machine $\widetilde{S}_{\text {min }}$ with the same number of internal states $k_{\text {mint }}$, which also reproduces $G$ in terms of $L_{G}$ but which satisfies condition 2. This will show that condition 2 does not restrict the generality of the solution. To prove this statement we shall show that the statediagram of $S_{\text {min }}$ can be obtained from that of $S_{\text {min }}$ by a transformation which does not alter the number of states.

Let $S_{\mathrm{m} \text { in }}$ go from state $x_{i}$, which is an equilibrium for $\rho=\rho_{p}$, to state $x_{j}$ which is an equilibrium for $\rho=\rho_{g}$. Let this be accomplished in $m$ fast cycles. Then $S_{m \text { in }}$ will go through ( $m-1$ ) intermediate states $\chi_{i 1}, x_{i 2}, \ldots, \chi_{i(m-1)}$ (because none of these is an equilibrium state, they cannot contain closed loops). For example, Fig. 10.10 illustrates what happens in a section of some machine at $m=3$.


Fig. 10.10.
If the circles $i, i 1, i 2, \ldots, l(m-1)$ are directly connected to circle $j$ by paths labeled $\left(\rho_{g}, \lambda_{3}\right)$, then we obtain the state diagram of Fig. 10.11. Now $\rho_{g}$ shifts the machine from state $x_{i}$ and from states $x_{i 1}, x_{i 2}, \ldots, x_{i(m-1)}$ to the state $x_{j}$ in one fast cycle. If we transform


Fig. 10.11.
the entire statediagram of $S_{\text {min }}$ in the same manner, then the state diagram of the resulting machine $\widetilde{S}_{\mathrm{mln}}$ will have the same number of states. The operation of $S_{\mathrm{m} \text { in }}$ will differ from that of $\tilde{S}_{\text {min }}$ only during the intervals between equilibria, when we do not care what these machines do anyway. However, an allowable input will change the states of equilibrium in $\tilde{S}_{\text {min }}$ input sequences in the same way as in $S_{\text {min }}$. This proves our statement.

Having proved that conditions 1 and 2 are not restrictive, let us look for our minimal machine among the machines $S_{1}, S_{2}, S_{3}, \ldots$, which reproduce the given machine $G$ in terms of $L_{G}$ and which satisfy these conditions.

As we have already pointed out in the preceding section, reproduction requires that for any input sequence

$$
\begin{equation*}
\rho_{\alpha_{0}} \rho_{a_{1}} \rho_{\alpha_{2}} \cdots \rho_{\alpha_{s}} \cdots \quad\left(\rho_{\alpha_{l}} \neq \rho_{a_{i+1}}\right) \tag{10.8}
\end{equation*}
$$

of machine $G$ there be an input sequence

$$
\underbrace{P_{a_{0}} P_{a_{0}} \cdots \rho_{a_{0}}}_{a_{0} \text { times }} \underbrace{P_{\alpha_{1}} \rho_{a_{1}} \cdots \rho_{\alpha_{1}}}_{q_{1} \text { times }} \cdots \underbrace{\rho_{a_{1}} \rho_{a_{s}} \cdots P_{\alpha_{s}}}_{q_{s}}\left(\rho_{\alpha_{i}} \neq \rho_{\alpha_{i}+1}\right)
$$

of machine $S$, where $q_{i} \geqslant m(i=1,2, \ldots)$. Since $m=1$ for any $S_{i}$, the set $L_{S}$ of input sequences allowedin $S_{i}$ can be any set $T_{q^{*}}\left(q^{*}=1\right.$, $2,3, \ldots)$ of sequences such as (10.6), assuming $q_{i} \geqslant q^{*}(i=1,2$, $3, \ldots$ ); in particular, $L_{S}$ can be the set $E=T_{1}$.

Assume we want $S_{i}$ to reproduce $G$, and let the set $T_{\bar{q}^{*}}$ be used as the set $L_{S}$. We shall then prove the following statement (A): if state $\chi_{a_{i}}$ of machine $S_{\alpha}$ and state $\chi_{\beta_{j}}$ of machine $S_{\beta}$ are equivalent in terms of set $T_{\vec{q}^{*}}$, then they are also equivalent with respect to all the sets $T_{1}, T_{2}, T_{3}, \ldots$; that is, they are simply equivalent, since $T_{1}=E\left(S_{\alpha}\right.$ and $S_{0}$ may also refer to the same machine). If $q>\bar{q}^{*}$, our statement is obviously true, since in this case $T_{q} \subset T_{\bar{q}^{*}}$ [see Section 10.3 , Eq. (10.7)]. If $q<\bar{q}^{*}$, the truth of our statement follows from the fact that with any change of input, all machines $S_{i}$ will go to an equilibrium in one discrete instant, after which repetition of an input symbol will not change the state of the machine, regardless of the number of times this symbol is fed to the machine.

Every machine $S_{i}$ reproduces $G$ in terms of set $L_{G}$, that is, in terms of the formula of Eq. (10.8). This means that given any initial state $x_{G}^{0}$ and any allowedinput to $G$, there must exist an initial state $x_{S_{i}}^{0}$ of $S_{i}$ at which that machine, accepting a corresponding input from set $T_{\bar{q}^{*}}$ [in the form of Eq. (10.6)] and observed only upon attainment of equilibrium after a change of input, generates the same output as G. Without sacrificing generality, we may assume that $x_{S_{l}}^{0}$ will be a state of equilibrium for $S_{i}$ at $\rho=\rho_{a_{0}}$; were this not so, then $S_{i}$ would go in one 'fast"' cycle from $x_{s_{i}}^{0}$ to $x_{s_{i}}^{1}$ which would have to be a state of equilibrium at $\rho=\rho_{\alpha_{0}}$. In that case, $x_{s_{i}}^{1}$ would be the state corresponding to $x_{G}^{0}$ of $G$.

Now consider any two machines $S_{i}$ and $S_{j}$ from the set $S_{1}, S_{2}$, $S_{3}, \ldots$. Suppose that at $\rho=\rho_{a_{0}}$, state $\chi_{G}^{0}$ of $G$ corresponds to state $\chi_{S_{i}}^{0}$ of $S_{i}$ and to the state $x_{s_{j}}^{0}$ of $S_{j}$. Then, since states $x_{s_{i}}^{0}$ and $x_{s_{j}}^{0}$ correspond to the same state of $G$ for the same $\rho_{a_{0}}$, the outputs of $S_{i}$ and $S_{j}$, which start from $x_{S_{i}}^{\prime \prime}$ and $x_{S_{j}}^{0}$, respectively, will coincide for any input from $T_{\bar{q}^{*}}$ which begins with $\rho_{a_{0}}$, this coincidence occurring one "fast"' cycle after a change of input. But if there is no change of input, then the machine is also in equilibrium at all other times, and the outputs at these times will also coincide. Thus, the states
$x_{s_{i}}^{0}$ and $x_{S_{j}}^{0}$ are equivalent at all those input sequences from $T_{\bar{q}^{*}}$ whicin begin with $\rho_{a_{0}}$. But these states will also be equivalent in terms of set $T_{\bar{q}^{*}}$, since they are equilibrium states at $\rho=\rho_{\alpha_{0}}$. Indeed, if the input sequence were to begin with some $\rho_{\rho_{\mathrm{o}}} \neq \rho_{\alpha_{0}}$, then it would be possible to write the sequence

$$
\begin{equation*}
\underbrace{\rho_{\alpha_{0}} \rho_{\alpha_{0}} \cdots \rho_{\alpha_{0}} \rho_{\beta_{0}}}_{\overline{\bar{q}}^{*} \text { times }} \text {, } \tag{10.9}
\end{equation*}
$$

which does begin with $\rho_{\alpha_{0}}$ and does belong to $T_{\bar{q}^{*}}$. With respect to this sequence, the states $x_{s_{i}}^{0}$ and $x_{s_{j}}^{0}$ are equivalent. At the end of $q^{*}$ cycles, the machines starting from these states, are again in these states; thus the initial conditions are not changed, and we may take the $\left(\bar{q}^{*}+1\right)$-th fast cycle as the reference time. If we do that, then the sequence ( 10.9 ), taken as of the $\left(\bar{q}^{*}+1\right)$-th fast cycle, begins with $\rho_{\beta}$.

Thus we have shown that all the states of $S_{i}(i=1,2,3, \ldots)$ corresponding to the same state $x_{G}^{0}$ of $G$, are equivalent with respect to the chosen set $T_{\bar{q}^{*}}$ at $\rho=\rho_{\alpha_{0}}$. It then follows from statement (A) proved above that they are also equivalent with respect to $T_{1}=E$, that is, they are simply equivalent.

Let us now assume that set $S_{1}, S_{2}, S_{3}, \ldots$ yields a fast machine $\bar{S}$ which not only reproduces $G$ in terms of $L_{G}$, but also represents it in terms of $E$. This means that for each state of $\bar{S}$ and for any $\rho=\rho_{\alpha_{0}}$ we can find a state of $G$, such that there is representation.

Let us take any state $\tilde{x}_{\bar{s}}$ of $\bar{S}$, and let $\tilde{x}_{\bar{s}}$ be an equilibrium state for $\rho=\rho_{\alpha_{0}}$. Then, under representation, the corresponding state of $G$ is $\tilde{x}_{G}$. Observing the operation of $\bar{S}$ and $G$ of various inputs to $\bar{S}$ beginning with $\rho_{\alpha_{0}}$, we come to the conclusion that if $\tilde{x}_{0}$ corresponds, at $\rho=\rho_{a_{0}}$, to $\tilde{x}_{\bar{s}}$ under representation, then $\tilde{x}_{\bar{s}}$ corresponds, at the same $\rho_{z_{0}}$, to $x_{o}$ under reproduction (that is, machine $S$ represents and reproduces machine $G$ ). Since $\tilde{x}_{\tilde{s}}$ may be any state of $\bar{S}$, it follows that for each state $\tilde{x}_{\bar{s}}$ of $\bar{S}$ there exist suitable $\tilde{x}_{G}$ and $\rho_{a_{0}}$ of $G$ such that $\tilde{\chi}_{\tilde{s}}$ reproduces $\chi_{\sim_{G}}$ at $\rho=\rho_{\alpha_{0}}$. But from this it follows directly that for any state $\tilde{x}_{\vec{s}}$ of $\vec{S}$ there exists a state $\tilde{x}_{s_{i}}$ equivalent to it in any machine $S_{i}$. This means that all machines $S_{i}$ may be mapped onto machine $\bar{S}$ (some of these $S_{i}$ may, of course, also be equivalent to $\bar{S}$ ). Therefore, all we have to do is to minimize machine $\bar{S}$, that is construct a minimal sequential machine $S_{m i n}$ equivalent to $\bar{S}$. And this can be done by means of the Aufenkamp-Hohn algorithm (see Section 9.6).* The machine $S_{\min }$ so obtained will be the minimal $s$-machine reproducing $G$ in terms of $L_{G}$.

[^49]As already pointed out in Section 10.2, the machine $S$, derived by transforming the interconnection matrix of $G$, both reproduces $G$ in terms of $L_{G}$ and represents it in terms of $E$. This machine also satisfies conditions 1 and 2 of the present section. Consequently, to obtain $S_{\text {min }}$ (to be precise, one of the possible minimal machines) it is sufficient to minimize $S$ by symmetrical decomposition of its interconnection matrix. The result of the minimization does not depend on which of the sets $T_{\bar{q}^{*}}$ is used as the set $L_{S}$ of input sequences allowed in $S$ under reproduction. In this case, restricting the number of sets of input sequences does not further reduce the number of states of the reproducing machine.

We shall now construct a minimal $s$-machine $S_{\text {min }}$ reproducing a given machine $G$ in terms of $L_{G}$.

Example. Let the interconnection matrix $C^{C}$ of a given 'slow', machine $G$ operating in alphabets $\{\rho\}=\{1,2,3\},\{x\}=\{1,2,3\}$ and $[\lambda]=\{1,2\}$ be

$$
C^{a}=\begin{aligned}
& 1 \\
& 2 \\
& 3
\end{aligned}\left[\begin{array}{ccc}
1 & 2 & 3 \\
(1,1) & (2,1) & (3,1) \\
(2,2) \vee(1,2) & 0 & (3,1) \\
(2,2) \vee(1,1) & (3,2) & 0
\end{array}\right] .
$$

The state diagram of $G$ is shown in Fig. 10.12.


Fig. 10.12.
Transforming $C^{G}$ as in Section 10.3, we obtain the matrix $C^{s}$ of the "fast"' machine $S$ reproducing $G$ :

$$
\left.C^{S}=\begin{array}{c} 
\\
1^{1} \\
1^{2} \\
1^{3}
\end{array} \begin{array}{cccccc}
1^{1} & 1^{2} & 1^{3} & 2^{1} & 2^{2} & 3 \\
(1,1) & 0 & 0 & (2,1) & 0 & (3,1) \\
(1,1) & (2,2) & 0 & 0 & 0 & (3,1) \\
0 & 0 & (1,2) & (2,1) & 0 & (3,1)
\end{array}\right]
$$

$2^{1}$
$2^{2}$
3 $\left[\begin{array}{cccccc}0 & 0 & (1,2) & (2,1) & 0 & (3,1) \\ 0 & (2,2) & (1,2) & 0 & (3,2) & 0 \\ (1,1) & (2,2) & 0 & 0 & 0 & (3,1)\end{array}\right]$

The state diagram of $S$ is shownin Fig. 10.13. Now let us minimize $S$. In $C^{s}$, rows 2 and 6 , as well as 3 and 4 form 1 -matrices.
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Let us rewrite $C^{s}$ so that these rows appear one after another, and then carry out the symmetrical grouping:

$C^{S}=\frac{1^{1^{2}}}{\frac{2^{1}}{1^{1}}}$| $2^{\mathbf{3}}$ |
| :--- |\(\left[\begin{array}{cc|cc|c|c}\mathbf{1}^{\mathbf{3}} \& 2^{\mathbf{1}} \& \mathbf{1}^{\mathbf{2}} \& 3 \& 1^{1} \& 2^{\mathbf{2}} <br>

(1,2) \& (2,1) \& 0 \& (3,1) \& 0 \& 0 <br>
(1,2) \& (2,1) \& 0 \& (3,1) \& 0 \& 0 <br>
\hline 0 \& 0 \& (2,2) \& (3,1) \& (1,1) \& 0 <br>
0 \& 0 \& (2,2) \& (3,1) \& (1,1) \& 0 <br>
\hline 0 \& (2,1) \& 0 \& (3,1) \& (1,1) \& 0 <br>
\hline(1,2) \& 0 \& (2,2) \& 0 \& 0 \& (3,2)\end{array}\right]\).

After all the intermediate steps, we get the interconnection matrix $C_{\text {min }}^{S}$ of the minimal machine $S_{\min }$ with four states $x_{1}, x_{2}, x_{3}, x_{4}$ :

$$
C_{\text {min }}^{S}=\begin{array}{r}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\left[\begin{array}{cccc}
x_{1} & x_{2} & x_{3} & x_{4} \\
(1,2) \vee(2,1) & (3,1) & 0 & 0 \\
0 & (2,2) \vee(3,1) & (1,1) & 0 \\
(2,1) & (3,1) & (1,1) & 0 \\
(1,2) & (2,2) & 0 & (3,2)
\end{array}\right] .
$$

The state diagram of $S_{\min }$ is given in Fig. 10.14.
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By virtue of the previously noted fact that each column of $C^{s}$ can contain only identical pairs, matrix $C_{\text {min }}^{s}$ has the following property: no column of $C_{\mathrm{mln}}^{S}$ can contain two pairs with identical first and different second subscripts. This means that the state diagram of $S_{\text {min }}$ may be treated, at will, either as the diagram of an $s$-machine of the P - P type, or as the diagram of an $s$-machine of the P - Pr type (see the note in Section 3.4). Assume, for example, that the diagram is that of a P-Pr machine. Now, let us show the construction of a relay circuit realizing this machine. To start with, the state diagram yields the tables of the automaton and of the converter of $S_{\mathrm{min}}$ (Tables 10.9 and 10.10).

Table 10.9 can be regarded as a Huffman flow table; all we have to do is to draw squares around the equilibrium states $\tilde{x}_{\tilde{s}}$; that is, those states whose subscripts are the same as the ordinal numbers of the matrix rows. After this Table 10.9 assumes the form of Table 10.11. From Tables 10.10 and 10.11 we can design a relay circuit realizing $S_{\min }$ by means of the method described in Section 5.4. To do this, we assign binary numbers to the symbols $x, \rho$ and $\lambda$, as shown in Tables 10.12-10.14. Then Tables 10.9 and 10.10 can be expressed in the form of Tables 10.15 and 10.16 , from which we derive the combined Table 10.17.

Table 10.9

|  | $p$ | $p_{1}$ | $\rho_{2}$ |
| :---: | :---: | :---: | :---: |
| $x$ | $p_{3}$ |  |  |
| $x_{1}$ | $x_{1}$ | $x_{1}$ | $x_{2}$ |
| $x_{2}$ | $x_{3}$ | $x_{2}$ | $x_{2}$ |
| $x_{3}$ | $x_{3}$ | $x_{1}$ | $x_{2}$ |
| $x_{4}$ | $x_{1}$ | $x_{2}$ | $x_{4}$ |

Table 10.10

| $x$ | $p_{1}$ | $p_{2}$ | $p_{3}$ |
| :--- | :--- | :--- | :--- |
| $x_{1}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{1}$ |
| $x_{2}$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{1}$ |
| $x_{3}$ | $\lambda_{1}$ | $\lambda_{1}$ | $\lambda_{1}$ |
| $x_{4}$ | $\lambda_{2}$ | $\lambda_{2}$ | $\lambda_{2}$ |

Table 10.17 defines three logical functions $Y_{1}, Y_{2}$ and $Z$ of four independen't variables $x_{1}, x_{2}, y_{1}$, and $y_{2}$. We shall now assume $x_{1}$ and $x_{2}$ represent the states of the input contacts, $y_{1}$ and $y_{2}$-the states of contacts of the secondary relays, and $Y_{1}$ and $Y_{2}$-the states of the

Table 10.11

| $x$ | $\rho$ | $\rho_{1}$ | $\rho_{2}$ |
| :---: | :---: | :---: | :---: |
| $x_{1}$ | $\boxed{x_{1}}$ | $\rho_{3}$ |  |
| $x_{2}$ | $x_{3}$ | $\boxed{x_{1}}$ | $x_{2}$ |
| $x_{3}$ | $x_{3}$ | $x_{1}$ | $x_{2}$ |
| $x_{4}$ | $x_{1}$ | $x_{2}$ | $x_{2}$ |

Table 10.12
Table 10.13 Table 10.14

|  | $y_{2}$ | $y_{1}$ | $p$ $x_{2}$ $x_{1}$ <br>  $z$ $z$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }_{1}$ | 0 | 0 | $p_{1}$ | 0 | 0 | $\lambda_{1}$ | 0 |
| ${ }^{2}$ | 0 | 1 | $P_{2}$ | 0 | 1 | $\lambda_{2}$ | 1 |
| ${ }_{3}$ | 1 | 0 | $P_{3}$ | 1 | 0 |  |  |
| $x_{4}$ | 1 | 1 |  |  |  |  |  |

coils (energized or deenergized) of these secondary relays; the state of the coil of the output relay will be $Z$. Now, any network made up of contacts $x_{1}, x_{2}, y_{1}$, and $y_{2}$, as well as coils $Y_{1}, Y_{2}$, and $Z$ and realizing the table of logical functions of Table 10.17 will also realize machine $S_{\min }$. A network of this type may be constructed by any method of Chapter 2.

Table 10.15

| $y$ | $x$ | 00 | 01 |
| :---: | :---: | :---: | :---: |
| 00 | 00 | 00 | 01 |
| 01 | 10 | 01 | 01 |
| 10 | 10 | 00 | 01 |
| 11 | 00 | 01 | 11 |

Table 10.16

| $y$ | $x$ | 00 | 01 |
| :--- | :--- | :--- | :--- | 100

Now letus compare our minimization method with that of Huffman (Section 5.4). The main difference between the two methods is that

Table 10.17

| $y_{1}$ | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $y_{2}$ | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 |
| $x_{1}$ | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| $x_{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 |
| $r_{1}$ | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 |
| $Y_{2}$ | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| $Z$ | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 1 |

there are no restrictions on the applications of our method, while that of Huffman (as already pointed out in Chapter 5) may only be used to construct those $s$-machines in which the next state of the automaton of this machine is uniquely determined by the present states of the input and the output of the machine. Where both methods are applicable, they yield identical results, even after minimization.

In concluding this section, let us point out that the algorithm for deriving additional states (Section 10.3) is also applicable when the given slow machine $G$ is subject to Aufenkamp-type constraints. The machine $S$ (which reproduces $G$ in terms of $L_{G}$ ) constructed by means of this algorithm will also be subject to the same constraints. Therefore it should be minimized by the technique described at the end of Section 9.8 (or some other method for full minimization of machines subject to Aufenkamp-type constraints). The fact that this
minimization of the fast machine $S$ gives a minimal machine reproducing $G$ may be proved by the same reasoning as that given in the present section, assuming no constraints (the only additional requirement is finding the set of input sequences allowed for each of the states).

# Determination of the Properties of Sequential Machines from Their Response to Finite Input Sequences 

### 11.1. DEFINITIONS AND STATEMENT OF PROBLEM

We shall now consider finite automata and $s$-machines as objects on which one can experiment but about whose internal structure one possesses only limited information. It is also assumed that the experiments can only consist of observing the outputs generated by these machines in response to finite inputs. Our problem is to determine the specific structure of a given finite automaton or $s$-machine, its present state and, if possible, its state diagram.

We shall say that by feeding a sequence of (finite) length $l$ to the $s$-machine we are performing an experiment of length $l$. The input of sequence $\rho(t)=\rho^{0} \rho^{1} \ldots \rho^{p}$ produces a synchronous output of the sequence $\lambda(t)=\lambda^{0} \lambda_{1} \ldots \lambda^{p}$, which we shall call the response of the $s$-machine to the input of $\rho(t)$. In this chapter, we shall call the input and the corresponding output, that is, the tape of the $s$-machine, the result of the experiment.

One can perform a variety of experiments. Thus when only one $s$-machine of a given type is available, and the input is a predetermined sequence, we have a simple nonbranching experiment. If, however, each consecutive input symbol selected by the experimenter depends on the preceding output symbols, then the experiment is said to be simply branching (or just branching). When several identical $s$-machines are available and all are in the same initial state, one can perform a multiple experiment, whereby different inputs are fed to each machine. A variant of the multiple experiment is one in which there is a single $s$-machine equipped with a reset button, that is, a device returning the machine to its initial state upon completion of an experiment.

The problem of determining the specific structure of a given $s$-machine from the results of a finite experiment can be defined only after all the a priori known facts about this machine have been
exactly stated. As will be shown below, any new data about this $s$-machine which can be produced by the experiment depend on this a priori known information.

At the outset we can make the following intuitively obvious statement: if we do not know anything about a given $s$-machine, then there is no finite experiment which will tell useven as much as the number of its states. Obviously, to study agiven machine we must know beforehand the nature and the number $r$ of the input symbols $\rho$.

Let $S$ be an $s$-machine with $k$ internal states $x_{1}, x_{2}, \ldots, x_{k}$ (where $k$ is unknown!) which we subject to a finite experiment of length $l$. Then it is always possible to devise another $s$-machine $S^{*}$ which has
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more states than $k$ and which operates exactly as $S$ in experiments not exceeding length $l$, and which becomes different from $S$ only in experiments longer than $l$.

Assume, for example, that we have a finite automaton $A$ and an associated output converter (see diagram of Fig. 11.1), on which we perform experiments of length $l \leqslant 3$. It is easily seen that if $l \leqslant 3$ and the initial state is $x_{1}$ or $\chi_{2}$, automaton $B$ (diagram of Fig. 11.2) generates the same output $\lambda$ as $A$; thus, at $l \leqslant 3, A$ and $B$ do not differ. They become dissimilar only when the input consists of the fourth symbol.

This argument shows that in order to experimentally determine the specific internal structure of a given automaton or $s$-machine one must have, in addition to the number of input symbols


Fig. 11.2. $r$, an estimate of the number $k$ of its states. We shall assume from now on that the $k$ and $r$ are always known. Then we can consider the following experimental problems:
a) Determination of equivalence of two states of either the same, or of different $s$-machines.
b) Determination of equivalence of two $s$-machines.
c) Determination of the state diagram of an $s$-machine.
d) Determination of the state in which the machine was at the beginning of the experiment or, alternatively, its reduction to a specific state at the end of the experiment.

To solve these problems one must know what experiments can be carried out with the given set of $s$-machines (for example, whether one can perform a multiple experiment), as well as some additional data on this set (ior example, this information may consist of the number of states $k$, as well as of the fact that all of these states are nonequivalent).

The next section shows a determination of the equivalence of states of an $s$-machine (Moore's theorem). Subsequent sections deal with the study of $s$-machines when multiple experiments are possible (Section 11.3 ), as well as with the case where only a simple experiment (in particular, a branching one) is possible (Section 11.4).

### 11.2. DETERMINATION OF EQUIVALENCE OF STATES OF $s$-MACHINES FROM THEIR RESPONSE TO FINITE INPUTS

Consider two equivalent states of some $s$-machine. By definition, the outputs in this case will coincide at any input, regardless of which of these equivalent states is the initial one. Conversely, if the initial states are nonequivalent, then there exists an input such that, starting with the $q$ th cycle, the two outputs will differ. Here, $q$ depends not only on the specific $s$-machine under consideration (its internal structure and the number of its states $k$ ), but also on the "discriminating"' input sequence. Our problem consists of finding what is the minimal length of an input sequence capable of demonstrating the nonequivalence of two states of the given $s$ machines. It turns out that we can evaluate this length starting only with number ( $k$ ) of the states of the machine. This length is given by the following theorem:

Theorem 1 (Moore's Theorem)*. If all $k$ states of an $s$-machine $N$ are nonequivalent, then for each pair of these states there exists an input sequence not longer than $k-1$, capable of discriminating between them.

Consider the decomposition of the set of states of $N$ into groups equivalent in terms of set $L_{s}$ of all sequences of length $s$ ( $s=1$, $2, \ldots, n-1$ ). We shall prove the theorem by induction with respect to $s$. We shall prove that if the number of groups of states equivalent

[^50]in terms of $L_{s}$ is $m_{s}$, then the number of groups equivalent in terms of $L_{s+1}$ is not less than $m_{s}+1$ (that is, $m_{s+1}>m_{s}+1$ ).

If $s=1$, that is, all input sequences consist of one symbol, then we can decompose the set of states of $N$ into at least two groups of states equivalent in terms of $L_{1}$. Indeed, if all states of $N$ were equivalent in terms of $L_{1}$, they would also be equivalent in terms of set $E$ of all possible sequences (since in this case the output of the machine would be governed only by its input). However, this is not the case here because $N$ has no states equivalent in terms of $E$. Consequently, $m_{1} \geqslant 2$.

Now select two states $x_{i}$ and $x_{j}$ which are equivalent in terms of $L_{s}$. By our specification of $N, x_{i}$ and $x_{j}$ are nonequivalent states; therefore there must exist some input sequence capable of discriminating between them, but this sequence does not belong to $L_{s}$. Let the minimum length of this sequence be $q$ (where $q>1$ ). Then the first $q-(s+1)$ symbols of this sequence will cause the machine to shift from the states $x_{i}$ and $x_{j}$ to states $x_{g}$ and $x_{h}$, respectively, which are also equivalentin terms of $L_{s}$. In fact, since $q$ is the minimum length of the discriminating input, then, if the initial states are $x_{i}$ and $x_{j}$, the respective outputs must coinci de from the $(q-s-1)$-th to the ( $q-1$ )-th machine cycle inclusively. For this reason, the outputs will coincide from the time $q-s-1$ (atwhich the machine will be in states $x_{g}$ and $x_{h}$, respectively). However, we also know a priovi that states $x_{g}$ and $x_{h}$ can be discriminated by an input of length $s+1$, since the $(s+1)$-th cycle after the initial states $x_{g}$ and $x_{h}$ is the $q$ th cycle after the initial states $x_{i}$ and $x_{j}$, and $q$ was a priori chosen in such a way that the outputs in the $q$ th cycle will be different. Consequently, states $x_{g}$ and $x_{h}$ are a priori known to belong to different groups which are equivalent in terms of $L_{s+1}$.

Let us note now that if two states $x_{g}$ and $x_{h}$, which are equivalent in terms of $L_{s}$, are nonequivalent in terms of $L_{s+1}$, then the group of states equivalent in terms of $L_{s}$ to which $x_{g}$ and $x_{h}$ belong may be decomposed into at least two groups equivalent in terms of $L_{s+1}$. This proves that $m_{s+1} \geqslant m_{s}+1$.

It follows from this inequality and the inequality $m_{1} \geqslant 2$ proved above that there always exists a $q^{*} \leqslant k-1$ such that the number of groups of states equivalent in terms of $L_{q^{*}}$ is exactly equal to $k$; that is, any two states of $N$ are nonequivalent in terms of $L_{q^{*}}$. But this means that for each pair of states of machine $N$ there exists an input sequence from $L_{q^{*}}$ nolonger than $q^{*}=k-1$ at which the outputs do not coincide. This proves Moore's theorem.

Now, for a few notes in connection with this theorem.
Note 1. If the given automaton is associated with an output converter, and if we know not only the number $k$ of nonequivalent states
but also the number $l$ of symbols in the table of the output converter, then, instead of the estimate of $(k-1)$, the estimate of $q^{*}=k-l+1$ will apply. The proof of this statement follows the above proof of Moore's theorem word for word, the only change being that in this case the inequality $m_{1} \geqslant l$ applies instead of the inequality $m_{1} \geqslant 2$; that is, the number of groups of states equivalent in terms of $L_{1}$ cannot be less than $l$. If, however, $l$ is not known a priori, then one uses the "worst"' case in the estimate, that is, the case when $l=2$ and $k-l+1=k-1$.

Note 2. We can easily show that the estimate of the length of the sequence capable of discriminating between nonequivalent states and given by Theorem 1 is exact in the sense that this length cannot be shortened regardless of which $s$-machine with $k$ nonequivalent states is used. This follows from the fact that for each $k$ we may devise machines in which two nonequivalent states are a priori known to be indistinguishable if the "discriminating" input is shorter thank-1.

Example. Consider a finite automaton (Table 11.1) associated with an output converter (Table 11.2) whose state diagrar, is shown in Fig. 11.3. It is easily seen that to establish nonequivalence of
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Table 11.1


Table 11.2

| $\gamma^{\prime}$ | $\lambda$ |
| :---: | :---: |
| $x_{1}$ | $\lambda_{1}$ |
| $\gamma_{2}$ | $\lambda_{0}$ |
| $x_{3}$ | $\lambda_{0}$ |
| $\cdots$ | $\cdots$ |
| $x_{k-1}$ | $\lambda_{0}$ |
| $x_{k}$ | $\lambda_{0}$ |

states $x_{k-1}$ and $x_{k}$, the input sequence cannot be shorter than $k-1$; this is because the machine starting from these states, will generate only $\lambda_{0}$ at any input shorter than $k-1$. If, however, the output of machine in state $\varkappa_{2}$ were $\lambda_{2}$, then the nonequivalence of $\varkappa_{k-1}$ and $\varkappa_{k}$ could be established by a sequence only $k-2$ long (that is, $k-l+1$, where $l=3$ ).

Note 3. The arguments used in the proof of Theorem 1 may also be used for proving the equivalence (or nonequivalence) of two states of a single $s$-machine of known structure (that is, a mandine with known state diagram, or tables of the automaton and converter). In that proof the machine states must first be divided into groups equivalent in terms of $L_{1}$; each of the groups so obtained must then be subdivided into groups equivalent in terms of $L_{2}$, and so on, until the two states under consideration appear in different groups. If this does not occur by the ( $k-1$ )-th step (that is, after all the states have been subdivided into groups equivalent in terms of $L_{k-1}$ ), then by virtue of Theorem 1 the two states under consideration are equivalent. We used an essentially similar argument in Section 9.4.

Note 4. Although any two nonequiva-


Fig. 11.4. lent states can be distinguished by an input not longer than $k-1$, this discriminating input does, in general, vary in length with different pairs of (nonequivalent) states. Thus, in general, there is no single finite input sequence capable of discriminating any one of the states from all the others.

Example. Consider a finite automaton (Table 11.3) associated with an output converter (Table 11.4), shown in Fig. 11.4. Here one

Table 11.3

| $x$ | $\rho$ | $p_{0}$ |
| :--- | :--- | :--- |
| $x_{1}$ | $x_{4}$ | $x_{3}$ |
| $x_{2}$ | $x_{1}$ | $x_{3}$ |
| $x_{3}$ | $x_{4}$ | $x_{4}$ |
| $x_{4}$ | $x_{2}$ | $x_{2}$ |

Table 11.4

| $x$ | $\lambda$ |
| :---: | :---: |
| $x_{1}$ | $\lambda_{0}$ |
| $x_{2}$ | $\lambda_{0}$ |
| $x_{3}$ | $\lambda_{0}$ |
| $x_{4}$ | $\lambda_{1}$ |

can distinguish between states $x_{1}$ and $x_{2}$ if the input sequence starts with $\rho_{0}$; but discrimination between states $x_{1}$ and $x_{3}$ requires that the input starts with $\rho_{1}$.

Note 5 (which is the direct consequence of Note 4). There exists no simple experiment which can tell, even if the state diagram of the $s$-machine is available, what the state of the machine was at start of the test. Indeed, it has been shown that there is no finite experiment capable of distinguishing between a given initial state and all the others. And if we carry out some experiment capable of distinguishing a given state $x_{i}$ from some subset $S$ of the set $K$ of all the states of this $s$-machine, the very experiment will automatically shift this $s$-machine out of the state $x_{i}$, and thus we will be unable to determine in which of the states of the subset $K-S$ it had been initially.

It can, of course, be easily seen that when the machine has no equivalent states and we can perform a multiple experiment (that is, we have several identical $s$-machines, or a machine with reset), we can always find the initial state.

Note 6. Theorem 1 gives an estimate of the length of experiment capable of determining the nonequivalence of the states of two $s$ machines, having $k_{1}$ and $k_{2}$ internal states, respectively. This can be done by regarding these states as states of a single $s$-machine obtained by simple union* of these two $s$-machines. After this union, the nonequivalence of the two states may be established by an experiment not longer than $q^{*}=k_{1}+k_{2}-1$.

The nonequivalence of states of two different automata with output converters can be established by an experiment (see Note 1) not longer than $q^{*}=k_{1}+k_{2}-l+1$.

If $k_{1}=k_{2}$, then the respective estimates become:
For the two $s$-machines $q^{*}=2 k-1$, and for the two automata with converters $q^{*}=2 k-l+1$. The next example will show that these values cannot be improved upon.

Example. Figure 11.5 shows the diagrams of twofinite automata without output converters, where the number of output symbols $l=2$. It is readily seen that an experimentestablishing the nonequivalence of states $x_{1}^{\prime}$ and $x_{1}^{\prime \prime}$ cannot be shorter than 7 (for example, the input sequence could be $\left.\rho(t)=\rho_{0} \rho_{0} \rho_{0} \rho_{0} \rho_{1} \rho_{1} \rho_{1}\right)$. If, however, states $x_{2}^{\prime}$ and $x_{2}^{\prime \prime}$ of these automata were associated with a new output $\lambda_{2}$, that is, if $l$ were 3 , then experiment of length 6 is sufficient. Similar examples can be devised for $k$.
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### 11.3. MULTIPLE EXPERIMENTS ON SEQUENTIAL MACHINES

The multiple experiment requires several identical $s$-machines or a machine with reset. In these experiments we consider only those states which the machine may attain in a finite number of steps, starting from state $\varkappa^{0}$.

A sequential machine is said to be $x^{0}$-connected if it has a diagram such that for each state $x_{i}(i=1,2, \ldots, k)$ there exists an input capable of shifting this machine from its initial state $x^{0}$ to state $x_{i}$. It is quite obvious that our discussion should not go beyond $x^{0}$-connected machines: if the machine were not $x^{0}$-linked, then our multiple experiment will permit us to study only that section of it which is $x^{0}$-connected. For that reason, we shall discuss only $x^{0}$-connected machines with reset. With such machines there is no problem of machine states at the beginning or the end of the experiment, and the only problems which can be considered are those of the equivalence of two $s$-machines and of determining the diagram of the machine.

Let us first discuss the equivalence problem. It is obvious that the determination of equivalence of two $x^{0}$-connected $s$-machines may be reduced to a determination of equivalence of the two states $x^{0}$ in these two machines. But we have shown in the Section 11.2 that the nonequivalence of states of two such $s$-machines can be proven by an experiment not longer than $2 k-1$ or, in the case of two automata with converters, by an experiment not longer than $2 k-l+1$. Thus the multiple experiment can discriminate a specific $x^{0}$-connected, $s$-machine from the whole class of $x^{0}$-connected machines which are nonequivalent to it and whose diagrams are known. From this follows a technique for solving the second problem, that of constructing the diagram of this $x^{0}$-connected, $s$ machine, the algorithm of which is as follows:

1. We preform all the possible experiments of length $2 k-1$ on the machine (a total of $r^{2 h-1}$ experiments). We record the results in the form of tables (tapes), leaving blank the table entries corresponding to the states of the $s$-machine.
2. We assign some number $i \quad(1 \leqslant i \leqslant k)$ to the initial state of the machine and substitute this number into the corresponding positions of the table.
3. After the first step of the experiment, the machine will be in one of states $\chi^{1}$, of which there can be no more than $r$. We use all the inputs of length $k-1$ to find out whether there are any equivalents among the states $x^{0}$ and $x^{1}$. We assign arbitrary and different numbers $i$ and $i \quad(1 \leqslant i, j \leqslant k)$ to all the states $x^{1}$ which are nonequivalent to each other and to state $x_{0}^{0}$. Those states that are equivalent are coded by the same number. Let the number of different states $\psi^{\prime}$ be $r_{1}$.
4. From each of the states so coded no more than $r$ new states $x^{2}$ may be reached in one step, so that the total number of states $x^{2}$ cannot exceed $r_{1} r$. We use all the possible input sequences of length $k-1$ to ascertain whether there are equivalents among states $x^{0}, x^{1}$ and $x^{2}$. We assign numbers to states $x^{2}$ in the same way as we have coded states $\chi^{1}$.
5. We continue this process until we find $k$ states nonequivalent to each other. It is obvious that this number will be reached in less than $2 k-1$ steps (that is, we need not scan all the experimentally derived tapes).
6. We construct a state diagram, a basic table, or an interconnection matrix in accordance with the experimental results.

Note. Because the output of a finite automaton with an output converter is governed by its state $x$ and is independent of the input $\rho$ supplied at the given time, we need only $r^{2 k-l}$ experiments of length $2 k-l+1$ (instead of $r^{2 k-l+1}$ ) to derive the diagram of this automaton.


Fig. 11.6. In addition, the last input symbol in each experiment may be arbitrary, for example, the same one for all experiments.

Example. Suppose we know that a certain automaton associated with an output converter has $k=3$ nonequivalent states, $r=2$ inputs, and $l=3$ output symbols. Then experiments of length $2 k-l+1=4$, performed in this automaton as per the above algorithm, allow us to enter the states into the
table (see the symbols in parentheses of Table 11.5) and to construct the state diagram of the automaton (Fig. 11.6).

Table 11.5

| $t$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{1}$ | $\rho_{1}$ | $\rho_{1}$ | $\rho_{1}$ |
| $x$ | $\left(x_{1}\right)$ | $\left(x_{1}\right)$ | $\left(x_{1}\right)$ | $\left(x_{1}\right)$ |
| $\lambda$ | $\lambda_{1}$ | $\lambda_{1}$ | $\lambda_{1}$ | $\lambda_{1}$ |


| $t$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{2}$ | $\rho_{2}$ | $\rho_{1}$ | $\rho_{1}$ |
| $x$ | $\left(x_{1}\right)$ | $\left(x_{2}\right)$ | $\left(\varkappa_{3}\right)$ | $\left(x_{2}\right)$ |
| $\lambda$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{3}$ | $\lambda_{2}$ |


| $t$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $p$ | $\rho_{1}$ | $p_{1}$ | $p_{2}$ | $p_{1}$ |
| $x$ | $\left(x_{1}\right)$ | $\left(x_{1}\right)$ | $\left(x_{1}\right)$ | $\left(x_{2}\right)$ |
| $\lambda$ | $\lambda_{1}$ | $\lambda_{1}$ | $\lambda_{1}$ | $\lambda_{2}$ |


| $t$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{2}$ | $\rho_{1}$ | $\rho_{1}$ | $\rho_{1}$ |
| $x$ | $\left(x_{1}\right)$ | $\left(x_{2}\right)$ | $\left(x_{1}\right)$ | $\left(x_{1}\right)$ |
| $\lambda$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{1}$ |


| $t$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{2}$ | $\rho_{3}$ |
| $x$ | $\left(x_{1}\right)$ | $\left(x_{1}\right)$ | $\left(x_{2}\right)$ | $\left(x_{3}\right)$ |
| $\lambda$ | $\lambda_{1}$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{3}$ |


| $t$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{2}$ | $\rho_{2}$ | $\rho_{2}$ | $\rho_{1}$ |
| $x$ | $\left(x_{1}\right)$ | $\left(x_{2}\right)$ | $\left(x_{3}\right)$ | $\left(x_{3}\right)$ |
| $\lambda$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{3}$ | $\lambda_{3}$ |


| $t$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{2}$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{1}$ |
| $x$ | $\left(x_{1}\right)$ | $\left(x_{2}\right)$ | $\left(x_{1}\right)$ | $\left(x_{2}\right)$ |
| $\lambda$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{2}$ |


| $t$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $\rho$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{1}$ | $\rho_{1}$ |
| $x$ | $\left(x_{1}\right)$ | $\left(x_{1}\right)$ | $\left(x_{2}\right)$ | $\left(x_{1}\right)$ |
| $\lambda$ | $\lambda_{3}$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{1}$ |

### 11.4. SIMPLE EXPERIMENTS ON SEQUENTIAL MACHINES

If multiple experiments cannot be performed, we can study $s$-machines by means of simple experiments.

The problem of discerning nonequivalence and determining the internal structure of $s$-machines by simple experiments has been solved only for the case of the set of machines in which all the states are nonequivalent. Such a set is that of differing strongly connected machines. A sequential machine is said to be strongly connected if for each pair $x_{i}$ and $x_{j}$ of its states there exists an input sequence capable of shifting it from state $x_{i}$ to state $x_{j}$.

Because the class of strongly connected machines is narrower than that of $x^{0}$-connected machines, it follows from Section 11.3 that two strongly connected $s$-machines are equivalent if at least two states of these machines are equivalent. Therefore all the states of all the machines of a set consisting of differing strongly connected machines are nonequivalent.

As stated in Note 5 to Theorem 1 (see Section 11.2), in general there is no simple experiment capable of distinguishing an initial $x^{0}$ of an $s$-machine from all the other states which are nonequivalent to it. For this reason we would want to find a simple experiment which would shift the machine into a state which could be uniquely specified; in other words, we desire an experiment in which there exists a unique correspondence between the result and the last state of the experiment $x^{p}$ (the state that corresponds to the last input symbol being tested). That an experimentexists, and that the entire class of $s$-machines may be subjected toitis proved by Theorem 2, which also provides an estimate of its length.

Theorem 2 (the Moore-Karatsuba Theorem). The last state of a given $s$-machine with $k$ nonequivalent internal states is obtainable from an experiment not longer than $\frac{k(k-1)}{2}$ or, in the case of a finite automaton, not longer than $\frac{(k-1)(k-2)}{2}+1$.

Proof. Assume that the state diagram of the s-machine is given. We shall try to find the input sequence discriminating the last state of this machine in the form of a series of consecutive sequences (that is, experiments) $a_{s}(s=1,2, \ldots)$. These sequences shall be such that the set $T_{s}$ of the possible states* occurring after the input of

[^52]the last symbol of experiment $a_{s}$ (these states are therefore the possible initial states for the next experiment $a_{s+1}$ ) will contain not more than $k-s$ elements. If the $s$-machine is an automaton, then such states would include at least two states which can be distinguished by an experiment of length 1 , that is, by any input symbol.

This condition is satisfied before the beginning of the experiment, when $s=0$. Now we shall prove thatif this condition is satisfied for $a_{s}$, then there exists an $a_{s+1}$ for which it also holds. The initial machine state for the experiment $a_{s+1}$ must belong to the set of states $T_{s}$. Using Theorem 1 and the set of arguments used in its proof, we find that the elements of $T_{s}$ (there can be no more than $k-s$ such elements, in accordance with the condition of Theorem 2) may belong to:
a) at least two groups of states equivalent in terms of set $L_{s+1}$ of all experiments not longer than $s+1$ (there are at least $s+2$ such groups; see Theorem 1); and
b) at least three groups of states equivalent in terms of set $L_{s+2}$ of all experiments not longer than $s+2$ (there are at least $s+3$ such groups).

Consequently, for any $s$-machine there will always be, among the $k-s$ states of set $T_{s}$, a pair of states which can be distinguished by an $s+1$ long experiment $a_{s+1}$. For this reason set $T_{s+1}$ will contain at least one element less than $T_{s}$, that is, it will contain not more than $k-(s+1)$ states.

If, however, our machine is an automaton, then, by virtue of (b), set $T_{s}$ will always contain a pair of states that can be distinguished by an $s+2$ long experiment, in which the sequence of the first $s+1$ symbols is regarded as the experiment $a_{s+1}$. The theorem stipulates that in an automaton there are at least two states of $T_{s}$ that are distinguishable by any input symbol. For this reason, the first symbol of the experiment $a_{s+1}$ will discriminate between these symbols. Consequently, set $T_{s+1}$ will contain at least one element less than set $T_{s}$, that is, itwill contain $k-(s+1)$ states, at least two of which, by virtue of our choice of experiment $a_{s+1}$, will be discriminated by any input symbol.

Since the theorem holds for $s$ and $s+1$, it follows by induction that it will hold for any positive integral $s$; thus $T_{h-2}$ will contain not more than two states which, in the case of an $s$-machine, can be distinguished by an experiment $a_{k-1}$ not longer than $k-1$ or, in the case of an automaton, by an input symbol (that is, by an experiment of length 1).

Thus, none of the experiments $a_{s}$ is longer than $s$, and the last state of the $s$-machine may be determined by an experiment not
longer than

$$
\begin{equation*}
\tilde{q}=\sum_{s=1}^{k-1} s=\frac{k(k-1)}{2} \tag{11.1}
\end{equation*}
$$

while the length of a similar experiment required in the case of a finite automaton is

$$
\begin{equation*}
\tilde{q}=\sum_{s=1}^{k-2} s+1=\frac{(k-1)(k-2)}{2}+1 \tag{11.2}
\end{equation*}
$$

Note 1. The two examples given below show that the abovecalculated required experimental length cannot be shortened.

Example 1. In order to distinguish the last state of an automaton with diagram of Fig. 11.7, we require an experiment $\rho_{1} \rho_{2} \rho_{1} \rho_{1}$


Fig. 11.7.
of length 4 , that is, of length exactly equal to $\frac{(k-1)(k-2)}{2}+1$.
Example 2. In order to distinguish the last state of an $s$-machine with diagram of Fig. 11.8 , we require an experiment $\rho_{3} \rho_{1} \rho_{3} \rho_{2} \rho_{1} \rho_{3}$ of the length $\frac{k(k-1)}{2}=6$.

It is readily shown that no shorter experiment will accomplish this in either example. The technique for devising similar examples for any $k$ is obvious.


Fig. 11.8.
Note 2. If the output alphabet is taken to contain $l$ symbols then, by a similar reasoning, we arrive at an estimate of the length of experiment determining the last state of an automaton with an output converter:

$$
\begin{equation*}
\tilde{q}=\frac{(k-l+1)(k-l)}{2}+1 . \tag{11.3}
\end{equation*}
$$

In the case of automaton without a converter $(k=l)$, we obtain the obvious estimate of 1 .

Note 3. The experiment determining the last state is shorter in cases where the initial states are known to be a subset of the entire set of states $k$. If the total number of possible initial states is $1 \leqslant v \leqslant k$, and among those states there are states which can be distinguished by any input symbol, then we can prove by reasoning similar to that used in the proof of Theorem 2 that the length of an experiment discriminating the last state of an automaton with a converter must be

$$
\begin{equation*}
\tilde{q}=\frac{v-2}{2}(2 k-2 l-v+3)+1 \tag{11.4}
\end{equation*}
$$

When none of the $v$ initial states of an automaton with a converter is distinguishable by an experiment of length 1 , then the length of the required experiment will be

$$
\begin{equation*}
\tilde{q}=\frac{(\nu-1)(2 k-2 l-\nu+4)}{2} . \tag{11.5}
\end{equation*}
$$

Example 3. If the only initial states of the automaton of Fig. 11.7 are $x_{3}$ and $x_{4}$, then the last state will be distinguished by an experiment $\rho_{2} \rho_{1} \rho_{2}$ of length 3 , that is, of length exactly equal to $\frac{(\nu-1)(2 k-2 l-v+4)}{2}$. If, however, only $x_{1}$ and $x_{3}$. are initial states then the last state will be distinguished by any input symbol, that is, by an experiment of length

$$
\frac{(v-2)}{2}(2 k-2 l-v+3)+1=1 .
$$

Note 4. In discussing the shortest possible experiments, we should note that if $T_{s}$ contains less than $k-s$ elements (for example, $k-s-m$ elements), then reasoning similar to that used in proving Theorem 2 will show that the length of the sequence which follows $a_{s}$ is not $s+1$, but $s+m+1$. However, in this case the total length of an experiment shifting the machine into a specific last state is shorter because sequences ranging in length from $s+1$ to $+m$ drop out.

We shall now illustrate a regular technique for finding the shortest experiment giving the last state of an automaton with a converter. This procedure follows directly from Theorem 2.

Example 4. Consider a finite automaton associated with an output converter whose diagram is that of Fig. 11.9, the basic table is Table 11.6, and the converter Table is 11.7. Table 11.8 shows the procedure for finding the shortest experiment for determining the last state of this automaton.

Table 11.6

| $x$ | $p$ | $p_{1}$ |
| :--- | :--- | :--- |
| $x_{1}$ | $x_{5}$ | $x_{4}$ |
| $x_{2}$ | $x_{3}$ | $x_{2}$ |
| $x_{3}$ | $x_{4}$ | $x_{3}$ |
| $x_{4}$ | $x_{5}$ | $x_{4}$ |
| $x_{5}$ | $x_{6}$ | $x_{2}$ |
| $x_{6}$ | $x_{7}$ | $x_{3}$ |
| $x_{7}$ | $x_{2}$ | $x_{1}$ |

Table 11.7

| $x$ | $\lambda$ |
| :---: | :---: |
| $x_{1}$ | $\lambda_{1}$ |
| $x_{2}$ | $\lambda_{0}$ |
| $x_{3}$ | $\lambda_{0}$ |
| $x_{4}$ | $\lambda_{0}$ |
| $x_{5}$ | $\lambda_{0}$ |
| $x_{6}$ | $\lambda_{0}$ |
| $x_{7}$ | $\lambda_{0}$ |

Table 11.8

| $s$ | $a_{s}$ | $T_{s}$ | Number of elements in $T_{s}$ |
| :---: | :---: | :---: | :---: |
| 0 | 》 | $\left\{x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}, x_{7}\right\}$ | $k=7$ |
| 1 | $a_{1}=\rho_{1} \phi_{1}$ | $\left\{x_{4}\right\}\left\{x_{2}, x_{3}, x_{4}, x_{1}\right\}$ | $k-s-m=7-1-2=4$ |
| 4 | $a_{4}=$ POPOPOPI $A_{1}$ | $\left\{x_{1}\right\}\left\{x_{2}, x_{3}, x_{1}\right\}$ | $k-s=7-4=3$ |
| 5 | $\begin{gathered} a_{5}=\text { Popopopop }_{1}\left(f_{\circ} \vee p_{1}\right) \\ P_{0} \vee P_{1} \end{gathered}$ | $\left\{x_{2}\right\}\left\{x_{3}, x_{1}\right\}$ | $k-s=7-5=2$ |

Since we are considering an automaton, then, in accordance with the proof of Theorem 2 we select for each $s$ those input sequences of length $s+1$ which can discriminate any two states of set $T_{s}$, and use their first $s$ symbols (the last, $s+1$ symbols of the Table 11.8 are crossed out). As shown in Note 4 to Theorem 2, in this example we can go directly from $s=1$ to $s=4$, dispensing with $s=2$ and $s=3$. We can distinguish the two penultimate states $x_{3}$ and $x_{1}$ by means of any single input symbol. For this reason, the overall experiment giving the final state of our automaton will be $\rho_{1} \rho_{0} \rho_{0} \rho_{0} \rho_{1} \rho_{0} \rho_{0} \rho_{0} \rho_{0} \rho_{1} \rho_{0}$ or $\rho_{1} \rho_{0} \rho_{0} \rho_{0} \rho_{1} \rho_{0} \rho_{0} \rho_{0} \rho_{0} \rho_{1} \rho_{1}$ its length being 11.

Note 5. Another consequence of Theorem 2 is that if a set $\{S\}$ consisting of machines $S_{i}$ with $k_{i}$ internal states (where $i=1,2$, $\ldots, N$ ) is given (that is, the diagram of each machine of this set is known), and if none of the states of these machines are equivalent
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to each other, then there exists a simple branching experiment which permits us to distinguish any element $S_{x}$ of set $\{S\}$ from all the other elements of that set.

There are two lines of approach to devising this experiment and to estimating its length. First, we can devise a branching experiment consisting of a series of sequences, each of which will shift each of the machines of the set into some known final state. These sequences are then followed by sequences discriminating these final states from each other. This is the approach proposed by Moore [72]. Thus, if we deal with an $s$-machine set $\{S\}$ consisting of $S_{i}$ elements with internal states (where $i=1,2, \ldots, N$ ), then the length of such an experiment will be [from (11.3) and (11.7)]

$$
\begin{equation*}
q_{\Pi}^{*}=\sum_{i=1}^{N} \frac{k_{i}\left(k_{i}-1\right)}{2}+(N-1)\left(k_{1 \max }+k_{2 \max }-1\right) \tag{11.6}
\end{equation*}
$$

where $k_{1 \text { max }}$ and $k_{2 \max }$ are the maximal numbers of states.
If all machines have the same number of internal states, the length of the experiment will obviously be

$$
\begin{equation*}
q_{\Pi}^{*}=N \frac{k(k-1)}{2}+(N-1)(2 k-1) \tag{11.7}
\end{equation*}
$$

In the case of finite automata with converters we get from (11.4) and (11.9)

$$
\begin{align*}
& q_{A}^{*}=\sum_{i=1}^{N}\left[\frac{\left(k_{i}-l\right)\left(k_{i}-l+1\right)}{2}+1\right]+  \tag{11.8}\\
& \quad+(N-1)\left(k_{1 \max }+k_{2 \max }-l+1\right)
\end{align*}
$$

or, when all machines have the same number of states

$$
\begin{equation*}
q_{A}^{*}=N\left[\frac{(k-l)(k-l+1)}{2}+1\right]+(N-1)(2 k-l+1) . \tag{11.9}
\end{equation*}
$$

Finally, if we are dealing with an automaton not associated with a converter, that is, if $k=l$, then any input symbol will determine the state in which each automaton is (see Note 2) and the length of the experiment permitting the discrimination of one of the $N$ automata will be

$$
\begin{equation*}
q_{\Sigma A}=1+(N-1)(k+1) . \tag{11.10}
\end{equation*}
$$

If we have one real machine $S_{x}$ of the given set $\{S\}$ and the state diagrams of all the machines of the set, then we can devise such an experiment in the following manner:

1) From their state diagrams we find all the possible experiments determining the final states of all the machines of set $\{S\}$. Assume that for machines $S_{1}, S_{2}, \ldots, S_{N}$ we have experiments $a_{1}, a_{2}, \ldots, a_{M}(M \leqslant N)$. Even though all these machines are nonequivalent, each of these experiments may give identical results (the results can depend on the initial state of a machine). Thus, each of these experiments can produce identical results in the machine whose final state the experiment uniquely determines, as well as in the other machines of the set.
2) We perform a mental experiment $a_{1}$ on machine $S_{1}$ consecutively, starting from all of its possible initial states. We also perform the same experiment of the real machine $S_{x}$ under investigation. If at any of the initial states the experimental results for $S_{1}$ coincide with those for $S_{x}$, we have determined a final state of $S_{1}$ which may also possibly be a final state of $S_{x}$. If the results of the experiment $a_{1}$ with $S_{1}$ differ from those of the same experiment with $S_{x}$ at all possible initial states of $S_{1}$, we eliminate this machine from further consideration.

If the same experiment $a_{1}$ determines the final states of several machines of set $\{S\}$, for example, those of machines $S_{\alpha_{1}}, S_{\alpha_{2}}, \ldots, S_{a_{a}}$, and if all (or some) of these results, at some initial states, coincide with the experimental results on $S_{x}$, we have determined the final states of these machines, which may also possibly be final states of $S_{x}$. If there is no such matching of results we eliminate these machines from further discussion.
3) We perform a mental experiment $a_{2}$ with the corresponding machine $S_{2}$ (or with machines $S_{\beta_{1}}, S_{\beta_{2}}, \ldots, S_{\beta_{h}}$ ) at all of its possible initial states. We carry out the same experiment with the real
machine $S_{x}$, as well as with machine $S_{1}$ or with those of machines $S_{a_{1}}, S_{\alpha_{2}}, \ldots, S_{\alpha_{g}}$ which were not eliminated in (1) and (2). The initial states taken for machines $S_{1}$ or $S_{\alpha_{1}}, S_{\alpha_{2}}, \ldots, S_{\alpha_{q}}$ are those determined by their final states and the last symbol of experiment $a_{1}$. We then drop those of machines $S_{1}$ and $S_{2}$ (or $S_{a_{1}}, S_{a_{2}}, \ldots, S_{a_{q}}$ or $S_{\beta_{1}}, S_{\beta_{2}}, \ldots, S_{\beta_{h}}$ ) for which the results of experiment $a_{2}$ do not coincide with the results of the experiment with the real machine $S_{x}$, and thus establish the final states of the remaining machines.

We continue in the same manner with other experiments until we have performed all the experiments $a_{i}$ which determine the final states of all the machines of set $\{S\}$. Our result may then show that $S_{x}$ can belong to a subset $\{\bar{S}\} \subseteq\{S\}$ of machines reduced to some definite states.

If the given set contains automata without converters, then, as we have already indicated, any input symbol will yield the final states of all the automata.
4) We find from the state diagrams an experiment $b_{1}$, discriminating between the states of any two machines $S_{m}$ and $S_{n}$ of $\{\bar{S}\}$. We then perform this experiment on $S_{m}$ and $S_{n}$ and on the real machine $S_{x}$. This eliminates either both of these machines, or one of them. We note the final state of the remaining machine.
5) We select another one or two machines from $\{\bar{S}\}$ and perform on it (or them) the same experiment $b_{1}$. If the result(s) match that obtained in (4) on $S_{x}$, we note the final state of the remaining machine (or machines).
6) We find an experiment discriminating between the state of the machine remaining in (4) and that of the machine(s) remaining in (5). We perform experiment $b_{2}$ with this pair of machines and with the machines $S_{x}$, as indicated in (4). We then follow the instructions of the algorithm (1-5) until all the machines set $\{\bar{S}\}$ but one are eliminated, the state diagram of the remaining machine being that of the real machine $S_{x}$.

Example 5. Assume we are given the diagrams of three automata (Fig. 11.10) and we are required to find out which of these diagrams corresponds to that of some real automaton whose diagram is unknown but which is available for experimentation.

Assume that real automaton happens to be $S_{3}$ in initial state $\varkappa_{23}$. Then the input of any symbol (for example, $\rho_{2}$ ) to this automaton immediately shows the possible initial states ( $x_{21}$ ) $x_{22}$, and $x_{23}$, in this case) of this machine. Then a further input of a four-symbol sequence $\rho_{2} \rho_{1} \rho_{1} \rho_{2}$ enables us to distinguish between the states $x_{11}$ and $x_{12}$ (of the three possible states $x_{11}, x_{12}$, and $x_{13}$ into which the machine could be shifted by the input of $\rho_{2}$ ). Finally, the sequence $\rho_{2} \rho_{1} \rho_{2} \rho_{2}$
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enables us to distinguish between states $x_{12}$ and $x_{13}$ which the machine can assume after the input of the first five symbols. Thus the entire branching experiment $\rho_{2} \rho_{2} \rho_{1} \rho_{l} \rho_{2} \rho_{2} \rho_{1} \rho_{2} \rho_{2}$ enabling us to distinguish one automaton from a given set will have a length of 9 ; that is, will exactly equal the result of expression (11.10). It is readily seen that we could have used a shor ter experiment, for example, $\rho_{1} \rho_{2} \rho_{!} \rho_{1} \rho_{2}$, to accomplish the same purpose. But in this case we would have to carefully select all the sequences comprising the entire experiment (that is, the first step $\rho_{1}$ as well as the sequences $\rho_{2} \rho_{1}$ and $\rho_{1} \rho_{2}$ discriminating between the states), inspecting beforehand all the possible final states which can be arrived at from all possible initial states, and this would greatly complicate the algorithm of the experiment.

One can also find out the length of a simple nonbranching experiment which would enable us to distinguish one specific machine from a given set $\left\{S_{i}\right\}$ in which all states are nonequivalent to one another. This could be obtained by another method, starting with the simple union of elements of the given set (see the fontnote on p. 290). An experiment which would determine the final state of such a combined machine at all possible initial states, would obviously enable us to distinguish any machine of the set.

In accordance with Note 6 to Theorem 1, any two states of such a combined machine can be distinguished by an experiment not longer than $k_{m_{1}}+k_{m_{2}}-1$ (or $k_{m_{1}}+k_{m_{2}}-l+1$ in the case of automata associated with converters), where $k_{m_{1}}$ and $k_{m_{2}}$ are the largest of all $k_{i}$. For this reason, the experiment determining the final state of a combined machine will consist of sequences whose estimated length increases from 1 to $k_{m_{1}}+k_{m_{2}}-1$ (or $k_{m_{1}}+k_{m_{2}}-l+1$ for automata with converters), and then remains constant.

Using reasoning analogous to that employed in the proof of Theorem 2, we obtain the following estimates: for a set of machines,
each with the same number of states

$$
\begin{equation*}
q_{U n}=k(2 k-1)(N-1) \tag{11.11}
\end{equation*}
$$

for automata associated with converters

$$
\begin{equation*}
q_{U A}=(2 k-l+1)\left(N k-k-\frac{l}{2}\right)+1 \tag{11.12}
\end{equation*}
$$

for automata without converters, or at $k=l$

$$
\begin{equation*}
q_{U A}=k(k+1)\left(N-\frac{3}{2}\right)+1 . \tag{11.13}
\end{equation*}
$$

It can be shown that the estimates (11.11) - (11.13) for the length of a nonbranching experiment, applicable to the union of all the machines of the set, are usually not as good as the estimates (11.7), (11.9), and (11.10) for the length of a nonbranching experiment obtained by shifting each machine of the set into some specified state and then comparing those states. Moreover, the second method is much more complicated than the first because in searching for individual sequences constituting this experiment we do not deal with the individual machines of the set, but with the set as a whole.

## Algorithms

### 12.1. EXAMPLES OF ALGORITHMS

In our previous discussion we have examined many infinite sequences without stopping to think what it means "to examine" an infinite sequence. Obviously, we cannot scan it, and the only understanding of such a sequence which we can achieve derives from the analysis of its properties. We shall illustrate this concept by some examples.

Determination of a term in an infinite sequence. Consider the sequence

| 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | $\cdots$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

There is little that we can forecast aboutits further behavior. However, if we know that the symbols 0 and 1 always alternate, we can predict the term appearing in any position, because 0 always appears in an odd-numbered, and 1 in an even-numbered position.

Now consider the sequence

| 0 | 7 | 5 | 3 | 0 | 7 | 5 | 3 | 0 | 7 | 5 | 3 | $\cdots$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

If we know thatgroup $0,7,5,3$ is recurrent, and if we know the first term of this sequence, we can again determine any subsequent term. To find the term appearing in the $n$th position, we divide $n$ by the number of terms in the recurrent group. The remainder obtained in this division indicates the position of the term in the recurrent group. If the remainder is 0 , the $n$th term coincides with the last term of that group.

As a final example, consider the sequence


Here 1 appears only in positions whose 'addresses" are squares of integers. If we know that, we know everything about the sequence. To find the $n$th term, we merely take the square root of $n$. If it is an integer, the $n$th term is 1 . Otherwise, it is 0 .

These three examples had one common 'property"' which enabled us to reconstitute the entire infinite sequence starting from a small segment of it. In all cases we had a 'prediction procedure," that is, a procedure for determining any term, given its "address." To be more exact, in all three cases we dealt with an algorithm for finding the term, given the ordinal number of its position in the sequence.

An algorithm usually means a set of formal directions for obtaining the required solution. This formulation is not exact but rather expresses an intuitive concept which dates back to antiquity.*

To clarify the characteristic properties of an algorithm, let us consider some typical examples.

The Euclidean algorithm. This algorithm determines the greatest common divisor of two positive integers $a$ and $b$, and may be described by the following sequence of directions:

1. Compare $a$ and $b(a=b$, or $a<b$, or $a>b)$. Go on to 2 .
2. If $a=b$ then either is the greatest common divisor. Stop the computation. If $a \neq b$ go on to 3 .
3. Subtract the smaller from the larger number and write down the subtrahend and the remainder. Go to the next instruction.
4. Assign symbol $a$ to the subtrahend, and symbol $b$ to the remainder. Return to direction 1.

The procedure is repeated until $a=b$. Then the computation is stopped.

The above set of directions, each consisting of a simple arithmetical operation (subtraction, comparison) can obviously be made more detailed, in which case the direction will be still simpler.

Algorithms which reduce the solution to arithmetical operations are termed numerical algorithms. Our three previous examples belonged to this class, as do formulas and procedures for solution of any class of problems, provided such formulas fully express both the nature of the operations (multiplication, subtraction, or division) and the order in which they must be performed.

A logical algorithm. Now consider an algorithm for solving a logical problem-that of finding a path in a finite labyrinth.

[^53]Imagine a finite system of rooms, each of which is the origin of one or more corridors. Each corridor joins two adjacent rooms, and a room may thus be connected to several other rooms. On the other hand, it may open only into a single corridor, in which case it will be a 'dead-end'' room. Graphically, the resulting labyrinth may be shown as a system of circles $A, B, C, \ldots$, joined by straight lines (Fig. 12.1). We shall say that room $Y$ is accessible from room $X$ if there exists a path leading from $X$ to $Y$ via intermediate corridors and rooms. This means that either $X$ and $Y$ are adjacent rooms or there exists a sequence of adjacent rooms $X, X_{1}, X_{2}, X_{3}, \ldots, X_{n}, Y$. If $Y$ is accessible from $X$, then the path from $X$ to $Y$ must be simple (loopless); that is, each intermediate room is traversed only once. Thus, in the labyrinth of Fig. 12.1, one simple path from $H$ to $B$ is $H D C B$; but $L$ is inaccessible from $A$.
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Suppose that we wish to ascertain whether $F$ is accessible from $A$ and that, if so, we wish to find a path from $A$ to $F$; but, if $F$ proves inaccessible, we wish to return to $A$ at the end of the search. We have no map of this labyrinth and for that reason shall employ a general search procedure applicable to any labyrinth containing a finite number of rooms, with any mutual disposition of rooms $A$ and $F$ within it. In one such procedure, the searcher, like the mythical Theseus, holds a ball of thread, one end of which is tied down in the starting room $A$. In addition, the searcher can paint the corridors as he walks along them. He is thus able to distinguish those never passed before (green), those passed once (yellow), and those passed twice (red). The searcher can get from any room to an adjacent one by either of two moves:
a) He can unwind the thread. He thus stretches the thread along a 'green'' corridor, which then becomes ''yellow."
b) He can wind the thread on the ball. He thus returns from a given room to an adjacent one, walking along a "yellow', corridor.

He picks up the thread as he walks along, and the corridor now becomes "red."*

Having arrived into any given room, the searcher may encounter any one of five possibilities:

1. This is room $F$, the object of the search.
2. At least two "yellow" corridors radiate from this room, that is, a thread is already stretched across it. The searcher now realizes that he has just traversed a loop.
3. At least one 'green'' corridor originates in this room.
4. This is the starting room $A$.
5. None of the above.

Now the search procedure can be specified by the following table:

Evidence in the room

1. Room $F$
2. Loop
3. 'Green"' corridor
4. Room $A$
5. Fifth possibility

## Next move

Stop
Wind the thread
Unwind the thread
Stop
Wind the thread

In each room, the searcher must decide on his next move by scanning the table in numerical order and ascertaining which of the possibilities listed matches the evidence in the room. Having found the first match, he makes the necessary move without checking for other applicable possibilities. He continues to move in this fashion until the instructions are to stop.

For this procedure, we can prove the following:

1. After a finite number of moves, the searcher will stop at either $A$ or $F$, regardless of the mutual dispositions of $A$ and $F$.
2. If he stops at $F$, then he has reached his object, and the thread is now stretched along a simple path from $A$ to $F$.
3. If he stops at $A$, then $F$ is inaccessible.

Let us illustrate the procedure on the labyrinth of Fig. 12.1. We represent the procedure in the form of Table 12.1 and see that $F$ is accessible from $A$. We write down those corridors of column 4 which remain "yellow" to the very end. These constitute the simple path from $A$ to $F$.

This procedure involves an element of choice which did not exist in the previously discussed examples. Thus, two different calculators trying to find the greatest common divisor of two numbers by

[^54]Table 12.1

| Move No. | Evidence in room determining next move | Next Move | Path (cor- ridor) Taken | Corridor color after this move |
| :---: | :---: | :---: | :---: | :---: |
| 1 | Green corridor | Unwind thread | ${ }^{A B}$ | Yellow |
| 2 3 | ',', | ,' | ${ }^{B C}$ | ", |
| 4 | , | , | ${ }_{\text {DH }}$ | , |
| 5 | " | " | HI | " |
| 6 | Fifth case | Wind chread | ${ }_{\text {IH }}$ | Red |
| 7 | Green corridor | Unwind thread | ${ }_{\text {}}^{H B}$ | Yellow |
| 9 | Loop | Wind thread | ${ }_{B D}$ | Red |
| 10 | Green corridor | Unwind thread | DF | Yellow |
| 11 | Room $F$ | STOP |  |  |

Euclid's algorithm performs operations coinciding in every detail: there is no room for individual judgment. But in the labyrinth procedure, two searchers may go from $A$ to $F$ via distinctly difterent paths.

Traditionally, the term "algorithm" is restricted to an exactly defined set of instructions. In this sense, the labyrinth search procedure is not an algorithm. Tobecome one, it would have to be supplemented by an exact specification on what to do in the case of "green' corridors (for example, this supplemental instruction may specify that if several "green" corridors originate from the same room, the searcher must select the first one to the right of the entrance).

### 12.2. GENERAL PROPERTIES OF ALGORITHMS

The above examples point out some overall properties characteristic of any algorithm:
(a) Determinancy. The procedure is specified so clearly and precisely that there is no room for arbitraryinterpretation. A procedure of this kind can be communicated to another person by a finite number of instructions. The operations described by the se instructions do not depend on the whim of the operator and constitute a determinate process which is completely independent of the person carrying it out.
(b) Generality. An algorithm is applicable to more than just one specific problem: it is used for solving a class of problems, with the procedural instructions valid for any particular set of initial data. Thus, Euclid's algorithm is applicable to any pair of integers
$a>0, b>0$; the rules of arithmetic apply to all numbers; and the search rules hold for any finite labyrinth, however intricate.

In mathematics one considers a series of problems of a specific kind to be solved when an algorithm has been found (the finding of such algorithms is really the object of mathematics). But in the absence of an algorithm applicable to all problems of a given type, one is forced to devise a special procedure valid in some but not other cases. However, such a procedure is not an algorithm. For instance, there is no algorithm for finding out whether the solution of equation

$$
\begin{equation*}
x^{n}+y^{n}=z^{n} \tag{12.1}
\end{equation*}
$$

is an integer at any $n=1,2,3,4, \ldots$ This problem may nevertheless be solved for particular values of $n$. Thus, for $n=2$, we can easily find three numbers ( $x=3, y=4, z=5$ ) satisfying Eq. (12.1). And it may be proved that Eq. (12.1) has no integer solutions for $n=3$. However, this proof cannot be extended to other values of $n$.
(c) Efficacy. This property, sometimes called the directionality of an algorithm, means that application of an algorithmic procedure to any problem of a given kind will lead to a 'stop"' instruction in a finite number of steps, at which point one must be able to find the required solution. Thus, no matter now intricate the (finite) labyrinth, the search algorithm must lead to a "stop" instruction in a finite number of steps. The stop will occur either at $F$ or at $A$, enabling us to decide whether $F$ is accessible or not. Again, the use of the Euclidean algorithm with any two numbers $a \geqslant 1, b \geqslant 1$ will sooner or later lead to a "stop" instruction, at which point one can determine the value of the greatest common divisor. However, nothing prevents us from using the Euclidean algorithm with $a \geqslant 0$ and $b \geqslant 0$, or with any pair of integers (positive or negative). There is no ambiguity at any step of the algorithm, but the procedure may not come to a stop. For example, if $a=0, b=4$, our sequence of instructions (1-4) gives the pairs 0,$4 ; 0,4 ; 0,4 \ldots$ and so on ad infinitum. The same will happen with the pair $a=-2, b=6$.

Thus, the concept of efficacy of an algorithm naturally leads to the concept of its range of application. The range of application is the largest range of initial data for which the algorithm will yield results; in other words, if the problemis stated within the range of application, then the algorithm will work up the (given) conditions into a solution, after which the procedure will come to a stop; if, however, the problem conditions are outside this range, then either there will be no stop, or there will be a stop but we shall not be able to obtain a result. Thus, the range of application of the Euclidean
algorithm is the set of natural numbers $\{1,2,3,4, \ldots\}$, and the range of application of the search algorithm is the set of all finite labyrinths.

Now, the number of individual operations which must be performed in an algorithmic procedure is not known beforehand and depends on the choice of the initial data. For this reason, an algorithm should be understood primarily as a potentially feasible procedure. In some specific problems stated within the range of application of the algorithm there may be no practical solution: the procedure may be so long that the calculator will run out of paper, ink, or time, or the computer executing the algorithm may not have a large enough memory.

Determinancy, generality, and efficacy are empirical properties. They are present in all algorithms constructed so far. However, these empirical properties are too vague andinexact to be useful in a mathematical theory of algorithms. We shall try to refine them in subsequent sections.

### 12.3. THE WORD PROBLEM IN ASSOCIATIVE CALCULUS

The previously described search procedure was restricted to finite, though arbitrary, labyrinths. There exists, however, a far reaching generalization of this problem which, in a sense, constitutes a search in an infinite labyrinth. This is the word problem. It arose first in algebra, in the theory of associative systems, and in the group theory, but the conclusions derived from it have since transcended these specialized fields.*

Let any finite system of differing symbols constitute an alphabet, and let the constituent symbols be its characters. For instance, $\{\alpha, b, ?, 7, *\}$ is an alphabet, whereas $\alpha, b, ?, 7$ and * are its characters. Any finite sequence of characters from an alphabet is called a word of that alphabet. Thus, the three-character alphabet $\{a, b, c\}$ will yield words $a c, a, a b b c a, b b b b b, b b a c a b$, etc. An empty word, containing no characters, is denoted by $\Lambda$.

Consider two words $L$ and $M$ in some alphabet $A$. If $L$ is a part of $M$, then we say that $L$ occurs in $M$. For example, the word $L=a c$ occurs in $M=b b a c a b$. In general, $L$ may occur in $M$ many times; thus $b c b$ occurs twice in $a b c b c b a b$.

[^55]We shall now describe the process of transformation of words, whereby new words are obtained from given ones. We start by setting up a finite system of substitutions allowable in a given alphabet:

$$
P-Q ; \quad L-M ; \quad \ldots ; \quad S-T
$$

where $P, Q, L, M, \ldots, S, T$ are words in this alphabet, and the dashes between them denote substitution. Thus, an $L-M$ substitution in a word $R$ of this alphabet may be defined as follows: if $L$ occurs one or more times in $R$, then any one of these occurrences may be replaced with $M$; conversely, if $M$ occurs in $R$, then it may be replaced with $L$. For example, there are four possible substitutions $a b-b c b$ in $a b c b c b a b$. Replacement of each subword $b c b$ with $a b$ yields $a a b c b a b$ and $a b c a b a b$, respectively, whereas the replacement of each $a b$ yields the words $b c b c b c b a b$ and $a b c b c b b c b$. However, the substitution $a b-b c b$ in $b a c b$ is not allowed since neither $a b$ nor $b c b$ occurs in it.

The words obtained by means of allowable substitutions may be again replaced, which yields yet new words.

The aggregate of all the words in agiven alphabet, together with an appropriate set of allowable substitutions, is called an associative calculus. To define an associative calculus, it is sufficient to define the alphabet and the set of substitutions.

Two words $P_{1}$ and $P_{2}$ of an associative calculus are said to be adjacent if one may be transformedinto the other by a single allowable substitution. A sequence of words $P, P_{1}, P_{2}, P_{3}, \ldots, Q$ is called a deductive chain leading from $P$ to $Q$ if every two consecutive words in this chain are adjacent. Two words $P$ and $Q$ are said to be equivalent if there exists a deductive chainleading from $P$ to $Q$. The equivalence relationship is shown as $P \sim Q$. It is obvious that if $P \sim Q$, then $Q \sim P$, since the allowable substitutions may be used in either direction.

Example. Assume we have the following associative calculus:

| $\{a, b, c, d, e\}-$ alphabet |  |
| :---: | :---: |
| $a c-c a$ |  |
| $a d-d a$ |  |
| $b c-c b$ |  |
| $b d-d b$ |  |
| $a b a c-a b a c c$ <br> $e c a-a e$ <br> $e d b-b e$ | - allowable |
|  |  |

Here, the words abcde and acbde are adjacent, since abcde may be transformed into $a c b d e$ by the substitution $b c-c b$. However, $a a a b b$ has no adjacent words, since none of the given substitutions may be applied to it. The word $a b c d e$ is equivalent to cadedb, since there exists a deductive chain of adjacent words: $a b c d e, ~ a c b d e, ~ c a b d e$, cadbe, cadedb, derived by successive use of the third, 'first, fourth, and fifth of the above substitutions.

An associative calculus may be put in correspondence with an infinite labyrinth by matching a specific room of the labyrinth with a word from the alphabet. Since the number of words which may be formed from the characters of a given alphabetis infinite, it follows that the labyrinth can have an infinite number of rooms.

Two adjacent rooms of the labyrinth correspond to adjacent words. Now, if two words $P$ and $Q$ are equivalent, then the labyrinth room corresponding to word $Q$ is accessible from the room corresponding to $P$, that is, there exists a path from $P$ to Q.*

In each associative calculus there occurs a specific word problem, whereby it is required to recognize whether two words of this calculus are equivalent or not. This problem is identical to our problem of accessibility in alabyrinth, except that here the labyrinth is infinite. But our previous algorithm is now useless because an infinite labyrinth cannot be searched in a finite time.

Since each associative calculus contains an infinite set of different words, it involves an infinite number of problems of equivalence between two words. All these problems mustinvolve the same procedures, and we therefore naturally think of a solution consisting of an algorithm for recognizing the equivalence (or nonequivalence) of any pair of words. We shall see in the next section whether such a solution does exist.

However, we can immediately find the algorithm for the restricted word problem, where one wants to know whether a given word can be transformed into another by using the allowable substitutions a maximum of $k$ times; here $k$ is an arbitrary but fixed number. In the previous search problem, we imposed a restriction on the labyrinth, which had to be finite. Here, however, it is the number of moves which is restricted: we must inspect all those rooms of an finite labyrinth which are separated from the starting one by

[^56]not more than $k$ corridors; the remainder of the labyrinth is of no interest. In terms of associative calculus this means that one determines all words adjacent to one of the given words (by substitution); then for each of the new words so derived one determines all words adjacent to it, and so on, $k$ times in all. We finally obtain a list of all words which may be derived from the given one by using the allowable substitutions at most $k$ times. If the second given word appears in that list, then the answer to the restricted word problem is yes; if it does not appear, the answer is no. This scanning algorithm may then be further improved by removing from it all superfluous iterations (loops).

However, the solution of the restricted word problem does not bring us nearer to the solution of our basic "unlimited" problem. Here, the length of the deductive chain (if it exists) from word $P$ to word $Q$ may be extremely great (or infinite). For this reason, the scanning algorithm, restricted as it is to $k$ substitutions, generally cannot tell whether an equivalence is present or, to put it another way, when to stop the search for such an equivalence. Thus we must turn to other, more sophisticated algorithms, as we shall do in later sections.

The reader will now recognize that logical deductive processes other than the search problem may also be treated as associative calculi. For instance, any logical formula may be interpreted as a word in some alphabet containing the characters denoting logical variables, logical functions, and logical connectives $\vee, \&,-, \rightarrow($,$) ,$ etc. The process of inference may be treated as a formal word transformation similar to the substitution in associative calculus, in which an elementary act of logical inference is made to correspond to a single act of substitution. The substitutions themselves may be written as logical rules or identities, for example, $\bar{x}-x$ (which means "double negation may be removed"), or

$$
\left.\begin{array}{l}
(\forall x)\left[\left(A_{1} \vee x\right) \&\left(A_{2} \vee x\right)\right]-A_{1} \& A_{2} \\
(\exists x)\left[\left(A_{1} \vee x\right) \&\left(A_{2} \vee x\right)\right]-A_{1} \vee A_{2}
\end{array}\right\} \begin{aligned}
& \text { the exclusion } \\
& \text { rule, and so on. }
\end{aligned}
$$

By making such substitutions in a given premise (that is, in the wording representing such a premise), we can obtain many further inferences (conclusions).

Now, in propositional calculus there exist methods for deriving all the conclusions which follow from a given set of axioms. There also exists an algorithm for recognizing deducibility, thatis, a procedure for checking whether a given statement follows from a given axiom or not. However, propositional calculus cannot encompass both these procedures, since it is unable toexpress the relationship
between one object and another within the confines of a single statement; this calls for predicate calculus-which can also be interpreted as an associative calculus. As a result, we arrive at a variant of associative calculus-the logical calculus with a given system of allowable substitutions. The problem of recognition of deducibility now becomes one of existence of a deductive chain from the word representing the premise to the word representing the inference, a problem which the reader will recognize as that of equivalence of words in associative calculus.

In the same sense, all derivations of formulas, and all mathematical computations and transformations, are processes of constructing deductive chains in the corresponding associative calculi. And we shall prove in the next section that arithmetic itself may also be treated as an associative calculus.

Given the universal applicability of associative calculus, it would be natural to postulate it as a general method for defining determinate data processing procedures, that is, algorithms. However, before we can advance this postulate, we must state precisely what we mean by an algorithm in a given alphabet.

### 12.4. ALGORITHMS IN AN ALPHABET $\boldsymbol{A}$. MARKOV'S NORMAL ALGORITHM

By analogy with the intuitive definition of Section 12.1 ff , we could intuitively define an "algorithm in alphabet $A$ '" as follows:

Definition $I_{\text {。 }}$ An algorithm in alphabet $A$ is a universally understood exactinstruction specifying a potentially realizable operation on words from $A$; this operation admits any word from $A$ as the initial one, and specifies the sequence in which it is transformed into new words of this alphabet. An algorithm is applicable to a word $P$ if, starting from that word and acting in accordance with this instruction, we ultimately derive a new word $Q$, whereupon the process comes to a halt. We then say that the algorithm processes $P$ into $Q$.

For example, the following instruction satisfies our definition:
Copy a given word, beginning from the end. The word so obtained is the result. Stop.

This algorithm is an exact instruction applicable to any word.
Nevertheless, Definition I is too broad, and we shall refine the concept 'algorithm in alphabet $A$ '' by means of associative calculus.

Definition $I I_{\text {. We }}$.Whall say that an algorithm in alphabet $A$ is a set allowable substitutions, supplemented by a universally
understood exact instruction which specifies the order and manner of using these allowable substitutions and the conditions at which a stop occurs.*

The following is an example of an algorithm in the sense of Definition II.

Let alphabet $A$ contain three characters: $A=\{a, b, c\}$, and let the algorithm be defined by a set of substitutions

$$
\left.\begin{array}{c}
c b-c c \\
c c a-a b \\
a b-b c a
\end{array}\right\}
$$

and the following instructions regarding the use of these substitutions:

Starting from any word $P$, one scans the above set of substitutions, in the order given, seeking the first formula whose left-hand part occurs in $P$. If there is no such formula, the procedure comes to a halt. Otherwise, one substitutes the right-handpart of the first such formula for the first occurrence of its left-hand part in $P$; this yields a new word $P_{1}$ of alphabet $A$. After this, the new word $P_{1}$ is used as starting one ( $P$ in the above), and the procedure is repeated. It comes to halt upon generation of a word $P_{n}$ which does not contain any of the left-hand parts of the allowable substitutions.

This set of substitutions and the instructions for its use define an algorithm in alphabet $A$ which processes the word babaac into the word bbcaaac by means of the third substitution, at which point the procedure comes to a halt. Similarly the word cbacacb may be successively transformed into words ccacacb, ccacac $\overrightarrow{c,} a b c a c c$, and $b c a c a c c$, at which point the procedure again comes to an end. However, the word $b c a c a b c$ generates the recurring sequence $b c a c a b c$, bcacbcac, $b c a c c c a c, b c a c a b c$, and so on, where no stop can occur; therefore our algorithm is not applicable to the word bcacabc.

This algorithm is somewhat reminiscent of the following instructions for motion in an infinite labyrinth: having arrived into a room, go to the first corridor on your right, and so on. Here, a stop will occur when a dead end is reached and, as in the algorithm, there are three possibilities: starting from any room, we can either enter a dead end corridor (compare the case of word babaac), or move in a loop ad infinitum (compare the case of word bcacabc), or keep going for an infinitely long time without getting trapped in a loop.

[^57]At first glance one may conclude that Definition II is narrower than Definition I. It turns out, however, that this is not so, since for any known algorithm defined in sense I we may construct an equivalent algorithm in sense II. This, of course, does not prove that Definitions I and II are equally strong; there can be no such proof, in view of the vagueness of both definitions (for instance, both contain the undefined phrase ''universally understood exact instructions''). Still, Definition II is a substantial stepforward, as we shall see below.

Now let us define equivalence of algorithms: two algorithms $A_{1}$ and $A_{2}$ in some alphabet are equivalent if their ranges of application coincide and if they process any word from their common range of application into the same result. In other words, if algorithm $A_{1}$ is applicable to a word $P$, then $A_{2}$ must also be applicable to that word, and conversely; also, both algorithms must transform the word $P$ into the same word $Q$. If, however, one of the algorithms is not applicable to a word $B$, then the other algorithm must also be inapplicable.

At this point, Definition II may be transformed into an exact mathematical definition of an algorithm by a single step first proposed by A.A. Markov. His normal algorithm is identical to that of Definition II except that the "universally understood" instructions are replaced by a standard, once and for all fixed, and exactly specified procedure for the use of substitutions. This normal algorithm is specified as follows: To start with, the alphabet $A$ is defined and the set of allowable substitutions is fixed. Then some word $P$ in $A$ is selected, and the substitution formulas are scanned (in the order given in the set) to find a formula whose left-hand part occurs in $P$. If there is no such formula, the procedure comes to a halt. Otherwise the right-hand member of the first of such formulas is substituted for the first occurrence of its left-hand member in $P$. This yields a new word $P_{1}$ in alphabet $A$. After this one proceeds to the second step, which differs from the first one only in that $P_{1}$ now acts as $P$. Then one goes to the third analogous step, and so on, until the process comes to a halt. However, the process can be terminated in only two ways: (1) when it generates a word $P_{n}$ such that none of the left-hand parts of the formulas of the substitution set occurs in it; and (2) when the word $P_{n}$ is generated by the last formula of the set.

We see that the algorithm of Definition II is an "almost normal" algorithm, the only difference being that it comes to a halt in only one case (when none of the allowable substitutions is applicable), whereas in the normal algorithm there are two possible causes for a "stop" instruction.

Two normal algorithms differ only in their alphabets and their set of allowable substitutions. Again, to define a normal algorithm it is sufficient to define its alphabet and its set of substitutions.

Examples of Normal Algorithms.
Let the alphabet $A$ and the set of allowable substitutions be

$$
\begin{aligned}
&\left.A=\{1,+\} \quad \begin{array}{rl}
1+ & \rightarrow+1 \\
+1 & \rightarrow 1 \\
1 & \rightarrow 1
\end{array}, \begin{array}{rl} 
& \rightarrow 1
\end{array}\right) \\
&
\end{aligned}
$$

(the arrows are a convention denoting a Markov normal algorithm, to differentiate it from the usual associative calculus).

Now let us see how this algorithm transforms the word $1111+$ $+11+111$. We obtain successively the words:

| 1 | 1 | 1 | 1 | + | 1 | 1 | + | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 1 | + | 1 | 1 | 1 | + | 1 | 1 | 1 |
| 1 | 1 | + | 1 | 1 | 1 | 1 | + | 1 | 1 | 1 |
| 1 | + | 1 | 1 | 1 | 1 | 1 | + | 1 | 1 | 1 |
| + | 1 | 1 | 1 | 1 | 1 | 1 | + | 1 | 1 | 1 |
| + | 1 | 1 | 1 | 1 | 1 | + | 1 | 1 | 1 | 1 |
| + | 1 | 1 | 1 | 1 | + | 1 | 1 | 1 | 1 | 1 |
| + | 1 | 1 | 1 | + | 1 | 1 | 1 | 1 | 1 | 1 |
| + | 1 | 1 | + | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| + | 1 | + | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| + | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |  |
| + | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |  |
|  | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |  |
|  | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |  |

The procedure comes to a halt on the use of the last substitution $1 \rightarrow 1$, which processes the word 111111111 into itself.

Now let the set of substitutions (in the same alphabet) be

( $\Lambda$ is again an empty word). Then $11+111+1+11$ will be transformed as follows:

$$
\begin{array}{ccccccccccc}
1 & 1 & + & 1 & 1 & 1 & + & 1 & + & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & + & 1 & + & 1 & 1 & \\
1 & 1 & 1 & 1 & 1 & 1 & + & 1 & 1 & & \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & & \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & &
\end{array}
$$

We see that both algorithms produce a sum of symbols 1 ; that is, they perform addition, and it not difficult to show that they are equivalent.

A third normal algorithm, equivalent to the above, is defined by a set

$$
\begin{gathered}
1+\rightarrow+1 \\
++\rightarrow+ \\
+\rightarrow \Lambda .
\end{gathered}
$$

The reader is invited to verify that the normal algorithm $A=$ [1, *, $\vee$, ? $\}$

$$
\begin{aligned}
* 11 & \rightarrow \vee * 1, \\
* 1 & \rightarrow \vee \\
1 \vee & \rightarrow \vee 1 ? \\
? \vee & \rightarrow \vee ? \\
? 1 & \rightarrow 1 ? \\
\vee 1 & \rightarrow \vee \\
\vee ? & \rightarrow ? \\
? & \rightarrow 1 \\
1 & \rightarrow 1
\end{aligned}
$$

transform each word of the form $\underbrace{1111 \ldots 11}_{m_{\text {times }}} * \underbrace{111 \ldots 111}_{n \text { times }}$ into the word $\underbrace{111 \ldots 111,}_{m \cdot n \text { times }}$; that is, it performs a multiplication.

Markov also refined the concept of an algorithm in an alphabet by postulating that each algorithm in an alphabet is equivalent to some normal algorithm in the same alphabet. This is a hypothesis which cannot be rigorously proved, since it contains both the vague statement "each algorithm"' and the exact concept of a 'normal algorithm." This statement may be regarded as a law which has not been proved but which has been confirmed by all accumulated experience. It is supported by the fact that no one has so far succeeded in formulating an algorithm for which there is no normal algorithm equivalent to it (in the same alphabet).

Now we can return to the problem of universal definition of algorithms (see end of Section 12.3). In view of what we said above, the Markov normal algorithm seems a convenient 'standardform'" for defining any algorithm, that is, we assume that any algorithm may be defined as a Markov normal algorithm. This is, of course, no more than a hypothesis and, at that, much less well-founded than the Markov hypothesis discussed above, since it cannot even be expressed in exact terms. However, its intuitive meaning is obvious.

As soon as we accept this hypothesis, we have a way of rigorously proving the algorithmic unsolvability of generalized problems. For example, we can prove the algorithmic unsolvability of the word problem; that is, we can prove that there is no algorithm applicable to all associative calculi and capable of determining whether two words $P$ and $Q$ are equivalent. All we have to do in order to prove this is to demonstrate the existence of one associative calculus in which there is no normal algorithm for recognizing the equivalence of words. Examples of such calculi were first given by A.A. Markov (1946) and E. Post (1947). After that itbecame clear that a fortiori there can be no algorithms capable of recognizing the equivalence of words in all associative calculi.

The examples of Markov and Post were unwieldy and comprised hundreds of allowable substitutions. Later, G. S. Tseytin exhibited an associative calculus containing only seven allowable substitutions, in which the problem of word equivalence was also algorithmically unsolvable.

As an illustration we shall show one proof of algorithmic unsolvability. Let $U$ be a normal algorithm defined in an alphabet $A=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ with the aid of a set of substitutions. In addition to the characters of alphabet $A$, this algorithm also uses the symbols $\rightarrow$ and ,. By assigning to these symbols new characters $a_{n+1}$ and $a_{n+2}$, we can represent $U$ by a word in an expanded alphabet $\widetilde{A}=\left\{a_{1}, a_{2}, \ldots, a_{n+2}\right\}$. Let us now apply $U$ to the word representing it. If algorithm $U$ transforms this word into another one, after which there is a stop, this means that $U$ is applicable to its own represen-tation-the algorithm is self-applicable. Otherwise, the algorithm is nonself-applicable. Now there arises the problem of recognition of self-applicability, that is, finding out from the representation of a given algorithm whether it is self-applicable or not.

This problem would be solved by a normal algorithm $V$, which, upon application to any representation of a self-applicable algorithm $U$, would transform that representation into a word $M$ and which would transform all representations of a nonself-applicable algorithm $U$ into another word $L$. Thus the application of the recognition algorithm $V$ would show whether $U$ is self-applicable or not.

However, it has been proved that such a normal algorithm $V$ does not exist (see [64] ), which also proves that the problem of recognition of self-applicability is algorithmically unsolvable. The proof, by reductio ad absurdum, is as follows. Suppose that we do have a normal algorithm $V$ and that it transforms each representation of a self-applicable algorithm into $M$ andeach representation of a non-self-applicable algorithm into $L$. Then, by some modification of the
substitution system of the algorithm $V$, we may devise another algorithm $\widetilde{V}$ which would again transform each representation of a nonself-applicable algorithm into $L$ but which would be inapplicable to representations of a self-applicable algorithm (because the algorithm does not come to a stop). Such an algorithm $\tilde{V}$ leads to contradictions. Indeed,

1. Suppose $\tilde{V}$ is self-applicable (there is a stop), that is, it can be applied to its own representation (which is in the form of a word). But this simply means that $\tilde{V}$ is nonself-applicable.
2. Suppose $\tilde{V}$ is nonself-applicable. Then it can be applied to its own representation (since it is applicable to any representation of a nonself-applicable algorithm). But this simply means that $\tilde{V}$ is self-applicable.

The resulting contradiction proves the algorithmic unsolvability of the problem of recognition of self-applicability.

Thus there is no a priori proof for the existence or nonexistence of an algorithm for a given problem. But the nonexistence of an algorithm for a class of problems merely means that this class is so broad that there is no single effective method for the solution of all the problems contained in it. Thus, even though the generalized problem of recognition of word equivalence is algorithmically unsolvable in Tseytin's associative calculus, under normal conditions we can still find a way for proving the equivalence or nonequivalence of a specific pair of words.

There is an interesting history to the problem of algorithmic unsolvability. Prior to Markov's refinement of the concept of an algorithm, mathematicians held one or the other of the following points of view:

1. Problems for which there is no algorithm are still, in principle, algorithmically solvable; the desired algorithm is unavailable simply because the existing mathematical machinery is unequal to the task of devising this algorithm. In other words, our knowledge is insufficient to solve problems we call algorithmically unsolvable, but such algorithms will be found in the future.
2. There are classes of problems for which there are no algorithms. In other words, there are problems that cannot be solved mechanically by means of reasoning and computations and that require creative thinking.

This is a very strong statement because it says to all future mathematicians: Whatever the means at your disposal may be, do not waste your time searching for nonexistent algorithms!

But how does one prove the nonexistence of an algorithm? So long as the definition of an algorithm comprised the phrase
"universally understood instruction', such a proof was unthinkable, because one cannot conceive of all possible 'universally understood instructions' ' and prove that none of these is applicable.

Thus the very survival of this second viewpoint is related to the daring hypotheses on the existence of "standard forms" for defining an algorithm (such as the Markov normal algorithm), that is, hypotheses permitting the formulation of the concepts of "algorithm" and '"algorithmically unsolvable problem"' in exact terms.

### 12.5. REDUCTION OF ANY ALGORITHM TO A NUMERICAL ALGORITHM. GÖDELIZATION

The advent of computers has prompted much work in the theory of numerical algorithms with which these machines operate. In the course of this work it has been shown that any logical algorithm can be reduced to a numerical algorithm. As the methods for doing this improved, it also became clear that all algorithms can be reduced to numerical ones, and thus the theory of numerical algorithms (which we shall also call the theory of computable functions) became a generalized mechanism for study of all algorithmic problems.

We shall now show how any algorithmic problem can be reduced to a computation of values of an integer-valued function of integer arguments.

Assume some algorithm is applicable to a range of data. We shall represent each set of data comprised in this range by means of a unique nonnegative integer $A_{n}$; when we have done this, we have, instead of the original data, or collection of numerals (labels) $A_{0}, A_{1}, A_{2}, \ldots, A_{n}, \ldots$ representing these data.

Similarly, we assign a unique numeral to each of the possible solutions derived with our algorithm from the above data and thus obtain a sequence of numerals (labels) $B_{0}, B_{1}, B_{2}, \ldots, B_{m}, \ldots$ representing these solutions.

Now this labeling or numbering permits us to dispense with the data and solutions themselves and to operate instead on numerals representing these quantities. For it is fairly obvious that if we have an algorithm processing a set of data into a solution, we can also devise an algorithm processing the numeral $A_{n}$ denoting these data into the numeral $B_{m}$. representing the corresponding solution.

It is also obvious that this algorithm must be a numerical one, of the type $m=\varphi(n)$.

In general, if there exists an algorithm for solving any given problem (that is, transforming a set of data into a solution), then
there must also exist an algorithm for computing the values of the corresponding function $m=\varphi(n)$. Indeed, to find the value of $\varphi(n)$ at $n=n^{*}$, one can reconstitute the set of data represented by $n^{*}$ from a table of values of $n$ vs. these data; then one can employ the (existing) algorithm to find a solution for the problem. Having the value of the solution, one can go to a table of values of solutions vs. $m$ to find the numeral $m^{*}$ representing $m$. Consequently,

$$
\varphi\left(n^{*}\right)=m^{*} .
$$

Conversely, if there exists an algorithm for conputing the values of $\varphi(n)$, there must be an algorithm for solving the given problem. Indeed, one can find from the table of the data vs. $n$ the numerical $n^{*}$ representing $n$. Then one can compute $m^{*}=\varphi\left(n^{*}\right)$; having $m^{*}$, one can determine the value of the actual solution from another table.

Let us now present a widely used method of numbering (that is, unique labeling), namely, the method of Gödel. Suppose we have a number $n$. Then, by virtue of the fact that any composite integer can be uniquely decomposed into prime factors, we have

$$
n=2^{a_{1}} \cdot 3^{a_{2}} \cdot 5^{a_{3}} \cdot 7^{a_{4}} \cdot \ldots \cdot p_{m-1}^{a_{m}}
$$

where $p_{0}=2, p_{1}=3, p_{2}=5$, and, in general, $p_{m}$ is the $m$ th prime number. Thus $n$ - the Gödel number - is the product of successive primes, which are raised to powers from the set $a_{1}, a_{2}, \ldots, a_{m}$. Any Gödel number $n$ is uniquely related to a specific set $a_{1}, a_{2}, \ldots$, $a_{m}$, and, conversely, each set $a_{1}, a_{2}, \ldots, a_{n}$ is uniquely associated with a specific number $n$. For example, if $n=60$, we have: $60=2^{22} 3^{1} 5^{1}$, that is, $a_{1}=2, \quad a_{2}=1, \quad a_{3}=1$.

Now, Gödel numbering (or gödelization) allows us to uniquely label any sequence of $m$ members. Consider a few examples:

1. Any pair of numbers $a_{1}$ and $a_{2}$, for which we seek the greatest common divisor $q$, can be assigned a unique Gödel number $n=2^{a_{1}} \cdot 3^{a_{2}}$. Now, Euclid's algorithm reduces to the computation of $q=\varphi(n)$.
2. We want to find the sumbol in the $r$ th position of a purely periodic sequence produced by endless repetition of the numerical sequence $a_{1}, a_{2}, \ldots, a_{m}$. The statement of the problem can then be associated with the Gödel number

$$
n=2^{r} \cdot 3^{a_{1}} \cdot 5^{a_{2}} \cdot \ldots \cdot p_{m}^{a_{m}}
$$

The algorithm for finding the $r$ th symbol then reduces to computation
of values of the function

$$
q=\varphi(n)
$$

where $q$ may assume values only from the set $\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$ ．
3．An $n$ th－degree equation

$$
x^{n}+b_{1} x^{n-1}+b_{2} x^{n-2}+\ldots+b_{n}=0
$$

（where $b_{i}$ are general symbols，not specific coefficients）can be assigned a number $n$ ；it is obvious that，knowing $n$ ，one can easily reconstruct the original equation．

When $n=2$ ，the equation is

$$
x^{2}+b_{1} x+b_{2}=0
$$

Its solution may be expressed in terms of coefficients $b$ ：

$$
\begin{equation*}
x=-\frac{b_{1}}{2} \pm \sqrt[2]{\left(\frac{b_{1}}{2}\right)^{2}-b_{2}} \tag{12.2}
\end{equation*}
$$

Let us rewrite Eq．（12．2）on one line

$$
x=-b_{1}: 2+-\sqrt[2]{V}\left(b_{1} \times b_{1}: 4-b_{2}\right)
$$

where the square root sign applies to the entire expression in paren－ theses．Assume that we intend to find an expression for the solution of the $n$ th－degree equation in terms of the radical signs．It is obvious that，whatever the form of the solution，it may consist only of the following symbols：

$$
+,-, \times,:,(,), 1, b_{1}, b_{2}, \ldots, b_{n}, \stackrel{2}{V}, \sqrt[3]{\sqrt{2}}, \ldots, \stackrel{r}{V}
$$

Also，we can use symbol 1 and the addition sign + to express any number which may be present as the sum $1+1+1+\ldots+1$ ．Let us code the above symbols by means of the following numerals：

| $\sqrt[r]{ }$ is assigned the number |  |  | $2 r$ ）is assigned the number |  |  |  | 13 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $+$ | 》 | » | 3 | 1 | ＂ | ＂ | 15 |
| － | 》 | 》 | 5 | $b_{1}$ | ＂ | 》 | 17 |
| $\times$ | » | » | 7 | $b_{2}$ | » | 》 | 19 |
| ： | » | 》 | 9 | ． | ． | ． |  |
| $($ | 》 | 》 | 11 |  |  |  |  |

Then each expression consisting of these symbols is uniquely represented by a set of numerals. For example, the set

$$
6,11,17,3,19,13
$$

corresponds to the expression

$$
\sqrt[3]{\left(b_{1}+b_{2}\right)}
$$

This set of numerals, as we already know, describes a Gödel number equal to

$$
2^{6} \cdot 3^{11} \cdot 5^{17} \cdot 7^{3} \cdot 11^{19} \cdot 13^{13}
$$

Conversely, given a Gödel number, we can always reconstitute the corresponding set of numerals; each numeral can then be replaced by the symbol for which it stands. Thus, Gödel numbering permits us to code in a unique fashion any formula, any expression, whether it be composed of numbers or letters, signs denoting operations, or any combination of those above.
4. Assume we want to number all possible words which can be written in some alphabet $A$. This is easily done by matching a numeral with each character of the alphabet. Then each word will become a sequence of numerals, and we can obtain the Gödel number corresponding to each such word. And, if desired, we can also number all the sequences of such words (for example, all the deductive chains) to obtain Gödel numbers for the sequence of Gödel numbers of the individual words, as well as a Gödel number for the entire collection of such sequences.

We have now seen that the gödelization procedure reduces not only arithmetical algorithms but also any normal Markov algorithm to a computation of values of some integer-valued function. Therefore, the algorithm for such a computation is the universal algorithmic form we have sought from the beginning.

In concluding, we must point out that all of the above discussion was based on the assumption that, even though the set of data for a problem which can be processed by a given algorithm may be infinitely large, it is, nevertheless, countable. Our subsequent discussion of algorithms will also assume a countable set of conditions.

### 12.6. ELEMENTARY AND PRIMITIVE RECURSIVE FUNCTIONS

Functions such as $y=\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ are called arithmetical if both the arguments and the functions themselves may assume values
only from the set $\{0,1,2, \ldots\}$. From now on, we shall discuss only arithmetical functions. Logical functions (Chapter 1) are a special case of arithmetical functions.

We shall also introduce the following system of notation:
Variables will be denoted by lower-case Latin letters:

$$
a, b, c, \ldots, m, n, \ldots, x, y, z \quad \text { or } x_{1}, x_{2}, \text { etc. }
$$

Functions will be denoted by lower-case Greek letters:

$$
\varphi, \psi, \chi, \xi, \ldots, \alpha, \beta, \gamma \quad \text { or } \varphi_{1}, \varphi_{2}, \varphi_{3}, \text { etc. }
$$

Predictions will be denoted by Latin capitals:

$$
A, B, P, Q, R, S, \text { etc. }
$$

Specific numbers or constants will also be denoted by lower-case Latin letters but will carry an asterisk:

$$
a^{*}, b^{*}, x^{*}, y^{*}, \text { etc. }
$$

We shall now define a computable arithmetical function and a solvable predicate.

A function $y=\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is said to be algorithmically computable (or just computable) if there exists an algorithm for finding the value of this function at all values of variables $x_{1}, x_{2}, \ldots x_{n}$.

A predicate $P\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ defined on the set of integers is said to be algorithmically solvable (or just solvable) if there exists an algovithm for finding the value of this predicate at all values of variables $x_{1}, x_{2}, \ldots, x_{n}$.

These definitions are intuitive and inexact, since we have not yet defined a computing algorithm. In order to refine them, we shall have to develop the class of computable functions, starting with the most elementary computable functions.

We shall call elementary those arithmetical functions which can be obtained from nonnegative integers and variables by means of a finite number of additions, arithmetical subtractions (by which we mean obtaining $|x-y|)$, multiplications, arithmetical divisions (by which we mean deriving the integer part of the quotient $\left[\frac{a}{b}\right]$ for $b \neq 0$ ), as well as from constructions involving sums and products. The computability of elementary functions is undisputable since there are algorithms for all the separate operations involved in such functions, and thus the aggregate function must al so be algorithmically computable.

To construct elementary functions we need only one number, namely, 1, since

$$
0=|1-1|, \quad 2=1+1, \quad 3=(1+1)+1, \text { etc. }
$$

Now let us see what functions are elementary.

1. All the simple functions such as

$$
\varphi(x) \equiv x+1, \quad \varphi(y) \equiv 12 y, \quad \psi(a, b, c) \equiv a b+c, \chi(b) \equiv b^{2}
$$

(since $b^{2}=b \cdot b$ ), etc., are elementary.
2. Many of the frequently employed functions of number theory are elementary. For example:
a) $\min (x, y)=\left[\frac{|(x+y)-|x-y||}{2}\right]$;
b) $\operatorname{sg}(x)= \begin{cases}1 & \text { when } x \geqslant 1, \\ 0 & \text { when } x=0 .\end{cases}$

Function $\operatorname{sg}(x)$ may be expressed by means of function $\min (x, y)$ :

$$
\operatorname{sg}(x)=\min (x, 1) \cdot *
$$

From $\operatorname{sg}(x)$ one can obtain $\operatorname{sg}(x)$ :

$$
\overline{\operatorname{sg}}(x)=|1-\operatorname{sg}(x)|=\left\{\begin{array}{l}
1 \\
\text { when } x=0, \\
0
\end{array} \text { when } x \geqslant 1 .\right.
$$

3. The inequality $x \leqslant y$ is equivalent to the $\min (x, y)=x$ or $|\min (x, y)-x|=0$. Then the predicate ' $x$ is smaller than or equal to $y$ " may be written as

$$
P(x, y)=\overline{\operatorname{sg}}(|\min (x, y)-x|) .
$$

Indeed, if $x^{*} \leqslant y^{*}$, then $P\left(x^{*}, y^{*}\right)=1$, that is, it is a true statement; otherwise $P=0$.
4. Later we shall use the function

$$
y \rightarrow x\left\{\begin{array}{cc}
|y-x|, & \text { if } y \geqslant x \\
0 & \text { if } y<x .
\end{array}\right.
$$

This is also an elementary function since it can be expressed as

$$
y-x=|y-x| \overline{\operatorname{sg}}(|\min (x, y)-x|) .
$$

5. The residue obtained upon division of $a$ by $n$

$$
\operatorname{res}(a, n)=\left|a-n\left[\frac{a}{n}\right]\right|
$$

is again an elementary function.
Now, is the class of all computable functions broader than that of elementary functions? In other words, is there a computable function which is not elementary? To answer, let us follow some
*See Section 9.2 f for notation.
elementary functions to see at what point they cease to be elementary.

Of the simple elementary functions, the one that increases the most rapidly is the product. The product an arises from adding $a$ to itself $n$ times; thus, multiplication is iterated addition.

Raising to a power is, in turn, iterated multiplication:

$$
a^{n}=a \cdot a \cdot a \cdot \ldots \cdot a=\prod_{1}^{n} a
$$

This function is still elementary since it is expressed by a product. It increases very rapidly with $a$ and $n$.

A still more rapidly increasing function involves the iteration of the operation of raising to a power:

$$
\psi(0, a)=a, \quad \psi(1, a)=a^{a}, \quad \psi(2, a)=a^{\left(a^{a}\right)}
$$

and, in general,

$$
\begin{equation*}
\psi(n+1, a)=a^{\psi(n, a)} . \tag{12.3}
\end{equation*}
$$

Here the increase is so rapid that it becomes impossible to "keep pace', with the increase in $\psi(n, a)$ by devising elementary functions (for proof, see [77]); to be more precise, this function, starting from some $a=a^{*}$, majorizes all elementary functions; that is, for any elementary function $\varphi(a)$ there is always some $m^{*}$ such that the inequality

$$
\varphi(a)<\psi\left(m^{*}, a\right)
$$

will be satisfied at all $a \geqslant a^{*}$. Butif this is the case, then it is easy to show that the function $\gamma(n)=\psi(n, n)$ is not elementary.

Indeed, if $\psi(n, n)$ were an elementary function, then we could find some $m^{*}$ (it may be assumed that $m^{*} \geqslant 2$ because the function $\psi(n, a)$ is monotonic) such that $\psi(n, n)<\psi\left(m^{*}, n\right)$ for $n \geqslant 2$. This inequality would, in particular, hold when $n=m^{*}$ since $m^{*} \geqslant 2$. We then get $\psi\left(m^{*}, m^{*}\right)<\psi\left(m^{*}, m^{*}\right)$, which is impossible.

Thus, iteration of the operation of raising to a power gives a nonelementary function. But, at the same time, $\psi(n, a)$ is a priori known to be computable. Indeed, suppose we want to compute $\psi(n, a)$ for any $n=n^{*}, a=a^{*}$. For $a=a^{*}$, Eq. (12.3) becomes

$$
\psi\left(n+1, a^{*}\right)=\left(a^{*}\right)^{\psi\left(n, a^{*}\right)} .
$$

Let us denote $\left(a^{*}\right)^{m}=\chi(m)$; here $\chi(m)$ is an elementary single-valued computable function, whose computation algorithm merely consists
of multiplication by $a^{*}$, repeated $m$ times. The formula

$$
\begin{equation*}
\psi\left(n+1, a^{*}\right)=\chi\left(\psi\left(n, a^{*}\right)\right) \tag{12.4}
\end{equation*}
$$

relates the value of $\psi$ at a point with its value at the preceding point. Now it is sufficient to specify the initial value $\psi\left(0, a^{*}\right)=a^{*}$ in order to obtain a computing procedure, which successively yields

$$
\begin{aligned}
& \psi\left(1, a^{*}\right)=\chi\left(\psi\left(0, a^{*}\right)\right)=\chi\left(a^{*}\right), \\
& \psi\left(2, a^{*}\right)=\chi\left(\psi\left(1, a^{*}\right)\right)=\chi\left(\chi\left(a^{*}\right)\right), \\
& \psi\left(3, a^{*}\right)=\chi\left(\psi\left(2, a^{*}\right)\right)=\chi\left(\chi\left(\chi\left(a^{*}\right)\right)\right),
\end{aligned}
$$

This process is continued until the value of $\psi\left(n^{*}, a^{*}\right)$ is obtained. It is obvious that this method specifies $\psi$ at all points and does so uniquely, since the computation of its values reduces to the computation of $\chi(m)$, which is a determinate and unique function at all points.

Our previous example has shown that computable functions need not be elementary. To continue our delineation of the class of computable functions, let us examine the method of defining $\psi(n, a)$. This function was defined by induction: that is, we were given the initial value of the function, namely, $\psi(0, a)$, and were told by what allowable operations the successive values of this function are derived from their predecessors. Now we shall use this induction method for specifying all computable functions. But first we must refine and broaden this method.

Derivation by induction can, generally speaking, be used with any ordered set in which the concepts of 'predecessor"' and 'successor" are meaningful. Let us denote by $x^{\prime}$ the successor function which describes the transition to the next member of the given set. We shall assume that our given set is always $\{0,1,2, \ldots\}$, so that $0^{\prime}=1 ; 1^{\prime}=2 ; 2^{\prime}=3$, or, in general, $x^{\prime} \equiv x+1$.

The generalized procedure for defining a function $\varphi(x)$ can now be precisely defined as follows:

1. Give the value of $\varphi(0)$.
2. Specify the manner of expressing $\varphi\left(x^{\prime}\right)$ in terms of $x$ and $\varphi(x)$ at any $x$ :

$$
\left.\begin{array}{rl}
\varphi(0) & =q,  \tag{12.5}\\
\varphi\left(x^{\prime}\right) & =\chi(x, \varphi(x))
\end{array}\right\}
$$

In a more general case, there may also occur parameters $x_{2}, x_{3}, \ldots$ $\ldots, x_{n}$, which remain unaltered in the induction process. Then the defining equation (12.5) is modified to

$$
\left.\begin{array}{rl}
\varphi\left(0, x_{2}, x_{3}, \ldots, x_{n}\right) & =\psi\left(x_{2}, x_{3}, \ldots, x_{n}\right),  \tag{12.6}\\
\varphi\left(y^{\prime}, x_{2}, x_{3}, \ldots, x_{n}\right) & =\chi\left(y, \varphi\left(y, x_{2}, x_{3}, \ldots, x_{n}\right), x_{2}, x_{3}, \ldots, x_{n}\right) .
\end{array}\right\}
$$

If $\psi$ and $\chi$ are known and computable functions, then the scheme of Eq. (12.6) may be used to develop a computation procedure, which will give, consecutively, $\varphi\left(1, x_{2}^{*}, \ldots, x_{n}^{*}\right), \varphi\left(2, x_{2}^{*}, \ldots, x_{n}^{*}\right)$, and so on. Consequently, this scheme does indeed specify a computable function.

Let us now see which arithmetical functions can be derived by induction and how broad is the class of such functions. To state the problem exactly, we must specify which function we consider initially (that is, a priori) known and which operations (in addition to the above-described induction procedure) are allowable in the derivation of subsequent functions.

We shall consider the following functions as initially known (fundamental) or primitive:
I. $\varphi(x)=x^{\prime}$, the successor function described above, applied to the set consisting of 0 and all natural numbers. Its abbreviated notation is $S$.
II. $\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=q$, where $q=$ const, a constant function. It is denoted by $C_{q}^{n}$.
III. $\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=x_{i}$, the identity function.* It is denoted by $U_{i}^{n}$.

In addition to the induction procedure [Eqs. (12.5) or (12.6)], we shall include the substitution procedure IV among the allowable operations.
IV. $\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\psi\left(\chi_{1}\left(x_{1}, x_{2}, \ldots, x_{n}\right), \chi_{2}\left(x_{1}, x_{2}, \ldots x_{n}\right), \ldots, \chi_{m}\left(x_{1}\right.\right.$, $\left.x_{2}, \ldots, x_{n}\right)$ ).

Let us now write out all the allowable operations into one column:

$$
\begin{aligned}
& \text { I. } \varphi(x)=S(x)=x^{\prime} . \\
& \text { II. } \varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=C_{q}^{n}=q . \\
& \text { III. } \varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=U_{i}^{n}=x_{i} . \\
& \text { IV. } \varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\psi\left(\chi_{1}\left(x_{1}, x_{2}, \ldots, x_{n}\right),\right. \\
& \left.\quad \chi_{2}\left(x_{1}, x_{2}, \ldots, x_{n}\right), \ldots, \chi_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)\right), \\
& \text { V, a. }\left\{\begin{array}{c}
\varphi(0)==q, \\
\varphi\left(x^{\prime}\right)=\chi(x, \varphi(x)) .
\end{array}\right.
\end{aligned}
$$

[^58]\[

\mathrm{V}, \mathrm{~b} \quad\left\{$$
\begin{array}{r}
\varphi\left(0, x_{2}, \ldots, x_{n}\right)=\psi\left(x_{2}, \ldots, x_{n}\right), \\
\varphi\left(y^{\prime}, x_{2}, \ldots, x_{n}\right)=\chi\left(y, \varphi\left(y, x_{2}, \ldots\right.\right. \\
\left.\left.\ldots, x_{n}\right), x_{2}, x_{3}, \ldots, x_{n}\right) .
\end{array}
$$\right.
\]

Operations I-III specify the primitive functions and assume the role of axioms, whereas IV and V act as rules of inference.

Definition。A function $\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is a primitive recursive function if it can be defined by means of finite number of applications of operations $I-V$ 。

We shall say that a function $\varphi$ depends directly on other functions if, for any given $m$ and $n$, it satisfies operation IV for some $\psi, \chi_{1}, \chi_{2}$, $\ldots, \chi_{m}$ (in this case, $\varphi$ is directly dependent on $\psi, \chi_{1}, \chi_{2}, \ldots, \chi_{m}$ ) or if, for any given $q$ it satisfies $V$, a or $V$, b for some $\psi, \chi$ (here, $\varphi$ is directly dependent on $\psi$ and $\chi$ ).

Definition. A sequence of functions $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{k}$ such that each function of the sequence either is primitive or depends directly on the preceding functions of the sequence while the last function $\varphi_{r}$ is $\varphi$ is called a primitive recursive description of the primitive recursive function $\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. We shall call $k$ the depth of the primitive recursive description of the function $\varphi$.

A primitive recursive description is simply the series of functions obtained by successive applications of operations I-V in the definition of function $\varphi$. Indeed, we start from the initial (starting) functions (which become the beginning of our train of functions) and then proceed step by step toward the function $\varphi$.

We shall now show examples of derivation of some primitive recursive functions.

1. We define the function $\varphi(x, y)$ as:

$$
\begin{aligned}
\varphi(0, x) & =x \\
\varphi\left(y^{\prime}, x\right) & =[\varphi(y, x)]^{\prime} .
\end{aligned}
$$

We thus have

$$
\begin{aligned}
& \varphi(1, x)=x^{\prime}=x+1 \\
& \varphi(2, x)=|\varphi(1, x)|^{\prime}=(x+1)^{\prime}=x+1+1=x+2, \\
& \varphi(3, x)=\left[\left.\varphi(2, x)\right|^{\prime}=(x+2)^{\prime}=x+2+1=x+3\right.
\end{aligned}
$$

or, in general,

$$
\varphi(y, x)=x+y .
$$

To get a primitive recursive description of this function, write out in full the operation $V, \mathrm{~b}$ as applied to $\varphi(y, x)=x+y$ :

$$
\left.\begin{array}{rl}
\varphi(0, x) & =\psi(x),  \tag{12.7}\\
\varphi\left(y^{\prime}, x\right) & =\chi(y, \varphi(y, x), x) .
\end{array}\right\}
$$

Here, $\psi(x)$ assumes the form $\psi(x) \equiv x$, that is, it is the original identity function $\psi(x) \equiv U_{1}^{1}(x)$.

The function $\chi(y, z, x) \equiv z^{\prime}$ can be obtained from the initial function $U_{2}^{3}(y, z, x) \equiv z$ by means of operation IV, where the successor function $S(z) \cong z^{\prime}$ is taken as $\psi$. One can, therefore, write

$$
\chi(y, z, x)=S\left[U_{2}^{3}(y, z, x)\right] .
$$

One primitive recursive description of the function $\chi$ will be the sequence $U_{2}^{3}, S, \gamma$. Adding to it the function $\psi(x) \equiv U_{1}^{1}(x)$, on which $\varphi(y, x)$ depends directly in accordance with Eq. (12.7), we get the primitive recursive description of $\varphi(y, x)$ :

$$
U_{2}^{3}, S, \chi, U_{1}^{3}, \varphi .
$$

2. In order to define the next primitive recursive function, we shall use the fact that the sum $x+y$ has already been defined as a primitive recursive function. We set

$$
\begin{aligned}
\varphi(0, x) & =0 \\
\varphi\left(y^{\prime}, x\right) & =\varphi(y, x)+x
\end{aligned}
$$

Then, we obtain in succession

$$
\begin{aligned}
& \varphi(1, x)=\varphi(0, x)+x=0+x=x \\
& \varphi(2, x)=\varphi(1, x)+x=x+x=2 x \\
& \varphi(3, x)=\varphi(2, x)+x=2 x+x=3 x
\end{aligned}
$$

or, in general,

$$
\varphi(y, x)=y x
$$

Consequently, the product is also a primitive recursive function.
3. Using the result of Example 2, let us define

$$
\begin{aligned}
\varphi(0, x) & =1 \\
\varphi\left(y^{\prime}, x\right) & =\varphi(y, x) x
\end{aligned}
$$

It is easily shown that this function means raising to a power: $\varphi(y, x)=x^{y}$.
4. $\varphi(0)=1 . \varphi\left(x^{\prime}\right)=\varphi(x) x^{\prime}$. It can be seen easily that $\varphi(x)=x!$.
5. The function 'predecessor of $x$ "

$$
\operatorname{pd}(x)=\left\{\begin{array}{ccc}
0 & \text { if } & x=0 \\
|x-1| & \text { if } & x>0
\end{array}\right.
$$

is a primitive recursive function since it is defined by operation $V$, a

$$
\begin{gathered}
\operatorname{pd}(0)=0 \\
\operatorname{pd}\left(x^{\prime}\right)=x .
\end{gathered}
$$

6. The previously encountered function $x-y$ is defined as

$$
\begin{aligned}
& x-0=x \\
& x-y^{\prime}=\operatorname{pd}(x-y) .
\end{aligned}
$$

7. The function $\min (x, y)$ can now be defined by using operation IV:

$$
\min (x, y)=y-(y-x)
$$

8. $\max (x, y)=(x+y)-\min (x, y)$.
9. $\mathrm{sg}(x)=\min (x, 1)$.
10. $\overline{\operatorname{sg}}(x)=1-x$.
11. $|x-y|=(x-y)+(y-x)$.
12. The remainder obtained upon division of $y$ by $x$ [this function is denoted by res $(y, x)]$ is defined as

$$
\begin{aligned}
\operatorname{res}(0, x) & =0 \\
\operatorname{res}\left(y^{\prime}, x\right) & =(\operatorname{res}(y, x))^{\prime} \cdot \operatorname{sg}\left|x-(\operatorname{res}(y, x))^{\prime}\right|
\end{aligned}
$$

13. $\left[\frac{y}{x}\right]$ is defined as

$$
\begin{gathered}
{\left[\frac{0}{x}\right]=0} \\
{\left[\frac{y^{\prime}}{x}\right]=\left[\frac{y}{x}\right]+\overline{\operatorname{sg}}\left|x-(\operatorname{res}(y, x))^{\prime}\right|}
\end{gathered}
$$

14. Primitive recursion may be used to define finite sums and products such as

$$
\sum_{i=0}^{y} \varphi(i, x) \text { and } \prod_{i=0}^{y} \varphi(i, x) .
$$

Indeed,

$$
\left.\begin{array}{l}
\sum_{i=0}^{n} \varphi(i, x)=\varphi(0, x), \\
\sum_{i=0}^{y^{\prime}} \varphi(i, x)=\sum_{i=0}^{y} \varphi(i, x)+\varphi\left(y^{\prime}, x\right) \\
\prod_{i=0}^{0} \varphi(i, x)=\varphi(0, x), \\
\prod_{i=0}^{y} \varphi(i, x)=\prod_{i=0}^{y} \varphi(i, x) \cdot \varphi\left(y^{\prime}, x\right)
\end{array}\right\} .
$$

Among the primitive recursive functions just definedwe find the sum $x+y$, the absolute difference $|x-y|$, the product $x y$, the quotient $\left[\frac{y}{x}\right]$, as well as finite sums and products. Consequently, all the elementary functions discussed at the beginning of this section are
primitive recursive functions - which is the same as saying that elementary functions are a subclass of primitive recursive functions.

### 12.7. PREDICATES. MINIMALIZATION

In logic, predicates are introduced whenever it is necessary to represent symbolically a relationship between several objects (see Chapter 1). In general, a predicate is defined on a set (finite or infinite) of objects and may assume two values: true or false ( 1 or 0 ). However, we shall discuss only arithmetic predicates defined on the set $\{0,1,2, \ldots\}$.

The predicate $P\left(x_{1}, x_{2}, \ldots, x_{\eta}\right)$ depends on $n$ variables (it is an $n$-place predicate). The variables appearing under the quantifier signs in front of the predicate are bound; the other variables are free. For example, the predicate $P(x, y, z, t)$ is dependent on four variables. In $(\forall x)(\exists y) P(x, y, z, t), *$ however, $x$ and $y$ are bound and the predicate depends on the free variables $z$ and $t$. For this reason, the expression $(\forall x)(\exists y) P(x, y, z, t)$ really represents the predicate $Q(z, t)$.

$$
(\forall x)(\exists y) P(x, y, z, t) \equiv Q(z, t)
$$

Indeed, this notation means the following: depending on the $z^{*}$ and $t^{*}$ values, there may exist for all $x$ a $y$ such that $P\left(x, y, z^{*}, t^{*}\right)$; or this may not be the case. In the first case $Q$ is true ( $o r Q=1$ ), and in the second, it is false (or $Q=0$ ).

Just as a function, a predicate may be specified by induction. For example, the operation

$$
\begin{gathered}
E(0) \quad(\text { or } \quad E(0)=1), \\
E\left(a^{\prime}\right)=\bar{E}(a)
\end{gathered}
$$

defines the predicate $E(a) \equiv$ " $a$ is even." By analogy with the derivation of primitive recursive functions, this points to a procedure for deriving predicates and to the concept of a 'primitive recursive predicate." However, we shall not follow this path. Instead, we shall show another definition of a primitive recursive predi-cate-that proposed by Gödel in 1931. To start with, we define a representative function of a predicate $P\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ as a function $\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ which vanishes at those $x_{1}, x_{2}, \ldots, x_{n}$ for which

[^59]$P\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is true and only at those. Then the assertion that $P\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is true may be expressed
$$
\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=0
$$

Obviously, a single predicate may have several representative functions, the zeros of which coincide.

Definition. A predicate is primitive recursive if there exists a primitive recursive function representing that predicate.

Let us assume that the predicate $Q\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is defined by a primitive recursive predicate $P\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)$, using a bounded universal quantifier

$$
\begin{equation*}
Q\left(x_{1}, x_{2}, \ldots, x_{n}\right)=(\forall y)_{y \leqslant z} P\left(x_{1}, x_{2}, \ldots, x_{n}, y\right) \tag{12.8}
\end{equation*}
$$

or, more explicitly,

$$
\left.Q\left(x_{1}, x_{2}, \ldots, x_{n}\right)=(\forall y) \mid y \leqslant z \rightarrow P\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)\right] .
$$

The predicate $Q\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ corresponds to the statement that, given $x_{1}, x_{2}, \ldots, x_{n}$, the predicate $P\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)$ is true for all $y \leqslant z$. The predicate $Q\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ so defined is primitive recursive since its representative function $\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ can be expressed in terms of the representative function $\varphi\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)$ of predicate $P$ :

$$
\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\sum_{y=0}^{z} \varphi\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)
$$

Let us note there that $z$ may also depend on $x_{1}, x_{2}, \ldots, x_{n}$; if all the inferences are to remain valid, this dependence must also be primitive recursive.

An analogous conclusion may be drawn with respect to a predicate $Q$ defined by using a bounded existential quantifier

$$
\begin{equation*}
Q\left(x_{1}, x_{2}, \ldots, x_{n}\right)=(\exists y)_{y \leqslant z} P\left(x_{1}, x_{2}, \ldots, x_{n}, y\right) \tag{12.9}
\end{equation*}
$$

or, more explicitly,

$$
\left.Q\left(x_{1}, x_{2}, \ldots, x_{n}\right)=(\exists y) \mid y \leqslant z \& P\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)\right]
$$

Here the representative function of the predicate $Q$ is given by the product

$$
\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\prod_{y=0}^{z} \varphi\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)
$$

Now let us introduce the minimalization operator.
Assume that we are given a primitive recursive predicate $P\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)$ and that it is known a priori that the condition

$$
\begin{equation*}
\left(\forall x_{1}\right)\left(\forall x_{2}\right) \ldots\left(\forall x_{n}\right)(\exists y)_{y \leqslant 2} P\left(x_{1}, x_{2}, \ldots, x_{n}, y\right), \tag{12.10}
\end{equation*}
$$

is satisfied; that is, for any set $x_{1}, x_{2}, \ldots, x_{n}$ there exists at least one $y \leqslant z$ such that $P\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)$ will be true.

Then the predicate $P$ may be used to define a function $\psi\left(x_{1}, x_{2}\right.$, $\ldots, x_{n}$ ) in the following manner: given $x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}$ the value of function $\psi\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}\right)$ is the smallest number $y^{*}$ at which $P\left(x_{1}^{*}, x_{2}^{*}\right.$, $\left.\ldots, x_{n}^{*}, y^{*}\right)$ is true. We shall indicate this by writing

$$
\begin{equation*}
\psi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\mu y_{y \leqslant z} P\left(x_{1}, x_{2}, \ldots, x_{n}, y\right) \tag{12.11}
\end{equation*}
$$

By virtue of Eq. (12.10), such a $y$ exists for all $x_{1}, x_{2}, \ldots, x_{n}$; consequently, $\psi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is defined at all points.

If we deal with the representative function $\varphi\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)$ of the predicate $P\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)$ rather than the predicate itself, then Eq. (12.11) becomes

$$
\psi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\mu y_{y \leqslant z}\left[\varphi\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)=0\right]
$$

that is, the smallest $y$ at which $\varphi\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)$ vanishes is taken as the value of the function $\psi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$.

Thus, the minimalization operator is a means for deriving new functions, starting from primitive recursive ones.

We shall now show that the function $\psi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, defined by means of the minimalization operator, is primitive recursive. For this purpose, we shall explicitly express the $\psi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ in terms of the representative function $\varphi\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)$ of the predicate $P$

$$
\begin{equation*}
\psi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\sum_{k=0}^{z} \operatorname{sg}\left(\prod_{y=0}^{k} \varphi\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)\right) . \tag{12.12}
\end{equation*}
$$

That Eq. (12.12) does indeed express $\psi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ can be verified in the following manner: let us expand expression (12.12):

$$
\begin{aligned}
& \psi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\operatorname{sg}\left[\varphi\left(x_{1}, x_{2}, \ldots, x_{n}, 0\right)\right]+ \\
& +\operatorname{sg}\left[\varphi\left(x_{1}, x_{2}, \ldots, x_{n}, 0\right) \cdot \varphi\left(x_{1}, x_{2}, \ldots, x_{n}, 1\right)\right]+ \\
& +\operatorname{sg}\left[\varphi\left(x_{1}, x_{2}, \ldots, x_{n}, 0\right) \cdot \varphi\left(x_{1}, x_{2}, \ldots, x_{n}, 1\right)\right. \\
& \left.\cdot \varphi\left(x_{1}, x_{2}, \ldots, x_{n}, 2\right)\right]+\ldots
\end{aligned}
$$

All of the above summands which include terms preceding $\varphi\left(x_{1}, x_{2}, \ldots \ldots, x_{n}, y\right)=0$ are equal to 1 ; all succeeding summands are 0 . Thus, the entire operation amounts to adding 1 to itself $y$ times; that is, the addition gives the number $y$.

Since $\psi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is defined in terms of sums, products, and the function $\mathrm{sg}(x)$, it is a primitive recursive function.

Previously (Section 12.6), we have cited res ( $a, n$ ) as an example of a primitive recursive function. This function also gives the number of divisors of $a$. Let us divide $a$ successively by $1,2,3,4, \ldots$ and count the number of times the division gives no remainder. This will give the number of divisors of $a$, which we denote by $\rho(a)$. The function $\rho(a)$ is primitive recursive since

$$
\rho(a)=\sum_{i=1}^{a} \overline{\operatorname{sg}}(\operatorname{res}(a, i)) .
$$

If $a$ is a prime number, then $\rho(\alpha)=2$, since a prime number is divisible only by 1 and by itself. Then

$$
\overline{\operatorname{sg}}(|f(a)-2|)=\left\{\begin{array}{l}
1, \text { if } a \text { is a prime number } \\
0 \text { in all other cases }
\end{array}\right.
$$

It is now easy to add up the number of prime numbers which do not exceed $y$. Let this number be $\pi(y)$ :

$$
\pi(y)=\sum_{a=2}^{v} \overline{\operatorname{sg}}(|\rho(a)-2|)
$$

The addition starts at $a=2$, since we do not consider 0 and 1 as prime numbers: the zeroth prime number will then be 2 , the first will be 3 , and so on:

$$
p_{0}=2, p_{1}=3, p_{2}=5, p_{3}=7, \ldots
$$

Now let us tabulate some values of $\pi(y)$ :

$$
\begin{aligned}
& \pi(2)=1 \\
& \pi(3)=2 \\
& \pi(4)=2 \\
& \pi(5)=3 \\
& \pi(6)=3 \\
& \pi(7)=4 \\
& \pi(8)=4 \\
& \pi(9)=4 \\
& \pi(10)=4 \\
& \pi(11)=5, \text { etc. }
\end{aligned}
$$

We shall now define $p_{n}=\varphi(n)$ as a function which, for given $n$, yields the $n$th prime number. It is known from number theory that the $n$th prime number does not exceed $2^{2^{n+1}}$. We can, therefore, write

$$
p_{n}=\mu y\left[y \leqslant 2^{2^{n+1}} \& \pi(y)=n+1\right]
$$

since the $n$th prime number is the smallest such that the numbers not greater than it include exactly $n+1$ primes. For example,

$$
\begin{aligned}
& \varphi(1)=p_{1}=\mu y|y \leqslant 16 \& \pi(y)=2|=3, \\
& \varphi(2)=p_{2}=\mu y[y \leqslant 256 \& \pi(y)=3 \mid=5 .
\end{aligned}
$$

The function $p_{n}=\varphi(n)$ is primitive recursive since it is defined by means of the minimalization operator [the primitive recursive function $z(n)=2^{2^{n+1}}$ acts as a bound $z(n)$ in this instance], as well as the primitive recursive relationship of $\pi(y)=n+1$.

Let us define still another function-that giving the number of times a prime $p_{a}$ occurs in the decomposition of $n$, and let us denote the function by $p_{a}(n)$. Obviously, the value of ex $p_{a}(n)$ is the largest $y$ for which $p_{a}^{y}$ is still a divisor of $n$, or, alternatively, the smallest $y$ at which $p_{a}^{y+1}$ fails to be a divisor of $n$. We can then write

$$
\operatorname{ex} p_{a}(n)=\mu y\left[y \leqslant n \& p_{a}^{y+1} \text { is not a divisor of } n\right]
$$

or

$$
\begin{equation*}
\operatorname{ex} p_{a}(n)=\mu y\left[y \leqslant n \& \operatorname{res}\left(n, p_{a}^{y+1}\right) \neq 0\right] \tag{12.13}
\end{equation*}
$$

Inspection of Eq. (12.13) shows that ex $p_{a}(n)$ is a primitive recursive function. Now, the reader will recall that gödelization is associated with the decomposition of a given number into prime factors and determination of the exponent with which the prime number $p_{a}$ occurs in this decomposition. Consequently, gödelization is associatedonly with primitive recursive functions.

In conclusion we shall cite, without proof, two additional primitive recursive functions. Let $m_{1}, m_{2}, \ldots, m_{r}$ be a set of numbers whose Gödel number is $a$, and let $n_{1}, n_{2}, \ldots, n_{s}$ be a set whose Gódel number is $b$. We shall now form a new sequence $m_{1}, m_{2}, \ldots, m_{r}$, $n_{1}, n_{2}, \ldots, n_{s}$ by appending the sequence $n_{1}, n_{2}, \ldots, n_{s}$ to the sequence $m_{1}, m_{2}, \ldots, m_{r}$. We want to determine, from the known Gödel numbers $a$ and $b$, the Gödel number $y$ for the composite sequence. The function thus defined is denoted by writing $y=a \circ b$, and is primitive recursive.

Now let $m_{1}, m_{2}, \ldots, m_{i}, m_{i+1}, \ldots, m_{j}, m_{j+1}, \ldots, m_{n}$, be a sequence of numbers whose Gödel number is $a$. We shall cut out from this sequence the segment beginning with $m_{i}$ and ending with $m_{j}$ (this segment is underlined in the above expression), and insert in its place another sequence whose Gödel number is $b$. We want to determine the Gödel number $y$ for the new sequence. The function giving this number in terms of known $a, i, j$, and $b$ is denoted by

$$
y=\operatorname{subst}_{a}\binom{i, j}{b}
$$

and is primitive recursive.

Now recall the transformation of words in associative calculus. The operation of substitution following gödelization of an associative calculus reduces to the above inclusion operation. Consequently, transformation of words in associate calculus is also associated only with primitive recursive functions.

These conclusions will be useful in the discussion of general recursive functions.

### 12.8. A COMPUTABLE BUT NOT PRIMITIVE RECURSIVE FUNCTION

So far, we have dealt with primitive recursive functions. The very nature of the derivation of such functions shows that all primitive recursive functions are computable. But is the converse true? Are all computable functions primitive recursive? The answer is no. We know this from the work Péter and Ackermann who, almost simultaneously and in entirely different ways, constructed examples of a computable but not primitive recursive function. Let us follow Péter's reasoning.

Péter was the first to notice that the set of primitively recursive functions is countable. Indeed, the class of primitive functions is countable (since the number of different variables $x_{i}$ and constants $q$ is countable). Consequently, the class of primitive recursive functions, derived by a single application of operations IV or $V$ of Section 12.6, is also countable, since the set of the sets $\psi, \chi_{1}, \chi_{2}, \ldots, \chi_{m}$ used in operation IV is countable, as is the set of pairs $\psi, \chi$ for operation $V$; this must be so since these sets are formed from elements of a countable class.

Further, the set of primitively recursive functions derived by means of two applications of operations IV or V is countable, and so on. By the same reasoning, the set of primitive recursive functions is, in general, countable. In particular, the set of primitive functions of one variable is countable (because it is contained in this countable set).

Péter succeeded in actually numbering all the primitive recursive functions of one variable, that is, in arranging them into a sequence

$$
\begin{equation*}
\varphi_{0}(x), \varphi_{1}(x), \varphi_{2}(x), \varphi_{3}(x), \ldots \tag{12.14}
\end{equation*}
$$

so that from the form of a function one can determine its number, while (conversely) the form of the function is given by the
corresponding number. Then it became possible to construct an example of a computable function which is not primitively recursive.

Suppose we have a function $\psi(y, x) \equiv \varphi_{y}(x) ; \psi(y x)$ is countable [since from the value $y=y^{*}$ one can find the corresponding function $\varphi_{y:}(x)$ and compute its value for a given $x=x^{*}$; this would automatically give the value of $\left.\psi\left(y^{*}, x^{*}\right)\right]$. This function is not primitive recursive. Indeed, if $\psi(y, x)$ were primitive recursive, so would $\psi(x, x)$ be, which is a function of one variable. Then $\psi(x, x)+1$, would also be primitive recursive, since the addition of 1 constitutes an allowable operation of "succession." But since the series (12.14) contains all the primitive recursive functions of one variable, there would exist a number $y^{*}$, such that $\psi(x, x)+1 \equiv \varphi_{y^{*}}(x)$ for all $x$. In other words, $\psi(x, x)+1 \equiv \psi\left(y^{*}, x\right)$. Since this identity must hold for all $x$, it holds, in particular, for $x=y^{*}$. But then

$$
\psi\left(y^{*}, y^{*}\right)+1 \equiv \psi\left(y^{*}, y^{*}\right),
$$

which is impossible. It means that the enumerating function $\psi(y, x)$ is not primitive recursive. This function is known, however, to be computable. Consequently, the class of primitive recursive functions does not encompass all computable functions. It must be broadened to serve our purposes.

Whereas in the case of elementary functions we were limited by the fact that we were unable to construct very rapidly increasing functions by means of allowable operations, in the case of primitive recursive functions we are limited by our form of induction. The trouble is that we have fixed in advance the operation (V), that is, the form in which the induction must appear.

Extension of the class of primitively recursive functions was proposed by Gödel in 1934, based on a bold idea of Herbrand.

### 12.9. GENERAL RECURSIVE FUNCTIONS

## The Herbrand-Gödel Definition

So far, we have dealt with recursive functions, where a function $\varphi$ was defined in terms of several functions $\chi$ and $\psi$, assumed to be known a priori. Now let us examine two computations using only one auxiliary function $\chi$.

Example 1. Assume we are given the system

$$
\begin{align*}
& \chi(0,4)=7  \tag{12.15}\\
& \chi(1,7)=7 \tag{12.16}
\end{align*}
$$

$$
\begin{align*}
\hat{Y}(0) & =4,  \tag{12.17}\\
\varphi\left(y^{\prime}\right) & =\chi(y, \varphi(y)) . \tag{12.18}
\end{align*}
$$

It is required to find the chain of formal inferences which yields $\varphi(2)=7$, starting from Eqs. (12.15) to (12.18).

1. In (12.18) we set $y=0$ :

$$
\begin{equation*}
\varphi(1)=\chi(0, \varphi(0)) . \tag{12.19}
\end{equation*}
$$

2. In (12.19) we replace $\varphi(0)$ by 4 , in accordance with (12.17):

$$
\begin{equation*}
\varphi(1)=\chi(0,4) . \tag{12.20}
\end{equation*}
$$

3. We then use (12.15):

$$
\varphi(1)=7 .
$$

Continuing in a similar manner, we get successively:
4. $\varphi(2)=\chi(1, \varphi(1))$.
5. $\varphi(2)=\chi(1,7)$.
6. $\varphi(2)=7$

Example 2. Assume that function $\varphi(n, a)$ is given by

$$
\begin{align*}
\varphi(0, a) & =a  \tag{12.21}\\
\varphi(n+1, a) & =\varphi(n, a)+1 \tag{12.22}
\end{align*}
$$

and that we want to find the value of $\varphi(3,5)$. By a formal analysis, we shall find the operations needed for computing $\varphi(3,5)$ by means of Eqs. (12.21) and (12.22).

1. In Eq. (12.22), we set $n=2, a=5$. Then

$$
\begin{equation*}
\varphi(3.5)=\varphi(2.5)+1 . \tag{12.221}
\end{equation*}
$$

2. Now we set $n=1, \quad a=5$ in (12.22) and determine $\varphi(2,5)$ :

$$
\begin{equation*}
\varphi(2.5)=\varphi(1.5)+1 . \tag{12.222}
\end{equation*}
$$

3. Again

$$
\begin{equation*}
\varphi(1.5)=\varphi(0.5)+1 . \tag{12.223}
\end{equation*}
$$

4. We set $a=5$ in Eq. (12.21). Then

$$
\begin{equation*}
\varphi(0.5)=5 \tag{12.224}
\end{equation*}
$$

5. We substitute this value of $\varphi(0,5)$ into (12.223) and get

$$
\begin{equation*}
\varphi(1.5)=5+1=6 \tag{12.225}
\end{equation*}
$$

6. Now, substituting this value of $\varphi(1.5)$ into (12.223), we get

$$
\begin{equation*}
\varphi(2.5)=6+1=7 \tag{12.226}
\end{equation*}
$$

7. Finally, substituting this value of $\varphi$ (2.5) into (12.221), we get

$$
\begin{equation*}
\varphi(3.5)=7+1=8 . \tag{12.227}
\end{equation*}
$$

We required only two operations to compute the answers for the above two examples. These operations were (1) replacement of symbols (variables) by numbers and (2) substitution of equivalents, whereby we used one side of an equation as a replacement for the other (see steps 5 and 6 above).

If one can, by means of these two operations, deduce another equation from a given system of equations $E$, then this equation is said to be deducible in the system $E$. Since deducibility is crucial to the theory of general recursive functions, we shall consider it in detail. First, we shall introduce a broad and exact definition of deducibility. We begin by defining a "term,' an 'equation,' and an "inference."

The letters used so far to denote functions $\varphi, \chi, x, \sigma, \varphi_{1}, \varphi_{2}, \varphi_{3}$, $\varphi_{4}, \ldots$ shall be called the functional signs (the list of functional signs is infinite). The variables will again be denoted by $x, y, z, t, m, n$, $a, b, c, x_{1}, x_{2}, x_{3}, \ldots$.

We shall define a 'term'' by induction:

1. 0 is a term.
2. Each variable is a term.
3. $R^{\prime}$ is a term if $R$ is a term.
4. $\varphi\left(R_{1}, R_{2}, \ldots, R_{n}\right)$ is a term if $\varphi$ is a functional sign and $R_{1}, R_{2}, \ldots, R_{n}$ are terms.
5. There are no other terms.

The following are examples of forms:

1. The number 3 is a term (because 0 is a term, hence $0^{\prime}=1$ is a term, hence $1^{\prime}=2$ is a term, so that $2^{\prime}=3$ is a term).
2. Any constant is a term. Again, constants shall be denoted as $x^{*}, y^{*}, z^{*}, t^{*}, m^{*}, n^{*}, \ldots$.
3. $\varphi$ (2) is a term. The following are also terms:
4. $\varphi(x, y)$.
5. $\varphi\left(x, \chi_{1}(8, y), \chi_{2}(3,5), \chi_{3}(y, z)\right)$.
6. $\chi\left(x^{\prime}, y\right)$.
7. $\psi\left(y^{\prime}, x,(\varphi(z))^{\prime}\right)$, etc.

The following are not terms:

$$
\text { 1. } \varphi(\psi) ; \text { 2. } 5(x) ; \text { 3. } y(\varphi) ; \text { 4. } \varphi(z, \psi)
$$

and so on. Thus, terms are specific expressions which are composed of symbols denoting variables, constants, and functional signs by means of brackets and primes.

Now let us define equations. An equation shall be an expression $R=S$, where $R$ and $S$ are terms. New equations shall be deducible from a given system of equations $E$ by means of the following operations:

1. Substitution of numbers for symbols of variables.
2. Transformation of expressions $R=S$ and $H=P$ which do not contain variables (where $R, S, H, P$ are terms) into an expression derived from $R=S$ by one of more simultaneous substitutions of $P$ for occurrences of $H$.

The reader will recall that these were the only two operations used in the two examples considered above.

Now, our scheme for deriving primitive recursive functions involved the following 'properties'":
a) The values of the functions were derived from equations by a method which can be formally analyzed.
b) Each definition was arrived at by mathematical induction.

We have already established above that primitive recursive functions are a restricted class because of the mode of induction which was fixed in advance. The a priori fixing of the inductive method is the root of the difficulty. Were we to adopt another, possibly even a broader induction method, we would still have no guarantee that the new method would not lead to a quite restricted class of recursive functions. Herbrand therefore suggested that the induction method be left open (not fixed) and that property (a) itself be used as a definition. The Herbrand-Gódel definition of the general recursive function is as follows:

A function $\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is general recursive if there exists a finite system of equations $E$ such that, for any set of $x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}$, there is one and only one $y^{*}$, such that the equation $\varphi\left(x_{1}^{*}, x_{2}^{*}\right.$, $\left.\ldots, x_{n}^{*}\right)=y$ can be deduced from $E$ by a finite number of applications of operations 1 and 2 (that is, replacement of variables by numbers and substitution of equivalents).

The system $E$ is the defining system of equations; one also says that $E$ defines the function $\varphi$ recursively.

This definition does not require that a function be computable from its values at preceding points; it does not require that the auxiliary functions contained in the system $E$ be computable at all points; and no induction method is fixed $a$ priori. The only requirement is that the system $E$ define a particular value of $\varphi$ (with the aid of other values of $\varphi$ and values of auxiliary functions) in such a
way that $\varphi$ will be uniquely computable from $E$ at all points. Uniqueness in this instance means that $E$ does not simultaneously yield two contradictory equations.

This definition of a general recursive function is not by itself a computation procedure. The definition merely says that if a given system of equations $E$ recursively defines a function $\varphi$, then for any $x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}$ there exists a $y^{*}$ such that the equation

$$
\varphi\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}\right)=y^{*}
$$

can be deduced from $E$. Buthow does one go about such a deduction? How does one find $y^{*}$ ? One obvious way is to keep on deducing equations derivable from $E$ until a suitable equation comes up. But that may take an infinite time. The reader will recall that a poorly organized search can lead to infinitely long wandering and no result even in a finite labyrinth. Thus some organization is a necessity if equation $\varphi\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}\right)=y^{*}$ is to be deduced in a finite, though not a priori bounded, number of steps. We shall not dwell on the description of the techniques employed. Suffice it to say that gödelization allows us to reduce the scanning of all the possible deductions to the application of the operator minimalization. This operator also permits another method of defining recursive functions.

### 12.10. EXPLICIT FORM OF GENERAL RECURSIVE FUNCTIONS

In Section 12.7 we introduced the bounded smallest-number operator which places a primitive recursive predicate $P\left(x_{1}, x_{2}, \ldots\right.$, $\left.x_{n}, y\right)$, or a primitive recursive function $\varphi\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)$ representing $P$, into correspondence with a primitive recursive function $\psi\left(x_{1}, x_{2}, \ldots, x_{n}\right):$

$$
\begin{array}{r}
\psi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\mu y_{y \leqslant z} P\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)=  \tag{12.23}\\
=\mu y_{y \leqslant z} \varphi\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)=0 \mid
\end{array}
$$

provided

$$
\left(\mathrm{V} x_{1}\right)\left(\mathrm{V} x_{2}\right) \ldots\left(\mathrm{V} x_{n}\right)(\mathrm{J} y)_{y \leqslant z} P\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)
$$

or

$$
\left(\forall x_{1}\right)\left(\forall x_{2}\right) \ldots\left(\forall x_{n}\right)(\exists y)_{y \leqslant z}\left[\varphi\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)=0 \mid\right.
$$

where $z$ may, in general, be a primitive recursive function of $x_{1}, x_{2}, \ldots, x_{n}$ :

$$
z=z\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

Let us now consider a case where the operator is not bounded. Let $\varphi\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)$ be a primitive recursive function such that

$$
\begin{equation*}
\left.\left(\forall x_{1}\right)\left(\forall x_{2}\right) \ldots\left(\forall x_{n}\right)(\exists y) \mid \varphi\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)=0\right] \tag{12.24}
\end{equation*}
$$

Here there is no upper bound for $y$. The only stipulation is that for all $x_{1}, x_{2}, \ldots, x_{n}$ there exist a $y$ such that

$$
\varphi\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)=0
$$

In this case the function $\psi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, defined by means of the minimalization operator

$$
\begin{equation*}
\psi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\mu y\left[\varphi\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)=0\right] \tag{12.25}
\end{equation*}
$$

is a priori computable. Indeed, to compute its values at a point $x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}$, it is sufficient to compute successively $\varphi\left(x_{1}^{*}, x_{2}^{*}, \ldots\right.$, $\left.x_{n}^{*}, 0\right), \varphi\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}, 1\right), \varphi\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}, 2\right)$ and so on, until one obtains a $y^{*}$ such that $\varphi\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}, y^{*}\right)=0$. The value of $y^{*}$ is then the value of $\psi$ at the point under consideration.

This computation procedure mustend in a finite number of steps, because Eq. (12.24) indicates the existence of a $y^{*}$ at which $\varphi=0$. Now we want to know whe ther the computable function $\psi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ defined by Eq. (12.25) subject to condition (12.24) is general recursive. It turns out that there is a system of equations $E$ which recursively defines $\psi$, that is, $\psi$ is a general recursive function. To simplify the derivation, we shall consider a function of one variable
and

$$
\left.\begin{array}{c}
\psi(x)=\mu y \mid \varphi(x, y)=0]  \tag{12.26}\\
(\forall x)(\exists y)|\varphi(x, y)=0|
\end{array}\right\}
$$

Here, the system $E$, which defines $\psi(x)$ recursively, is as follows:

1. $\sigma(0, x, y)=y$,
2. $\sigma(z+1, x, y)=\sigma|\varphi(x, y+1), x, y+1|$,
3. $\psi(x)=0|\varphi(x, 0), x, 0|$.

Let us prove that $E$ does indeed define $\psi(x)$ recursively. Suppose that $x^{*}$ is a number and we want to determine $\psi\left(x^{*}\right)$. According to Eq. 3 of $E$,

$$
\psi\left(x^{*}\right)=0\left|\varphi\left(x^{*}, 0\right), x^{*}, 0\right| .
$$

Now there are two possibilities: either $\varphi\left(\underline{x}^{*}, 0\right)$, vanishes or it does not. If $\varphi\left(x^{*}, 0\right)=0$, we can only use the first equation of $E$ :

$$
\sigma\left(0, x^{*}, 0\right)=0, \text { that is }, \psi\left(x^{*}\right)=0
$$

But then the value of $\psi$ must also be zero in accordance with (12.26). If, however, $\psi\left(x^{*}, 0\right) \neq 0$, its value may be represented as $z+1$, and we can use the second defining equation of $E$ :

$$
\left.\sigma \mid \varphi\left(x^{*}, 0\right), x^{*}, 0\right]=\sigma\left[\varphi\left(x^{*}, 1\right), x^{*}, 1\right] .
$$

Here again there are two possibilities: either $\varphi\left(x^{*}, 1\right)$ vanishes or it does not. If $\varphi\left(x^{*}, 1\right)=0$, then we can use only Eq. 1 of $E$ :

$$
\sigma\left[0, x^{*}, 1\right]=1
$$

and, consequently, $\psi\left(x^{*}\right)=1$. In this case Eq. 1 of $E$ does in fact yield the value of $\psi$ indicated by Eq. (12.26). If, however, $\varphi\left(x^{*}, 1\right) \neq$ 0 , we may represent it as $z+1$ and again use Eq. 2 of $E$ :

$$
\sigma\left[\varphi\left(x^{*}, 1\right), x^{*}, 1\right]=\sigma\left|\varphi\left(x^{*}, 2\right), x^{*}, 2\right| .
$$

We continue this procedure until we find a $y^{*}$ such that $\varphi\left(x^{*}, y^{*}\right)=0$. That value of $y^{*}$ will be the value of $\psi\left(x^{*}\right)$.

Therefore, the system $E$ does indeed recursively define the function

$$
\psi(x)=\mu y|\varphi(x, y)=0|
$$

and consequently $\psi(x)$ is a general recursive function.
In the above proof we did not use the fact that the function $\varphi\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)$ of Eq. (12.25) is primitive recursive. For this reason, the argument holds completely even if function $\varphi\left(x_{1}, x_{2}, \ldots\right.$, $x_{n}, y$ ) is assumed to be general recursive.

Thus, if condition (12.24) is satisfied, the minimalization operator $\mu y$ permits us to derive general recursive functions from primitive recursive functions (predicates). Further work has also shown that the difference between primitive recursive and general recursive functions resides entirely in the operator $\mu \mathrm{y}$. Thus it has been proved that any general recursive function $\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ may be represented as

$$
\begin{equation*}
\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\psi\left\{\mu y\left[\tau\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)=0 \mid\right\}\right. \tag{12.27}
\end{equation*}
$$

where $\psi$ and $\tau$ are primitive recursive functions, while the following statement holds for the function $\tau$ :

$$
\left(\forall x_{1}\right)\left(\forall x_{2}\right) \ldots\left(\forall x_{n}\right)(\exists y)\left|\tau\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)=0\right|
$$

Equation (12.27) is the explicit form of general recursive functions. Let us sketch out the proof of the above statement. Assume $E=\left\{e_{0}, e_{1}, \ldots, e_{s}\right\}$ is a system of equations defining a function $\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ recursively. Each equation has a Gödel number $m_{i}$.

Then the Gödel number for the entire system $E$ is

$$
w=p_{0}^{m_{o}} p_{1}^{m_{1}} p_{2}^{m_{2}} \cdots p_{s}^{m_{s}}
$$

Now, we shall deduce new equations from the system $E$. This means that we shall successively obtain equations

$$
\begin{equation*}
\tilde{e}_{0}, \tilde{e}_{1}, \tilde{e}_{2}, \ldots, \tilde{e}_{r}, \ldots \tag{12.28}
\end{equation*}
$$

If $n_{i}$ is the Gödel number of equation $\tilde{e}_{i}$, then each inference [that is, each string such as (12.28)] can be put into correspondence with the Gödel number of this inference

$$
z=p_{0}^{n_{0}} p_{1}^{n_{1}} \ldots p_{r}^{n_{r}}
$$

Suppose we want to evaluate $\varphi$ at point $x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}$, that is, we wish to derive from the system $E$ an equation of the form

$$
\begin{equation*}
\varphi\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}\right)=y^{*} \tag{12.29}
\end{equation*}
$$

What are the properties of the Gödel number $z$ of this inference?

1) Equations can be inferred from other equations, as we already know, by substitution of numbers for variables and replacement of occurrences. In these procedures, the Gödel numbers of the resulting new equations are primitive recursive functions of the Gödel numbers of the starting equations, since the operations of replacement of occurrences, substitution, and the determination of the Gödel number are associated only with primitive recursive functions. Some of these functions were already considered above [ex $p_{i}(x), a \circ b$, substa $\binom{i, j}{b}, \quad p_{n}=\varphi(n)$, etc.].

Therefore, the first requirement which $z$ must satisfy is this: each of the exponents $n_{0}, n_{1}, n_{2}, \ldots$ of the decomposition of $z$ into primes must be either the Gödel number of one of the defining equations $e_{i}$ or the value of some primitive recursive function of these (Gödel) numbers.
2) The last exponent $n_{r}$ of the decomposition of $z$ must be the Gödel number of an equation such as (12.29).

It turns out that the predicate

$$
T\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}, z\right) \equiv\left\{\begin{array}{l}
z \text { is the Gödel number of the } \\
\text { inference of the value of } \\
\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}\right)
\end{array}\right\}
$$

is a primitive recursive predicate. Consequently, its representing function $\tau\left(x_{1}, x_{2}^{*}, \ldots, x_{n}^{*}, z\right)$ is also primitive recursive, and it is equal to zero for those $z$ which are the Gödel numbers of inferences
terminating in the equation

$$
\vartheta\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}\right)=y^{*}
$$

and only for those.
For this reason, our problem of finding the desired inference may be formulated as follows: find at least one number $z^{* *}$, such that

$$
\begin{equation*}
\tau\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}, z^{*}\right)=0 . \tag{12.30}
\end{equation*}
$$

Since an inference must exist at all points (by definition, E recursively defines $\varphi$ recursively), the function $\tau$ has the property

$$
\begin{equation*}
\left(\forall x_{1}\right)\left(\forall x_{2}\right) \ldots\left(\forall x_{n}\right)(\exists z)\left[\tau\left(x_{1}, x_{2}, \ldots, x_{n}, z\right)=0\right] \tag{12.31}
\end{equation*}
$$

Having found a $z^{*}$ which Eq. (12.30) is satisfied, we can decode this Gödel number and get

$$
y^{*}=\psi\left(z^{*}\right)
$$

whereby $\psi$ also turns out to be a primitive recursive function, since the decoding reduces to the following primitive recursive operations: determination of the last exponent $n_{r}$ in the decomposition of $z^{*}$ followed by decoding of the number $n_{r}$ [which is the Gödel number of our Eq. (12.29)]. Moreover, $\psi(z)$ turns out to be a universal primitive recursive function, identical for all systems $E$ (that is, for all general recursive functions $\varphi$ ), since the decoding of the Gödel number of the inference always proceeds in a standard way.

If, we we have established, any $z$ for which

$$
\tau\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}, z\right)=0
$$

is the Gödel number of the desired inference, then

$$
\mu z\left[\tau\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}, z\right)=0\right]
$$

is also the Gödel number of this inference. We shall, therefore, finally get

$$
y=\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\psi\left\{\mu z\left[\tau\left(x_{1}, x_{2}, \ldots, x_{n}, z\right)=0 \mid\right\},\right.
$$

where $\psi$ and $\tau$ are primitive recursive functions and the condition (12.31) is satisfied for $\tau$.

It should be pointed out that from the form of expression (12.30) immediately indicates that all general recursive functions form a countable set.*This conclusion arises from the fact that the number

[^60]of different recursive functions : defining general recursive functions by means of the scheme (12.30) is also countable (denumerable).

However, in contrast with primitive recursive functions, the set of general recursive functions is not effectively countable (for further details, see Section 12.12), and, consequently, Péter's method does not allow us to construct an example of an enumerable function more general than the general recursive.

To conclude this section, let us write out the operations defining general recursive functions. Here, operations I - V are the already familiar schemes for defining primitively recursive functions, while operation VI is the explicit form of a general recursive function:

$$
\begin{aligned}
& \text { I. } \varphi(x)=x^{\prime} \text {, } \\
& \text { II. }\left(x_{1}, x_{2}, \ldots, x_{n}\right)=q \text {, } \\
& \text { III. }\left(x_{i}, x_{2}, \ldots, x_{n}\right)=x_{i} \text {, } \\
& \text { IV. } \varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\psi\left(\chi _ { 1 } \left(x_{1}, x_{2}, \ldots\right.\right. \\
& \left.\left.\ldots, x_{n}\right), \gamma_{2}\left(x_{1}, x_{2}, \ldots, x_{n}\right), \ldots, \chi_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)\right) \text {, } \\
& \text { Va. } \varphi(0)=q, \quad \vartheta\left(y^{\prime}\right)=\gamma(y, \varphi(y)), \\
& \mathrm{Vb}\left(0, x_{2}, \ldots, x_{n}\right)=\left(x_{2}, \ldots, x_{n}\right) \text {, } \\
& \varphi\left(y^{\prime}, x_{2}, \ldots, x_{n}\right)=\chi\left(y, \dot{\varphi}\left(y, x_{2}, \ldots, x_{n}\right), x_{2}, \ldots, x_{n}\right) \text {, } \\
& \text { VI. } p\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\psi\left\{u y\left[\tau\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)=0\right]\right\} \text {, }
\end{aligned}
$$

whereby

$$
\left(\vee x_{1}\right)\left(\forall x_{2}\right) \ldots\left(\forall x_{n}\right)(\exists y)\left[:\left(x_{1}, x_{2}, \ldots, x_{n}, y\right)=0\right\}
$$

Now we can define a general recursive function: A function $\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is said to be general recursive if it can be defined by using operations $I-I V$ a finite number of times.

Since operations I - V defining the primitive recursive functions are encompassed by operations I - Vi defining general recursive functions, primitive recursive functions are a special case of general recursive functions; every primitive recursive function is a general recursive function. However, the converse is not true.

### 12.11. CHURCH'S THESIS

Let us now return to our initial problem, that of defining the class of computable functions. In solving this problem, we have defined in succession, the class of elementary functions, then the class of primitive recursive functions, and finally the broad class of general recursive functions. Now we must ask: is this the final solution? Or must the class of general recursive functions be further broadened?

The many attempts at broadening the class of general recursive functions have all ended in failure. And in 1936 Church suggested that every effectively countable function (or effectively solvable predicate) is general recursive (see [110]). By virtue of this thesis, the class of computable functions coincides with the class of general recursive functions.

Church's thesis cannot be proved, since it contains, on the one hand, the vague concept of a computable function and, on the other, the mathematically exact concept of a general recursive function. The thesis is a hypothesis supoorted by several valid arguments which no one has so far succeeded in refuting. One such argument is that the various refinements of the concept of an algorithm turn out to be equivalent. Thus, for instance, Markov's normal algorithm proved to be reducible to general recursive functions.

Previously we said that an 'algorithm'' and a 'computation of the values of an arithmetical function'' are identical concepts. In the light of Church's thesis a problem is algorithmically solvable only if the arithmetical function to the computation of which we reduce our problem is general recursive.

To sum up, an algorithm can exist onty if a corresponding general recursive function can be constructed.

Conversely, by virtue of Church's thesis, the algorithmic unsolvability of a problem means that the arithmetical function to the computation of which the problem is reduced is not general recursive.

The proof of algorithmic unsolvability is often as involved, difficult and time-consuming as the search for an algorithm. However, algorithmic unsolvability can be proved in some cases. We shall give, without proof, two examples of this type:

Example 1. If we had an algorithm which, given the Gbidel number $w$ of an equation system $E$, would be capable of deciding by inspection of whether $E$ defines a general recursive function, then we could define once and for all which systems $E$ define general recursive functions, and we could effectively number all such functions. In other words, we need a general recursive function $\psi(w)$ such that:

$$
\psi(w)\left\{\begin{aligned}
&=0 \text { if } w \text { is the Gödel number of } \\
& \text { system } E \text { defining a general } \\
& \text { recursive function, } \\
&>0 \text { in all other cases. }
\end{aligned}\right.
$$

It has been proved [42] that such a general recursive function $\psi(w)$ does not exist. Therefore, the problem of recognizing those
systems $E$ which define general recursive functions is algorithmically unsolvable. The set of general recursive functions turns out to be countable, but not effectively so.

Example 2. The following problem turns out to be algorithmically unsolvable: it is required to find an algorithm for recognizing, for any primitive recursive function $\tau(x, y)$ [or for any primitive recursive predicate $T(x, y)]$ whether that function has the property

$$
\begin{equation*}
(\forall x)(\exists y)[\tau(x, y)=0] \tag{12.32}
\end{equation*}
$$

or in the case of a predicate, whether $(\forall x)(\exists y) T(x, y)]$.
Since primitive recursive functions can be effectively and distinctively labeled (numbered), the problem reduces to finding a computable function $\psi(r)$ such that:

$$
\psi(r)\left\{\begin{aligned}
&=0 \text { if } r \text { is the number of a primitive } \\
& \text { recursive function having the } \\
& \text { property (12.32). } \\
&>0 \text { in all other cases. }
\end{aligned}\right.
$$

This function proved not to be general recursive and, consequently, is noncomputable.

Even if condition (12.32) is somewhat weakened, the problem is still algorithmically unsolvable. Thus the following simple problem is algorithmically unsolvable: given a primitive recursive function $\varphi(x, y)$ it is required to find, for any $x^{*}$, whether the following condition holds for that $x^{*}$ :

$$
\text { ( } \left.\exists y) \mid \varphi\left(x^{*}, y\right)=0\right] .
$$

Yet another algorithmically unsolvable problem is this: for any primitive recursive predicate $P(y)$, it is required to find whether it is true that

$$
(\exists y) P(y) .
$$

In all cases, the proof reduces to proving that the corresponding recognition function is not general recursive.

One often proves the algorithmic unsolvability of a given problem by showing that it reduces to another problem, whose algorithmic unsolvability has already been proved. Sometimes it suffices to show that a narrower problem, which is a special case of the given problem, is algorithmically unsolvable. In Chapters 8 and 9, we used the method in proving algorithmic unsolvability of the two basic problems of the theory of finite automata and sequential machines.

### 12.12. RECURSIVE REAL NUMBERS

Recursive real numbers occur in constructive mathematics, an approach which has developed from the desire to avoid getting entrapped in logical contradictions (antinomies). In this approach, a proof is considered complete if, in addition to establishing a mathematical fact, one is able to demonstrate that the corresponding mathematical objects can also be computed.

The machinery of recursive functions plays an important role in constructive mathematics: it is in terms of these functions that the algorithms for effective construction of required objects are usually defined.

Consider a typical constructive formulation of a frequent practical problem. In analysis one often comes across the statement "for every small $\varepsilon>0$ there exists a number $N$ such that some quantity (which is a function of $n$ ) becomes smaller than $\varepsilon$ for $n \geqslant N$.'" Now, what is the constructive variant of this statement? In order to arrive at it, we require:

1. A more precise definition of what we understand by "every small $\varepsilon_{0}$ " To define such $\varepsilon$, we may assume, for example, $\varepsilon=\frac{1}{m}$, where $m$ is a positive integer which may be as large as desired.
2. An effective method for determining $N$, starting from $\varepsilon$ (that is, from $m$ ).

Therefore, an effective formulation of the above statement is: "there exists a general recursive function $v(m)$ such that some quantity which is a function of $n$ becomes smaller than $\frac{1}{m}$ for $n \geqslant v(m)$."

This kind of formulation can be related to convergence of a sequence of rational numbers. Let us say that a sequence of rational numbers $a_{0}, a_{1}, a_{2}, \ldots, a_{n}, \ldots$ is recursive if there exist general recursive functions $\alpha(n), \beta(n) \quad[$ where $\gamma \geqslant 1$ ] such that

$$
a_{n t}=\frac{\alpha(n)-\beta(n)}{\gamma(n)} .
$$

We shall say that the sequence converges recursively (or effectively) if there exists a-general recursive function $v(m)$ such that for any arbitrarily large $m>0$,

$$
\left|a_{n}-a_{n^{*}}\right|<\frac{1}{m}, \quad \text { if } \quad n, n^{*} \geqslant ข(m)
$$

The number $r$, defined by this effectively convergent sequence, is called a recursive real number.

It can be shown that the recursivity of $r$ (that is, the fact that there exists a sequence of rational numbers which, in the limit, recursively approaches $r$ ) does not imply that $r$ can be expanded
into a recursive decimal fraction. That is, the recursivity does not imply the existence of a general recursive function $\psi(n) \leqslant 9$ such that

$$
r=\sum_{k=0}^{\infty} \frac{\psi(k)}{10^{k}} .
$$

However, there exists one special sequence whose recursive convergence implies the possibility of recursive expansion of $r$ in any number systems. This is the factorial expansion

$$
r=\frac{a_{1}}{1!}+\frac{a_{2}}{2!}+\frac{a_{3}}{3!}+\ldots+\frac{a_{n}}{n!}+\ldots
$$

where $a_{n} \leqslant n-1$ for large $n$. If there exists a general recursive function $\chi(n)$ such that $a_{n}=\chi(n)$, this series always converges recursively and defines a recursive real number, which can be expanded into a recursive fraction in any number system.

Let us also mention here that the set of recursive real numbers is not larger than the set of general recursive functions; that is, this set is not larger than a countable set, whereas the set of all real numbers is a continuum. In this sense, only a very small fraction of all real numbers are recursive.

To summarize, a recursive real number is really a number which may be computed to any degree of accuracy by means of an algorithm. All numbers usually employed in mathematical analysis (e, $\pi, \sqrt{2}$, and so on) are recursive real numbers.

### 12.13. RECURSIVELY ENUMERABLE AND RECURSIVE SETS

There are several equivalent formulations defining recursive and recursively enumerable sets of integers. For convenience, we shall assemble these definitions into a table:

| Recursively enumerable sets of numbers | Recursive sets of numbers |
| :---: | :---: |
| 1A. A set is said to be recursively enumerable if it consists of values of some general recursive function if, alternatively, if there exists a general recursive function enumerating it, even if this involves repetitions. The empty set is deemed to be recursively enumerable. 2A. A set $C$ containing at least one element is recursively enumerable if and only if the predicate " $y \in C$ ' can be expressed in the form ( $\exists x) P(x, y)$, where $P(x, y)$ is general recursive. | 1B. A set $C$ is said to be recursive if there exists an algorithm for determining whether a given number $y$ belongs to $C$. 2B. A ser $C$ is said to be recursive if the predicate " $y_{C} C$ " can be expressed inthe form $P(y)$, where $P$ is general recursive. 3B. A set $C$ is said to be recursive if both the set and its complement $\bar{C}$ are recursively enumerable. <br> 4B. An infinite set $C$ is recursive if and only if it can be enumerated by a general recursive function without repetition and in increasing order of its elements [that is if $\varphi(0), \varphi(1), \varphi(2), \ldots$ give the elements of $C$ in increasing order]. |

Now, a few remarks regarding these definitions:
Note on $1 A$. It has been proved that, if a set can be enumerated be a general recursive function with repetition, it can also be enumerated without repetition (by another general recursive function).

Note on $2 A$. We shall show that definition 2 A follows from 1 A . Let $C$ be the set of values of a general recursive function $\varphi(x)$. Then, the fact that a number $y$ belongs to $C$ means that there exists an $x$ such that

$$
y=\varphi(x),
$$

or that

$$
(\exists x) \mid y=\varphi(x)] .
$$

Equation $y=\varphi(x)$ may be regarded as a general recursive relationship of equality between two general recursive functions

$$
P(x, y) \equiv\left[\chi_{1}(x, y)=\chi_{2}(x, y)\right],
$$

where

$$
\chi_{1}(x, y) \equiv y, \quad \chi_{2}(x, y) \equiv \varphi(x) .
$$

Note on $2 B$. Definition 2 B is merely a more exact version of definition 1B.

Note on $3 B$. If condition 3 B is satisfied, then it follows that condition 1 B is also satisfied. Indeed, let $C$ be enumerated by function $\varphi_{1}(x)$, and set $\vec{C}$ by the function $\varphi_{2}(x)$. To ascertain whether a given number belongs to $C$, we shall compute the parallel sequences

$$
\begin{array}{lll}
\varphi_{1}(0), & \varphi_{1}(1), & \varphi_{1}(2), \\
\varphi_{2}(0), & \varphi_{1}(3), \ldots  \tag{II}\\
\varphi_{2}(1), & \varphi_{2}(2), & \varphi_{2}(3), \ldots
\end{array}
$$

Since $y$ belongs either to $C$ or to $\bar{C}$, sooner or later it will appear either in row I or in row II. If it appears in row I, then $y \in C$, and if in row II, then $y \in \bar{C}$. Thus, there exists an algorithm for determining whether any $y$ belongs to $C$.

Note on $4 B$. When condition 4 B holds, there also exists an algorithm for recognizing the membership of any $y$ in set $C$. Indeed, let us compute the sequence $\varphi(0), \varphi(1), \varphi(2), \ldots$ If, at some $n$, we arrive at $\varphi(n)>y$, then there is no need to continue the computation, and we may conclude that $y \in \bar{C}$; if, however, we find $m \leqslant n$ such that $\varphi(m)=y$, then $y \in C$.

We shall give a few examples of recursive sets:

1) The two-element set $\{0,1\}$ is recursive by virtue of condition 1 B or 2 B .
2) Any finite set is recursive by virtue of condition 1 B or 2 B .
3) The set of even numbers $\{0,2,4,6,8, \ldots\}$ is recursive. Here $y \in C \equiv[\operatorname{res}(y, 2)=0]$, and the set is recursive by virtue of 2 B ; or $\varphi(x)=2 x$, and the set is recursive by virtue of $4 B$.

Now, let us give examples of sets that are and sets that are not recursively enumerable.

According to definition 2A, the set of all $y$ for which $(\exists x) P(x, y)$ at some general recursive $P(x, y)$ is recursively enumerable. One can so select $P(x, y)$ that the set $\{y\}$ will be recursively enumerable, but not recursive; its complement $\{\bar{y}\}$ will be the set of those $y$ for which

$$
(\exists x) P(x, y)=(\forall x) \widetilde{P}(x, y)=(\forall x) Q(x, y)
$$

(where $Q$ is a general recursive predicate); this set $\{\bar{y}\}$ will be neither recursive nor recursively enumerable.

The set of Gödel numbers $z$ of systems $E$ which define a general recursive function is neither recursive nor recursively enumerable.

In conclusion, let us point out that the comparison of 1 A and 4 B , as well as the fact that any finite set is both recursive and recursively enumerable imply that any recursive set is recursively enumerable. The converse, however, is not true.

The concept of recursive real numbers and recursively enumerable sets is important in determining whether a machine "can do'' more than just realize a given algorithm. For we have shown above that any algorithm reduces to the computation of the values of a computable integer function. Thus, if a device generates an output of a set of numbers and that set is not recursively enumerable, we immediately know that the operation of this device cannot be represented by an algorithm; that is, this device "does more" than just realize an algorithm.

# Turing Machines 

### 13.1. DESCRIPTION AND EXAMPLES OF TURING MACHINES

In Chapter 12 we showed that the fundamental, intuitively obvious requirements to which any algorithm must conform are those of determinacy, generality, and applicability (efficacy). In addition, the result of an algorithmic procedure must be completely independent of the person executing it. The executor merely acts like a machine: there is no "creative"' work involved here, because the executor needs only to follow instructions. If this is so, then why not delegate the execution of the algorithm to a machine? This chapter will present one class of machines capable of executing such tasks.

The above properties of an algorithm also pertain to a machine executing this algorithm. To begin with, such a machine must be fully determinate, operating within the specified rules. Second, it must allow the input of a variety of "initial data,' that is, of a variety of individual problems from a given class of problems. Third, the specified operational rules for the machine and the class of problems which can be solved must be matched in such a way that the result of machine operation will always be 'readable"' (that is, the machine will give a useful result).

There are many constants capable of executing algorithms. The most graphic of these is the scheme proposedin 1936 by the English mathematician Turing. We shall now describe one of the possible variants of this machine.

The basic component of our Turing machine is an infinitely long tape divided lengthwise into squares. The tape extends in only one direction (to the right), so that we can meaningfully talk about a "leftmost"' square. Each square may contain only one symbol $s_{i}$ from a finite alphabet $\left\{s_{0}, \ldots, s_{n}\right\}$. We shall ascribe a special significance to the symbol $s_{0}$ : its presence in a square shall denote that the square is blank. In any tape, the number of nonblank squares is always finite (but as large as desired), all the other squares being blank.

The second component of the Turing machine is a read-eraserecord head. This special device can move along the tape, either to the left or to the right, one square at a time. Upon an external command, the head can erase a symbol present in the tape square that happens to face the head at a given moment, and it can print another one in its stead. The external commandscausing these actions are issued by a controller, a device which is itself governed by the signals generated by the head (these signals indicate the presence of symbols $s_{i}$ in a given tape square). The controller operates in discrete time $t=0,1,2, \ldots$, and it may assume a finite number $m+1$ of internal states $q_{0}, \ldots, q_{m}$. Its input consists of symbols of $s_{i}$ read and generated by the head, while its output consists of commands to the head (these commands indicate what symbol, if any, should be printed in a given tape square, as well as the direction of motion of the head). For example, assume that at time $t$ the head faces the $l$ th square from the left, that this square contains the symbol $s_{i}$, and that the controller is in state $q_{j}$. The head reads the symbol $s_{i}$ and generates a signal corresponding to it. In response to this, the controller generates a symbol $s_{k}$ which causes the head to erase the old symbol $s_{i}$ and print $s_{h}$ on the tape. Then the controller produces one of the symbols $R, L, S$ ('right,"' 'left,"' "stop"), in compliance with which the head moves one square to the right or left or stays put. After this, the controller assumes a new state $q_{r}$, which is uniquely determined by the previous state $q_{j}$ and the signal $s_{i}$. After the entire operation has been completed (at time $t+1$ ), the $l$ th square contains the symbol $s_{h}$, the controller is in state $q_{r}$, and the head is situated opposite either the $(l+1)$ st, the $(l-1) s t$, or the $l$ th square (depending on whether the motion command was $R, L$, or S). Thus, the controller is a sequential machine with two output converters. Its inputs are symbols from the alphabet $\left\{s_{0}, \ldots, s_{n}\right\}$, received from the read-record head. Its states are symbols from the alphabet $\left\{q_{0}, \ldots, q_{m}\right\}$. Its first outputis a signal commanding the head to print a symbol from the alphabet $\left\{s_{0}, \ldots, s_{n}\right\}$, whereas its second output is a signal commanding a shift of the head and belonging to the alphabet $\{R, L, S\}$. The operation of this $s$-machine can be specified by means of three tables-those for an automaton and for two converters. However, it is customary to combine these into one basic table. Thus the automaton Table 13.1, the first converter Table 13.2, and the second converter Table 13.3 may all be combined, in that order, into Table 13.4, which fully describes the operation of this Turing machine. Again, if the basic table of a Turing machine is given, then its operation is uniquely specified.

Table 13.1

|  | $s_{0}$ | $s_{1}$ | $s_{2}$ |
| :--- | :--- | :--- | :--- |
| $q_{0}$ | $q_{0}$ | $q_{1}$ | $q_{0}$ |
| $q_{1}$ | $q_{0}$ | $q_{0}$ | $q_{1}$ |

Table 13.2

|  | $s_{0}$ | $s_{1}$ | $s_{2}$ |
| :--- | :---: | :---: | :---: |
| $q_{0}$ | $s_{2}$ | $s_{0}$ | $s_{1}$ |
| $q_{1}$ | $s_{1}$ | $s_{1}$ | $s_{2}$ |

Table 13.3

|  | $s_{0}$ | $s_{1}$ | $s_{2}$ |
| :---: | :---: | :---: | :---: |
| $q_{0}$ | R | R | L |
| $q_{1}$ | S | L | R |

Table 13.4

|  | $s_{0}$ | $s_{1}$ | $s_{2}$ |
| :---: | :---: | :---: | :---: |
| $q_{0}$ | $q_{0} s_{2} \mathrm{R}$ | $q_{1} s_{0} \mathrm{R}$ | $q_{0} s_{1} \mathrm{~L}$ |
| $q_{1}$ | $q_{0} s_{1} \mathrm{~S}$ | $q_{0} s_{1} \mathrm{~L}$ | $q_{1} s_{2} \mathrm{R}$ |

State of the controller shall denote the rest state of the Turing machine; that is, row $q_{0}$ of the basic table has the following properties: (1) The first symbol in every square of this row shall always be $q_{0}$ (never $q_{j}$ if $j \neq 0$ ); (2) The second symbol of each square will be $s_{i}$, the same symbol as in the respective column heading (never $s_{k}$ if $k \neq i$ ); (3) The third symbol of every square shall be the symbol $S$ (never $R$ or $L$ ). For anillustration of row $q_{0}$, see Tables 13.4 and 13.5.

Table 13.5

|  | $s_{0}$ | $s_{1}$ | $s_{2}$ |
| :---: | :---: | :---: | :---: |
| $q_{0}$ | $q_{0} s_{0} \mathrm{~S}$ | $q_{0} s_{1} \mathrm{~S}$ | $q_{0} s_{2} \mathrm{~S}$ |
| $q_{1}$ | $q_{1} s_{2} \mathrm{~L}$ | $q_{1} s_{0} \mathrm{R}$ | $q_{0} s_{1} \mathrm{~S}$ |

Now, if the controller is at any time $t$ in state $q_{0}$, then whatever the position of the head, and whatever the symbol in the corresponding tape square, the controlling device will remain in state $q_{0}$, the head will not move, and the tape entries will remain the same as before. To simplify the basic table, we shall therefore omit row $q_{0}$ (see Table 13.6).

For simplicity, we shall also assume that the alphabet $\left\{s_{i}\right\}$ consists of only two symbols; blank (thatis, 0 ) and nonblank (that is, 1 ).

Table 13.6


Table 13.7
Machine A

|  | 0 | 1 |
| :---: | :---: | :---: |
| $q_{1}$ | $q_{0}$ | 1 S |
|  | $q_{1}$ | 1 R |

Now let us discuss a few simple Turing machines.

1) Machine $A$ (Table 13.7). This machine operates as follows. Assume that at $t=0$, the controller is in state $q_{1}$, and the head faces a nonblank square. The machine then 'looks' for the first blank square to the right, prints the symbol 1 in it, and stops. If, however, the head faces a blank square at $t=0$, then the machine prints 1 in that square, and stops (no motion of the head). Tables 13.8 and 13.9 illustrate two possible modes of operation of this machine. (A bar above a tape square indicates that the head faces that square

Table 13.8

| Time | Tape printout |
| :---: | :---: |
| 0 | $\ldots \frac{q_{1}}{1} 1111000 \ldots$ |
| 1 | $\ldots 11 \begin{gathered} 1 \\ q_{1} \end{gathered}$ |
| 2 | $\cdots \quad 111 \overline{1} 100 \ldots$ |
| 3 | $\ldots .1111100 \ldots$ |
| 4 |  |
| 5 | . 1111110 |

Table 13.9
$\left.\begin{array}{|c|c|}\hline \text { Time } & \text { Tape printout } \\ \hline 0 & \ldots 10^{\frac{q_{1}}{0}} 011 \ldots \\ 1 & \ldots 10^{\frac{q_{1}}{1}} 01 \ldots\end{array}\right]$.
at that time, and the symbol $q$ shows the state of the controller.) The dots represent those tape squares where the symbols are known to remain unchanged throughout the operating time considered (the head does not reach them).

Table 13.10
Machine B

|  | 0 | 1 |
| :---: | :---: | :---: |
| $q_{1}$ | $q_{1} 0 \mathrm{~L}$ | $q_{0} 0 \mathrm{~L}$ |

2) Machine $B$ (Table 13.10). This machine can also assume only one state (aside from state $q_{0}$ ). If the head faces, at $t=0$, a nonblank square, it erases the symbol 1 in it, moves one square to the left, and stops. If the head faces, at $t=0$, a blank square, it moves to the first nonblank square on the left, erases the symbol 1 in it, and moves one additional square to the left (see Table 13.11).

Table 13.11
$\left.\begin{array}{|c|c|}\hline \text { Time } & \text { Tape printout } \\ \hline 0 & \ldots 01110 \frac{q_{1}}{0} \ldots \\ 1 & \ldots 011 \frac{q_{1}}{0} 0 \ldots \\ 2 & \ldots 011 \frac{q_{1}}{1} 00 . \ldots \\ 3 & \ldots 01 \frac{q_{0}}{1} 0000\end{array}\right]$.
3) Machine $C$ (Table 13.12). At $t=0$, this machine may face either a blank or a nonblank square. The head then moves to the right until it finds the first group of symbols 1 after a group of

Table 13.12
Machine C

|  | 0 | 1 |
| :---: | :---: | :---: |
| $q_{1}$ | $q_{2} 0 \mathrm{R}$ | $q_{1} 1 \mathrm{R}$ |
| $q_{2}$ | $q_{2} 0 \mathrm{R}$ | $q_{3} 1 \mathrm{R}$ |
| $q_{3}$ | $q_{0} 0 \mathrm{~L}$ | $q_{3} 1 \mathrm{R}$ |

zeros, and stops at the last 1 of that group. One version of this machine is shown in Table 13.13.

Table 13.13


In some cases the Turing machine may be incompletely specified, in that some of the squares of the basic table contain no symbols. This is permissible in those cases where one can predict that these combinations of machine states and tape symbols will never occur. Consider an example.

Table 13.14
Machine D

|  | 0 | 1 |
| :---: | :---: | :---: |
| $q_{1}$ |  | $q_{2} 1 \mathrm{R}$ |
| $q_{2}$ | $q_{3} 1 \mathrm{R}$ | $q_{2} 1 \mathrm{R}$ |
| $q_{3}$ | $q_{3} 1 \mathrm{R}$ | $q_{4} 1 \mathrm{~L}$ |
| $q_{4}$ |  | $q_{0} 0 \mathrm{~L}$ |

4) Machine $D$ (Table 13.14). This machine searches for the group of zeros between the first two groups of ones to the right of the position of the head at $t=0$. It then replaces all but one of these zeros with ones. If the combinations $q_{1}, 0$ and $q_{4}, 0$ are avoided at $t=0$, they will not occur in the future because state $q_{1}$ will never occur, whereas the machine will assume state $q_{4}$ only after the last symbol 1 has been printed. One variant of this machine is shown in Table 13.15.

We shall sometimes deal with machines having not one, but several rest states ( $q_{0}^{\prime}, q_{0}^{\prime \prime}$, and so on). Consider a typical example.
5) Machine $E$ (Table 13.16). At $t=0$, the head of this machine always faces a nonblank square. Then, depending on whether the next square to the left contains 0 or 1 , the machine assumes either state $q_{0}^{\prime}$ or $q_{0}^{\prime \prime}$, and stops facing the initial square. Variants of this machine are shown in Tables 13.17 and 13.18.

Table 13.15


In concluding this section we shall present, without special explanations, a few Turing machines which we shall need at a later stage.
6) Machine $F$ (Table 13.19). This machine searches for the nearest group of 1's which follow a group of zeros to the left of the position of the head at $t=0$.

Table 13.16
Machine E

|  | 0 | 1 |
| :---: | :---: | :---: |
| $q_{1}$ |  | $q_{2} 1 \mathrm{~L}$ |
| $q_{2}$ | $q_{0}^{\prime} 0 \mathrm{R}$ | $q_{0}^{\prime \prime} 1 \mathrm{R}$ |

Table 13.17

| Time | Tape printout |
| :---: | :---: |
| 0 | $\ldots 001^{\frac{q_{1}}{1}} 1 \ldots$ |
| 1 | $\ldots 00 \overline{1} 11 \ldots$ |
| 2 | $\ldots 001 \mathrm{~T} 1 \ldots$ |

Table 13.18


Table 13.19
Table 13.20
Table 13.21

Machine $F$

|  | 0 | 1 |
| :---: | :---: | :---: |
| $q_{1}$ | $q_{2} 0 \mathrm{~L}$ | $q_{1} 1 \mathrm{~L}$ |
| $q_{2}$ | $q_{2} 0 \mathrm{~L}$ | $q_{0} 1 \mathrm{~S}$ |

Machine G

|  | 0 | 1 |
| :---: | :---: | :---: |
| $q_{1}$ | $q_{0} 0 \mathrm{~S}$ | $q_{1} 0 \mathrm{~L}$ |

Machine H

|  | 0 | 1 |
| :---: | :---: | :---: |
| $q_{1}$ | $q_{0} 1 \mathrm{~S}$ | $q_{2} 1 \mathrm{R}$ |
| $q_{2}$ | $q_{1} 1 \mathrm{R}$ | $q_{2} 1 \mathrm{R}$ |

7) Machine $G$ (Table 13.20). This machine erases all the 1's (if such symbols are present) to the left of the position of the head at $t=0$, and continues doing so until it encounters a 0.
8) Machine $H$ (Table 13.21). It differs from Machine $A$ only in that it prints the symbol 1 not in the first but in the second blank square on the right.
9) Machine $I$ (Table 13.22). This machine starts at a nonblank square, erases the symbol 1 in it, and transfers it to the nearest blank square on the left (in other words, it shifts a group of ones one square to the left of the starting position).
10) Machine $K$ (Table 13.23). It erases the symbol 1 in the square on the right of the initial one (if that square contains a 1 ).

Table 13.22
Machine I

|  | 0 | 1 |
| :---: | :---: | :---: |
| $q_{1}$ |  | $q_{2} 0 \mathrm{~L}$ |
| $q_{2}$ | $q_{0} 1 \mathrm{~L}$ | $q_{2} 1 \mathrm{~L}$ |

Table 13.23
Machine K

|  | 0 | 1 |
| :---: | :---: | :---: |
| $q_{1}$ | $q_{2} 0 \mathrm{R}$ | $q_{2} 1 \mathrm{R}$ |
| $q_{2}$ | $q_{0} 0 \mathrm{~S}$ | $q_{0} 0 \mathrm{~S}$ |

11) Machine $L$ (Table 13.24). It starts at a nonblank square, moves to the left, and stops at the second blank square to the left of the first group of ones.

Table 13.24
Machine L

|  | 0 | 1 |
| :---: | :---: | :---: |
| $q_{1}$ | $q_{0} 0 \mathrm{~L}$ | $q_{1} 1 \mathrm{~L}$ |

Table 13.25
Machine M

|  | 0 | 1 |
| :---: | :---: | :---: |
| $q_{1}$ | $q_{0}^{\prime} 0 \mathrm{~S}$ | $q_{0}^{\prime \prime} 1 \mathrm{~S}$ |

12) Machine $M$ (Table 13.25). It can assume two rest states. Depending on whether it faces a blank or nonblank square, it assumes state $q_{0}^{\prime}$ or $q_{0}^{\prime \prime}$.

### 13.2. THE COMPOSITION OF TURING MACHINES

As we have just seen, what a Turing machine does is uniquely determined by the controller functioning in accordance with a basic table. We shall assume that the machine always starts from an initial state denoted by $q_{1}$, and that it assumes the rest state $q_{0}$ when it ceases to work. Now we can define the operations on Turing machines so that we can derive new basic tables from the given ones. Thus imagine that we have two machines $T_{1}$ and $T_{2}$, and that at $t=0$ the collection of symbols on the tape is such that $T_{1}$ starts operating. At this point, $T_{1}$ is in state $q_{1}^{1}$, and the head is opposite the $l_{0}$ th square. Then, at $t=t_{0}^{1}$ machine $T_{1}$ assumes the rest state $q_{0}^{1}$, and the head stops opposite the $l_{0}^{1}$ th square. Now machine $T_{1}$ shuts off, and machine $T_{2}$ takes over, starting from state $q_{1}^{2}$, the head of $T_{2}$ at $t=t_{0}^{1}$ facing the same square $l_{0}^{1}$ at which $T_{1}$ ceased operating. Then, at $t=t_{0}^{2}, T_{2}$ shuts off and assumes the rest state $q_{0}^{2}$, while its head stops opposite square $l_{0}^{2}$. This consecutive operation of machines $T_{1}$ and $T_{2}$, is equivalent to the operation of a single Turing machine
$T$, the basic table of which is synthesized according to the following rule: if the controllers of $T_{1}$ and $T_{2}$ can assume $k_{1}$ and $k_{2}$ states*, respectively, then the controller of $T$ can have $k_{1}+k_{2}$ states, the initial and rest states of $T$ being $q_{1}^{1}$ and $q_{0}^{2}$, respectively. The basic table of $T$ consists of two parts, of which the top describes $T_{1}$, and the bottom $T_{2}$. The rest state $q_{0}^{1}$ of $T_{1}$ is the initial state $q_{1}^{2}$ of $T_{2}$. For example, if $T_{1}$ is machine $F$ (Table 13.19) and $T_{2}$ is machine $G$ (Table 13.20), then machine $T$ (Table 13.26) will have a table with $2+1=3$ states, where $q_{0}=q_{0}^{2}$ is the rest state of $G$. If we recode the states of $T$, Table 13.26 will take the form of Table 13.27.

Table 13.26

|  | 0 | 1 |
| :---: | :---: | :---: |
| $q_{1}^{\prime}$ | $q_{2}^{\prime} 0 \mathrm{~L}$ | $q_{1}^{\prime} 1 \mathrm{~L}$ |
| $q_{2}^{\prime}$ | $q_{2}^{\prime} 0 \mathrm{~L}$ | $q_{1}^{\prime \prime} 1 \mathrm{~S}$ |
| $q_{1}^{\prime \prime}$ | $q_{0}^{\prime \prime} 0 \mathrm{~S}$ | $q_{1}^{\prime \prime} 0 \mathrm{~L}$ |

Table 13.27

|  | 0 | 1 |
| :---: | :---: | :---: |
| $q_{1}$ | $q_{2} 0 \mathrm{~L}$ | $q_{1} 1 \mathrm{~L}$ |
| $q_{2}$ | $q_{2} 0 \mathrm{~L}$ | $q_{3} 1 \mathrm{~S}$ |
| $q_{3}$ | $q_{0} 0 \mathrm{~S}$ | $q_{3} 0 \mathrm{~L}$ |

Table 13.28

|  | 0 | 1 |
| :---: | :---: | :---: |
| $q_{1}$ | $q_{2} 0 \mathrm{~S}$ | $q_{1} 0 \mathrm{~L}$ |
| $q_{2}$ | $q_{3} 0 \mathrm{~L}$ | $q_{2} 1 \mathrm{~L}$ |
| $q_{3}$ | $q_{3} 0 \mathrm{~L}$ | $q_{0} 1 \mathrm{~S}$ |

Machine $T$ so obtained is the product of $T_{1}$ and $T_{2}$; that is, $T=$ $=T_{1} \cdot T_{2}$. The operation of deriving a third machine from two given ones is the multiplication of machines. Thus Tables 13.26 and 13.27 are tables of machine $F \cdot G$. Multiplication of machines is obviously a noncommutative operation: $T_{1} \cdot T_{2} \neq T_{2} \cdot T_{1}$ (Table 13.28 shows the product $G \cdot F$, and it obviously differs from Table 13.27). However, multiplication is associative; that is, with three machines $T_{1}, T_{2}$, and $T_{3}$, we have $\left(T_{1} \cdot T_{2}\right) \cdot T_{3}=T_{1} \cdot\left(T_{2} \cdot T_{3}\right)$.** Accordingly, no parentheses are used in writing the product of several machines.

The operation of raising to a power is defined in the usual way: the $n$th power of machine $T$ is the product obtained by multiplying $T$ by itself $n$ times.

So far we have discussed the multiplication of machines with one rest state. If one of the machines of the product has two or more rest states (for example, if it is machine $E$ or $M$ of the preceding section), the multiplication is the same, but one must indicate which of the rest states of the first constituent machine shall be the initial state of the second machine. For example, if $T_{1}$ has two rest states,

[^61]we shall. write the product of $T_{1}$ and $T_{2}$ as $T=T_{1}\left\{\begin{array}{l}\text { (1) } T_{2} \\ \text { (2) }\end{array}\right.$, or as $T=T_{1}\left\{\begin{array}{l}\text { (1), } \\ \text { (2) }\end{array} T_{2}\right.$, depending on whether the initial state of $T_{2}$ is the first or the second rest state of $T_{1}$. Machine $T$ also has two rest states, the first of which is one of the rest states of $T_{1}$, while the second is the rest state of $T_{2}$.

Now, the meaning of an expression such as

$$
T=T_{1} \begin{cases}(1) & T_{2} T_{3}, \\ (2) & T_{4}\end{cases}
$$

is also clear here. Here, there are two independent multiplications, involving the first and the second rest states of machine $T_{1}$.

There also exists the operation of iteration of a single machine. Thus let machine $T_{1}$ have $s$ rest states. We select its $r$ th rest state and make it the initial state of machine $T$, which is then shown as

$$
T=\dot{T}_{1}\left\{\begin{array}{c}
(1) \\
\cdot \\
\cdot \\
(\dot{r}) \\
\cdot \\
\cdot
\end{array}\right.
$$

(s)

This machine is the result of iteration of $T_{1}$. Here, the dots above the letters indicate that the $r$ th rest state is made the initial state of the iterating machine $T_{1}$. If $T_{1}$ has only one rest state, then iteration yields a machine with no rest states.

Henceforth, we shall use the following notation. If we perform iteration on a machine which itself is the result of multiplication and iteration of other machines, then we place corresponding number of dots above those machines whose states (rest or initial) are used in the new machine. For example, the expression

$$
T=\dot{T}_{1} \ddot{T}_{2} \begin{cases}(1) & \dot{T}_{3} \\ (2) & T_{4} \\ (3) & T_{6}\end{cases}
$$

means that the rest state of machine $T_{3}$ is made the initial state of machine $T_{1}$ and that the reststate of $T_{5}$ is made the initial state of $T_{2}$.

Now let us synthesize a machine by means of multiplication and iteration. Let our constituent machines be $C, G, L$, and $M$, described in Section 13.1, and let us use them to synthesize a machine $N$ by
means of the above rules. Our machine

Machine N

|  | 0 | 1 |
| :---: | :---: | :---: |
| $q_{1}$ | $q_{2} 0 \mathrm{~L}$ | $q_{1} 1 \mathrm{~L}$ |
| $q_{2}$ | $q_{3} 0 \mathrm{~S}$ | $q_{4} 1 \mathrm{~S}$ |
| $q_{3}$ | $q_{5} 0 \mathrm{R}$ | $q_{3} 1 \mathrm{R}$ |
| $q_{4}$ | $q_{1} 0 \mathrm{~S}$ | $q_{4} 0 \mathrm{~L}$ |
| $q_{5}$ | $q_{5} 0 \mathrm{R}$ | $q_{6} 1 \mathrm{R}$ |
| $q_{5}$ | $q_{0} 0 \mathrm{~L}$ | $q_{6} 1 \mathrm{R}$ | N

$$
N=\dot{L} M \begin{cases}(1) & C \\ (2) & \dot{G}\end{cases}
$$

will have the basic Table 13.29 (obtained from Tables $13.12,13.20,13.23$, and 13.25). At $t=0$, machine $N$ is in state $q_{1}$, and its head is opposite a nonblank tape square. It then proceeds to erase all the symbols 1 to the left of its initial position, and continues doing so until it encounters two consecutive blank squares. At this point, the head returns to the right and stops opposite the extreme right nonblank square in that group of 1 's opposite it at start of the operation. Table 13.30 shows one variant of $N$, showing only those tape conditions at which the machine assumes a new state (to reduce clutter, state symbols $q_{i}$ are indicated only by their ordinal numbers $i$ ).

Here the use of iteration yielded a machine $N$ repeating the operation of erasing groups of 1's until itis given a specified command to cease.

### 13.3. COMPUTATION ON TURING MACHINES

We shall show that whatever the algorithm, there will always be a Turing machine capable of executing this algorithm. To formulate this statement in precise terms, we must first formalize the concept of an algorithm in some manner. Here, we shall use Church's thesis according to which every algorithm is merely a computation of a recursive function. Because of that, we must first define what we mean by "computing" of arithmetical functions on a Turing machine.

To start with, let us specify the representation of natural numbers and zero on the tape of a Turing machine. We shall use a code in which numbers are written in the natural ('unary") system of notation, so that a number $n$ is represented by $n+1$ symbols 1 located in consecutive squares of the tape. Thus zero is represented by a single symbol 1, unity-by two symbols 1, etc.*

[^62]Table 13.30


Two numbers are said to be located next to each other if their coded expressions are separated by a single blank square. Thus Table 13.31 contains consecutively (from the left) the numbers 3 , 0 , and 2.

Table 13.31

Now let us specify the recording and readout of arguments and values of functions on the tape. Thus assume we want machine $T$ to compute the value of the function $\varphi\left(x_{1}, \ldots, x_{n}\right)$ of $n$ variables $x_{1}, \ldots, x_{n}$ if the values of the arguments are $x_{1}=a_{1}, \ldots, x_{n}=a_{n}$. Recall that the leftmost tape square of our Turing machine is considered the first one. Let us leave the first two squares blank (as in Table 13.31). Then, beginning with the third square, we record (in our code) the $n$ consecutive numbers $a_{1}, \ldots, a_{n}$, pertaining to the independent variables $x_{1}, x_{2}, \ldots, x_{n}$. Table 13.32 illustrates this for $n=3$, where $x_{1}=2, x_{2}=1$, and $x_{3}=3$.

Table 13.32

$$
001110110111^{\frac{q_{1}}{1}} 0
$$

From now on if there is no risk of confusion, we shall use $x_{1}, \ldots, x_{n}$ to denote both the independent variables (arguments) and the specific numerical values assumed by these variables.

We shall also say that the read-record head senses the system of numbers $\left(x_{1}, \ldots, x_{n}\right)$ in the standard position if these numbers are consecutively recorded on the tape, and if the head is opposite the rightmost square involved in the representation of the last number $\left(x_{n}\right)$. For example, see Table 13.32, where the position of the head is, as usual, denoted by a bar.

Now we can define what we mean by computation on a Turing machine. Assume we have machine $T$ and that the following holds at $t=0$ :
a) $T$ is in the initial state $q_{1}$;
b) a system of $n$ numbers $\left(x_{1}, \ldots, x_{n}\right)$ is represented on the tape, and the head senses it in the standard position;
c) all squares to the right of the one opposite the head are blank. Now $T$ starts working. We shall say that $T$ computes the function $x=\varphi\left(x_{1}, \ldots, x_{n}\right)$ of $n$ variables if, regardless of what kind of numbers $x_{1}, \ldots, x_{n}$ are involved, there arrives a time when
d) $T$ assumes the rest state $q_{0}$;
e) the tape represents $(n+1)$ numbers $x_{1}, \ldots, x_{n}, \quad x$ [where $x=\varphi$ $\left.\left(x_{1}, \ldots, x_{n}\right)\right]$, and the head again senses the entire number system in the standard position;
f) all squares to the right of that opposite the head are blank.

If however, the machine never stops, or if it does stop but condition (e) or (f) are not fulfilled, then this machine does not compute function $\varphi$ for this particular set of arguments $\left(x_{1}, \ldots, x_{n}\right)$.

For example, to illustrate a Turing machine which does compute, let $n=3$ and $\varphi\left(x_{1}, x_{2}, x_{3}\right)=x_{1}+x_{2}+x_{3}$. Then, for $x_{1}=2, x_{2}=1$, and $x_{3}=3$, the starting tape is that of Table 13.32 , while the final tape (after the machine has stopped) is that of Table 13.33.

Table 13.33

$$
0011101101111100111111 \frac{q_{0}}{1} 00
$$

Now we shall introduce a few specialized Turing machines.
Machine $P$ is synthesized by multiplication and iteration of machines $I, M, C, K$, and $A$ of Section 13.1:

$$
P=\dot{I} M\left\{\begin{array}{l}
(1) \dot{C} \\
\text { (2) KCA }
\end{array}\right.
$$

This machine places numbers next to each other. It does this by transposing to the left the nonblank squares in the tape representation of a given number (see Table 13.36). The basic table is shown in Fig. 13.34. However, analysis shows that the same result can be obtained with the machine of Table 13.35 , which has half the number of states.

Table 13.34
Machine $P$

|  | 0 | 1 |
| :--- | :--- | :--- |
|  |  |  |
| $q_{1}$ |  | $q_{2} 0 \mathrm{~L}$ |
| $q_{2}$ | $q_{3} 1 \mathrm{~L}$ | $q_{2} 1 \mathrm{~L}$ |
| $q_{3}$ | $q_{4} 0 \mathrm{~S}$ | $q_{7} 1 \mathrm{~S}$ |
| $q_{4}$ | $q_{5} 0 \mathrm{R}$ | $q_{4} 1 \mathrm{R}$ |
| $q_{5}$ | $q_{5} 0 \mathrm{R}$ | $q_{6} 1 \mathrm{R}$ |
| $q_{6}$ | $q_{1} 0 \mathrm{~L}$ | $q_{6} 1 \mathrm{R}$ |
| $q_{7}$ | $q_{8} 0 \mathrm{R}$ | $q_{8} 1 \mathrm{R}$ |
| $q_{8}$ | $q_{9} 0 \mathrm{~S}$ | $q_{9} 0 \mathrm{~S}$ |
| $q_{9}$ | $q_{10} 0 \mathrm{R}$ | $q_{9} 1 \mathrm{R}$ |
| $q_{10}$ | $q_{10} 0 \mathrm{R}$ | $q_{11} 1 \mathrm{R}$ |
| $q_{11}$ | $q_{12} 0 \mathrm{~L}$ | $q_{11} 1 \mathrm{R}$ |
| $q_{12}$ | $q_{0} 1 \mathrm{~S}$ | $q_{12} 1 \mathrm{R}$ |
|  |  |  |

Table 13.35
Machine $P$

|  | 0 | 1 |
| :---: | :---: | :---: |
| $q_{1}$ |  | $q_{2} 0 \mathrm{~L}$ |
| $q_{2}$ | $q_{3} 1 \mathrm{~L}$ | $q_{2} 1 \mathrm{~L}$ |
| $q_{3}$ | $q_{4} 0 \mathrm{R}$ | $q_{5} 1 \mathrm{R}$ |
| $q_{4}$ | $q_{1} 0 \mathrm{~L}$ | $q_{4} 1 \mathrm{R}$ |
| $q_{5}$ |  | $q_{6} 0 \mathrm{R}$ |
| $q_{6}$ | $q_{0} 1 \mathrm{C}$ | $q_{6} 1 \mathrm{R}$ |

Since we do not care what the actual logic of the machine is as long as we obtain the desired result, we shall understand that the machine performing the function of $P$ can be either that of Table 13.34 or of Table 13.35. One variant of $P$ (corresponding to Table 13.35 ) is shown in Table 13.36.

Machine $R_{m n}$ is a synthesis by multiplication and iteration of machines $H, F, E, D, C, B$, and $A$ of Section 13.1:

$$
R_{m}=H \dot{F}^{m} E \begin{cases}(1) & D C^{m} \\ (2) & B C^{\prime m} \dot{A}\end{cases}
$$

Table 13.36

| Time | Tape printout |
| :---: | :---: |
| 0 | $0111100011 \frac{1}{1} 0$ |
| 1 | 011100011500 |
| . . . | $2$ |
|  | $011100 \overline{0} 11100$ |
|  | $\begin{array}{llllllllll} 0 & 1 & 1 & 1 & 0 & 0 \\ 4 \end{array} 111100$ |
|  | 011100111100 |
|  | $4$ |
|  | $0111001111 \overline{0} 0$ |
|  | 011100111100 |
| - . | $1$ |
|  | $01110111 \begin{aligned} & 1 \\ & 0 \end{aligned} 000$ |
|  | $\begin{array}{ccccccccllll}0 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 \\ . & . & . & . & .\end{array}$ |
| $\cdots$ | $2$ |
|  | $\begin{array}{llllllllll} 011 & 1 \\ & & 3 & & 1 & 1 & 0 & 0 & 0 & 0 \end{array}$ |
|  | $\begin{array}{llll} 01111110000 \\ 5 \end{array}$ |
|  | $\begin{array}{lllllllll} 0 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 \end{array}$ |
|  | 011105110000 |
| . . . | $6$ |
|  | $01110111 \overline{0} 000$ |
|  | $01110111 \overline{1} 000$ |


| Time | Tape printout |
| :---: | :---: |
| 0 |  |

where the superscript $m$ indicates the power of a given machine. For example,

$$
R_{\mathrm{I}}=H \dot{F} E \begin{cases}(1) & D C \\ (2) & B C \dot{A}\end{cases}
$$

Machine $R_{m}$ operates as follows: if the numbers $x_{1}, \ldots, x_{m}$ are represented on the tape in the standard position at $t=0$, then $R_{m}$ prints the first of these numbers (thatis, $x_{1}$ ) to the right of the representation of ( $x_{1}, \ldots, x_{m}$ ) and stops; after this, the tape contains a system of $m+1$ numbers $\left(x_{1}, \ldots, x_{m}, x_{1}\right)$ in standard position. However, if at $t=0$ the tape contains, in standard position, the numbers $x_{1}, \ldots, x_{n}$, where $n>m$, then $R_{m}$ prints the number $x_{n-m+1}$ on the right-hand side of the representation of this system of numbers and stops; after this, the tape contains the number system ( $x_{1}, x_{2}$, $\left.x_{n}, x_{n-m+1}\right)$. An example of the operation of machine $R_{1}$ is shown in Table 13.37 (the letters on the right indicate which of the component machines of $R_{1}$ are responsible for a given step of the operation; the symbols $0_{1}$ and $0_{2}$ are the rest states of machine $E$ ).

It can be shown that the $m$ th power $R_{m}^{m}$ of the machine $R_{m}$ operating on numbers ( $x_{1}, \ldots, x_{m}$ ) in standard position, copies the entire system next to and on the right-hand side of the original representation, the final result being a system of $2 m$ numbers ( $x_{1}, \ldots, x_{m}$, $x_{1}, \ldots, x_{m}$ ) in standard position. The starting and the final tapes of $R_{m}^{m}$ at $m=3, x_{1}=1, x_{2}=0$, and $x_{3}=2$ are shown in Table 13.38.

Table 13.38

| Time | Tape printout |
| :---: | :---: |
|  | 0.1 |
| 0 | $0.1101011 \frac{1}{1} 00000000000$ |
| $\cdots$ | $001101011101101011 \frac{1}{1} 00$ |

Machine $S_{m}$ does almost the same thing as $R_{m}^{m}$; it copies numbers $\left(x_{1}, \ldots, x_{m}\right)$ to the right of their original tape representation but not next to it (that is, there are two blank squares, instead of one, between $x_{m}$ and $x_{1}$ ). The machine $S_{m}$ is synthesized as follows:

$$
S_{i n}=A R_{m}^{m} B F^{m} B C^{m}
$$

The starting and final tapes of $S_{m}$ at $m=3, x_{1}=1, x_{2}=0$, and $x_{3}=2$ are shown in Table 13.39.

Now we can show that for any recursive function there exists a Turing machine capable of computing it. Our first proof will pertain to the basic recursive functions. These are successor, the constant and the identity functions.
I. The successor function $\varphi(x)=x^{\prime}$ can be computed by machine $R_{1} A$. Indeed, if a number $x$ is in the standard position at $t=0$, the

Table 13.39

| Time | Tape printout |
| :---: | :---: |
| 0 |  |

machine will print $\varphi(x)=x+1$ to the right of $x$, after which it will stop if the tape then contains the number system $(x, x+1)$ in standard position. Thus $R_{1} A$ computes $\varphi(x)=x^{\prime}$ within our definition of "computation', (see above, p. 371). The operation of $R_{1} A$ at $x=3$ is shown in Table 13.40.
II. The constant function $\varphi\left(x_{1}, \ldots, x_{n}\right)=q$ can be computed by machine $H A^{q}$. If $n=3, x_{1}=1, x_{2}=0, x_{3}=0$, and $q=2$, the tape is that of Table 13.41.
III. The identity function $\varphi\left(x_{1}, \ldots, x_{n}\right)=x_{i}$ can be computed by machine $R_{n-i+1}$. Indeed, this machine prints to the right of the number system $\left(x_{1}, \ldots, x_{n}\right)$ the $(n-i+1)$ st number from the right, that is, $x_{i}$.

The remainder of the proof on the existence of Turing machines is by induction on the depth of the recursive description of the recursive function. The depth of functions I, II, and III is, by deffinition, zero. The application of superposition, induction, and the

Table 13.40

| Time | Tape printout |
| :---: | :---: |
| 0 |  |

least number operator increases the maximum depth of any function subjected to these operations by 1 . Since all recursive functions can be derived from the basic functions by finite repetition of these three operations, we need only to show that there exist Turing machines

Table 13.41

| Time | Tape printout |
| :---: | :---: |
| O |  |

capable of realizing the operations of superposition, induction and the least number operator.

For simplicity, we shall avoid details of synthesis of Turing machines realizing these operations and shall restrict ourselves to the simpler special cases. For example, instead of dealing with superposition with respect to $n$ variables, we shall consider superposition with respect to only one such variable.* We thus obtain the following:
IV. Superposition. Let $M_{\psi}$ and $M_{\chi}$ be Turing machines computing the recursive functions $\psi(x)$ and $\chi(x)$ whose depths are $\alpha$ and $\beta$, respectively. We desire a Turing machine $M_{\varphi}$ computing the function $\varphi(x)=\chi(\psi(x))$ with a depth $\max (\alpha, \beta)+1$. This will be accomplished by the machine

$$
M_{\varphi}=S_{1} M_{\psi} N M_{\chi} N P
$$

V. Induction. Let $M_{\chi}$ be a machine computing a recursive function $\chi(x)$ of depth $\alpha$. We shall devise a machine $M_{\varphi}$ computing the recursive function $\varphi(x)$ of depth $\alpha+1$ specified by the induction scheme

$$
\varphi(0)=q, \quad \varphi\left(x^{\prime}\right)=\chi(\varphi(x))
$$

This machine is given by

$$
M_{\varphi}=S_{1} A^{q+1} \dot{F} E \begin{cases}(1) & B C P \\ (2) & B C M_{\chi} N \dot{P}\end{cases}
$$

VI. The smallest number operator. Let $M_{\gamma}$ be a machine computing the function $\chi(x, y)$ of depth $\alpha$. We shall devise a machine $M_{\varphi}$

[^63]computing the function $\varphi(x)=\mu y[\chi(x, y)=0]$ of depth $\alpha+1$. This machine is
\[

M_{\varphi}=S_{1} G A M_{\chi} E $$
\begin{cases}\text { (1) } & G F P, \\ (2) & G F A\end{cases}
$$
\]

Machine $M_{\varphi}$ will stop only if $x$ satisfies the relation $(\exists y)[\chi(x, y)=0]$.
We shall now illustrate the computation by induction and the use of the smallest number operator so as to elucidate the operation of machines V and VI.

Table 13.42

| Time | Tape printout |
| :---: | :---: |
| 0 |  |

Table 13.43

| Time | Tape printout |
| :---: | :---: |
|  | 1 |
| 0 | $0011 T 0000000000$ |
| . | $\cdots \cdots S_{1} G A$ |
|  | $0011100 \overline{1} 0000000$ |
| . | $\cdots \cdots{ }_{0} \cdot \cdots \cdot M_{\chi} E$ |
|  | $0011100101111 \overline{1} 0$ |
|  | $00111001 \overline{0} 000000$ |
|  |  |
|  | $001110019000000{ }^{\text {a }}$ |
|  | $\cdots \cdots{ }_{0_{2}}^{.} \cdot M_{\chi} E$ |
|  | 001110011011110 |
|  | $001110011 \overline{0} 00000$ |
|  |  |
|  |  |
|  | $\cdots \cdots \cdots \cdots \dot{0_{2}} \quad M_{x} E$ |
|  | 001110011101110 |
|  | $001110011100000$ |
|  |  |
|  | $001110011170000{ }^{\text {A }}$ |
|  | $\cdots \cdots \cdots 0_{0_{2}} \quad M_{\chi} E$ |
|  | 001110011110110 |
|  | 00111000111190000 |
|  | 001111100111700000 |
|  | $00111001111 \mathrm{~T} 000{ }^{\text {a }}$ |
| . . . | $0011100111110 \mathrm{~T} 0$ |
|  | $0, \quad E$ |
|  | 0011100111110 T0 |
|  | $001110011111 \overline{0} 000$ |
|  | $00111001111 T 000 F$ |
|  | $001110111110000 \rho$ |
|  | 001110111110000 |

Computation by induction. Let

$$
\chi(y)=y+3, \quad q=1
$$

so that

$$
\varphi(0)=1, \quad \varphi\left(x^{\prime}\right)=\varphi(x+1)=\varphi(x)+3 .
$$

Table 13.42 shows how machine $M_{\varphi}$ computes the value of $\varphi(2)$. (Again, $0_{1}$ and $0_{2}$ denote states of machine $E$ ). The basic concept underlying this procedure consists in repeated computation of
function $\chi(y)$ while keeping a check on how many times this computation has been repeated.

The result of the computation: $\varphi(2)=7$.
Selecting the operator of the smallest number. Let $\chi(x, y)=$ $\left|x^{2}-y\right|$, so that

$$
\varphi(x)=\mu y\left[\left|x^{2}-y\right|=0\right] .
$$

We want to compute $\varphi(2)$.
The machine operation is shown in Table 13.43: here, we determine the consecutive values of $\chi(x, 0), \chi(x, 1)$, and so on, until $\chi(x, y)=0$. The result of the computations is $\varphi(2)=4$.

Let us also point out that all machines synthesized according to schemes I - VI must be so designed that they will never go beyond the left-hand edge of the tape.

We have thus shown that any recursive function can be computed on a Turing machine. It can also be shown that only recursive functions may be computed on Turing machines. This is proved by means of gödelization of tape representations and verification of the fact that any change in such representations can be expressed by means of recursive functions (see the proof of this in [42]).

By virtue of the equivalence of the concepts of "recursive function" and of "function computable on a Turing machine", as well as by virtue of Church's thesis, we can now define an algorithm as follows: An algorithm is any procedure which reduces to the computation of the values of an integer-valued function on an appropriate Turing machine.

## Conclusion

We now return to the two fundamental problems posed in the Introduction, namely: (1) Finding out what a finite automaton or a sequential machine can and cannot 'do," and (2) the development of techniques for syntheses of devices which are dynamical systems of this class and perform specific tasks. The answers to these problems have been gradually accumulating in the course of our presentation of the theory. We shall now endeavor to combine the solutions scattered through previous chapters into one coherent system.

## 1. WHAT CAN A FINITE AUTOMATON OR A SEQUENTIAL MACHINE "DO"?

That depends whether the machine in question is autonomous or not.

If the finite automaton is autonomous, then beginning with some cycle it will only generate a periodically recurring sequence of states (the corresponding $s$-machine can only generate a fixed sequence of outputs). If this is a one-symbol sequence, then the machine will achieve a state of equilibrium within a finite number of cycles. If this is a multisymbol sequence, then the automaton will assume, one after another, all the states corresponding to these sequence, and will continue doing so ad infinitum. That is all an autonomous machine can "do."

However, regardless of what this finite periodic sequence of states is, one can always synthesize an autonomous finite automaton which will start to generate this sequence as early as its second cycle. Because of that, and because a fixed cycle of successive operations is characteristic of much of modern technology, dynamical systems which within allowable idealizations may be regarded as autonomous automata are widely used. A very old example of such automata are the animated figurines which go through complex sequences of motions, for instance, writing down a text on a piece of paper, playing predetermined music on an instrument, and so on. Modern examples range from washing machines to automatic lathes, assembly lines and control systems for cyclic operations.

If the automaton is nonautonomous, that is,its input state varies from cycle to cycle, then the answer to the question of what it can or cannot "do" can be formulated in a variety of terms, for example, in the language of representation of events. Indeed, a nonautonomous finite automaton (or $s$-machine) merely transforms sequences of input symbols into sequences of states (or outputs). Therefore, if we ask what such a machine can or cannot do, we are merely specifying which sequences can be transformed in a given machine and which cannot. But since the number of states (or of outputs, in the case of the $s$-machine) is finite, our question is equivalent to the following: which specific inputs produce each of the possible states of the automaton (or, each of the possible outputs of the $s$-machine)? In the terminology of the theory of finite automata this question is formulated as follows: Which events can (and which cannot) be represented by each of the possible states of the automaton (or by each of the outputs of the $s$-machine)? The exactanswer, in terms of the necessary and sufficient conditions for representability of events in the machine, is given by the theorems of Kleene. Kleene's theorems state that only regular events can be represented in a finite automaton, a regular event being the input of sequence belonging to the class of regular sets. Thus in the language of representation of events our question receives an unambiguous answer: A finite automaton can only represent regular events.

Many important input sets encountered in practice are known to be regular. For instance, the following are regular: (a) the set consisting of any finite number of input sequences of finite length; (b) the set of any periodically repeating input sequences; (c) the set of infinitely long sequences which always terminate in specified finite sequences; and so on. However, in general, if we are faced with an infinitelylong set of input sequences, we do not know a priori whether this set is regular or not. This is because we only have techniques for generating regular sets (by induction), but lack effective solution for the inverse problem of finding out whether a given set is regular or not. Thus, even though the theorems of Kleene do answer the question as to what a finite automaton can do, the answer is not an effective one. Present research attempts to construct other languages in which the answer could be given more effectively. This language problem is also of cardinal importance in the initial steps of the synthesis of automata, that is, it also figures in the second of the two problems formulated above.

Our class of dynamical systems consisting of "finite automaton", and 'sequential machine,' can be extended by providing the machines with an infinite memory (this can be done by letting the machine
have an infinite number of states, or providing it with an infinite tape, and so on). This gives a broader class of abstract systemsthe Turing machines. The answer to the question, "what can they do?"' is much simpler: they can realize any a priori specified algorithm. Now in modern mathematics the algorithm itself is defined as a computation of values of some recursive function. And since we know so precisely and unambiguously what a Turing machine can do, we can use this machine to define the concept of the algorithm. We thus close our chain of reasoning with the statement: an algorithm is any process which can be realized in a finite automaton supplemented by an infinite memory, that is, in a Turing machine.

## 2. THE SYNTHESIS OF A PRACTICAL DEVICE REALIZING A FINITE AUTOMATON OR SEQUENTIAL MACHINE

If we wish to sample the input and the output of a system only at some specified discrete times (where these instants can either be specified a priori, or may be the result of the very operation of the system), then we have every reason to suspect that the device embodying our requirements will be a finite automaton or an $s$-machine. Since the object of the design is to ensure the generation of desired outputs in response to specified inputs, we could specify our device by enumerating all the possible input-output relationships. If this enumeration results in a finite list of noncontradictory sequences of a finite length,* then we can be sure that our specification can be embodied by a finite automaton or an $s$-machine. Furthermore given these input-output relationships, we can derive from them the basic table of the finite automaton and the table of the output converter; together, these form one of the possible $s$-machines realizing the specification (the algorithm for the synthesis of such tables is described in Section 8.2**).

It is much more difficult to ensure the generation of specific outputs in response to infinitely long inputs. Such cases are frequently encountered in practice, when the duration of the operation

[^64]of the device being designed cannot be predetermined, and when the outputs must indicate some general properties of the input sequences, as from the first beat of the operation of the machine. In such cases a basic question arises: In what way can the relationship between the infinite input and output sequences be defined, since a direct enumeration of the sequences is impracticable in this instance. No matter how this relationship has been defined, it boils down in the end to the definition of an algorithm enabling it to be established for each beat what the input and the output symbols are in that beat.

If definition of the relationship between the infinite sequences is not restricted in some way, then from the very start we again come up against the same difficulty as that discussed at the end of the preceding section, i.e., there is no effective method of establishing whether the event which is to be represented by the automaton is regular. This means that if the language in which the definition is formulated is not restricted in some way, then there is no way of even establishing whether some finite automaton or an $s$-machine is capable of realizing the definition. Therefore there is no point in talking of a method for the synthesis of an automaton or an $s$-machine realizing the definition. Once more as a central problem arises that of finding a language sufficiently broad for the definitions of an automaton or an $s$-machine to be expressed in it, of great importance in technology; this language is to be such that there exist recognition algorithms as to whether there is an automaton or an $s$-machine capable of realizing the definition, and, when the answer is in the affirmative, the algorithms are to enable the required $s$-machine to be constructed.

Accordingly, in the formulation of definitions of an automaton (in the case of infinite sequences) special methods are employed (or, in other words, special languages) to avoid this difficulty. One of such methods is to write down the definition directly using the description of the regular events which the automaton is to represent, rather than the description of the correspondence between the input and the output sequences. This method is described in Section 8.4, where an effective method is indicated for the construction of the basic table of the automaton and the table of the converter, which together form the $s$-machine representing the given events.

Another, considerably less economical (as regards the number of the states of the automaton required) method has been described in Section 7.4, in the course of the proof of Kleene's theorems.

Other languages are also known, characterized by the fact that every definition which is expressible in the language is known to be
realized by an $s$-machine, and the corresponding $s$-machine (i,e., its tables) is effectively constructible from that expression. An example is 'Trakhtenbrot's predicate language, which has been briefly mentioned in the present book. The use of these languages is, in essence, based on the assumption that man is capable of nonalgorithmically (creatively) solving the problem indicated above, translating the definitions from the ordinary general language in which he thinks, into a special language in which the problem of recognition of representability of events does not arise. If one was unsuccessful in expressing a definition in such a language, the question remains open as to whether this has been caused by the fact that the definition cannot be translated into that language, and therefore realized by an $s$-machine, or because one failed to do so "creatively."

It follows from the foregoing that the first stage of the synthesis is in some cases carried out according to standard rules, and in some other cases it, in principle, requires creative action; but, in any case, provided the definition is realizable, the result of the first stage of the synthesisis the table of the automaton and the converter table, which form one of the $s$-machines realizing the definition. An $s$-machine so constructed is not unique; generally speaking, there is a set of other $s$-machines fulfilling the same definition, i.e., those equivalent to the one constructed by us, or representing it. Such $s$-machines may differ in the number $n$ of the symbols in the state alphabet $\{x\}$, i.e., in the number of rowsin the basic table of the automaton. The smaller the number $n$, the simpler is subsequent construction or the scheme of the real machine. Accordingly, the next, the second stage of the synthesis is the minimization of the machine obtained, i.e., the construction of an $s$-machine equivalent to the one evolved in the first stage of the synthesis and, at the same time, having the least possible number of states $n$.

The solution of the minimization problem depends essentially on the set of sequences which may appear at the input of the automaton during its operation. The set is of course, indicated in the original definition.

The simplest case is one where the set of the input sequences is not restricted in any way, i.e., when any sequence may appear at the input of the automaton. In this case the problem of the construction of a minimal $s$-machine, in the sense indicated, has been fully solved, i.e., the necessary and sufficient conditions for the minimization have been found. A method realizing the construction of a minimal S -machine involves breaking down the connection matrix into certain submatrices; it has been described in Section 9.6.

Matters are rather more complicated when the set of possible input sequences is restricted in some way. Assuming that the
constraints are arbitrary, i.e., that some arbitrary algorithm is given enabling it to be established whether a sequence satisfies the given constraints, the minimization problem turns out to be unsolvable (see Section 9.2). Accordingly, there is no minimization method suitable for any constraints and one can only attempt to find the necessary and sufficient conditions of minimization for some given particular form of constraints. However, excluding a complete sorting, even in the case of the most frequently encountered forms of constraints (e.g., when the constraint consists in only sequences of a given length appearing at the input, or sequences of any length but containing no identical symbols in succession, etc.), such necessary and sufficient conditions have not so far been found. Some observations on minimization in such cases were producedin Sections 9.4 and 9.7 .

We know of only two problems with constraints imposed on the input sequences which have a full solution. These are the problem of construction of a minimal $s$-machine in the case when it is to operate as a finite automaton and the input sequences contain no identical symbols in succession, and the problem of construction of a minimal $s$-machine in the case of Aufenkamp-type constraints (see Section 9.8).

So, as a result of the second stage of the synthesis, provided it proved to be realizable, a basic table of an automaton and a converter table are constructed, which together determine an $s$-machine fulfilling the given definition and, at the same time have the least possible number of states. In the general case this completes the formation of the basic table of the automaton and the converter table and it is possible to pass on to the third stage of the synthesis, which consists of the construction of the abstract structure of the $s$ machine being designed. However, there is a particular case, frequently encountered in practice, where the input sequences are restricted, and some further work is required to construct a minimal $s$-machine. We are referring to the case where the rhythm of the operation of the machine being designed is determined by the change of the states at the input and there are, therefore, no input sequences containing identical symbols in succession.

In this case further work in constructing the tables of the smachine is dependent on the technical procedures used to construct the tables. More precisely, it is essential to lay down beforehand which of two possible ways is to be followed. The first way is that of applying delay elements to a beat signal fed from outside, with special devices signaling the occurrence of a beat (i.e., a change in the input state). The second way does not require the application
of any special delay elements, but utilizes the fact that real elements have a certain inherent delayin operation and permit the construction of a machine by making use of steady states.

If the first way is used, the second stage of the synthesis described above, as far as it can be carried out to the end bearing in mind the constraints imposed on the input sequences, completes the construction of the tables of the $s$-machine and is immediately followed by the third stage of the synthesis: the transition to an abstract structure (see further on).

If the second way is used, further processing of the tables of the automaton and the converter is necessary. This means constructing the tables of another s-machine, which operates at a faster rhythm (as determined by the delay time in the elements employed in the construction of the $s$-machine), and which reproduces in its steady state the $s$-machine being designed, operating at a 'slow' rhythm which is determined by the moments when there is a change of state at the input.

To do this a "fast" machine satisfying this condition is first constructed, and this machine is then minimized, i.e., the second stage of the synthesis is repeated (for further details see Sections 10.2 and 10.3). In the end, by this second way we also obtain the tables of a minimal $s$-machine and can once more pass on to the third stage of the synthesis.

At the third stage of the synthesis an abstract structure is constructed, i.e., from the tables of the $s$-machine obtained in the preceding stage, the logical equations of an abstract structure representing this $s$-machine are set up,i.e., logical functions $F_{i}$ and $\Phi_{j}$ in equations of the form*

$$
\begin{array}{r}
x_{i}^{p}=F_{i}\left(x_{1}^{p-1}, x_{2}^{p-1}, \ldots, x_{n}^{p-1} ; u_{1}^{p-1}, u_{2}^{p-1}, \ldots, u_{s}^{p-1}\right) \\
i=1,2, \ldots, n, \\
z_{j}^{p}=\Phi_{j}\left(x_{1}^{p}, x_{2}^{p}, \ldots, x_{n}^{p} ; u_{1}^{p}, u_{2}^{p}, \ldots, u_{s}^{p}\right), \\
j=1,2, \ldots, l .
\end{array}
$$

Depending on the number of states in the elements at our disposal for the construction of the machine, the functions will be those of two-, three-, and generally of $m$-valued logic. The method of coding and the construction of the se functions is given in Section 4.2.

In the case of construction of an automaton based on steady states, the coding and construction of the functions $F_{i}$ and $\Phi_{j}$ are given in Section 5.4.

As a result of the third stage of the synthesis the problem is reduced to one which is much more familiar to the project engineer,
*The equations are written out for a machine of the $P-P$ type.
that of realizing a system of logical relations with the technical means at his disposal. At this point, broadly speaking, the problems of abstract synthesis are no longer relevant. Consequently, there are no problems of the general theory of finite automata and sequential machines which are applicable. From this moment on, the problem belongs to the realm of technical realizations of the abstract structure which has been obtained.

The problems arising in this connection are studied in the theory of switching circuits and the theory of logical systems, in the narrow sense of these terms. The problems solvable by these theories have hardly been considered in this book, or a mere mention of them has been made in passing.

If the subsequent construction of the scheme is based on delay elements, then the number of such elements is predetermined by the number of the equations in the abstract structure, which is known to be minimal if the second stage of the synthesis has been carried out to the end. It was just this obtaining of a scheme with a minimal number of elements of delay that constituted the second stage of the synthesis. The problem of technical realization then reduces to the construction of logical converters realizing the functions $F_{i}$ and $\Phi_{j}$ contained in the right-hand sides of the equations of the abstract structure. From one and the same set of logical elements the converters may be constructed in various ways. This too has its own minimization problems, but these in fact concern converters and not sequential machines, i.e., they relate to statics and not to dynamics, and, therefore, only a brief mention of them has been made in Section 2.6.

If the available set of logical elements does not contain a readymade delay element, this does not exclude the possibility of constructing schemes, since the delay elementitself, being the simplest automaton, can be constructed from the elements of the set, for example, using the steady states of equilibrium.

If the entire machine is constructed using steady states, i.e., without special delay elements for the beat signal fed from without, this means that a fast machine is to be constructed according to the abstract structure obtained at the end of the third stage; elements which have an inherent delay (e.g., repeaters) serve as delayers. In particular, in the common case when the schemes are assembled from relays, the delayer for the 'fast'" $s$-machine will be the intermediate relays, while the converters $F_{i}$ and $\Phi_{j}$ are formed from chains of contacts of the input and intermediate relays.

With such a circuit construction (using steady states), there arise additional technical difficulties, in connection with the fact
that in a nonsynchronized systems the delay time of the elements is not strictly the same. This leads to the danger of relay "competition'" arising, which may sometimes result in an incorrect operation of the circuit. In such cases the danger of competition is obviated by special circuits, called realizations; in these circuits either not more than one relay operates in each beat, or the feedback circuits are artificially cut off at the switching moments.

There are various methods for the construction of realizations, only one of which has been briefly described in Section 5.4 , since realization problems do not relate to the general theory of finite automata and sequential machines. In the construction of circuits using delayers, with the beat signal to them from outside, there is no likelihood of competition arising and, therefore, the realization problem does not arise.

## Problems*

## CHAPTER 1

1. Show that the set of points on a semicircle has the cardinality of the continuum.
2. Show that the union of two countable sets is countable.
3. Show that the set of rational numbers is countable.
4. We know that an infinite subset of a countable set is countable. Use this fact to show that the set of primes is countable.
5. Use equivalent transformations to convert the following six functions to a form containing onlydisjunction, conjunction, and negation:
6. $f\left(x_{1}, x_{2}\right)=\left(x_{1} \nabla x_{2}\right) \nabla\left(1 / x_{2}\right)$
7. $f\left(x_{1}, x_{2}\right)=x_{2} /\left(x_{1} \leftarrow x_{2}\right)$
8. $f\left(x_{1}, x_{2}\right)=x_{1} \sim\left(x_{1} \downarrow x_{2}\right)$
9. $f\left(x_{1}, x_{2}\right)=x_{1} \nabla\left(x_{1} / x_{2}\right)$
10. $f\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{1} \downarrow x_{2}\right) \leftarrow\left(x_{3} / x_{1}\right)$
11. $f\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{1} / x_{2}\right) \nabla\left(\bar{x}_{3} \rightarrow x_{1}\right)$
12. Find the complete disjunctive normal form of the function

$$
f\left(x_{1}, x_{2}\right)=x_{1} \nabla x_{2} \&\left(x_{1} \& x_{2}\right)
$$

7. Find the complete conjunctive normal form of the function

$$
f\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{1} \nabla x_{2}\right) \&\left(\bar{x}_{2} \nabla x_{3}\right) \&\left(x_{1} \nabla \bar{x}_{2}\right) \&\left(x_{2} \nabla x_{3}\right) .
$$

8. For each of the following two functions, find the complete disjunctive and conjunctive normal forms, constructing as a preliminary the characteristic table:

$$
\begin{aligned}
& f_{1}\left(x_{1}, x_{2}\right)=x_{1} \rightarrow \bar{x}_{2} \\
& f_{2}\left(x_{1}, x_{2}\right)=x_{1} \sim x_{2}
\end{aligned}
$$

[^65]9. For the function $f\left(x_{1}, x_{2}\right)=x_{1} \nabla \bar{x}_{2}$ construct the complete disjunctive normal form, simplifying this function as a preliminary.
10. Given the predicate $P(x, y, z)=[x \rightarrow(y \rightarrow z)]$ find the predicate $Q(y, z)=(V x) P(x, y, z)$
11. Given the predicate $P(x, y, z)=[\overline{\kappa \nabla(y \sim z)}]$ find the predicate $Q(y, z)=(4 x) P(x, y, z)$.

## CHAPTER 2

1. For the following four contact diagrams, find the simplest equivalent circuits:

2. Each of the following two tables gives the values of two logical functions $y_{1}$ and $y_{2}$ (all told, four functions). Construct the contact diagrams corresponding to these functions
a) by the canonical method,
b) by the block method.

Table 1

Table 2

| $x_{1}$ | 0 | I | 0 | I | 0 | I | 0 | I |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $x_{2}$ | 0 | 0 | I | I | 0 | 0 | I | I |
| $x_{3}$ | 0 | 0 | 0 | 0 | I | I | I | I |
| $y_{1}$ | I | 0 | I | 0 | I | 0 | 0 | I |
| $y_{2}$ | 0 | I | 0 | 0 | 0 | I | I | 0 |

3. From a given logical function $y=\left(x_{1} \& x_{2}\right) \nabla\left(\bar{x}_{1} \& x_{2}\right)$ construct the diagram at the diodes that realize this function.
4. From a given logical function $y=\left(x_{2} \& x_{3}\right) \& \bar{x}_{1}$ construct the scheme on the triodes that realize this function.
5. With the aid of Quine's algorithm, find the minimum disjunctive normal form of the following functions:

$$
\begin{aligned}
& y\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{1} \& \bar{x}_{2} \& x_{3}\right) \nabla\left(\bar{x}_{1} \& \bar{x}_{2} \& x_{3}\right) \nabla\left(x_{1} \& x_{2} \& x_{3}\right) \nabla\left(x_{1} \& x_{2} \& \bar{x}_{3}\right) \\
& y\left(x_{1}, x_{2}, x_{3}\right)=\left(\bar{x}_{1} \& \bar{x}_{2} \& \bar{x}_{3}\right) \nabla\left(x_{1} \& x_{2} \& x_{3}\right) \nabla\left(x_{1} \& \bar{x}_{2} \& x_{3}\right) \nabla\left(x_{1} \& \bar{x}_{2} \& \bar{x}_{3}\right) .
\end{aligned}
$$

## CHAPTER 3

1. Give an example of a dynamic system that can be treated as a finite automaton.
2. The table below is a combined table of an automaton and a transformer. Construct the graph and the interconnection matrix of unions of this sequential machine.

| $x$ | $\rho$ | $\rho_{1}$ |
| :---: | :---: | :---: |
| $x_{1}$ | $x_{4} \lambda_{0}$ | $x_{1} \lambda_{1}$ |
| $x_{2}$ | $x_{1} \lambda_{0}$ | $x_{3} \lambda_{1}$ |
| $x_{3}$ | $x_{2} \lambda_{1}$ | $x_{1} \lambda_{0}$ |
| $x_{4}$ | $x_{2} \lambda_{0}$ | $x_{2} \lambda_{1}$ |

3. Suppose that you are given the interconnection matrix $C$ shown. Construct a table of an automaton of the $P-P$ type and the table of transformations.

$$
C=\begin{array}{r}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5}
\end{array}\left[\begin{array}{ccccc}
x_{1} & x_{2} & x_{3} & x_{4} & x_{5} \\
0 & \rho_{1} \lambda_{1} & \rho_{3} \lambda_{0} & 0 & \rho_{2} \lambda_{1} \\
\rho_{3} \lambda_{0} & \rho_{1} \lambda_{0} & 0 & \rho_{2} \lambda_{0} & 0 \\
0 & \rho_{2} \lambda_{1} & \rho_{1} \lambda_{1} & \rho_{3} \lambda_{1} & 0 \\
0 & 0 & \rho_{2} \lambda_{0} \nabla \rho_{3} \lambda_{1} & 0 & \rho_{1} \lambda_{1} \\
\rho_{1} \lambda_{0} \nabla \rho_{3} \lambda_{0} & 0 & 0 & \rho_{2} \lambda_{0} & 0
\end{array}\right]
$$

4. Suppose that we have an $s$-machine of the $P-P r$ type defined by two tables, namely, the basic table of the automaton and the table of the output transformer. Constructits diagram of states and interconnection matrix.

Automaton Transformer

| $x$ | $\rho_{1}$ | $\rho_{2}$ |
| :---: | :---: | :---: |
| $x_{1}$ | $x_{2}$ | $x_{5}$ |
| $x_{2}$ | $x_{3}$ | $x_{4}$ |
| $x_{3}$ | $x_{4}$ | $x_{3}$ |
| $x_{4}$ | $x_{2}$ | $x_{5}$ |
| $x_{5}$ | $x_{1}$ | $x_{5}$ |


| $x$ | $\rho$ | $\rho_{1}$ |
| :---: | :---: | :---: |
| $\rho_{2}$ |  |  |
| $x_{1}$ | $\lambda_{1}$ | - |
| $x_{2}$ | $\lambda_{1}$ | - |
| $x_{3}$ | $\lambda_{0}$ | $\lambda_{1}$ |
| $x_{4}$ | $\lambda_{0}$ | $\lambda_{0}$ |
| $x_{5}$ | - | $\lambda_{0}$ |

5. Do the same thing for the following machine of the $P-\operatorname{Pr}$ type:
Automaton

| $x$ | $\rho_{1}$ | $\rho_{2}$ |
| :---: | :---: | :---: |
| $x_{1}$ | $x_{2}$ | $x_{3}$ |
| $x_{2}$ | $x_{1}$ | $x_{3}$ |
| $x_{3}$ | $x_{6}$ | $x_{6}$ |
| $x_{4}$ | $x_{3}$ | $x_{4}$ |
| $x_{5}$ | $x_{6}$ | $x_{3}$ |
| $x_{6}$ | $x_{2}$ | $x_{6}$ |

Transformer

| $x$ | $\rho$ | $\rho_{1}$ |
| :---: | :---: | :---: |
| $x_{2}$ | $\lambda_{0}$ | - |
| $x_{2}$ | $\lambda_{1}$ | - |
| $x_{3}$ | $\lambda_{0}$ | $\lambda_{1}$ |
| $x_{4}$ | - | $\lambda_{0}$ |
| $x_{5}$ | - | - |
| $x_{6}$ | $\lambda_{1}$ | $\lambda_{1}$ |

6. On the basis of the examples given, state the general properties of the interconnection matrix of an $s$-machine of the $P-P r$ type.
7. Suppose that we are given a finite automaton of the $P$-Pr type with output transformer as shown:

Automaton

| $x$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{3}$ |
| :---: | :---: | :---: | :---: |
| $x_{1}$ | $x_{4}$ | $x_{2}$ | $x_{5}$ |
| $x_{2}$ | $x_{3}$ | $x_{3}$ | $x_{5}$ |
| $x_{3}$ | $x_{5}$ | $x_{1}$ | $x_{2}$ |
| $x_{4}$ | $x_{1}$ | $x_{2}$ | $x_{2}$ |
| $x_{5}$ | $x_{3}$ | $x_{3}$ | $x_{2}$ |

Transformer

| $x$ | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\lambda$ | $\lambda_{2}$ | $\lambda_{3}$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{3}$ |

is the entire system an automaton, that is, does there exist a single-valued function $F^{*}$ such that $\lambda^{p}=F^{*}\left(\lambda^{p-1}, \rho^{p}\right)$.
8. Suppose that we are given an $s$-machine of the $P$ - $P$ type together with a table of the automaton and the output transformer. Let us assign to each pair $\rho_{i} \lambda_{j}$ the symbol $\theta_{k}$ from the alphabet $\left\{\theta_{1}, \theta_{2}, \theta_{3}, \ldots, \theta_{16}\right\}$. Is there a single-valued function $F^{*}$ such that $\theta^{p}=F^{*}\left(\theta^{p-1}, \rho^{p}\right)$ ?

| $x$ | $\rho$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | $x_{1} \lambda_{3}$ | $x_{3} \lambda_{2}$ | $x_{2} \lambda_{1}$ | $x_{4} \lambda_{1}$ |
| $x_{2}$ | $x_{3} \lambda_{1}$ | $x_{1} \lambda_{4}$ | $x_{5} \lambda_{3}$ | $x_{2} \lambda_{2}$ |
| $x_{3}$ | $x_{3} \lambda_{2}$ | $x_{6} \lambda_{3}$ | $x_{4} \lambda_{2}$ | $x_{3} \lambda_{4}$ |
| $x_{4}$ | $x_{2} \lambda_{3}$ | $x_{4} \lambda_{2}$ | $x_{2} \lambda_{1}$ | $x_{1} \lambda_{1}$ |
| $x_{5}$ | $x_{1} \lambda_{4}$ | $x_{3} \lambda_{1}$ | $x_{5} \lambda_{4}$ | $x_{4} \lambda_{3}$ |
| $x_{6}$ | $x_{3} \lambda_{1}$ | $x_{4} \lambda_{4}$ | $x_{5} \lambda_{3}$ | $x_{6} \lambda_{2}$ |

## CHAPTER 4

1. Construct a block diagram of the automaton described by table 4.10 in the following cases:
(a) for every $i, k_{i}=2$ and $\tau_{i}=3$;
(b) for every $i, k_{i}=3$ and $\tau_{i}=2$;
(c) for every $i, k_{i}=\tau_{i}=3$.
2. From the neurons of McCulloch and Pitts all logical functions of two variables.
3. Construct a trigger from the neurons of McCulloch and Pitts.

## CHAPTER 5

1. From the following four tables, determine the types of automata or sequential machines.

Table 1
Table 2

| $x$ | $\rho$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | $x_{2} \lambda_{1}$ | $x_{1} \lambda_{1}$ | $x_{1} \lambda_{1}$ | $x_{3} \lambda_{1}$ |
| $x_{2}$ | $x_{1} \lambda_{3}$ | $x_{3} \lambda_{3}$ | $x_{2} \lambda_{3}$ | $x_{2} \lambda_{3}$ |
| $x_{3}$ | $x_{1} \lambda_{2}$ | $x_{2} \lambda_{2}$ | $x_{2} \lambda_{2}$ | $x_{3} \lambda_{2}$ |

Table 3

| $\rho$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{3}$ | $\rho_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | $x_{2} \lambda_{1}$ | $x_{1} \lambda_{1}$ | $x_{1} \lambda_{3}$ | $x_{3} \lambda_{3}$ |
| $x_{2}$ | $x_{1} \lambda_{3}$ | $x_{3} \lambda_{2}$ | $x_{2} \lambda_{2}$ | $x_{2} \lambda_{1}$ |
| $x_{3}$ | $x_{1} \lambda_{3}$ | $x_{2} \lambda_{3}$ | $x_{2} \lambda_{2}$ | $x_{3} \lambda_{3}$ |


| $x^{\rho}$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{3}$ | $\rho_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | $x_{2} \lambda_{1}$ | $x_{1} \lambda_{1}$ | $x_{1} \lambda_{1}$ | $x_{3} \lambda_{2}$ |
| $x_{2}$ | $x_{1} \lambda_{3}$ | $x_{2} \lambda_{2}$ | $x_{2} \lambda_{3}$ | $x_{2} \lambda_{3}$ |
| $x_{3}$ | $x_{1} \lambda_{2}$ | $x_{2} \lambda_{2}$ | $x_{1} \lambda_{1}$ | $x_{3} \lambda_{2}$ |

Table 4

| $x$ | $\rho$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | $x_{2} \lambda_{1}$ | $x_{1} \lambda_{2}$ | $x_{1} \lambda_{2}$ | $x_{3} \lambda_{3}$ |
| $x_{2}$ | $x_{1} \lambda_{2}$ | $x_{3} \lambda_{3}$ | $x_{2} \lambda_{1}$ | $x_{2} \lambda_{1}$ |
| $x_{3}$ | $x_{1} \lambda_{2}$ | $x_{2} \lambda_{1}$ | $x_{2} \lambda_{1}$ | $x_{3} \lambda_{3}$ |

2. From the tables of the preceding exercise, construct the tables of transitions and minimize them.
3. From the same tables, construct $\left(2 S_{0}+1\right)$ realizations of Huffman.

## CHAPTER 6

1. Synthesize an $s$-machine with input alphabet $\left\{\rho_{1}, \rho_{2}, \rho_{3}\right\}$ and output $\left\{\lambda_{1} \lambda_{2}\right\}$ such that, for an initial state $x_{0}$ and fixed $\rho^{*}$, if $\rho^{*}=\rho_{1}$, the periodic sequence $\lambda_{1} \lambda_{1} \lambda_{2} \lambda_{1}$ will be generated; if $\rho^{*}=\rho_{2}$, the periodic sequence $\lambda_{1} \lambda_{2} \lambda_{2}$ will be generated; for $\rho^{*}=\rho_{3}$, the periodic sequence $\lambda_{2} \lambda_{1} \lambda_{2}$ will be generated.
2. Do the same thing as in problem 1 but with the alphabet $\rho=\left\{\rho_{1}, \rho_{2}\right\}$ and the alphabet $\lambda=\left\{\lambda_{1}, \lambda_{2}, \lambda_{3}\right\}$
If $\rho^{*}=\rho_{1}$, the sequence $\lambda_{3} \lambda_{1} \lambda_{1} \lambda_{2} \lambda_{2} \lambda_{1} \lambda_{2} \lambda_{2}$ will be generated with period $\lambda_{1} \lambda_{2} \lambda_{2}$;
if $\rho^{*}=\rho_{2}$, the sequence $\lambda_{2} \lambda_{3} \lambda_{2} \lambda_{3} \lambda_{1} \lambda_{1} \lambda_{1} \lambda_{1}$ will be generated with period $\lambda_{1}$.
3. A periodic input sequence is applied at the input of an arbitrary $s$-machine. Show that the periodic sequence of output symbols is determined by a finite number of moments at the output of that machine.

## CHAPTER 7

1. Show that the events mentioned in examples $1-14$ of Section 7.2 are regular and, by using the concept of chains of triads, construct automata representing these events.
2. Suppose that we are given the alphabet $\left\{\rho_{1}, \rho_{2}\right\}$. The set $L$ contains all words consisting of letters of that alphabet with the exception of words in which the same letter occurs twice in a row. Show that the set $L$ is regular. Write the regular expression for it.
3. Do the same thing as in problem 2 for the alphabet $\left\{\rho_{1}, \rho_{2}, \rho_{3}\right\}$. Is the assertion of regularity of the set $L$ so constructed true for an arbitrary finite alphabet?
4. What event is represented by the automaton shown in Fig. 3 of Chapter 2 by means of the set of events $\left\{x_{2}, x_{3}\right\}$ if it begins from the initial state $x_{1}$ ? Write the regular expression for this event.
5. Show that the intersection of two regular sets is regular.
6. An $s$-machine is said to be strongly connectedif, for every pair $x_{i}$ and $x_{j}$ of states of that machine there exists an input sequence that takes the machine from the state $x_{i}$ into the state $x_{j}$.
Let $S$ denote the subset of the states of a strongly connected machine. Let $x_{k}$ denote the initial state. We denote by $R_{k}$ the event that the subset $S$ is in the initial state $x_{k}$.
Show that $\bigcup_{\kappa} R_{\kappa}=E R$, where $E$ is the universal event and $R$ is some regular event.
7. Let $f(t)$ denote an integer-valued function such that $0 \leq f(t) \leq t$ and

$$
\varlimsup_{t \rightarrow \infty} f(t)=\varlimsup_{t \rightarrow \infty}[t-f(t)]=\infty
$$

Show that the event "the number of symbols $\rho_{1}$ from the zeroth to the $t$ th moment is equal to $f(t){ }^{\prime \prime}$ is not regular.
8. Suppose that we are given a finite automaton $A$ with initial state $x^{0}$. Let $R$ denote a set of sequences at the input. Suppose that to each of these sequences is assigned a sequence in a set $K$ of sequences of states. Show that, if $R$ is regular, so is $K$. Does nonregularity of $R$ imply nonregularity of $K$ ?
9. Suppose that we are given an $s$-machine with initial state $x^{0}$. At the input of this machine, sequences from the universal set $E$ are applied. Show that the set of output sequences of the machine is regular.
10. Under the conditions of exercise 9 , suppose that only sequences belonging to some regular set $L$ are applied at the input. Is the assertion that the output sequences constitute a regular set valid in this case?

## CHAPTER 8

1. Synthesize a finite automaton that represents by the appearance of the symbol $\lambda_{1}$ at the output the regular event

$$
R=\left\{\left[\rho_{1}\left(\rho_{1}\right)^{*} \nabla \rho_{3}\left(\rho_{3}\right)^{*} \cdot \rho_{1}\left(\rho_{1}\right)^{*}\right] \cdot \rho_{2}\left(\rho_{2}\right)^{*}\right\}^{*}
$$

2. Do the same thing for

$$
R=\left[\left(\rho_{1} \nabla \rho_{3} \rho_{1}\right) \rho_{2}\right]^{*} .
$$

3. Synthesize a finite automaton representing the following definite event: the input sequence terminates with the symbols $\rho_{1} \rho_{2}$ or $\rho_{3} \rho_{4} \rho_{1}$. Write the regular expression for this event.
4. Synthesize the indicator of evenness of a discrete time moment. The regular expression corresponding to it has the form

$$
R=\left[\left(\rho_{1} \nabla \rho_{2} \nabla \rho_{3} \nabla \rho_{4}\right)\left(\rho_{1} \nabla \rho_{2} \nabla \rho_{3} \nabla \rho_{4}\right)\right]^{*}
$$

## CHAPTER 9

1. By using the algorithm of Aufenkamp and Hohn, show that the machine of Fig. 1 is minimal. The alphabets: $\rho=\left\{\rho_{1}, \rho_{2}\right\}$

$$
x=\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\} ; \lambda=\left\{\lambda_{0}, \lambda_{1}\right\}
$$



Fig. 1
2. Minimize the machine with interconnection matrix $C$ by using the algorithm of Aufenkamp and Hohn:

$$
\begin{array}{r}
\begin{array}{c}
x_{1} \\
x_{2}
\end{array} x_{3} \\
x_{1} \\
x_{2} \\
x_{3} \\
x_{3} \\
x_{4} \\
x_{5} \\
x_{6}
\end{array}\left[\begin{array}{cccccc}
0 & \rho_{1} \lambda_{0} & 0 & \rho_{2} \lambda_{1} & 0 & x_{6} \\
\rho_{2} \lambda_{0} & 0 & \rho_{3} \lambda_{0} & 0 & \rho_{1} \lambda_{1} & 0 \\
0 & \rho_{1} \lambda_{1} & 0 & \rho_{3} \lambda_{0} & 0 & \rho_{2} \lambda_{1} \\
\rho_{2} \lambda_{0} & 0 & \rho_{3} \lambda_{0} & 0 & \rho_{1} \lambda_{1} & 0 \\
0 & \rho_{1} \lambda_{0} & \rho_{2} \lambda_{0} & \rho_{3} \lambda_{1} & 0 & 0 \\
\rho_{3} \lambda_{1} & 0 & \rho_{1} \lambda_{0} & 0 & \rho_{2} \lambda_{0} & 0
\end{array}\right]
$$

3. Show whether the following machine does or does not have equivalent states:

$$
C=\begin{array}{r}
x_{3} \\
x_{2} \\
x_{2} \\
x_{4} \\
x_{5}
\end{array}\left[\begin{array}{ccccc}
x_{1} & x_{2} & x_{3} & x_{4} & x_{5} \\
0 & 0 & 0 & \rho_{2} \lambda_{0} & \rho_{1} \lambda_{1} \\
0 & 0 & \rho_{1} \lambda_{1} & 0 & \rho_{2} \lambda_{0} \\
0 & \rho_{2} \lambda_{0} & \rho_{1} \lambda_{1} & 0 & 0 \\
0 & 0 & \rho_{2} \lambda_{1} & \rho_{1} \lambda_{1} & 0 \\
\rho_{2} \lambda_{0} & 0 & 0 & \rho_{1} \lambda_{1} & 0
\end{array}\right]
$$

4. Minimize the following machine (with respect to strong equivalence):

$$
C=\begin{gathered}
x_{1} \\
x_{2} \\
x_{2} \\
x_{4} \\
x_{5} \\
x_{6}
\end{gathered}\left[\begin{array}{cccccc}
x_{1} & x_{2} & x_{3} & x_{4} & x_{5} & x_{6} \\
0 & \rho_{1} \lambda_{0} & 0 & \rho_{2} \lambda_{0} & 0 & 0 \\
0 & 0 & \rho_{1} \lambda_{1} & 0 & 0 & \rho_{2} \lambda_{0} \\
\rho_{2} \lambda_{0} & 0 & 0 & \rho_{1} \lambda_{0} & 0 & 0 \\
0 & \rho_{2} \lambda_{0} & 0 & 0 & 0 & \rho_{1} \lambda_{0} \\
\rho_{1} \lambda_{0} & 0 & \rho_{2} \lambda_{0} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \rho_{1} \lambda_{1} \nabla \rho_{2} \lambda_{0} & 0
\end{array}\right]
$$

5. From the interconnection matrix $C$ draw a diagram of the states of the machine. Minimize it by using the algorithm of Aufenkamp and Hohn (strong equivalence).

$$
\begin{gathered}
\quad \begin{array}{c}
x_{1} \\
x_{2}
\end{array} x_{3} \\
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5} \\
x_{6}
\end{gathered}\left[\begin{array}{cccccc}
\rho_{4} \lambda_{0} & x_{5} & x_{6} \\
0 & \rho_{1} \lambda_{1} & 0 & 0 & 0 & 0 \\
0 & 0 & \rho_{2} \lambda_{0} & \rho_{1} \lambda_{0} & 0 & 0 \\
0 & \rho_{0} \lambda_{0} & 0 & 0 \\
0 & 0 & 0 & \rho_{2} \lambda_{0} & \rho_{1} \lambda_{1} & 0 \\
\rho_{1} \lambda_{0} & 0 & 0 & 0 & \rho_{2} \lambda_{0} & \rho_{1} \lambda_{0} \\
\rho_{0} & 0 & 0 & \rho_{2} \lambda_{0}
\end{array}\right]
$$

6. Show that the machine of Fig. 2 is minimal (strong equivalence). Find the groups of equivalent states in the case of the set of admissible input sequences $L$ that contain all sequences of length 2.


Fig. 2
7. Show whether the machine of Fig. 3 does or does not have equivalent states. For this machine, construct partitions of all states into equivalence classes with respect to input sequences of length $1,2,3$, and 4 .


Fig. 3
8. Show whether the machine of Fig. 4 has equivalent states or not. Construct partitions into groups of equivalent states with respect to input sequences of length 1,2 , and 3 .


Fig. 4
9. The machine of Fig. 5 does not have equivalence states. However, if we take the definition of weak equivalence, corresponding to this machine is a minimal machine with three states. Construct it.


Fig. 5
10. Minimize the machine of Fig. 6 with respect to weak equivalence.


Fig. 6
11. Denote by $E_{l}$ the set of all input sequences of length $l$. For arbitrary fixed $l^{*}$, construct for a given machine $A$ (see Fig. 7) a machine $B$ equivalent to $A$ in the sense of weak equivalence with respect to $E_{l^{*}}$ but not equivalent with respect to $E_{l^{*}}$ for $l^{* *}>l^{*}$.

12. An $s$-machine is said to be strongly connected if, for every pair $x_{i}$ and $x_{j}$ of states of that machine there exists an input sequence that converts the machine from the state $x_{i}$ to the state $x_{j}$. Show that, for strongly connected machines, weak equivalence of two machines implies their strong equivalence (so that in this case the concepts of strong and weak equivalence coincide.)
13. Show that, for completely determined automata (that is, automata without restrictions of the Aufenkamp type) for an arbitrary set of input sequences $L$ and arbitrary $x_{i}, x_{j}, x_{k}$ the equivalences with respect to $L$

$$
x_{i} \sim x_{j} ; x_{j} \sim x_{k}
$$

imply $x_{i} \sim x_{k}$ (transitivity of equivalence). Show that the number of groups of equivalent states with respect to $L$ is the same in all machines that are pairwise equivalent with respect to $L$.
14. The set $L$ contains a single sequence $\rho_{1} \rho_{2}$. Minimize the machine of Fig. 8 up to the 4 th states with respect to $L$ (strong equivalence)


Fig. 8
(Hint: direct the arrow $\lambda_{1}$ from the state $x_{4} x_{5}$ to the state $x_{1}$ and remove the arrow $\rho_{2} \lambda_{1}$ from $x_{5}$ to $x_{2}$.)
15. The set $L$ contains a single sequence $\rho_{1} \rho_{2} \rho_{2}$. Minimize up to the 4 th states the machine of Fig. 9 with respect to $L$ (strong equivalence).


Fig. 9
16. Suppose that we are given the machine of Fig. 10 and the set $L$ containing a single sequence $\rho_{1} \rho_{2} \rho_{2}$. In the machine the states $x_{2}$ and $x_{5}$ are equivalent with respect to $L$. However, it is imposible to minimize the machine of Fig. 10. Prove this. (Here, it is a question of minimization with respect to $L$ in the sense of either strong or weak equivalence.)


Fig. 10
17. The set $L$ contains all sequences of input symbols such that a single symbol does not appear twice in a row. Minimize the machine of Fig. 11 with respect to $L$ up to the 3rd states with respect to strong equivalence and up to the second states with respect to weak equivalence.


Fig. 11
18. Suppose that we are given the automaton of Fig. 12 with input alphabet $\left\{\rho_{1}, \rho_{2}, \rho_{3}\right\}$ and restrictions of the Aufenkamp type. Write the regular expressions of the set of admissible input sequences for the states $x_{1}, x_{2}, x_{3}, x_{4}$, and $x_{5}$


Fig. 12
19. Do the same thing as in exercise 18 for the automaton of Fig. 13.


Fig. 13

Is the set of admissible input sequences for an arbitrary state $x_{i}$ of the automaton with restrictions of the Aufenkamp type always regular?
20. Suppose that we are given an arbitrary $s$-machine with restrictions of the Aufenkamp camp that is in the initial state $x_{0}$. All sequences in the set $L_{x_{0}}$ of sequences admissible for the state $x_{0}$ are applied at the input. Is the set of output sequences of this machine regular?
21. Is the theorem of regularity of representable events for an automaton with restrictions of the Aufenkamp type valid?
22. Minimize the $s$-machine of Fig. 14 with restrictions of the Aufenkamp type.


Fig. 14
23. To simplify the work, suppose that the following procedure is chosen for minimizing an $s$-machine with restrictions of the Aufenkamp type: First, we minimize the given machine in accordance with Aufenkamp's algorithm (symmetric partitioning into generalized $i$-matrices) and then we minimize the resulting machine by Hill's method. Does this approach guarantee construction of a minimal machine?
24. Figure 15 shows a diagram of the states of the $s$-machine. In that machine there are no restrictions of the Aufenkamp type (all transfers are determined) but the output transformer is undetermined: we do not know the value of $\lambda$ for $x_{2}$ and $\rho_{1}$ (the loop in the diagram of the states). One can easily show that no extension of the definition of the output transformer will make it possible to minimize the machine of Fig. 15; that is, equivalence states do not arise.

However, it is possible to minimize this machine if we understand the word minimize in the following way: for a given $s$-machine $M$, it is required to construct an $s$-machine $N$ such that the following two conditions are satisfied: (1) To every state $x_{i}$ of the machine $M$ there corresponds at least one state $x_{j}$ of the machine $N$ such that, for an arbitrary input sequence with the initial states $x_{i}$ and $x_{j}$, the output sequence of the machine $M$ coincides, wherever it is designed, with the output sequence of the machine $N$.
(2) No $s$-machine $N^{\prime}$ exists satisfying condition (1) with fewer states than the machine $N$.

Minimize the machine of Fig. 15 in accordance with this definition up to the 2 nd states.


Fig. 15

## CHAPTER 10

1. Suppose that we are given a slow machine $G$ (see Fig. 1). Construct a minimal fast machine reproducing it under a clock-rate transformation with the clock rate determined by a change in the state at the input of the machine $G$.


Fig. 1
2. Do the same thing as in problem 1 for the slow machine $G$ of Fig. 2.


Fig. 2
In the following problems, the law of transformation of the clock rate is as follows: a slow moment occurs at the instant $\rho+1$ if a regular event $R$ occurs at the instant $\rho$, that is, the sequence $\rho_{0} \rho_{1} \ldots \rho_{p}$ belongs to a regular set $R$.
3. Show that the machine $S$ the diagram of the states of which is shown in Fig. 3 does not represent any slow machine if the law of transformation of clock rate is given by the regular set $R=\left(\rho_{1}^{*} \rho_{2}\right)^{*}$.


Fig. 3
4. A fast machine $S$ is shown in Fig. 4. The law of transformation of clock rate is determined by a regular set $R$ that can be represented in the automaton $A$ (see Fig. 5) from the initial state $a_{0}$ by a set of states $\left\{a_{0}, a_{1}, a_{2}, a_{3}\right\}$. Construct a machine $G$ that the machine $S$ represents under such a transformation of clock rate.


Fig. 4


Fig. 5
5. Let $S$ denote an arbitrary machine with initial state $x_{0}$ and let $R$ denote a regular set defining a transformation of clock rate. Consider the set of all slow tapes obtained from fast ones as a result of the transformation of clock-rate. In this set, let us denote by $\lambda_{1}$ some event $G_{i}$ (corresponding to the set of slow input sequences that lead to the occurence $\lambda_{i}$ ). Show that the set $G_{i}$ is regular.
6. For the machine $S$ shown in Fig. 4 and the machine $G$ shown in Fig. 6, construct a regular set $R$ such that the machine $S$ reproduces the machine $G$ under a transformation of clock rate determined by the set $R$.


Fig. 6
(Hint: consider the following correspondence of events:

$$
\left.x_{1}^{S} \leftrightarrow x_{1}^{G} ; x_{2}^{S} \leftrightarrow x_{2}^{G} ; x_{3}^{S} \leftrightarrow x_{3}^{G} .\right)
$$

7. Let $S$ and $G$ denote machines. Let $x^{G}$ denote a state of the machine $G$. What conditions must the machine $S$ satisfy for it to be possible to construct a regular set $R$ such that corresponding to the state $x^{G}$ there will be a state $x^{S}$ of the machine $S$ in the sense of reproduction.

## CHAPTER 11

1. Suppose that Fig. 1 is the diagram of states of a strongly connected $s$-machine $S$.


Fig. 1
Construct a diagram of states of the s-machine $N$ for which the result of an experiment of length $q$ coincides with the result of the experiment with the given machine $S$ for arbitrary initial states of the $s$-machine $N$. (this last condition differs from the condition of the example given on page 399 of original Russian, Figs. 11.1 and 11.2).
2. Suppose that Fig. 2 is the diagram of states of an $s$-machine. Find the shortest experiment determining the last state of this machine under the condition that all the states can be initial.


Fig. 2
3. Show that the estimates (11.17) and (11.18) are exact for arbitrary $N$. To do this, construct diagrams of the states of an $s$-machine and a finite automaton with $N$ states. To determine the last states of these, it is necessary to make experiments the lengths of which are determined by these estimates.
4. Figure 3 shows the diagrams of the states of three finite automata. Show that it is possible to single out any one of them by an experiment of length not exceeding 4.




Fig. 3
5. Find an experiment with the aid of which we can ascertain the structure of any one of four finite automata shown in Fig. 4, that is, we can run through all states and all arrows of any one of these automata if the state $\kappa_{2}$ is the initial state.


Fig. 4
6. Construct the diagram of the states of a strongly connected $s$-machine with $N$ states to which it necessary to apply an input sequence of length $N^{2} / 4$ in order to go through all its states. Is the quantity $N^{2} / 4$ maximum for the length of the experiment as a result of which an arbitrary strongly connected machine goes through all states or is it possible to find a strongly connected machine for which an experiment of greater length is required if the machine is to go through all states?
7. Suppose that we are given the set of all strongly connected machines with $N$ states. Show that there exists an experiment making it possible to go through all states of any one of these
machines independently of its initial state and estimate the length of the experiment.
8. Figure 5 shows the diagram of the states of a strongly connected $s$-machine with four nonequivalent states. One can easily show that it is possible to set up the following one-toone correspondence between the results of experiments and states into which the $s$-machine goes at the end of these experiments.


Fig. 5
The result corresponds to a transfer of the $s$-machine into the state

|  | $\rho_{1}$ | $\rho_{1}$ | $\rho_{2}$ |
| :---: | :---: | :---: | :---: |
|  | $\lambda_{0}$ | $\lambda_{1}$ | $\lambda_{0}$ |
|  | $\rho_{1}$ | $\rho_{1}$ |  |
|  | $\lambda_{0}$ | $\lambda_{1}$ |  |
| $\rho_{1}$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{2}$ |
| $\lambda_{0}$ | $\lambda_{1}$ | $\lambda_{0}$ | $\lambda_{0}$ |
| $\rho_{1}$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{3}$ |
| $\lambda_{0}$ | $\lambda_{1}$ | $\lambda_{0}$ | $\lambda_{0}$ |

Try to show that for a given strongly connected $s$-machine with $N$ nonequivalent states, then to each of its states $x_{i}$ it
is possible to assign an experiment of length not exceeding $N$ the result of which indicates unambiguously that the machine has gone into just that state $x_{i}$. (In this example, this estimate is attained.)
9. Suppose that we are given a set of $2^{n}$ strongly connected finite automata of the form shown in Fig. 6 (locks).


Fig. 6
At the beginning of the experiment, the finite automata are in the state $\kappa_{1}$. Show that an upper bound $q$ of the length of the experiment necessary for attaining the state $\kappa_{n}$ of any one of these automata is determined by the equation $q=2^{n} \ln n$.
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Aufenkamp's theorem 247, 249, 250
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abstract concept of, 64
theory of, 66
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basic table of, 69
bistable structure of, 149,150
concept of, 68,116
definition of, 63
tapes of, 159
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self-contained, 66
state diagram of, 70
tape of, 77, 78
Automaton-converter system, 67
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Bloch's method, 141
Boolean algebra, 20, 23, 37
Boolean function, 52
Boolean identities, 23

## C

Church's thesis, 222, 348, 349, 366, 376
Circuit, analysis of, 37
theory of relay-contact, 235
Clock rate transformation, 260-283
law of, 403
rule of, 262
Components, magnetic, 44 networks using, 44
Computable functions, theory of, 321
Contact diagrams, 387
construction of, 387
by block method, 387
by canonical method, 387
Continuum sets, 61

Converters, electrical-to-mechanical, 27
functions, 58
logical, 58 abstract concept of, 58
mechanical-to-electrical, 27, 29, 32
output, 67
Coordinates, generalized, 60
Correspondences, table of, 9,10
Cycle timing, fast, 126-128 slow, 126
Cycle timing transformation, concept of, 130

## D

Decision problem, 19
Defining language, 188
Delay element, one-instant 117, 119, 121, $124,128,129$
electromechanical embodiment of, 121
relay-based, 121, 129
Delay line 102, 268
De Morgan's law, 18
Diode logic, 40
Discrete-action devices, 59
Discrete-action systems, l
Discrete clock, defined, 65
Discrete devices, 187
Discrete moments, 59
Discrete time, 59
Disjunctions, multiplication of, 82
Dynamical systems, 60,61
finite, 61, 62
time-continuous, 60
time-discrete, 60

## E

Electromechanical relays, 128
Euclidean algorithm, 305, 308, 309, 322 range of application of, 309,310
Events, classification of, 160
representation of, 163,186
concept of, 163
language of, 186
specific, 171

F
Flip-flop, 266, 267
electromechanical, 123
gas-operated, 123
Function converter, 58
Functional relationship, 2, 3
Functional signs, 341
Functions, identity, 11 logical, 5
heterogeneous, 5
homogeneous, 5,6
theory of, 6
table of, 282
two-valued, 7

Gill's method, 250
Glushkov's method, 171, 217
Gödelization procedure, $324,337,338,343$
Gödel number, 322, 324, 337, 345, 346, 347, 349,354
Gödel's definition, 333
Gödel's method, 322
Gödel's proposal, 339
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Herbrand-Gödel definition, 339, 342
Hill's method, 401
Huffman realizations, 391
Huffman's circuit, 130
Huffman's flow table, 130, 134, 136, 280
Huffman's method, 130, 134
Huffman's minimization method, 282
Huffinan's realization, 130, 141, 143
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Infinite labyrinth, search in, 310
Infinite sequences, determination of a term in, 304
Inhibit function, 13
Interconnection matrix, $71,75,76,80,82$ transformation of, $272,273,278$
Intermediate relays, 128
Input sequences, 84
restriction of, 84
Input tapes, regular set of, 170, 171

## K

Kleene's operations, 164-167
Kleene's theorems, 168, 186, 378, 380
Kleene's first theorem 171, 176, 182, 206, 208
Kleene's second theorem, 176
proof of, 180, 181

## L

Labyrinthine paths, 176, 177
Language, defining, 188
Logic, binary, 7
formal, 1
mathematical, 1
aspects of, 2
basic concepts of, 2,4
constructs of, 1
triode, 43
Logical algorithms, 305
Logical converter, 58
abstract concept of, 58

Logical functions, 325
Logical systems, theory of, 384

## M

McCulloch-Pitts neural net, 109-111, 115
McCulloch-Pitts neurons $109,110,113,114$, 391
Markov's hypothesis, 318
Markov's normal algorithm, 314, 316, 317, 318, 321, 324, 349
Markov's refinement, 318,320
Matrix, interconnection, 71, 75, 76, 80, 82
transformation of, 272, 273, 278
Mealy machine, 69
Memory celis, schematic diagrams of, 119, 120
series-connected, 121
Minimalization operator, 335, 337, 344, 345
Minimization problem, 51
Moore machine, 69
Moore-Karatsuba theorem, 294
Moore's approach, 299
Moore's theorem, 234, 286, 288
proof of, 287

## N

Nets, concept of, 68
defined, 100
delay, 100
loop-free, 101
neural, 109
McCulloch-Pitts, 109-111, 115
models of, 109
Networks, four-terminal, 60
pendulum, 60
switching, 30,31
two-terminal, 31
Neurons, abstract, 109
Number theory, 326, 336
Numerical algorithms, 305
theory of, 321

## P

Peirce stroke function, 13, 15
Pendulum networks, 60
Péter's method, 348
Péter's reasoning, 338
Predicate calculus, restricted, 26
two-valued, 23
Predicates, 333
primitive-recursive, $334,343,345$
Propositional calculus, 6, 7
algebra of, 19
functions of, 25
methods of, 154
symbolism of, 24
Pseudoequivalent states, 235

Q
Quantifiers, defined, 24
existential, 24,25
universal, 24, 25
Quine's algorithm, 388
Quine's procedure, 53
Quine's solution, 52

Real variables, theory of, 5
Realizations, defined, 130
Recognition problem, 187
Recursive events, regularity of, 206
Recursive functions, 203, 205, 376
theory of, 221, 310
Regular expressions, 169
language of, 206, 207
Regular formulas, language of, 188, 207
Relay circuits, 129
theory of, 27
Relay switching, theory of, 1,27
Relays, critical race of, 129
electromechanical, 128
input, 128
intermediate, 128
multiple-coil, 30
output, 128
Representation, definition of relative, 263
Reproduction, relative, 264-266
Rice's theorem, 205

S
Sequential machines, 61, 66-68, 78, 103
abstract aggregates of, 107
basic table of, 73
concept of, 116
equivalence of, 262
definition of, 254, 255
technique of synthesizing, 128
Sets, finite, 2
infinite, 2
union of, $164,168,169,174,175$
Sheffer stroke, 13, 15
Specific event, 171
Stable symbol, 145
State diagrams, superposition of, 91
Stimulation, threshold of, 110
Switching circuits, 1
analysis of relay, 27
combinational relay, 27
analysis of, 33
schematic of, 32
synthesis of, 37
pneumatically operated, 47, 49
theory of, 384
Switching network, design of, 39
Systems, discrete-actions, l

Tape representations, gödelization of, 376 Timing, transformation of, 126
Trakhtenbrot's predicate language, 381 Trakhtenbrot's theorem, 206
Triad chains, regular set of, 178,179
Triad Labyrinth, 176, 177, 179
Triode logic. 43
Tseytin's associative calculus, 320
Turing machines, 61, 263, 355-376, 379 basic components of, 355,356
composition of, 363
computation on, 366
proof of existence of, 372
rest state of, 357
synthesis of, 373

U
Union of sets, $164,168,169,174,175$

## V

Variable, independent, 2, 5
logical, 4 theory of, 5

W
Words, process of transformation of, 311


[^0]:    This translation of the original Russian edition contains problems, additions, and revisions prepared by the author for the English edition.

[^1]:    *Also called denumerable.

[^2]:    *The mathematicians who developed the theory of homogeneous logical functions worked with a set whose elements were called "rrue" and "false" propositions. For this reason this theory is referred to as "propositional calculus."

[^3]:    *This table differs from 1.5 in that we fill in the columns and not the rows.

[^4]:    *This is referred to as Duality or De Morgan's Law.

[^5]:    *However, these techniques still do not assure circuits with a minimum number of elements. The synthesis of circuits that are "minimum" with respect to some design variable is a serious problem for which there is, at present, no final solution, For a discussion, see Section 2,6.
    **See [7], which contains all the necessary proofs, However, Blokh does not use the term "canonical" in the same sense as we do.

[^6]:    *The use of a split core and several pairs of windings eliminates ac pickup in the circuits carrying de currents.

[^7]:    *The term "algorithm," translated here for convenience as procedure, shall be frequently encountered in subsequent chapters. It shall be defined in Chapter 7.

[^8]:    *See Chapter 8.

[^9]:    *Or that there exists a stroboscopic device illuminating the observed process only at these instants.

[^10]:    *A finite automaton with an output converter described by Eqs. (3.5') and (3.8) is frequently referred to as a Moore machine (see [73]), and an $s$-machine given by Eq. (3.11) is called a Mealy machine (see [190]).

[^11]:    *There are yet other methods of specifying the operation of an automaton. For example, Kobrinskiy and Trakhtenbrot [43] employ the "tree" of an automaton for this purpose, but we shall not use this concept.

[^12]:    *We are relying on the reader's intuition in using the term 'event" at this point, but we shall define it at a later stage.

[^13]:    *I.e., discrete moments.

[^14]:    *In Fig. 4.9 and henceforth, circles represent delays and rectangles denote converters.

[^15]:    *Compare this with Theorem 1 of [16].

[^16]:    *Developed in 1943 (see [62]), this abstraction has by now lost its value to physiology because of more recent studies in the properties of neurons.

[^17]:    *Frequently, other conditions for the functioning of neurons are specified (see, for example, [73]).

[^18]:    *One usually omits the input wire $x$ : whenever such an omission does not hinder the understanding of the operation of the circuit.

[^19]:    *We are referring here to a relay with normally open contacts. If the actuation time is also taken into account, then a relay with normally closed contacts may be considered as a circuit consisting of a one-instant time delay element and an instantaneous negation element.

[^20]:    *In view of the restrictions imposed on the basic table, there is always one matching $\chi$ for this $i$, although the same $\chi$ may appear in more than one row each column.

[^21]:    *In this and the following case we are assuming that it is immaterial what the initial symbol of the sequence is.

[^22]:    *Since $\varrho_{*}$ is fixed, in an autonomous automaton, "sequential machine" and "finite (autonomous) automaton with an output converter' mean the same thing.

[^23]:    *Multiplication of any sequence $a$ by an "empty" sequence $\Lambda$ yields $a$ : $a \Lambda=\Lambda a=a$. Introduction of "empty" sequences is convenient for writing of regular expressions (see below, Example 2).

[^24]:    *These three operations just discussed were first introduced by Kleene [42]. Our exposition differs from that of Kleene in two respects: 1) Instead of the unary operation of iteration, Kleene uses the binary operation $C=A * B$, which may be expressed by means of our three operations: $A * B=A \vee A \cdot B^{*}$; 2) In contrast to Kleene, we add sequences during multiplication and iteration on the right- and not the left-hand side.

[^25]:    *It should be pointed out that it would be logical to treat as basic sequences not those of finite length but sequences of length $1: \vec{a}_{1}=\rho_{1}, \bar{a}_{2}=\rho_{2}, \ldots$, containing only one symbol. Indeed, we can obtain finite sequences from these merely by multiplication. However, in proving Kleene's theorems, we shall find that basic sequences of finite length are more convenient. Later, in Chapter 8, we shall give another proof of Kleene's theorems, and there we shall use basic sequences containing only one symbol.

[^26]:    *The operations $V, \cdot$, and * could be used as the basis for algebraic operations on sets of input sequences. In particular, we could obtain identities, for example: $(E \cdot B)^{*}=E B$ (where $B$ is an arbitrarily given set), which would enable us to simplify regular expressions. However, we shall not need such an algebra in this book.

[^27]:    *Another proof of this theorem is given in Chapter 8 in connection with the description of Glushkov's method.

[^28]:    *In other words, the input symbols of such an automaton are symbol pairs ( $\rho, 1$ ) or $(\rho, 0)$.

[^29]:    *To make this automaton conform to our other automata, we can assume that it also has an input $\rho$, but that its output does not depend on $\rho$.

[^30]:    *If a new symbol $\kappa_{s,+1}$ had been introduced, then the maximum possible advance is one square.

[^31]:    *Readers not familiar with the theory of algorithms and recursive functions should read Chapter 12 prior to this section.

[^32]:    *For definition of a recursive set of sequences, see Chapter 12.
    **A statement equivalent to this theorem was first advanced (without proof) in Sec. 5 of a paper by B. A. Trakhtenbrot [101] (see also [133] and [143]). (Footnote continued page 205)

[^33]:    Theorem 1 could be considered a direct result of Rice's theorem [103], if the class of recursive events were regarded as a class of events "generated" by all the possible recursive functions. However, one can also have recursive events "generated" by primitive recursive functions, and this case needs special treatment. Our proof, in addition to being general, is also completely applicable to events generated exclusively by primitive recursive functions.

[^34]:    *See, for example, [142].

[^35]:    *We are not concerned here with the criteria for the selection of these regular expressions.

[^36]:    *With this method, it is usually convenient to number the symbols of the regular expression first, and only then construct the graph.

[^37]:    *The upper limit for the number of states in the case of an arbitrary regular event was estimated by Glushkov in [29].

[^38]:    *See Chapter 12, and also Section 8.3.

[^39]:    *See Sections 12.6 and 12.13.
    **But in no way implies that the problem is unsolvable in special cases.
    ***Aufenkamp and Hohn [6] proved only the sufficiency of this algorithm. We shall give a somewhat different proof for its sufficiency, and shall also prove its necessity.
    ****This is read as $L_{1}$ is a subset of $L_{1}$.

[^40]:    *An intersection of two sets contains all points belonging to both sets.

[^41]:    *Note that this algorithm is tantamount to the scanning of all the possible additional definitions of this s-machine, that is, to the scanning of all the possibilities for drawing missing paths on the state diagram, with subsequent minimization of machines so obtained without any restrictions on the input sequence.

[^42]:    *This example also shows that no additional definition of the machine of Fig. 9. 15 yields a minimal machine with two states: for no path containing $\rho_{1}$ in the label and originating at $x_{1}$ will generate equivalent states, regardless of what $\lambda$ is in the label.

[^43]:    *This estimate is accurate, since there are cases where $l$ is attained. It is interesting to compare this estimate with that for the number of steps necessary to recognize the nonequivalence of states in a machine without restrictions (see Section 11.2); in this case, $l=(n-1)$, that is, the $n^{2}$ terms do not appear.
    **Remember that a group of pseudoequivalent'states is one in which all the states are pairwise compatible.

[^44]:    *In some papers equivalence in the sense of Section 9.4 is referred to as strong equivalence, while that defined above is called weak.
    ${ }^{*}{ }^{*} \ln$ Table $9.4, x_{i}$ is already replaced by $\lambda_{i}$ (see Section 9.7).

[^45]:    *It is convenient, but not necessary, to imagine that the fast machine does indeed operate at a faster clock rate than the slow machine. In general, however, $S$ and $G$ are totally unrelated. Our further discussion shall deal with the general case, in which $S$ and $G$ may operate at any desired clock rates.

[^46]:    *That is, it is a Turing machine (see Chapter 13).

[^47]:    ${ }^{*} L_{G}$ may coincide with $E$, that is, the reproduction may be nonrelative.
    **This nonuniqueness is not encountered in the case of representation where, given $L_{S}$, a specific clock rate transformation, and machine $S$, the set $L_{G}$ is uniquely determined.

[^48]:    *Dots in the label indicate that the output symbol can be arbitrary.

[^49]:    *For machine $S_{i,}$ the decomposition of all the states into groups equivalent in terms of set $T_{\vec{q}^{*}}$ coincides with groupings equivalent in terms of $E$.

[^50]:    *See [72]; see also [98] where the same theorem has been independently proven.

[^51]:    *The state diagram of the combined machine is a simple union of the diagrams of the component machines.

[^52]:    *In papers [72], [25], [41], [59], and [60], the set $T_{\mathrm{s}}$ is called the set of associated states. Let us emphasize that $T_{s}$ is the set of those states which occur after the input of sequence $a_{s}$, and is is not the set of possible states which govern the last observed output symbol (and thus determine the decomposition of the set of all the states into groups equivalent in terms of $a_{6}$ ).

[^53]:    *The term "algorithm" itself derives from the name of the ninth century Uzbek mathematician al-Khuwarizmi, who formulated a set of formal directions, that is, rules for carrying out the four operations of arithmetic in the decimal system.

[^54]:    *In fact, the searcher needs only two colors-green and red; this is because the "yellow" corridors contain the stretched thread.

[^55]:    *Important contributions to its solution were made by A.A. Markov, P.S. Novikov and their students. Familiarity with this problem will help us to understand the theory of recursive functions.

[^56]:    *Sometimes one uses a form of associative calculus defined by an alphabet and a system of oriented substitutions $P \rightarrow Q$. The arrow means that only left-to-right substitution is allowed; that is, the word $P$ may be replaced with $Q$, but not the other way around. This associative calculus may be graphically represented by an infinite labyrinth in which each of the corridors is unidirectional. Obviously, the equivalence $P \sim Q$ in no way implies that $Q \sim P$ in this case.

[^57]:    *Since an alphabet and a system of allowable substitutions define an associative calculus which, as we know, can be placed into correspondence with an infinite labyrinth, that part of the definition which relates to instructions for using the substitutions may be treated as exact instructions for moving in an infinite labyrinth.

[^58]:    *Rather than employ an identity function, we could consider the variables themselves originally known, as we have done in defining elementary functions. The identity function is introduced here merely for the sake of uniform exposition. Again, instead of the constant function, the null-function $\phi\left(x_{1}, x_{2}, \ldots, x_{n}\right) \equiv 0$ could have been used as a fundamental function, since repeated applications of the successor function then gives all the constants: $1=0^{\prime}, 2=1^{\prime}$, etc.

[^59]:    *It is read as: "for all $x$ there exists a $y$ such that $P(x, y, z, t)$ is true." The phase "is true" is often omitted.

[^60]:    *This conclusion could have been arrived at earlier, by observing that the set of different systems $E$ recursively defining functions $\stackrel{i}{i}$ is countable, since all these systems $E$ can be tagged by means of Gödel numbers.

[^61]:    *Henceforth, the number of states shall notincludethe rest states, of which there may be several, as in machine $M$ above.
    **From now on, we shall omit the dots in the product of machines.

[^62]:    *We could represent $n$ by $n$ consecutive symbols 1 , but then we would have to represent zero by a blank square. This would interfere with our scheme, in which we need blank squares both for separating numbers and for carrying out computations.

[^63]:    *For a precise description of generalized Turing machines realizing these operations, see [42].

[^64]:    *We assume a priori that either there canbe no other inputs, or that if there are such inputs, then ine output may be arbitrary or, finally, that any other input will be signaled by the appearance of some symbol indicating that input.
    **This type of definitionis frequently encountered in the design of relay circuits, where the required input-output relationships may be enumerated, for example, by means of the so-called switching tables.

[^65]:    *In all problems the symbol $x$ corresponds to the symbol $x$ originally used in the Russian edition and throughout the text. Reader is advised to note the difference in solving the problem.

