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IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the First
World Computer Congress held in Paris the previous year. An umbrella organi-
zation for societies working in information processing, IFIP’s aim is two-fold:
to support information processing within its member countries and to encourage
technology transfer to developing nations. As its mission statement clearly states,

IFIP’s mission is to be the leading, truly international, apolitical
organization which encourages and assists in the development, ex-
ploitation and application of information technology for the benefit
of all people.

IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees, which organize events and
publications. IFIP’s events range from an international congress to local seminars,
but the most important are:

• The IFIP World Computer Congress, held every second year;
• Open conferences;
• Working conferences.

The flagship event is the IFIP World Computer Congress, at which both invited
and contributed papers are presented. Contributed papers are rigorously refereed
and the rejection rate is high.

As with the Congress, participation in the open conferences is open to all and
papers may be invited or submitted. Again, submitted papers are stringently ref-
ereed.

The working conferences are structured differently. They are usually run by a
working group and attendance is small and by invitation only. Their purpose is
to create an atmosphere conducive to innovation and development. Refereeing is
less rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP
World Computer Congress and at open conferences are published as conference
proceedings, while the results of the working conferences are often published as
collections of selected and edited papers.

Any national society whose primary activity is in information may apply to be-
come a full member of IFIP, although full membership is restricted to one society
per country. Full members are entitled to vote at the annual General Assembly,
National societies preferring a less committed involvement may apply for asso-
ciate or corresponding membership. Associate members enjoy the same benefits
as full members, but without voting rights. Corresponding members are not rep-
resented in IFIP bodies. Affiliated membership is open to non-national societies,
and individual and honorary membership schemes are also offered.
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Preface

The information infrastructure – comprising computers, embedded devices,
networks and software systems – is vital to operations in every sector: infor-
mation technology, telecommunications, energy, banking and finance, trans-
portation systems, chemicals, agriculture and food, defense industrial base,
public health and health care, national monuments and icons, drinking water
and water treatment systems, commercial facilities, dams, emergency services,
commercial nuclear reactors, materials and waste, postal and shipping, and
government facilities. Global business and industry, governments, indeed so-
ciety itself, cannot function if major components of the critical information
infrastructure are degraded, disabled or destroyed.

This book, Critical Infrastructure Protection IV, is the fourth volume in
the annual series produced by IFIP Working Group 11.10 on Critical Infras-
tructure Protection, an active international community of scientists, engineers,
practitioners and policy makers dedicated to advancing research, development
and implementation efforts related to critical infrastructure protection. The
book presents original research results and innovative applications in the area
of infrastructure protection. Also, it highlights the importance of weaving sci-
ence, technology and policy in crafting sophisticated, yet practical, solutions
that will help secure information, computer and network assets in the various
critical infrastructure sectors.

This volume contains seventeen edited papers from the Fourth Annual IFIP
Working Group 11.10 International Conference on Critical Infrastructure Pro-
tection, held at the National Defense University, Washington, DC, March 15–
17, 2010. The papers were refereed by members of IFIP Working Group 11.10
and other internationally-recognized experts in critical infrastructure protec-
tion.

The chapters are organized into five sections: themes and issues, control sys-
tems security, infrastructure security, infrastructure modeling and simulation,
and risk management. The coverage of topics showcases the richness and vital-
ity of the discipline, and offers promising avenues for future research in critical
infrastructure protection.

This book is the result of the combined efforts of several individuals and or-
ganizations. In particular, we thank Daniel Guernsey, Jonathan Butts, Mason
Rice, Heather Drinan and Nicole Hall Hewett for their tireless work on behalf
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of IFIP Working Group 11.10. We gratefully acknowledge the Institute for
Information Infrastructure Protection (I3P), managed by Dartmouth College,
for supporting IFIP Working Group 11.10. We also thank the Department
of Homeland Security and the National Security Agency for their support of
IFIP Working Group 11.10 and its activities. Finally, we wish to note that
all opinions, findings, conclusions and recommendations in the chapters of this
book are those of the authors and do not necessarily reflect the views of their
employers or funding agencies.

TYLER MOORE AND SUJEET SHENOI





Chapter 1

SECURITY AT WHAT COST?

Neil Robinson, Dimitris Potoglou, Chong Kim, Peter Burge and Richard
Warnes

Abstract In the presently heightened security environment in the United Kingdom
there are a number of examples of policy that must strike a delicate bal-
ance between strengthening security and endangering civil liberties and
personal privacy. The introduction of national identity cards and bio-
metric passports, expansion of the National DNA Database and inter-
departmental sharing of personal information raise a number of privacy
issues. Human rights may also be suspended by the exercise of stop-and-
search powers by the police or the detention of suspects prior to trial.
However, much of the current debate concerning civil liberties and secu-
rity is adversarial, and little robust research data informs arguments on
both sides. This paper outlines the results of a study that attempts to
objectively understand the real privacy, liberty and security trade-offs
made by individuals, so that policymakers can be better informed about
the preferences of individuals with regard to these important issues.

Keywords: Security measures, stated preferences, trade-offs

1. Introduction

The entities responsible for protecting critical infrastructures such as trans-
portation networks and physical assets often have to make difficult decisions in
the face of considerable uncertainty regarding the imposition of security mea-
sures to mitigate the risks due to a particular threat. Where individuals are
involved in critical infrastructures – as users or consumers of a service or prod-
uct that the specific sector provides – their civil liberties or privacy may be
affected. Contemporary examples of security measures that affect privacy or
civil liberties include: (i) new forms of body scanning technologies; (ii) closed-
circuit television (CCTV); (iii) fingerprint identification, facial recognition and
other biometric identification systems; and (iv) the sharing, mining and use of
personal information by government agencies.

T. Moore and S. Shenoi (Eds.): Critical Infrastructure Protection IV, IFIP AICT 342, pp. 3–15, 2010.

c© IFIP International Federation for Information Processing 2010
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Most attempts to provide an evidence base for understanding the preferences
and views of users of security measures are largely based on opinion polls, sur-
veys or qualitative research. These approaches have limitations because they
only permit absolute (Yes/No) responses to questions, and are generally not
conducive to instances in which individuals are faced with a series of realistic
choices that may have different effects on their privacy, liberty or security. Re-
cent examples include the Westin-Harris privacy surveys [17], a Gallup Flash
Eurobarometer survey conducted for the European Commission [31], a British
Social Attitudes Survey [15], and tracking research conducted for the Home
Office’s National Identity Scheme [5]. These approaches suffer from three main
limitations: (i) they are generally one-dimensional, unrealistic, and ask ab-
stract, one-off questions that lead to polarized preferences towards absolutes
instead of grading choices involving privacy, liberty and security trade-offs; (ii)
they do not quantify the extent to which people may be prepared to give up civil
liberties or privacy; and (iii) they cannot be integrated easily into an economic
appraisal toolkit.

This paper reports on the application of stated preference discrete choice ex-
periments (SPDCEs) for understanding, quantifying and, in some cases, mon-
etizing the privacy, liberty and security trade-offs made by individuals. In
particular, the research questions addressed are:

Given that national security is a non-market public good, does the use
of stated preference techniques have merit for gathering data on the will-
ingness of individuals to make trade-offs?

If so, what drives choice when individuals decide to relinquish or surrender
their liberty or privacy in order to obtain security benefits?

Is it then possible to monetize the impacts of these security measures on
liberty and privacy?

2. Research Methodology

Our study used SPDCEs to investigate the importance of specific drivers for
the choices made by individuals (see, e.g., [11]). These techniques have been
used extensively in marketing, healthcare, environmental and transportation
economics [18–20, 29]. In combination with discrete choice analysis, SPDCEs
offer the potential to provide empirical evidence for making informed decisions,
for example, regarding the importance that individuals attach to advanced
CCTV cameras supported by real-time, face recognition technology. As na-
tional security and privacy may be considered to be examples of non-market
public goods (like healthcare and the environment), there is some validity to the
application of these techniques in the domain of interest. Furthermore, the use
of a methodology that permits the identification of real choices and the trade-
offs that individuals are prepared to make contrasts well with the “top-down”
risk-based approach in use by government, which matches vulnerabilities and
threats against resource investments (see, e.g., [13]). Finally, the methodology
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may assist cost-benefit decision-making processes dealing with the economic
evaluation of security measures, since it can determine the threshold at which
individuals are prepared to tolerate privacy and civil liberty intrusions in the
name of security.

2.1 Case Studies

Based on a review of the literature and semi-structured interviews with rep-
resentatives from both sides of the national security versus civil liberties de-
bate, we identified three contexts for applying the experimental methodology:
(i) applying for a passport, where individuals provide personal information;
(ii) traveling on the national rail network, where individuals may be under the
surveillance of CCTV networks; and (iii) attending a major public event, where
individuals may be subject to identification processes and interact with various
security officials.

Attributes describing each case study and their values were derived from
information available in the public domain such as estimates of the numbers
of terrorist suspects [16], ongoing conspiracies [22] and illegal immigrants [3].
Information about the processing time of passport applications and the personal
data collected during the application process was obtained from [7, 32]. The
design and specification of the case studies are described in more detail in [28].

2.2 Data Collection

The SPDCEs were conducted over the Internet between September 17 and
19, 2008. The survey was pre-tested and modified in accordance with post-
survey cognitive questions by 260 individuals between June 27 and 29, 2008.

Invitations to participate in the survey were emailed to 15,214 individuals
registered with Research Now [27], a market research company with the largest
panel of Internet users in the United Kingdom. Individuals who did not meet
the eligibility criteria (e.g., 18 years or older), provided incomplete information
or belonged to sample quotas that were already filled were eliminated. A total
of 2,058 participants were recruited.

Table 1 presents the descriptive statistics of the survey sample compared
with those from the 2001 U.K. Census [24]. While the survey sample is not
representative of the U.K. population, it covers an active segment of the popu-
lation that matches the demographic profiles (i.e., age and gender) in the 2001
U.K. census.

2.3 Model Development

Following an initial discrete choice model that used only the attribute levels
of the experiments, alternative specifications of the model that included socio-
demographic characteristics of respondents and their attitudes were employed
to test whether certain groups of respondents placed different valuations on any
of the attributes. Possible differences were identified by examining cross tables
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Table 1. Sample characteristics compared with the 2001 U.K. Census.

Variable Sample (%) 2001 Census (%)

Gender (Females) 52 52

Age Group
18–24 7 16
25–34 13 16
35–44 19 19
45–54 18 16
55–64 21 14
65+ 22 20

Education Level
None 10 29.1
O Level/GCSE 32 59.6
A Level/CSE 26 8.3
Degree 32 19.8
Other 6.9

Occupational Status
Fulltime 42 59.6
Parttime 16
Student 4 7.2
Retired 28 13.4
Seeking Work 3 4.5
Other 7 15.3

Income
Below £30,000 58
£30,000 to £69,999 26
£70,000 and Higher 2
Not Reported 14

that summarized the in-sample predictive ability of the model. This approach
enabled us to address key differences in the choices made by individuals within
the sample. The SPDCE method is consistent with utility maximization and
demand theory [19, 26]. After the parameter estimates were obtained using
the most appropriate model, a willingness-to-pay (WTP) measure for changes
across different levels of attributes was computed using the equation [11]:

WTP = −β−1
price ln

∑

i

αie
V 1
i

∑

i

αie
V 0
i

where βprice is the coefficient of the price increase on a ticket to cover security;
V 0
i is the utility of the base level (e.g., no CCTV) for a segment of the sample

(e.g., males) with proportion αi; and V 1
i is the utility of the same segment
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Across government generally

Within other EU countries

Within the private sector

Photograph and DNA sample

Photograph and iris scan

Photograph and fingerprints
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Figure 1. Willingness to pay for security (passport application).

for a security improvement (e.g., CCTV) compared to the base level. Com-
plete details about the results of the model estimation and WTP estimates are
provided in [28].

3. Results and Discussion

This section discusses the experimental results for the case studies involving
passport applications, national rail travel and public event attendance.

3.1 Passport Applications

Due to heightened concerns about national security and identity theft, there
is considerable debate and political pressure to implement ID cards, a Na-
tional Identity Register (NIR) and biometric passports, all of which will have
significant amounts of personal information. It is expected that this informa-
tion will be shared among government organizations responsible for security,
border management and immigration. The current U.K. passport application
process is already raising concerns about privacy and civil liberties being rele-
gated in favor of national security. Citizens are required to provide a significant
quantity of personal information with their passport applications because the
information can help fight against “social bads” such as illegal immigration and
terrorism.

The security characteristics of biometric passports may affect privacy and
liberty in several ways. For example, personal information collected for the pur-
pose of law enforcement may be shared (mistakenly or deliberately) with other
organizations not associated with achieving security objectives, possibly result-
ing in discrimination or disenfranchisement of individuals based on the identity
information stored in their passports. As more organizations are permitted to
use this personal information, the risk of abuse and mistakes increases.

Our experimental data indicated a universal degree of discomfort in the
provision of advanced forms of biometric information (e.g., DNA) as part of
the passport application process (Figure 1). Respondents were only willing
to accept (i.e., they derived negative utility from) the collection of DNA and
photograph data at the time of a passport application if there was a subsidy of
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£19 in the cost of a passport. The respondents preferred to provide personal
information in the form of a photograph or fingerprint, and they indicated a
willingness to pay £7 for this privilege. This finding is relevant given recent
policy statements that indicate that fingerprint biometrics will be collected as
part of the passport application process [34]. Note that there is no requirement
to submit further biometric information at this time because a facial biometric
is compiled from the passport photograph [8].

More worrisome from a privacy perspective were the responses to the ques-
tion of the sharing of personal information collected during the passport appli-
cation process with other organizations in the public or private sectors. Indeed,
this question provoked universal discomfort in the respondents. All else being
equal, the respondents preferred to see their personal information kept within
the Identity and Passport Service, and not shared with other government de-
partments, other European nations or the private sector. This has a number of
important policy implications – most notably, if the desire by the public sec-
tor to use the collected information to achieve efficiencies or help in the fight
against organized crime, illegal immigration and terrorism matches the prefer-
ences of the general public [25]. Furthermore, there is the question of consent
and choice and if this may ever be construed as meaningful given the extent of
the demand for passports.

The survey also shows that large incentives (e.g., a discount on the passport
fee of as much as £30) would be required to reach a threshold where the re-
spondents would be comfortable sharing their personal information with third
parties. Respondents indicated that sharing information with the private sec-
tor was the least preferred alternative, and they would be willing to accept this
only if the price of a passport was discounted by £30. A subsidy of £23 would
have to be provided in order to share information with other European nations,
and £16 to share information with other government departments.

Evidence from this case study appears to contradict current government
policy, particularly regarding the sharing of NIR information (which may be
collected as part of the passport application process) with the private sector
or other government departments as part of the “identity assurance” policy
agenda. For example, it has been suggested that banks may wish to use the
identity information in the NIR as a government-authenticated identity, re-
moving the need for customers to present other credentials when applying for a
bank account [4]. Finally, with regard to sharing information with other coun-
tries, the European Secure Identity Across Borders Linked (STORK) Project
[30] is evaluating methods to do just this – sharing information between EU
member states to deliver pan-European services such as the European elec-
tronic health insurance card [33]. The existence of such compelling evidence
regarding the preferences of the survey participants suggests that policymakers
ought to explore and consider the implications of collecting and sharing per-
sonal information, whether a subsidy is necessary, or whether to consider (at
the very least) the unintended consequences of implementing policies that are
contradictory to individual preferences.
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Figure 2. Willingness to pay for security (rail travel).

3.2 National Rail Travel

The terrorist attacks on public transportation systems around the world
have made safety and security a top priority in the policy agenda of many
countries, particularly the United Kingdom. Security measures for air travel
have historically received a great deal of attention, but authorities are now
increasingly focusing on land-based mass transit systems. These systems have
become targets for terrorist groups due to their vulnerability and ease of access
arising from their intrinsically open nature.

In the United Kingdom, measures to address security threats include legis-
lation and regulations as well as campaigns that raise public awareness of the
risk of attacks. The Transport Security and Contingencies Team (TRANSEC)
of the U.K. Department of Transport [6] plays an important role with regard
to security arrangements for multi-modal transportation systems. Its task is
complicated by the fact that many transportation systems are privately owned.

Several attributes compete with privacy and liberty in this case study: most
notably, the presence of security personnel who may inadvertently detain indi-
viduals. The presence of CCTV cameras has an impact on privacy as do other
types of security checks, which could be regarded as an invasion of personal
space (e.g., security personnel going through bags and personal effects).

Security mechanisms that may affect personal privacy or civil liberties when
traveling on the national rail network were viewed more favorably by the survey
respondents (Figure 2). This may be due to familiarity: in contrast with shar-
ing personal information in the passport case study, which is relatively abstract
and distant, the security mechanisms present in this case, such as CCTV and
security arches, are much more physically present and perceptively “closer” to
the individual. This is seen in the preferences regarding X-ray machines or
physical “pat downs” and bag searches; the latter being considered as more
invasive, perhaps due to their physical intrusiveness. Despite this, the poten-
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tial to exercise the right to privacy under this security measure may be less
restricted than when personal information is collected when passing through
an X-ray arch, where data may be recorded, shared with others and stored for
a longer period of time with little, if any, self-determination by the individual.

Individuals were comfortable with more intrusive types of security cameras
(e.g., face detection systems) as they seemed to outweigh concerns related to
personal privacy and civil liberties. Indeed, the extent to which this finding
is representative of the oft-discussed “surveillance society” is interesting, since
it illustrates a degree of familiarity with privacy-invasive forms of technology
such as CCTV cameras [1].

However, there remains the question about the extent to which context plays
a role. Many individuals have identified that being monitored by CCTV of any
form in the environment of a railway station is an acceptable sacrifice to obtain
the security benefits. Similarly, the evidence may illustrate confusion about
the perception that CCTV is a tool for detecting low-level street crime such as
burglary, mugging and anti-social behavior, rather than for dealing with more
complex forms of criminal behavior or terrorism [10].

The findings regarding the degree of comfort attached to different types of
security checks are counterintuitive. We anticipated that security checks with
an obvious privacy implication would be less preferable than others with which
individuals are more familiar. However, the evidence indicates that individuals
are much more comfortable with passing through an X-ray arch or scanner
than being subjected to a security pat down or bag search. Understandably,
these are more privacy-invasive due to their personal and physical nature but,
by comparison, the information recorded by a metal detector or X-ray scanner
may adversely affect personal privacy in a broader manner as it may be recorded
and passed on. There is also the extent to which pat downs and bag searches
are more effective from a security perspective. Historical evidence from the
Israeli airline El-Al indicates that alert, trained staff who can spot indicative
behavior patterns can be a very effective security measure.

Finally, and somewhat unsurprisingly, there was a high degree of comfort
expressed for more specialized security personnel, albeit up to a point. Despite
the perception in the security community that the deployment of armed police
or the military creates an atmosphere of fear, in all cases, the survey respon-
dents were willing to pay for security personnel; in fact, no negative utility was
identified. Regarding the visible presence of uniformed military personnel, as
was seen, for example, at London’s Heathrow Airport in 2003 [2], most survey
respondents were willing to pay for these measures, but less so than other “low
key” forms of security personnel. Also, the respondents felt that the effective-
ness of uniformed military personnel was not correlated with an increasing level
of sophistication.

3.3 Public Event Attendance

There is widespread concern regarding security at major sporting and en-
tertainment events, particularly given the terrorist attacks at the 1972 Munich
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Olympics and the 1984 Conservative Party Conference in Brighton. Such events
are recognized as prime terrorist targets because they involve large concentra-
tions of members of the general public [12]. This is on top of the challenge
of maintaining security given the porous perimeters of most venues. In prepa-
ration for the 2012 London Olympics, a number of security measures are be-
ing considered, including monitoring, access control, overhead surveillance and
CCTV systems [21].

The measures implemented at major public events to deal with security
may affect liberty in a number of ways. These include the impact on privacy
resulting from the collection of personal information upon entry to an event,
various forms of personal information being used to verify the identity of an
individual, and the possibility of detention by security authorities.

In the major public event case study, the survey respondents preferred to
have some form of identity check. However, all else being equal, they were
less likely to pay for checks that would require biometric identification (Fig-
ure 3). Based on an expected ticket price of £40 for attending the opening
ceremonies of the 2012 Olympic Games, the respondents were willing to pay
£1.20 for an identity check based on a picture ID and an examination of the
ticket. Biometric checks such as fingerprint and iris scans were less preferable;
individuals were prepared to pay £1.02 for these forms of identity checks. This
could be explained by the acceptance that it would be necessary to check the
identity of the individual presenting the ticket in order to ensure that he/she
is a legitimate ticket holder.

The more interesting finding is that, despite media reports about concerns
regarding the use of biometric technologies, individuals are willing to pay for
the checks and accommodate civil liberty intrusions to achieve the security ob-
jectives. This is reinforced by the finding that survey respondents were willing
to pay less (£0.72) for a simple ticket check that does not involve identity in-
formation than one involving some form of personal or biometric information.
This evidence is relevant to the discussions regarding possible security tech-
nologies for administering entry to events at the 2012 London Olympics. As
such, it is pertinent to note that the Olympic Delivery Authority is considering
“facial and palm” biometric identification for workers at Olympic sites [23].
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4. Conclusions

The views and preferences of citizens as users of security infrastructures can
be quantified and, in some cases, monetized. This information can be used
to support security investment decisions that balance the risk of an incident
versus the costs and implications of implementing security infrastructures to
mitigate the risk.

The methodology used is based on the expectation that individuals act ra-
tionally. For example, when presented with a set of alternatives, individuals
tend to choose the option that best satisfies their needs. This notion is the
cornerstone of neoclassical economics. The diagnostic and evaluative questions
asked of the survey respondents facilitated the understanding, measurement
and economical quantification of the relative degree of comfort or distaste for
security measures. The results provide useful indicators of current concerns
about how security measures may affect privacy and liberty.

The rational actor model employed in this work is the basis of many invest-
ment decisions in public policy. This study can shed light on where policy and
preferences differ and, thus, assist policymakers in making informed, evidence-
based decisions as to whether the cost of contravening or ignoring user pref-
erences outweighs the benefits of implementing security measures. Similarly,
it might be possible to identify where the measures could be adjusted to take
better account of preferences without undermining security gains.

Although the philosophical and moral aspects of the valuation of human life,
privacy and civil liberties may be difficult to accept, the real uncertainty is in
understanding and quantifying the expected security benefits of certain types
of infrastructure. These benefits might be expressed in terms of lives saved or
terrorist incidents prevented. Some studies [9] have quantified the overall loss
of life and economic damage arising from terrorist incidents, but as of yet there
is little or no actuarial data to link the measures to benefits.

This methodology can also support policymaking and security decisions re-
garding the data to use as input in risk assessments. The approach may have
particular relevance in privacy impact assessments, a relatively new policy tool
that considers the privacy perceptions of the “users” of policy initiatives when
designing security measures [14]. Finally, the application of the methodology
can bring a degree of objectivity to the highly charged debate on striking the
right balance between civil liberties and security. Ultimately, this study shows
that using the metaphor of “balance” is counterproductive without robust mea-
surements of the weights of the factors that are balanced.
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Chapter 2

FOREIGN DIRECT INVESTMENT IN
AN ERA OF INCREASED THREATS
TO CRITICAL INFRASTRUCTURES

Dan Assaf

Abstract The need to maintain national security while deriving the benefits of
global economic liberalization presents a significant challenge for gov-
ernments attempting to privatize critical infrastructure assets. In the
post September 11, 2001 world, the notion that foreign direct invest-
ment positively contributes to an economy is being tempered by the
realization that it can pose a threat to national security. This paper
discusses the principal issues that governments must consider when au-
thorizing foreign investment in critical infrastructures. The policies of
the United States and Israel are compared to focus and clarify the chal-
lenges associated with using a national security rationale to constrain
foreign investment.

Keywords: Foreign direct investment, critical infrastructures, United States, Israel

1. Introduction

An important issue in international trade and investment is the control and
ownership of critical infrastructure assets by foreign corporations and govern-
ments. Although foreign control and ownership may be a viable economic
strategy, they can directly jeopardize national security.

Critical infrastructures rely extensively on information and communications
technologies that are susceptible to cyber threats. At the same time, critical
infrastructure assets are undergoing privatization and deregulation processes
that present attractive opportunities for foreign investors.

The conflict between economics and security interests has intensified pri-
marily because of two recent global developments. The first is global economic
liberalization and integration. The second is the change in the nature of the
global security environment. Both these aspects are evident in the 2006 Dubai
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Ports World controversy, which demonstrated how tension is exacerbated when
the security of critical infrastructures is involved.

This paper discusses the challenges that governments face concerning foreign
direct investment in critical infrastructures. On the one hand, governments
seek to increase foreign investment and endorse free trade to promote economic
growth and prosperity. On the other hand, they must protect their citizens from
threats to critical infrastructure assets that underlie national economies. This
conflict, which is influenced by competing political and ideological perspectives,
can lead to the adoption of policies that upset the delicate balance required to
maintain the benefits of open investment and a secure homeland. The policies of
the United States and Israel are compared to illustrate the challenges associated
with using a national security rationale to constrain foreign investment.

2. Changing National Security Threats

Critical infrastructure protection is a concept du jour in many developed
countries. Faced with the inherent vulnerabilities of critical infrastructures to
physical and cyber attacks, governments around the world have become very
preoccupied with their state of security.

The United States Critical Infrastructure Protection Act of 2001 defines crit-
ical infrastructures as “those systems and assets, whether physical or virtual,
so vital to the U.S. that the incapacity or destruction of such systems and as-
sets would have a debilitating impact on security, national economic security,
national public health or safety, or any combination of those matters” [14]. The
U.S. has identified eighteen critical infrastructure sectors: agriculture and food;
defense industrial base; energy; healthcare and public health; banking and fi-
nance; water; chemicals; commercial facilities; critical manufacturing; dams;
emergency services; nuclear reactors; information technology; communications;
postal and shipping; transportation; government facilities; and national monu-
ments and icons.

Nation states and terrorist organizations pose viable physical and cyber
threats to critical infrastructure assets; however, the cyber threat has grown in
recent years. The heavy reliance on information and communications technolo-
gies by critical infrastructures creates new vulnerabilities that can be exploited
by “information warfare.” Information warfare is considered to be asymmetric
in nature because it enables a weaker adversary to counterbalance the mili-
tary and strategic superiority of a stronger power at relatively low cost. The
potential damage from a cyber attack is aggravated by the interdependencies
existing between critical infrastructures.

Consider, for example, a scenario where Iran fears that the United States
might attack its nuclear facilities. Recognizing that it may not be able to with-
stand a full-scale American military assault, Iran decides to initiate a series of
asymmetric attacks against the United States intended to diminish America’s
strategic advantages in the conventional military sphere. These attacks combine
physical attacks against American facilities around the world (e.g., embassies
and military bases) with cyber attacks on American critical infrastructure as-
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sets (e.g., power grids, telecommunications networks, oil and gas facilities, and
pipelines). The physical attacks result in 500 American casualties. However,
the cyber attacks produce blackouts in the Northeastern United States, which
adversely affect telecommunications services, energy production, air and land
transportation, banking and financial services, emergency services, etc. The
cyber attacks bring major industries to a grinding halt and cause enormous
economic losses. At the same time, the Iranian military, exploiting the havoc
and panic in America, launches a pre-emptive attack against U.S. forces in the
Persian Gulf. By combining physical and cyber attacks, Iran may, in fact, be
able to inflict significant damage to vastly superior American military forces in
the Gulf.

This scenario illustrates how cyber attacks on critical infrastructure assets
can be used as part of a military campaign. However, information warfare
may be used independently of military action. This was demonstrated by the
denial-of-service attacks on Estonia in 2007, which disabled the websites of
government agencies, financial institutions and media outlets for several days
[9, 12]. While no casualties occurred as a result of these attacks, the damage
to the Estonian economy was significant.

3. Foreign Direct Investment

Since the late 1970s, governments have increasingly adopted policies that
support global economic liberalization and integration. For example, the Wash-
ington Consensus prescribes a set of policies that encourage market liberaliza-
tion, privatization and deregulation [17]. As a result, essential products and
services that were traditionally produced or provided by the state are being
produced or provided by private actors. In addition, the adoption of the Wash-
ington Consensus has resulted in the removal of barriers to trade and foreign
ownership. These factors, no doubt, contribute to the rising presence of foreign
companies, including multi-national enterprises, in domestic economies.

Not surprisingly, the United States is both the world’s largest foreign di-
rect investor and the world’s largest recipient of foreign direct investment. As
such, America rigorously promotes policies that enhance free trade and reduce
restrictions and barriers on foreign direct investment. Figure 1 shows recent
trends in American foreign direct investment, both as a recipient and as an
investor.

Foreign direct investment is considered to be a necessary element in the
economic policy of a developed country. Graham and Marchick [6] identify
several positive effects of foreign direct investment on the American economy.
First, because American savings are insufficient to finance domestic investment,
the United States depends heavily on the flow of money from foreign investors.
Second, foreign investments create more jobs and these jobs often pay higher
salaries than jobs in American-based firms. Third, foreign companies tend
to invest in research and development and, in some cases, they invest more
than their American counterparts. Fourth, foreign investment positively affects
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Figure 1. Foreign direct investment in the United States [8].

economic growth. Finally, foreign investment leads to higher productivity and
improved product quality.

4. Comparative Analysis

With the seemingly opposing goals of economics and security, the protec-
tion of critical infrastructure assets poses a unique challenge. Countries that
follow free market principles tend to privatize and deregulate these infrastruc-
tures, possibly opening the door to foreign participation. Meanwhile, critical
infrastructure assets have become viable targets for asymmetric attacks by ad-
versaries [1].

A decision to privatize, deregulate or allow foreign entities to control critical
infrastructure assets has major national security implications. This presents a
formidable challenge for countries that place national security at the forefront
of their public policy. Liberal policies may well place critical infrastructure
assets under foreign control or ownership, potentially providing foreign entities
with direct access to the assets that can be exploited in times of conflict.

Gordon and Dion [5] describe restrictions that nation states can place to
control the access of foreign entities to infrastructure sectors. These restric-
tions include blanket limitations (e.g., banning foreign entities from reaching
a threshold of ownership and control); sector-specific licensing provisions (e.g.,
licenses or contractual arrangements between the government and the private
entities); and trans-sectoral measures (e.g., investment approval procedures
such as those adopted by the Committee on Foreign Investment in the United
States).

The United States and Israel provide excellent case studies for a compara-
tive analysis. Both the United States and Israel share a perceived high threat,
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resulting in an increased focus on national and homeland security. Both coun-
tries have emphasized the threats to critical infrastructures in their national
security policies, and this has had an effect on their policies towards foreign
ownership of assets in key sectors. In addition, both economies rely on foreign
direct investment.

The United States and Israel, however, differ in three main aspects. First,
the United States is a developed country; Israel is considered an emerging
market that is still undergoing decentralization and privatization processes [11].
Second, the U.S. has a large market economy while Israel has a small market
economy [4]. Third, the United States relies primarily on the private sector
for critical infrastructure protection. Israel, on the other hand, has adopted a
state-centric approach that relies on the government security apparatuses for
critical infrastructure protection.

4.1 United States

The United States is cognizant of the adverse national security implications
of foreign investment in certain industries and sectors. U.S. foreign investment
was initially governed by the Exon-Florio Amendment [13]; currently, however,
it is governed by the Foreign Investment and National Security Act of 2007
(FINSA) [15]. The act requires a review by the Committee on Foreign Invest-
ment in the United States (CFIUS) to determine if foreign investment proposals
threaten national security. CFIUS is chaired by the Department of the Trea-
sury and staffed by representatives from various departments, including the
Departments of Defense and Homeland Security. If a 30-day review determines
that the transaction indeed poses a potential risk to national security, a 45-day
investigation is conducted, upon which CFIUS either specifies the terms for
mitigation or prohibits the transaction.

Traditionally, the United States has welcomed foreign investment as part
of its open market economic ideology and CFIUS has rarely restricted foreign
direct investment. However, this policy shifted following the terrorist attacks
of September 11, 2001. In 2003, President Bush added the Department of
Homeland Security to CFIUS and provided avenues for other security organi-
zations to submit opinions regarding transactions. The changes have created
a balance of power that favors agencies that prioritize security over economic
considerations [6].

In 2006, a proposed foreign investment transaction created a major contro-
versy that resulted in greater scrutiny of foreign investments. Towards the end
of 2005, Dubai Ports World (a UAE-government-owned company) entered into
negotiations for the purchase of the U.K.-based Peninsular and Oriental Steam
Navigation Company (P&O) – one of the largest operators of ports worldwide.
At the time, P&O operated six major American ports – New York, Philadel-
phia, Miami, Baltimore, New Jersey and New Orleans.

Dubai Ports World notified CFIUS of the transaction and CFIUS concluded
that the transaction would not threaten national security. However, mem-
bers of the U.S. Congress questioned the transaction and the process that led
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Table 1. Trends in the CFIUS process (2005–2008).

Year Notices Notices Invstgns. Notices Presidential
(N) Withdrawn (I) Withdrawn Decisions

2005 55 1 1 1 0
2006 111 14 7 5 2
2007 138 10 6 5 0
2008 155 19 23 5 0

Total 459 44 37 16 2

CFIUS to its conclusion. Several bills were introduced in Congress to amend
the CFIUS legislation and require a process with more emphasis on national
security. The proposed changes included moving the chairmanship of CFIUS
from the Department of Treasury to the Department of Homeland Security or
the Department of Defense, and requiring majority American ownership of crit-
ical infrastructure assets. Ultimately, the public controversy led Dubai Ports
World to sell the U.S. operations of P&O to an American company.

The Dubai Ports World affair was the major driver for enacting FINSA as
a reform to the Exon-Florio Amendment. FINSA emphasizes security at the
expense of economic interests (albeit not explicitly). It requires the consider-
ation of critical infrastructure protection and homeland security issues in the
CFIUS review process. Also, it requires CFIUS to conduct investigations when
foreign investment transactions are initiated by foreign government owned or
controlled entities. Previously, the burden of proof was on CFIUS to show that
a transaction was a threat to national security. Now, the burden is on the
investing entity to demonstrate that the transaction does not pose a national
security threat.

An executive order by President Bush in January 2008 [2] and new regula-
tions issued by the Department of Treasury in November 2008 [16] followed the
enactment of FINSA. The executive order gave individual members of CFIUS
the ability to initiate an inquiry if a transaction is deemed to have national se-
curity implications. The new regulations provide CFIUS with stronger enforce-
ment mechanisms (e.g., strict penalties) on parties who fail to act in accordance
with FINSA.

As mentioned above, the U.S. has identified eighteen industrial sectors of the
economy as critical infrastructures. One impact of this categorization is that
the majority of foreign direct investment transactions are required to adhere to
reviews by CFIUS. While this does not imply that CFIUS would review and/or
investigate every transaction, certain administrative burdens are levied. The
potential increase in time and costs may lead to reluctance on the part of foreign
entities to invest in U.S. critical infrastructure assets.

Table 1 provides preliminary data relating to the changes enacted in the
CFIUS process [3]. Upward trends are evident in the numbers of notices sub-
mitted to CFIUS, notices withdrawn during CFIUS review and investigations
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Table 2. Investigations following CFIUS reviews.

Year Notices Invstgns. I/N Ratio Difference in Invstgns.
(N) (I) Successive Years

2005 55 1 1.82% –
2006 111 7 6.31% 600.00%
2007 138 6 4.35% –14.29%
2008 155 23 14.84% 283.33%

Total 459 37 8.06% –

initiated by CFIUS following review. Also, the numbers have grown signifi-
cantly following the Dubai World Ports controversy in early 2006. This clearly
demonstrates the increased consideration of national security implications with
regard to foreign direct investment in the United States.

The fact that notices were withdrawn during the CFIUS review process does
not imply that the parties abandoned the transactions. Instead, the parties
likely resubmitted the notices to CFIUS after making changes to reduce the
likelihood of an investigation.

Interestingly, the number of presidential decisions (i.e., complete denial of
transactions) has remained low. This could mean that, despite the heightened
scrutiny, the basic preference for a free market approach persists. Nevertheless,
it is clear that the burden (and associated costs) of proving that a transaction
may threaten American national security has increased.

Perhaps the most notable change is the steep increase in the number of
investigations initiated by CFIUS following a review of notices. Table 2 shows
data related to investigations following CFIUS reviews. It is reasonable to
conclude that the scrutiny of foreign investment transactions is becoming more
strict. While foreign investment still flows into the United States from around
the world, the increased emphasis on national security may negatively influence
the willingness of foreign entities to direct their investments to the United States
in the long term.

4.2 Israel

Israel is often considered to be a developed country, but it is actually an
emerging market, which is still undergoing decentralization, deregulation and
privatization processes. As such, Israel is highly dependent on foreign invest-
ment.

Since the 1980s, Israel has followed the Washington Consensus ideals. For-
eign direct investment is encouraged by providing incentives to foreign investors
(e.g., tax exemptions and subsidies), reducing trade barriers and eliminating
the central bank’s intervention in foreign currencies.

The Israeli economy has historically been controlled by the central govern-
ment. However, in recent years, the government has begun to privatize some
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critical infrastructure assets. These include Bezeq (a telecommunications com-
pany); Bank of Israel; Oil Refineries Limited; Paz Ashdod Refinery; Israel
Electricity Corporation; Eilat-Ashkelon Pipeline Company; Israel Airports Au-
thority; and Tel Aviv Stock Exchange. The specific sectors that are considered
to be critical infrastructures are still evolving. It is likely that a list similar to
that for the United States will eventually emerge.

The Israeli government limits foreign ownership through a series of laws,
government decrees and executive orders. In certain cases, foreign investment
in critical infrastructures is banned either wholly or partially. In other cases,
foreign investment is implicitly banned by requiring that the directors and key
executives of private sector entities pass security screenings. In essence, Israeli
citizenship is required, leading to a de facto limitation on the degree of control
by foreign entities.

Foreign entities wishing to invest in critical infrastructure assets in Israel
must apply for permission from the Ministry of Finance and from the Israeli se-
curity community. The nature and substance of the deliberations are shrouded
in secrecy and the criteria used to determine whether or not a foreign investor
poses a national security risk are not publicly known. The procedure clearly
lacks transparency and, consequently, accountability; not surprisingly, it is very
difficult for a foreign investor to obtain approval.

The case of Bezeq, an Israeli telecommunications company, illustrates the
limitations on foreign ownership. Bezeq is designated as a critical infrastruc-
ture asset under the Regulation of Security in Public Bodies Law of 1998. It
underwent privatization during the 1990s, but the government still owns ap-
proximately 16% of the company.

Bezeq is heavily regulated by the Ministry of Communications under the
Regulation of Electronic Communications Services in Israel [7]. To limit the
privatization of Bezeq, the Ministry of Communications issued a telecommuni-
cations order [10] that restricts the ability of foreign entities from controlling 5%
or more of the company. Furthermore, 75% of the company directors (including
the chairman of the board) must be Israeli citizens and should hold security
clearances. The order also gives the Israel Security Agency broad discretion for
protecting critical information infrastructures.

The privatization of Oil Refineries Limited is another example where foreign
investment in an Israeli critical infrastructure asset was limited because of na-
tional security concerns. In 2007, the Israeli government decided to privatize
Oil Refineries Limited. One of the bidders for the company was an investment
group comprising Israeli companies and the Swiss company Glencore Interna-
tional AG, one of the world’s largest suppliers of industrial raw materials. The
Israeli government, based on advice from its security apparatuses, refused to
grant Glencore a control permit for Oil Refineries Limited. Glencore ultimately
had to withdraw from the investment group.

The primacy of national security over economic interests is reflected by the
Israeli government’s disregard for the adverse effects that foreign investment
restrictions could have on economic liberalization. In theory, restricting foreign
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ownership in the framework of privatization can have three adverse economic
effects. First, barring foreign ownership limits the number of potential bidders
in a privatization process. This has an adverse effect on competition and drives
the bid amounts down compared with perfect (or close to perfect) competitive
processes. Second, in small market economies characterized by a high aggre-
gate concentration, only a small number of entities have sufficient resources
to participate in privatization bids [4]. Thus, an already concentrated market
becomes even more concentrated. Third, a restriction creates high opportu-
nity costs for the restricting country. Foreign investment, in general, benefits
a nation’s international economic situation, local employees and research and
development efforts, and increases long-term growth. By restricting foreign
ownership, a country like Israel forgoes these benefits and incurs an opportu-
nity cost.

4.3 Analysis

The United States and Israel balance economic and security interests when
approving foreign direct investment in critical infrastructure assets. However,
Israel’s security-biased policy limits foreign investment to a much greater extent
than U.S. policy.

American and Israeli regulatory policies covering foreign investment and
critical infrastructure protection grant the government broad discretion in ap-
proving foreign control and ownership. In the United States, the President (in
concert with CFIUS) can review the national security consequences of merg-
ers and acquisitions involving foreign entities [13]. In Israel, the review and
approval process is mandated through ministerial decrees in addition to priva-
tization documents.

American and Israeli policies also differ in terms of substance and procedure.
Although both countries do not strictly prohibit foreign ownership, the Israeli
policy is more stringent than the American policy. The American CFIUS pro-
cess is more clear and transparent than its Israeli counterpart, and, therefore,
provides less uncertainty to foreign investors. The differences between the two
mechanisms reflect the challenges inherent with conflicting ideologies: the im-
portance of national security in the case of Israel versus the prevailing economic
ideology of minimal market intervention in the case of the United States.

5. Conclusions

The need to preserve national security while deriving the benefits of global
economic liberalization presents a significant challenge for governments at-
tempting to privatize critical infrastructure assets. In the post September 11,
2001 world, the notion that foreign direct investment positively contributes to
an economy is gradually being tempered by the realization that it can pose a
threat to national security. Indeed, the threshold of what constitutes a national
security risk has lowered considerably.
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With regard to foreign direct investment in critical infrastructure assets, the
United States now appears to favor security over economic benefits. The re-
sult is additional investigations and stricter security conditions for government
approval, increasing the risk and the uncertainty for foreign investors. This
tendency entails adverse economic effects for countries regardless of whether
they have large or small market economies. As a small market economy, Israel
is already characterized by a high aggregate concentration. Thus, Israel’s re-
strictions on foreign investment in critical infrastructure assets may result in
even higher aggregate concentration with clear adverse effects. It is imperative
that policy makers strike the right balance between national security concerns
and economic liberalization.
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Chapter 3

CRITICAL INFORMATION
INFRASTRUCTURE PROTECTION
IN THE DEVELOPING WORLD

Ian Ellefsen and Sebastiaan von Solms

Abstract Critical information infrastructure protection (CIIP) has long been an
area of concern, from its beginnings with the creation of the Internet
to recent high-profile distributed denial-of-service attacks against crit-
ical systems. Critical systems rely heavily on information infrastruc-
tures; a disruption of the information infrastructure can hinder the op-
eration of critical systems. The developed nations have mature CIIP
solutions in place, but these solutions are not always suitable for de-
veloping countries, where unique challenges and requirements have to
be addressed. Meanwhile, the developing nations are experiencing un-
precedented growth of their information infrastructures. However, the
lack of national CIIP efforts creates a situation for developing nations
to become launch pads for cyber attacks. This paper discusses the need
for CIIP in developing nations. It examines the current state and future
development of information infrastructures in these nations and outlines
a number of CIIP requirements.

Keywords: Critical information infrastructure protection, developing countries

1. Introduction

Critical information infrastructure protection (CIIP) is an area of worldwide
concern. Developed and developing countries employ a number of critical sys-
tems [9]. These critical systems rely heavily on information infrastructures in
order to function.

However, the information infrastructure is a single point of failure, where
critical systems can be interrupted, and possibly disabled, by disrupting the
underlying information infrastructure. The incidents in Estonia in 2007 [22] and
Georgia in 2008 [19] have demonstrated the inability of countries to function
effectively in the face of cyber attacks on their information infrastructures.

T. Moore and S. Shenoi (Eds.): Critical Infrastructure Protection IV, IFIP AICT 342, pp. 29–40, 2010.
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The interconnected nature of systems brought about by the Internet allows
cyber attacks to be conducted from anywhere on the globe. Due to advances
in technology and growth of their infrastructures, developing nations are being
used to launch these attacks. This problem is compounded by ineffective or
nonexistent cyber security policies and CIIP solutions.

The development of CIIP structures in developing nations is an issue of vital
importance to protect new information infrastructures and to support critical
systems. This paper discusses CIIP as it pertains to the developing world. It
examines existing protection models and their relevance to developing nations.
The current state of affairs in South Africa is presented to set the stage for
formulating CIIP requirements in the developing world.

2. CIIP

Critical information infrastructure protection (CIIP) is an issue of vital im-
portant to every nation. Developed countries have long had structures in place
to protect their critical information infrastructures. Moteff, et al. [20] observe
that there are a number of different infrastructures that can be considered to
be “critical.” They define critical infrastructures as those that are “. . . so vital
that their incapacitation or destruction would have a debilitating impact on
defense or economic security.”

Critical systems, such as electricity distribution, water distribution and fi-
nancial systems, are of utmost important to the operation of a country [9]. As
critical systems become more complex, there is an ever increasing level of inter-
connection that is required for their operation. Interconnected critical systems
heavily rely on information infrastructures. The interconnecting information
infrastructures themselves are classified as critical due to the role they play in
the operation of other critical systems.

Critical information infrastructures such as the Internet are designed to be
fault resistant; however, they can quite easily be affected by events outside the
control of a nation’s protection structure. A cyber event of sufficient scale can
have a detrimental effect on the global operation of the Internet and, thus,
critical systems in countries around the world. This section discusses the vul-
nerability of information infrastructures to cyber attacks that target a nation’s
critical systems.

2.1 Cyber Attacks

Critical information infrastructures are particularly vulnerable to cyber at-
tacks. For example, large-scale distributed denial-of-service (DDoS) attacks
can be initiated quickly using botnets to prevent national systems from oper-
ating at full capacity. Such cyber attacks impact information infrastructures
and may have significant physical effects.

Cyber attacks can affect countries directly or indirectly. Attacks on in-
frastructures within one country can have indirect effects on another country;
alternatively, a large-scale cyber attack can have global effects. This is largely
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due to the interconnected nature of the Internet. Indeed, the world exists in a
state of collective vulnerability because of interconnected infrastructures.

The monitoring and management of critical systems that are heavily reliant
on information infrastructures are particularly important to mitigate the im-
pact of cyber attacks. The following sections discuss some major cyber attacks,
in particular, the Estonian and Georgian incidents, and the DNS root server
attacks. These attacks, which impacted the operation of national critical sys-
tems, provide insight into the importance of CIIP at the national, regional and
global levels.

The Estonian Incident Beginning on April 27, 2007, a series of DDoS
attacks were launched against several key computer systems in Estonia. The
attacks, which affected the private and public sectors, were executed during a
period of civil unrest and increased tension between Estonia and Russia, due
to the Estonian Government’s decision to move a World War II war memorial.
At the time, Estonia blamed Russia for the attacks [5, 6].

The attacks ranged from generic traffic floods to coordinated botnet attacks
[22]. Network traffic from the attacks was measured at 90 Mbps for upwards
of 10 hours [22]. This had a devastating effect on web access in Estonia.

Even in 2007, Estonia had an extensive information infrastructure structure
and relied heavily on Internet services [23]. The attacks disrupted or disabled
access to financial institutions, government services and other critical systems,
severely impacting the country’s ability to function.

The Georgian Incident During the South Ossetia War between Georgia
and Russia in August 2008, a number of Georgian governmental and commercial
computer systems came under coordinated cyber attacks [10]. These attacks
eliminated the ability of Georgian officials to communicate with the outside
world [19]. In order to regain the ability to communicate, Georgian officials
contracted hosting companies located in other countries, including the United
States [10, 19].

Although the attacks on Georgian assets were similar to those that affected
Estonia the previous year, they provide insight into the role of the Internet in
CIIP. Korns and Kastenberg [19] report that the transfer of key Georgian web-
sites to U.S.-based Internet hosts resulted in portions of the U.S. information
infrastructure being affected by the DDoS attacks.

The interconnected nature of the Internet causes other countries to become
indirect targets of cyber attacks. While the cyber attacks discussed above
were targeted at individual countries, it is conceivable that attacks against the
Internet in general could disrupt operations in almost every country around the
world.

DNS Root Server Incidents Cyber attacks are not limited to a single
country or geographic region; they can have a global impact. This was demon-
strated by two DDoS attacks on the Domain Name System (DNS) root servers
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that occurred on October 21, 2002 [26] and February 6, 2007 [16]. Although
the effects were limited, the attacks demonstrate the ability of malicious actors
to cause global disruption of the Internet.

The core of the DNS includes thirteen root servers, with as many as 200
instances in existence around the globe. The root servers translate human-
understandable domain names into machine-based IP addresses. Global DNS
server disruption can severely impact the operation of the Internet because
many critical systems rely on DNS servers to translate domain names into the
associated IP addresses. As it turned out, the 2002 and 2007 DDoS attacks did
not cause major disruptions due to the over-provisioning of services.

Nevertheless, cyber attacks can have a major impact on the functioning of
critical systems in the public and private sectors. These attacks can be or-
ganized rapidly and strike without warning. Every country must implement
mechanisms to protect the national and global critical information infrastruc-
tures. The next section discusses CIIP with regard to developing nations and
its current and future impact on the Internet and associated systems.

2.2 Developing Nations and CIIP

The information infrastructure in developing nations is often used to launch
or coordinate cyber attacks [12]. According to a 2009 report by Akamai Tech-
nologies [2], much of the attack traffic that targets software and hardware
vulnerabilities originates in developing countries. This is not to say that users
in these countries are actively involved in attacks, only that their computer
systems and networks are being utilized for cyber attacks. Indeed, developing
countries are often “staging points” for attacks because of their rapidly growing
information infrastructures coupled with the lack of coordinated cyber security
measures.

Internet Connectivity Developing nations are becoming increasingly de-
pendent on the Internet for communications, e-commerce and e-government
services. They are rapidly provisioning their information infrastructures in or-
der to support these services. Countries such as India or China, in particular,
are seeing phenomenal growth in Internet-based technologies to support their
critical systems [28].

Broadband penetration and Internet connection speeds in developing coun-
tries have historically been low, especially for countries in Sub-Saharan Africa
[15]. However, several projects are underway to bring massive amounts of band-
width to these countries [1]. Figure 1 illustrates the current status and future
growth of Internet connectivity and bandwidth in the African continent.

The investment in information infrastructures will advance public and pri-
vate sector efforts, which are essential to economic and social development. In
particular, the new infrastructures will increase the resources available in criti-
cal areas such as telecommunications, finance, education, health care and social
services. Individuals will also benefit from the new infrastructures, with more
people having access to the Internet and Internet-based services. However, the
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Figure 1. Undersea cables for the African continent (2011 projection) [24].

“always on” Internet culture brings with it its own set of problems such as
malware, phishing schemes and botnets.

A 2009 study by Akamai Technologies [2] reveals that a significant percentage
of attack traffic originates from developing countries. Table 1 shows that six
developing countries or newly industrialized countries (in bold font) are in the
top ten list. At the top of the list are Russia and Brazil, most likely due to the
prevalence of Conficker-related infections [2].

Table 1 shows an 8% increase in attack traffic from the second quarter to
the third quarter of 2009 in the “Other” category, which includes most of the
developing countries in the world. This statistic coupled with the growth of
their information infrastructures imply that attack traffic from these countries
will increase very significantly in the future.

The increased connectivity and bandwidth in developing countries will have
the effect of increasing the available pool of users and resources for malware
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Table 1. Top ten originators of attack traffic [2].

Rank Country 2009 Q3 2009 Q2

1 Russia 13.0% 1.2%
2 Brazil 8.6% 2.3%
3 U.S. 6.9% 15.0%
4 China 6.5% 31.0%
5 Italy 5.4% 1.2%
6 Taiwan 5.1% 2.3%
7 Germany 4.8% 1.9%
8 Argentina 3.6% 0.8%
9 India 3.4% 0.9%
10 Romania 3.2% 0.6%
– Other 39.0% 31.0%

creators and botnet operators. These new pools of users and resources can be
leveraged to launch highly destructive DDoS attacks against assets in other
countries.

The expansion of the information infrastructure is not limited to investments
in fiber optic cables and Internet connectivity. Developing countries are also
experiencing unprecedented growth in mobile technologies. According to Cisco
Systems [8], developing countries accounted for approximately 75% of the four
billion mobile phones in use worldwide in 2009.

Mobile technologies enable developing countries to provide telecommunica-
tion services much more effectively than traditional land-based technologies.
The MTN Group [21] reported that the “100 million mobile subscriber mark”
was attained in developing and emerging markets during the middle of 2009.
Mobile devices are being used increasingly as entry points into critical systems,
a fact that is often overlooked in existing security policies [4].

The extensive use of mobile technologies also exposes more users to cyber
attacks. Cisco Systems [8] predicts that large numbers of users in developing
nations will fall victim to cyber attacks that leverage mobile technologies.

The information infrastructures in developing countries must be secured,
managed and monitored to prevent them from being used as staging points for
attacks. The countries will have to invest in legislation, education and CIIP
mechanisms to prevent their new infrastructures from being abused. CIIP will
have to be accomplished without limiting the functionality of the infrastruc-
tures. This is a particularly challenging aspect of “bridging the digital divide.”

Cyber Security Policies Cyber security policies are essential to the man-
agement and operation of information infrastructures. Developed countries
have created extensive security mechanisms and policies over time, which en-
ables them to identify threats and mitigate the effects of attacks on their critical
systems.
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Until recently, developing countries have had little need for complex security
mechanisms and policies due to their limited infrastructures. The lack of ade-
quate protection for their information infrastructures creates a situation where
criminals can utilize them for malicious purposes without fear of attribution or
reprisal [7].

Despite the paucity of security mechanisms and policies, most developing
countries do have some structures in place to deal with cyber crime. These
normally take the form of incident response teams in large companies and
government agencies, and digital forensic units in law enforcement agencies
[11]. These entities are essential to identifying and prosecuting cyber criminals,
but they do not provide monitoring and reporting capabilities for the national
information infrastructures.

The next section discusses the structures that are in place for CIIP. These
structures are loosely hierarchical in nature and are designed to monitor and
report cyber incidents, enabling the relevant parties to react quickly and effi-
ciently to incidents.

3. Protection Structures

Several structures exist for protecting critical information infrastructures.
Some of these structures are specifically designed to provide incident handling
and monitoring functions. The primary goal is to enable the relevant authori-
ties to take quick, decisive steps to prevent cyber incidents and mitigate their
adverse effects.

This section discusses two key structures: (i) computer security incident
response teams (CSIRTs) that are used in large organizations; and (ii) warning,
advice and reporting points (WARPs) that cater to smaller organizations and
individuals.

3.1 CSIRTs

Computer security incident response teams (CSIRTs) (or computer emer-
gency response teams (CERTs)) are commonly used by large corporations and
government agencies, as well as for local, regional and national CIIP efforts.
CSIRTs provide incident handling services [27], responding to cyber events and
providing information and support to their stakeholders. For example, a CSIRT
may monitor vulnerability reports from software and security appliance vendors
and report information about threats, vulnerabilities and security controls to
its stakeholders, enabling them to take the appropriate steps to protect their
critical systems.

Organization CSIRTs are normally loosely hierarchical in nature. A tiered
approach allows for the coordination of many, possibly diverse, stakeholders.
The CSIRT hierarchy typically includes coordinating CSIRTs, regional CSIRTs
and private CSIRTs. Each of these CSIRTs operates as a security team that is
responsible for a specific constituency [17].
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A coordinating CSIRT spearheads national information infrastructure pro-
tection efforts. It coordinates regional and private CSIRTs, and communicates
with its counterparts in other countries. Its constituency includes regional and
private CSIRTs, and other international CSIRTs.

Regional CSIRTs operate in a specific geographic region, providing support
to organizations and the general population. They prevent the coordinating
CSIRT from becoming overwhelmed by a large constituency. Regional CSIRTs
also serve as the regional contact points for CIIP efforts.

Private CSIRTs (or private security teams) are created for large companies,
academic institutions, government and law enforcement agencies, and military
entities. They are normally responsible for managing incidents directly related
to their particular organizations. Private CSIRTs are a vital entity in the
CSIRT hierarchy as they experience the direct effects of cyber incidents and
serve an first responders in their organizations.

The CSIRT hierarchy is presented in a generic manner. Koivunen [18] ob-
serves that each CSIRT and CSIRT hierarchy are unique, depending on the
requirements imposed by the organizations and stakeholders, and their operat-
ing environments.

Analysis The establishment of a national CSIRT hierarchy is a proven
method for implementing CIIP. Killcrece [17] notes that individual CSIRTs
serve as trusted points of contact for cyber incidents. The coordinating CSIRT
can help establish national best practices for cyber security, and provide ad-
vanced support for security incidents. However, Harrison and Townsend [14]
argue that a CSIRT hierarchy is expensive to set up and maintain in terms of
personnel and technology costs. Moreover, CSIRTs are primarily reactive as
opposed to proactive.

3.2 WARPs

CSIRTs are large structures that are not designed to support smaller or-
ganizations and individuals. Warning, advice and reporting points (WARPs)
fill the gap by serving as informal providers of cyber security information and
expertise to small, focused constituencies.

Organization WARPs were first created in the United Kingdom as part
of its CIIP efforts [3]. They are informal in nature and are focused on small
member communities, to whom they provide computer security advice and
limited incident handling services [14]. The members of a WARP typically
number between 20 and 50, enabling the WARP to remain community-driven
and focused on its member needs. The informal and focused nature of WARPs
makes them very cost effective [14].

Analysis WARPs are very effective at providing CSIRT-like services to small
communities that may not be adequately served by a larger CSIRT. Their
obvious benefit, specifically for developing countries, is their low cost.
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WARPs cannot provide adequate protection at the national level and are,
therefore, not a replacement for CSIRTs. However, WAPRs can operate very
effectively in conjunction with traditional CSIRTs.

4. South African Case Study

The creation and implementation of effective cyber security policies in de-
veloping countries are vitally important to national, regional and international
CIIP efforts. Many of these countries are using hastily-created policies to cope
with the dramatic expansion of their information infrastructures and the as-
sociated vulnerabilities in their critical systems. But these policies are only
adequate for the short term; sustained efforts are necessary to provide long-
term CIIP solutions.

In February 2010, the South African Department of Communications re-
leased a draft cyber security policy for South Africa [25]. This document
outlines various structures for protecting the South African information in-
frastructure and associated critical systems.

The document notes that South Africa neither has a coordinated cyber se-
curity effort nor a broad legal framework for dealing with cyber crime. It goes
on to stress that these technological and legal deficiencies must be addressed.
The document also highlights the need for international cooperation in the area
of CIIP. However, South Africa does not currently have adequate international
relationships for effective information infrastructure protection.

The document makes a number of recommendations regarding the develop-
ment of a CIIP framework. The recommendations are aimed at securing South
African cyber space as well as reducing threats and vulnerabilities.

A key recommendation is the creation of a National Cybersecurity Advisory
Council (NCAC). The NCAC will be responsible for advising governmental
entities on issues related to cyber security. It will also be responsible for coor-
dinating cyber security across the South African Government.

The document also recommends the creation of a CSIRT structure for man-
aging threats and vulnerabilities, and to serve as point of contact for cyber
security information. The proposed structure will consist of a national CSIRT,
a governmental CSIRT and a number of sector-specific CSIRTs. Finally, the
document highlights the need for local and international partnerships for effec-
tive CIIP.

5. CIIP Requirements for the Developing World

In order for developing nations to implement effective CIIP solutions, there
are a number of requirements that should be satisfied. These requirements are
diverse and depend on the goals mandated by governmental policies.

The nature of a CIIP solution would clearly depend on the specific country
and infrastructure that needs to be protected. However, any solution that is
developed will have to be cost effective.
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Because developing nations are experiencing phenomenal growth in their
information infrastructures, CIIP solutions have to be extensible to support
future development without incurring excessive costs.

CIIP solutions in developing countries will require the support of interna-
tional entities. To this end, the CIIP structures must support information
exchange and knowledge transfer, both locally and internationally.

Special care must be taken with regard to mobile technologies. The growth
of mobile technologies in the developing world enables millions of individuals
to access information and services that were previously unavailable. However,
mobile technologies dramatically increase the size of the user pool for exploita-
tion by malicious actors. CIIP solutions in developing countries must take this
into consideration.

Developing countries will have to embrace technology in order to supplement
traditional methods of communication. This will allow vital information to
be communicated in the event that traditional modes are unavailable. For
instance, should communication via email not be possible, information could
be exchanged via SMS messages or fax.

Finally, developing nations have to invest in broad-based awareness programs
to ensure that new users are aware of the risks associated with their activities
in cyber space. Such programs benefit users as well as the nation as a whole.
Critical systems are connected by the same networks that are used by the
general public; reducing threats and vulnerabilities at the user end helps protect
critical systems as well as the underlying information infrastructure.

6. Conclusions

Modern critical systems rely heavily on information infrastructures in order
to operate efficiently; this is true for developed countries as well as developing
countries. However, due to the lack of adequate CIIP structures and security
policies, developing countries are often used as launch pads for cyber attack.
Much of the world’s attack traffic already originates in these countries and the
proportion of attack traffic will only increase with the dramatic growth of their
information infrastructures.

Traditional CIIP solutions, such as CSIRTs and WARPs, support the mon-
itoring and reporting of cyber incidents. Such solutions hold promise for the
developing world, but issues such as cost-effectiveness, information exchange
and international cooperation must be addressed.

Our future research will investigate a number of models that will satisfy CIIP
requirements for developing countries. It will also examine the relationships
between successful CIIP solutions across the developing world, and articulate
best practices for national and regional CIIP efforts.
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Chapter 4

MODELING CONTROL SYSTEM
FAILURES AND ATTACKS –
THE WATERLOO CAMPAIGN
TO OIL PIPELINES

Jonathan Butts, Mason Rice and Sujeet Shenoi

Abstract This paper presents a model for expressing control system failures and
attacks on control protocols that involve the exchange of messages. Con-
trol failures and attacks are modeled using the notion of an attacker who
can block and/or fabricate messages. These two attack mechanisms can
cover a variety of scenarios ranging from control failures in the Wa-
terloo Campaign to cyber attacks on oil pipelines. The model helps
provide a comprehensive understanding of control system failures and
attacks, which supports the development of strategies for attack as well
as defense.

Keywords: Control systems, failure modeling, attack modeling

1. Introduction

Mankind’s first conflicts were waged on land. As military technology ad-
vanced, battles were fought on sea and in the air. The earliest recorded naval
battle occurred in 1210 BC when the Hittites led by Suppiluliumas II defeated
a fleet from Cyprus. Aerial warfare was pioneered by the ancient Chinese who
launched fire arrow attacks from “war kites” [1]; the first airplane bombing
occurred in 1911 during the Libyan War between Italy and Turkey [1]; the first
dogfights came soon after during World I. The first attack in space was a 1985
test that involved a U.S. F-15 shooting down a P78-1 communications satellite
in a 345 mile orbit [15].

The 21st century brings a new dimension to the field of battle – cyberspace.
Cyberspace, through its inextricable connection with the critical infrastructure,
pervades all aspects of human endeavor – business, government and military
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operations, and societal functions. It is certain that future warfare will involve
both cyberspace and the critical infrastructure.

Control is a vital component of any battle plan. A commander is responsible
for controlling military operations. The commander must maintain constant
situational awareness of the battlespace – allied forces, opposing forces, time
and terrain. The commander uses various control techniques to maneuver forces
to accomplish the mission within the battlespace parameters. Historians believe
that Napoleon lost the Battle of Waterloo because of control failures made two
days earlier during the Battles of Ligny and Quatre Bras [2, 11]. Sometimes,
control failures are accidental; at other times, they are the result of the enemy
compromising the control protocol. But however they occur, battles are won
and lost because of control successes and failures.

This paper presents a model for expressing control system failures and at-
tacks on control systems. Control system failures as well as attacks are modeled
using the notion of an attacker who blocks and/or fabricates messages. In fact,
these two types of attacks on control protocols can be used to express scenarios
ranging from control failures during the Waterloo Campaign to cyber attacks
on critical infrastructure assets such as oil pipelines.

The model, which is readily defined using graph theory, helps conceptualize
attacks and failures in one control protocol and translate them to similar attacks
and failures in another protocol. It also assists in targeting specific control
protocol and system implementations. In particular, the model helps identify
the information requirements, articulate possible outcomes and examine the
feasibility of attacks based on the available information. The comprehensive
understanding of attacks can facilitate risk analysis and risk management, the
implementation of defensive postures and the design of robust control protocols.

2. The Waterloo Campaign

On June 16, 1815, two days before the pivotal Battle of Waterloo, Napoleon’s
troops were arrayed south of the road between the Belgian towns of Ligny and
Quatre Bras (Figure 1). His 125,000 troops were divided into two commands
[5]. Napoleon himself commanded the force on the east, just south of Ligny.
Marshall Ney led the force to the west, a few miles south of Quatre Bras.

Napoleon’s troops were opposed by two allied forces [5]. One force of 90,000
British, Dutch, Belgians and Germans commanded by the Duke of Wellington
was positioned just north of Quatre Bras. The other force, a 115,000-man
Prussian army led by Marshal Blucher, was positioned on the northern outskirts
of Ligny.

The Battles of Ligny and Quatre Bras were fought that day. Napoleon won
the Battle of Ligny; the Battle of Quatre Bras was a standoff [2]. Historians
believe that the French forces could have crushed the opposition were it not for
certain “control” failures [2, 11]. As a result, Wellington and Blucher were able
to move north and reconstitute their forces. On June 18, 1815, the combined
armies led by Wellington routed Napoleon’s forces near the village of Waterloo.
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Figure 1. Battles of Ligny and Quatre Bras.

Before the Battles of Ligny and Quatre Bras, Napoleon had split his forces
into two groups intending to drive a wedge between Wellington and Blucher
(Figure 1). Napoleon wanted Ney to seize the crossroads at Quatre Bras while
he destroyed Blucher’s forces at Ligny [11]. The control failures occurred in the
following chronological order:

Delay in Attacking Quatre Bras (Control Failure 1): On the morn-
ing of June 16, 1815, Ney was in good position to take the strategic cross-
roads at Quatre Bras. Ney claimed that he did not receive the order to
attack that morning. The Battle of Quatre Bras did not begin until 2 p.m.
The delay gave Wellington time to place his troops in strong defensive
positions.

Failure to Mobilize a Blocking Force (Control Failure 2): Napo-
leon assumed that Ney would take the crossroads at Quatre Bras with
ease. Shortly after 1 p.m., he ordered Ney to send a force towards Ligny
to block the retreat of the Prussian forces involved in the Battle of Ligny.
Ney did not receive the order. In any case, the Battle of Quatre Bras was
still underway and Ney could not spare a blocking force.
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Figure 2. Communication pathway for Control Failures 1 and 2.

Failure to Engage a Reserve Force (Control Failure 3): While
the battle raged on at Quatre Bras, Napoleon’s forces inflicted signifi-
cant damage to the Prussians at Ligny. Sensing an opportunity for a
devastating blow, Napoleon sent two messages: one to General d’Erlon
ordering him to move his troops to Wagnele to attack the Prussian flank,
and the other to Ney (d’Erlon’s commander) informing him about the or-
der. d’Erlon received Napoleon’s message, but misread the message and
marched towards the town of Wagnee instead of Wagnele.

The message from Napoleon to Ney about moving d’Erlon’s forces never
arrived. When Ney learned that his reserve force under d’Erlon was
moving away, he ordered it to turn back and support his forces at Quatre
Bras. But it was too late and d’Erlon’s reserve force neither joined the
Battle of Ligny nor the Battle of Quatre Bras.

3. Modeling Napoleon’s Control Failures

The control failures during the Battles of Ligny and Quatre Bras occurred
as a result of delayed, lost and misinterpreted messages. The failures are at-
tributed to the fog of war. However, we can formally model the failures using
the notion of an attacker who blocks and/or fabricates messages. Indeed, these
two types of attacks on messaging protocols can be used to express scenarios
ranging from the control failures in the Waterloo Campaign to cyber attacks
on critical infrastructure assets.

3.1 Modeling Control Failure 1

Figure 2 illustrates the communication pathway for Control Failure 1. Three
nodes are involved: (i) Napoleon (∈ ControlNodes), (ii) Ney (∈ EdgeNodes)
and (iii) A1 (∈ AttackNodes). Communications occur over L1 (∈ Links). In
general, a link supports bidirectional message transfer, although each message
is unidirectional from sender to receiver.

Control Failure 1 is consistent with a man-in-the-middle attack involving
Attacker A1. In particular, Ney’s delay in attacking Quatre Bras is modeled
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System
Napoleon ∈ ControlNodes
Ney ∈ EdgeNodes
A1 ∈ AttackNodes
L1 ∈ Links
L1 = (A1: (Napoleon, Ney))

Request ∈ MsgTypes

Capabilities
A1 = {¬, +}

Initial Node States
Ney := Ney0

Napoleon := Ney0

Possible Node States
Ney := Ney0 | Ney1

Ney0 ≡ Attack on Quatre Bras is FALSE
Ney1 ≡ Attack on Quatre Bras is TRUE

Napoleon := Ney0 | Ney1

Control Failure 1

1. Napoleon
L1−→

A1 ¬Request
Ney[Attack]

Ney := Ney0

Napoleon := Ney1

2. Napoleon
L1−→

A1 +Request
Ney[Attack]

Ney := Ney1

Napoleon := Ney1

Figure 3. Formal specification of Control Failure 1.

by A1 blocking Napoleon’s message to Ney, then fabricating the same message
and transmitting it to Ney some time later. This first step, a block (¬) of
Napoleon’s message, is represented as:

Napoleon
L1−→

A1 ¬Request
Ney[Attack].

Since Napoleon ∈ ControlNodes, he can issue request messages (Request
∈ MsgTypes) that are received and acted on by EdgeNodes like Ney. For a
message to be valid, the nodes must have access to a common link (L1). In the
man-in-the-middle attack, A1 ∈ AttackNodes blocks (¬) the message sent from
Napoleon to Ney along L1. At this point, Napoleon expects Ney to engage;
however, Ney did not receive the message.

The second message transfer step in Control Failure 1 involves A1 fabricating
a copy of Napoleon’s original message (+) and sending it to Ney:

Napoleon
L1−→

A1 +Request
Ney[Attack].

Figure 3 shows the complete representation of Control Failure 1. The model
includes the various nodes, links and message types. Attacker A1 has the capa-
bility to block (¬) and fabricate (+) messages. Note that L1 = (A1: (Napoleon,
Ney)) expresses the fact that A1 has compromised Link L1 to perpetrate a man-
in-the-middle attack between Napoleon and Ney. Ney’s status is represented
as one of two possible states: (i) Ney is not attacking Quatre Bras (Ney0)
or (ii) Ney is attacking Quatre Bras (Ney1). Similarly, Napoleon maintains
his perception of Ney’s status (Ney0 or Ney1). The initial states for Ney and
Napoleon are both Ney0, i.e., Ney is not attacking Quatre Bras.

Figure 3 also shows the two-step message sequence for Control Failure 1.
After Step 1 (message block), Napoleon assumes that Ney is attacking Quatre
Bras (Napoleon := Ney1) when, in fact, Ney is not attacking Quatre Bras (Ney
:= Ney0). It is only after Step 2 (message fabrication) that Napoleon’s and
Ney’s states match (Napoleon := Ney1 and Ney := Ney1).
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System
Napoleon ∈ ControlNodes
Ney ∈ EdgeNodes
A1 ∈ AttackNodes
L1 ∈ Links
L1 = (A1: (Napoleon, Ney))

Request ∈ MsgTypes

Capabilities
A1 = {¬}

Initial System State

Ney := Ney0

Napoleon := Ney0

Possible Node States
Ney := Ney0 | Ney1

Ney0 ≡ Blocking Force is FALSE
Ney1 ≡ Blocking Force is TRUE

Napoleon := Ney0 | Ney1

Control Failure 2

1. Napoleon
L1−→

A1 ¬Request
Ney[Attack]

Ney := Ney0

Napoleon := Ney1

Figure 4. Formal specification of Control Failure 2.

3.2 Modeling Control Failure 2

The failure of Napoleon to mobilize a blocking force against the retreating
Prussians is modeled by Attacker A1 blocking Napoleon’s order to Ney. The
communication pathway is the same as that for Control Failure 1 (Figure 2).

Figure 4 shows the complete representation of Control Failure 2. The nodes,
links and message types are the same as for Control Failure 1 (Figure 3). How-
ever, Attacker A1 only requires the capability to block (¬) messages. Ney’s
status is represented as one of two possible states: (i) Blocking force is not
engaged (Ney0) or (ii) Blocking force is engaged (Ney1). Similarly, Napoleon
maintains his perception of Ney’s status (Ney0 or Ney1). The initial states for
Ney and Napoleon are both Ney0, i.e., Blocking force is not engaged.

The bottom half of Figure 4 shows the one-step message sequence corre-
sponding to Control Failure 2. After Step 1 (message block), Napoleon assumes
that Ney’s blocking force is engaged (Napoleon := Ney1) when, in fact, Ney’s
blocking force is not engaged (Ney := Ney0).

3.3 Modeling Control Failure 3

Figure 5 shows the communication pathways involved in Control Failure 3.
Note that Napoleon, Ney ∈ ControlNodes; d’Elron ∈ EdgeNodes ; and A1, A2
∈ AttackNodes. Communication occurs over three links: L1, L2, L3 ∈ Links.
Links L1 and L2 are compromised by Attackers A1 and A2, respectively. Link
L3 supports communication between Ney and d’Erlon, and is not compromised
by an attacker.

Figure 6 shows the complete representation of Control Failure 3. Attacker A1
has the capability to block (¬) messages while Attacker A2 can block (¬) and
fabricate (+) messages. d’Erlon’s status is represented as one of three possible
states: (i) d’Erlon is at Quatre Bras (d’Erlon0), (ii) d’Erlon is at Wagnele
(d’Erlon1) or (iii) d’Erlon is at Wagnee (d’Erlon2). Similarly, Napoleon and
Ney each maintain their own perceptions of d’Erlon’s status (d’Erlon0, d’Erlon1
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Figure 5. Communication pathways for Control Failure 3.

or d’Erlon2). The initial states for d’Erlon, Ney and Napoleon are all d’Erlon0,
i.e., d’Erlon is staged at Quatre Bras.

The message sequences that result in Control Failure 3 are broken down into
three processes. Processes 1 and 2 are independent and can occur in parallel;
however, Process 3 must occur after Process 1.

The first step in Process 1 involves Attacker A2 blocking Napoleon’s message
to d’Erlon that orders his troops to Wagnele. After Step 1, Napoleon believes
that d’Erlon is at Wagnele (Napoleon := d’Erlon1); however, d’Erlon is still at
Quatre Bras (d’Erlon := d’Erlon0). Since Ney is not involved in the message
exchange, his perception of d’Erlon’s status is unchanged (Ney := d’Erlon0). In
Step 2, Attacker A2 sends a fabricated message to d’Erlon ordering him to move
his troops to Wagnee (d’Erlon := d’Erlon2). Napoleon still believes d’Erlon to
be at Wagnele (Napoleon := d’Erlon1) and Ney’s perception of d’Erlon’s status
is unchanged (Ney := d’Erlon0).

In Process 2, A1 blocks Napoleon’s message to Ney that would have informed
Ney of d’Erlon’s movement. Process 2 may run concurrently with Process 1,
implying that d’Erlon is either at Quatre Bras (d’Erlon := d’Erlon0) or Wagnee
(d’Erlon := d’Erlon2) depending on the order of execution. The superscript (∗)
denotes that d’Erlon is in one of multiple possible states (d’Erlon := d’Erlon∗).
Note that the specific state is not relevant because d’Erlon would still be out
of position.

Process 3 is conditional on Ney’s observation that d’Erlon is moving away
from Quatre Bras (Ney := d’Erlon1 or Ney := d’Erlon2). At this point, Ney
sends a message to d’Erlon to reverse course and engage at Quatre Bras. Upon
receiving this message, d’Erlon moves to Quatre Bras (d’Erlon := d’Erlon0),
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System
Napoleon, Ney ∈ ControlNodes
d’Erlon ∈ EdgeNodes
A1, A2 ∈ AttackNodes
L1, L2, L3 ∈ Links
L1 = (A1: (Napoleon, Ney))
L2 = (A2: (Napoleon, d’Erlon))
L3 = (Ney, d’Erlon)

Request ∈ MsgTypes

Capabilities
A1 = {¬}
A2 = {¬, +}

Initial System State

d’Erlon := d’Erlon0

Ney := d’Erlon0

Napoleon := d’Erlon0

Possible Node States
d’Erlon :=
d’Erlon0 | d’Erlon1 | d’Erlon2
d’Erlon0 ≡ Quatre Bras is TRUE
d’Erlon1 ≡ Wagnele is TRUE
d’Erlon2 ≡ Wagnee is TRUE

Ney :=
d’Erlon0 | d’Erlon1 | d’Erlon2

Napoleon :=
d’Erlon0 | d’Erlon1 | d’Erlon2

Process 1

1. Napoleon
L2−→

A2 ¬Request
d’Erlon[Wagnele]

d’Erlon := d’Erlon0

Ney := d’Erlon0

Napoleon := d’Erlon1

2. Napoleon
L2−→

A2 +Request
d’Erlon[Wagnee]

d’Erlon := d’Erlon2

Ney := d’Erlon0

Napoleon := d’Erlon1

Process 2

1. Napoleon
L1−→

A1 ¬Request
Ney[d’Erlon Wagnele]

d’Erlon := d’Erlon∗
Ney := d’Erlon0

Napoleon := d’Erlon1

Process 3
CONDITIONAL: IF (d’Erlon != d’Erlon0)

1. Ney
L3−→

Request
d’Erlon[Quatre Bras]

d’Erlon := d’Erlon0

Ney = d’Erlon0

Napoleon = d’Erlon1

Figure 6. Formal specification of Control Failure 3.

Ney believes that d’Erlon is moving to Quatre Bras (Ney := d’Erlon0), but
Napoleon believes that d’Erlon is at Wagnele (Napoleon := d’Erlon1).

4. Formal Model

This section formalizes the approach used to express the control failures
involved in the Battles of Ligny and Quatre Bras. The formal model is intended
to express and reason about failures and attacks on SCADA systems used to
control critical infrastructure assets.

Control protocols use messages to direct actions and provide feedback us-
ing a hierarchical, request-reply paradigm. Figure 7 shows a generic process
diagram. ControlNodes send request messages to subordinate EdgeNodes or
other control nodes (sub-control devices) to specify control actions and/or ob-
tain data. EdgeNodes translate request messages into physical actions and/or
physical actions into reply messages that are transmitted to their ControlNodes.
In general, a message may involve a request-reply sequence, a request without
a reply or an unsolicited reply. Request and reply messages are transmitted
along bi-directional communication links that connect two or more nodes.
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Figure 7. Generic process diagram.

A communication involves a sender transmitting a message to a receiver
along a communication link:

MsgSource
Link−→

MsgTypes
MsgDest[Payload].

MsgSource andMsgDest are ControlNodes or EdgeNodes that communicate over
the specified Link. MsgType is the type of message as defined by the control
protocol (e.g., Request or Reply). Payload is the data contained in the message.

An attack on a control protocol occurs when an attacker (represented as an
AttackNode) blocks legitimate messages or sends fabricated messages along a
communication link. Formally, a message used in an attack is specified as:

MsgSource
Link−→

AttackNodes,Capabilities,MsgTypes
MsgDest[Payload].

MsgSource is the original sender or the spoofed sender of the attack message (∈
ControlNodes ∪ EdgeNodes). MsgDest is the intended target of the message (∈
ControlNodes ∪ EdgeNodes). The AttackNode, the perpetrator of the attack,
has the Capabilities to block and/or fabricate messages along the Link. Note
that message blocking and fabrication enable an attacker to launch a variety
of messaging attacks. Message modification is implemented by blocking a le-
gitimate message followed by sending a fabricated message. Message replay is
implemented by sending a fabricated message with the same payload as an ear-
lier message. Likewise, message delay is implemented by blocking a legitimate
message followed by sending the original message some time later.

In general, an attacker has two attack avenues. The first is to compromise
a ControlNode or EdgeNode and convert it into an AttackNode; this enables
the attacker to block messages sent to the compromised node and to send
fabricated messages from the compromised node. The second attack avenue
is to compromise a link, which enables the attacker to perpetrate man-in-the-
middle attacks. As shown in Figures 3, 4 and 6, the situation where Attacker
A1 compromises Link L1 between Nodes N1 and N2 is expressed as L1 = (A1:
(N1, N2)).

A node N has an initial state (N := Np) and may change its state (N := Nq)
upon receiving a message or as a result of a change in the physical state of the
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device expressed by the node (e.g., closed valve). Note that a superscript (∗) is
used to denote that a node is in one of multiple possible states. A ControlNode
also maintains information about the status of its subordinate EdgeNodes. For
example, Z := (N1p, N2q) denotes that ControlNode Z perceives the states of
subordinate nodes N1 and N2 to be N1p and N2q , respectively.

The formal model expresses temporal and causal properties using sequential
steps, conditional statements and independent processes. A “process” is a
sequence of messages that occur in a specific order; the process may be executed
ψ number of times. A “conditional process” only executes when a Boolean
condition holds.

5. Modeling an Attack on an Oil Pipeline

Oil pipelines often rely on SCADA systems to manage, direct and monitor
large-scale, distributed operations. Similar to the Waterloo Campaign, control
failures in these systems can result in devastating consequences.

This section describes and models a pipeline rupture incident that occurred
at Fork Shoals, South Carolina on June 26, 1996. The rupture released 957,600
gallons of fuel oil and caused damage estimated at $20.5 million. According to
the National Transportation Safety Board (NTSB) Pipeline Accident Report
[8], the incident occurred as a result of failures in system components and
improper operator actions. However, as we show in this section, the same
results can be produced by targeted cyber attacks. For brevity, only the critical
events that led to the pipeline rupture are discussed.

5.1 Pipeline Rupture Incident

The Fork Shoals pipeline transports fuel oil from Atlanta to Greensboro
(North Carolina). Figure 8 shows the pipeline section of interest, which contains
four pump stations (A–D), a delivery facility (F) with breakout tankage and
a control center (Z) located in a central office north of the pipeline. Control
Center Z houses operators that remotely monitor and control the pipeline using
communication links (L1–L4). The remote pump stations (A–D) each have one
RTU that controls actuators and reads pipeline sensors. Delivery Facility F is
monitored by the control center, but the communication link is not shown
because it is not pertinent to the analysis.

The pipeline rupture was due to two primary factors: (i) increase in pressure
flow beyond the maximum allowable pipeline pressure, and (ii) failure of opera-
tor to realize and correct the conditions before structural failure occurred. The
control failures that resulted in the pressure increase occurred in the following
chronological order:

Increase in Pumping Capacity (Control Failure 1): Pumping ca-
pacity is increased by starting additional pumps and/or turning on larger
pumps and shutting down smaller ones. After a transfer to Delivery Facil-
ity F was completed, pumping capacity at downstream pumping facilities
was sequentially increased to accommodate the additional fuel oil in the
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Figure 8. Pipeline layout.

pipeline. In particular, Pump Stations A and B each started a second
pump. Also, Pump Station C started a larger pump and shut down a
smaller one.

Failure to Start a Second Pump at Pump Station D (Control
Failure 2): The operator attempted to start a larger pump at Pump
Station D to increase capacity. The operator noted that a green light
appeared on the console to indicate that the pump had started, but, for
some reason, the pump did not start.

Stoppage of the Active Pump at Pump Station D (Control Fail-
ure 3): Believing that two pumps at Pump Station D were running, the
operator stopped the smaller (and only operating) pump. Shutting down
the only pump at Pump Station D created a pressure surge that trav-
eled upstream to Pump Station C, causing its only operating pump to
shut down due to high discharge pressure. The resulting second pressure
surge caused the two pumps at Pump Station B to shut down. The con-
tinued high fuel oil flow rate caused the pipeline pressure to grow rapidly,
resulting in a rupture between Pump Stations A and B.

Meanwhile, the pipeline operator at Control Center Z either ignored, misin-
terpreted or did not receive alarm notifications. The following control failure
hindered the pipeline operator’s situational awareness:

Failure to Receive and React to Alert Notifications (Control
Failure 4): A pressure alarm was triggered shortly after the pump at
Pump Station B shut down; however, the operator took no action. Ad-
ditionally, low suction pressure alarms were triggered intermittently for
readings at Pump Station B, but the operator did not react because the
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alarms were behaving erratically and he assumed that the pressure read-
ings were inaccurate. Moreover, the SCADA system did not report the
failure of the pump to start at Pump Station D.

5.2 Cyber Attack Scenario

This section uses a cyber attack scenario to recreate the control system
failures that led to the pipeline rupture. As shown in Figure 8, the system
incorporates five nodes: Z (∈ ControlNodes) and A–D (∈ EdgeNodes), and four
communication links L1–L4 (∈ Links).

The attacks described below involve compromising ControlNode Z and using
it as the AttackNode. Essentially, the attacker has “root” access to Z, and can
block (¬) and fabricate (+) messages.

Control Failure 1: This control failure occurred because of a series of
messages that started and stopped various pumps along the pipeline. The
attacker begins by fabricating (+) a message from Z to A to start the second
pump (Pump #2):

Z
L1−→

Z +Request
A[Start Pump #2].

Pump Station A then generates an acknowledgment message to Z confirming
that Pump #2 has started. In pipeline control protocols (e.g., Modbus), field
(slave) devices typically send acknowledgements in response to requests from
the control center (master); these acknowledgment messages must be blocked
to mask the attack from the operator. Thus, the next step is to block (¬) the
acknowledgment message from A to Z:

A
L1−→

Z ¬Reply
Z[ACK].

Next, the attacker sends a fabricated message from Z to B to start Pump
#2 and blocks the acknowledgement message:

Z
L2−→

Z +Request
B[Start Pump #2],

B
L2−→

Z ¬Reply
Z[ACK].

The attacker then starts a larger pump (Pump #3) at Pump Station C and
blocks the acknowledgement message:

Z
L3−→

Z +Request
C[Start Pump #3],

C
L3−→

Z ¬Reply
Z[ACK].

Finally, the attacker stops the smaller pump (Pump #1) at Pump Station
C and blocks the acknowledgement message:
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Z
L3−→

Z +Request
C[Stop Pump #1],

C
L3−→

Z ¬Reply
Z[ACK].

Control Failure 2: This control failure occurred because the operator
did not realize that the larger pump (Pump #3) at Pump Station D had not
started despite directing it to start. The attacker implements this failure by
ensuring that Pump #3 does not start and that the operator is unaware of this
situation. Consequently, the attacker blocks a message from the Control Center
Z to Pump Station D to start Pump #3 and fabricates an acknowledgement
from D to Z that Pump #3 has started:

Z
L4−→

Z ¬Request
D[Start Pump #3],

D
L4−→

Z +Request
Z[ACK].

Control Failure 3: This control failure occurred because the operator
stopped the only pump (Pump #1) at Pump Station D. The attacker imple-
ments this failure by fabricating a message to stop Pump #1 at Pump Station
D and then blocking the acknowledgment message from D to Z:

Z
L4−→

Z +Request
D[Stop Pump #1],

D
L4−→

Z ¬Reply
Z[ACK].

Control Failure 4: This control failure occurred because the operator did
not receive and react to alert notifications. Pressure fluctuations and pump
shutdowns trigger alarms in SCADA systems. Alarms in typical SCADA sys-
tems are sent in the form of response messages from a field device to the master
during normal polling cycles. The control failure is implemented by having the
attacker block polling messages from Z to A–D and fabricate response messages
to reflect normal operating conditions:

Z
L1−→

Z ¬Request
A[Poll], A

L1−→
Z +Reply

Z[ACK],

Z
L2−→

Z ¬Request
B[Poll], B

L2−→
Z +Reply

Z[ACK],

Z
L3−→

Z ¬Request
C[Poll], C

L3−→
Z +Reply

Z[ACK],

Z
L4−→

Z ¬Request
D[Poll], D

L4−→
Z +Reply

Z[ACK].

5.3 Modeling the Cyber Attack Scenario

Figures 9 and 10 present the formal specification of the cyber attacks de-
scribed above. Figure 9 specifies the nodes, attacker capabilities, and the pos-
sible and initial node states. The system has five nodes: Control Center Z,
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System
Z ∈ ControlNodes
A, B, C, D ∈ EdgeNodes
Z ∈ AttackNodes
L1, L2, L3, L4 ∈ Links
L1 = (Z, A)
L2 = (Z, B)
L3 = (Z, C)
L4 = (Z, D)

Request, Reply ∈ MsgTypes

Capabilities
Z = {¬, +}

Initial Node States
A := A0

B := B0

C := C0

D := D0

Z := (A0, B0, C0, D0)

Possible Node States
A := A0 | A1 | A2

A0 ≡ (1, 0, 0, 0, 0)
A1 ≡ (1, 1, 0, 0, 0)
A2 ≡ (*, *, *, *, 1)

B := B0 | B1 | B2

B0 ≡ (1, 0, 0, 0, 0)
B1 ≡ (1, 1, 0, 0, 0)
B2 ≡ (*, *, *, *, 1)

C := C0 | C1 | C2 | C3

C0 ≡ (1, 0, 0, 0, 0)
C1 ≡ (1, 0, 1, 0, 0)
C2 ≡ (0, 0, 1, 0, 0)
C3 ≡ (*, *, *, *, 1)

D := D0 | D1 | D2 | D3

D0 ≡ (1, 0, 0, 0, 0)
D1 ≡ (0, 0, 1, 0, 0)
D2 ≡ (0, 0, 0, *, *)
D3 ≡ (*, 0, 1, 0, 0)

Z := (A0 | A1 | A2,
B0 | B1 | B2,
C0 | C1 | C2 | C3,
D0 | D1 | D2 | D3)

Figure 9. Formal specification of the cyber attacks (nodes, capabilities and states).

which is both a ControlNode and an AttackNode, and Pump Stations A–D.
The attacker has the capability to block (¬) and fabricate (+) messages.

Table 1 shows the possible states of Pump Stations A–D. The first three
columns list the status of (small) Pump #1, (small) Pump #2 and (large)
Pump #3. The fourth column shows whether or not the pressure reading is
within acceptable limits. The fifth column indicates if the node is an alarm
state. The status of a pump is represented as On (1) or Off (0). The pressure
status is Acceptable (0) (i.e., within acceptable limits) or Not Acceptable (1).
The alarm status is True (1) or False (0). Note that a “*” entry signifies that
the specific binary value does not matter for that particular state.

The initial states for all four pump stations are identical:

A0, B0, C0, D0 ≡ (1, 0, 0, 0, 0).

This means that (small) Pump #1 is on, the other two pumps are off, the
pressure readings are within acceptable limits and no alarms are triggered.
The node states vary as different actions are performed along the pipeline.

The four control failures can be broken down into four processes: Processes
1, 2, 3 and 4. Process 1 (Figure 10) occurs only once, so ψ = 1. The second
pump (Pump # 2) at Pump Stations A and B are activated. At Pump Station
C, the small pump (Pump #1) is deactivated and the large pump (Pump #3)
is activated unbeknownst to the operator.

Process 2 (Figure 10) corresponds to Control Failure 2. It is conditional on
a message being sent to activate the large pump (Pump #3) at Pump Station
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Table 1. Possible states of EdgeNodes (Pump Stations A–D).

State Pump Pump Pump Pressure Alarm
#1 #2 #3

A0 On Off Off Acceptable F
A1 On On Off Acceptable F
A2 * * * * T
B0 On Off Off Acceptable F
B1 On On Off Acceptable F
B2 * * * * T
C0 On Off Off Acceptable F
C1 On Off On Acceptable F
C2 Off Off On Acceptable F
C3 * * * * T
D0 On Off Off Acceptable F
D1 Off Off On Acceptable F
D2 Off Off Off * *
D3 * Off On Acceptable F

D. This condition always holds after the operator sends an activation message,
so ψ = ∞.

Process 3 (Figure 10) corresponds to Control Failure 3. The steps deactivate
Pump #1 at Pump Station D. Process 3, like Process 1, is executed once, so ψ
= 1.

Process 4 (Figure 10) corresponds to Control Failure 4. Since polling is a
continuous process, ψ = ∞. As discussed above, the attacker blocks polling
messages from Z to A–D and fabricates response messages to reflect normal
operating conditions despite the build-up of pressure that eventually causes
the pipeline to rupture.

Note that a targeted cyber attack would simply turn off the pumps and mask
the actions. However, the additional steps are incorporated in the example
above to model the events described in the NTSB report.

6. Model Evaluation

This section discusses key applications of the model and its relationship to
other work in the field.

6.1 Model Applications

The model was created specifically to express attacks on critical infrastruc-
ture assets. However, as demonstrated in the examples involving the Waterloo
Campaign and pipeline rupture incident, the model can also be used to express
failures in control protocols. In fact, the model is capable of expressing attacks
and failures in diverse protocols that involve the exchange of messages.



58 CRITICAL INFRASTRUCTURE PROTECTION IV

Process 1
ψ = 1

1. Z
L1−→

Z +Request
A[Start Pump #2]

A := A1

Z := (A0, B0, C0, D0)

2. A
L1−→

Z ¬Reply
Z[ACK]

A := A1

Z := (A0, B0, C0, D0)

3. Z
L2−→

Z +Request
B[Start Pump #2]

B := B1

Z := (A0, B0, C0, D0)

4. B
L2−→

Z ¬Reply
Z[ACK]

B := B1

Z := (A0, B0, C0, D0)

5. Z
L3−→

Z +Request
C[Start Pump #3]

C := C1

Z := (A0, B0, C0, D0)

6. C
L3−→

Z ¬Reply
Z[ACK]

C := C1

Z := (A0, B0, C0, D0)

7. Z
L3−→

Z +Request
C[Stop Pump #1]

C := C2

Z := (A0, B0, C0, D0)

8. C
L3−→

Z ¬Reply
Z[ACK]

C := C2

Z := (A0, B0, C0, D0)

Process 2
ψ = ∞
CONDITIONAL:
IF (Z==(A∗, B∗, C∗, D0)

or (A∗, B∗, C∗, D2))

1. Z
L4−→

Z ¬Request
D[Start Pump #3]

D := D∗
Z := (A0, B0, C0, D3)

2. D
L4−→

Z +Reply
Z[ACK]

D := D∗
Z := (A0, B0, C0, D3)

Process 3
ψ = 1

1. Z
L4−→

Z +Request
D[Stop Pump #1]

D := D2

Z := (A0, B0, C0, D0)

2. D
L4−→

Z ¬Reply
Z[ACK]

D := D2

Z := (A0, B0, C0, D0)

Process 4
ψ = ∞
1. Z

L1−→
Z ¬Request

A[Poll]

A := A∗
Z := (A0, B0, C0, D0)

2. A
L1−→

Z+Reply
Z[ACK]

A := A∗
Z := (A0, B0, C0, D0)

3. Z
L2−→

Z ¬Request
B[Poll]

B := B∗
Z := (A0, B0, C0, D0)

4. B
L2−→

Z+Reply
Z[ACK]

B := B∗
Z := (A0, B0, C0, D0)

5. Z
L3−→

Z ¬Request
C[Poll]

C := C∗
Z := (A0, B0, C0, D0)

6. C
L3−→

Z+Reply
Z[ACK]

C := C∗
Z := (A0, B0, C0, D0)

7. Z
L4−→

Z ¬Request
D[Poll]

D := D∗
Z := (A0, B0, C0, D0)

8. D
L4−→

Z+Reply
Z[ACK]

D := D∗
Z := (A0, B0, C0, D0)

Figure 10. Formal specification of Control Failures 1, 2, 3 and 4.

The model provides a powerful mechanism for conceptualizing attacks and
failures in one control protocol and translating them to similar attacks and fail-
ures in another protocol. For example, the sequence of attacks involved in rup-
turing a pipeline is very similar to the attack sequences that turn off a section
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of the electric power grid or shut down telephone service. The nodes (pump-
ing stations, generators and service switching/transfer points) and protocols
(Modbus, DNP3 and SS7) for pipelines, power grid and telecommunications
infrastructures are different, but the attack strategies are practically identical
and merely involve different messages with different payloads.

Techniques for masking attacks are just as similar across critical infrastruc-
tures. For example, the attack on the polling mechanism in the oil pipeline
example is applicable to numerous protocols in the oil and gas sector (e.g.,
Modbus and Fisher ROC) and to protocols in other sectors such as the electric
power grid (DNP3) and manufacturing (Profibus). The underlying strategy is
to block polling messages and fabricate normal responses to mask alert condi-
tions. Some critical infrastructure protocols (e.g., DNP3) support additional
communication modes (e.g., unsolicited replies), but these modes are readily
accommodated by the model.

In addition to conceptualizing common attacks and attack strategies for dif-
ferent protocols, the formal model assists in targeting specific protocol and sys-
tem implementations. Developing attacks requires detailed information about
the control system as well as the underlying cyber-physical systems. The model
helps identify the information requirements, articulate possible outcomes and
examine the feasibility of attacks based on the available information.

The formal model provides a framework for infrastructure asset owners and
operators to evaluate system implementations and configurations for possible
weaknesses. Moreover, the comprehensive understanding of attacks supports
risk analysis and risk management, and the implementation of defensive pos-
tures. In particular, common vulnerabilities derived via attack analysis can be
grouped into general security dimensions to aid the development and deploy-
ment of mitigation strategies. The formal model also enables researchers to
analyze existing control protocols and to evaluate the implications of design
decisions in new protocols.

6.2 Comparison With Other Work

Numerous models have been developed for expressing and reasoning about
the security properties of computer systems and protocols. This section com-
pares the proposed model with some of the established approaches for modeling
attacks on computer and control systems.

The majority of attack models for computer systems are founded on the
notion of an attack tree [12]. The root node of an attack tree denotes the
goal of the attacker. The steps for completing the attack are decomposed
using parent-child relations such that a path from a leaf node to the root node
expresses one instance of the attack. The possible attacks correspond to the
different branches of the attack tree. Attack trees have been shown to capture
a variety of computer system attack scenarios [7, 17].

Attack tree models are attractive because of their simplicity and ease of
analysis. However, certain ambiguities and the lack of expressiveness of attack
tree models hinder quantitative reasoning and comparison. Precise analysis is
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difficult because an attack tree node represents both the current system state
and the specific attack action [19]. Also, attack trees are susceptible to state
explosion, they do not represent the temporal aspects of dependent attacks,
and lack the ability to generalize beyond the modeled scenario [16].

An alternative model [16] views an attack as a series of capabilities instead
of a sequence of events. It provides constructs for defining intrusion signatures
and automating the discovery of attacks. Other researchers have proposed
taxonomies for classifying attacks [9] and ontology-based models [18]. These
models describe complex scenarios involving multiple attacks; however, they
lack formalisms for analyzing causality and sequential events. Additionally, in
these models, attacks focus on peer-to-peer communications and do not arise
from a holistic view of the system. Attack models for control systems require
the ability to express hierarchical communications, logical sequences of events
and system-wide situational awareness.

Models based on finite state machines allow the formal representation of
discrete-event, dynamic systems. Finite state machines facilitate the logical
analysis of deterministic and non-deterministic attributes. Finite state ma-
chine models based on Petri nets have been used to express common computer
attacks [6, 19]. Petri nets use graphs and set theory to model concurrency, syn-
chronization, resource allocation and randomness. Our formal model specifies
attack sequences and events that may be expressed and analyzed using Petri
nets or other graph theoretical constructs.

Models for failures in control systems have been developed primarily to an-
alyze reliability, resilience, functionality and risk. The U.S. Department of
Energy [10], National Institute of Standards and Technology [14] and other en-
tities [13] have developed models for predicting, reacting to and understanding
failures in control systems. Several failure analysis models (e.g., [4]) demon-
strate the conditions that can lead to failures in control systems. Our model
does not directly focus on failure analysis. However, a failure analysis model
can be used to determine the conditions under which physical damage can oc-
cur. The conditions can then be analyzed using our model to determine how a
control protocol may be attacked to cause physical damage.

Little, if any, research has specifically focused on modeling attacks on control
system protocols. Current work has tended to focus on modeling intrusion and
anomaly signatures, identifying attributes for system resilience and evaluating
system vulnerabilities for risk analysis. Cheung, et al. [3] describe a language
for modeling attacks on process control systems. Because the systems are
relatively static, models can be constructed to characterize the expected system
behavior. Traffic that does not conform to normal traffic patterns is identified
as a potential attack. The concept focuses on a purely defensive posture that
assumes attackers will not use legitimate traffic in an attack. Our model is
attack-centered in that it allows legitimate (as well as non-standard) messages
in attack scenarios. Moreover, our model expresses temporal aspects and causal
effects while lending itself to formal analysis.
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7. Conclusions

The model presented in this paper can express control system failures and
attacks on control protocols that involve the exchange of messages. The model
helps provide a comprehensive understanding of control system failures and
attacks, which supports the development and analysis of attack and defense
strategies.

Our future research will concentrate on developing a graph-theoretic model
augmented with temporal and belief attributes. The extended model will per-
mit the specification of common modes of attack (e.g., control node compro-
mise, edge node compromise, malicious control of edge nodes and polling mech-
anism manipulation). The model will also facilitate the development of attack
metrics and will support formal reasoning about attacks and defensive strate-
gies.
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Chapter 5

HIGH SECURITY WITH LOW LATENCY
IN LEGACY SCADA SYSTEMS

Rouslan Solomakhin, Patrick Tsang and Sean Smith

Abstract Message authentication with low latency is necessary to ensure secure
operations in legacy industrial control networks such as those in the
power grid. Previous authentication solutions that examine single mes-
sages incur noticeable latency. This paper describes Predictive YASIR, a
bump-in-the-wire device that reduces the latency by considering broader
patterns of messages. The device predicts the incoming plaintext based
on previous observations; compresses, encrypts and authenticates data
online; and pre-sends a portion of the ciphertext before receiving the
entire plaintext. The performance of Predictive YASIR is evaluated us-
ing a simulation involving the Modbus/ASCII protocol. By considering
broader message patterns and using predictive analysis, improvements
in latency of 15.48 ± 0.35% are obtained.

Keywords: Legacy SCADA systems, security, low latency

1. Introduction

The United States power grid was built half a century ago, when network-
based attacks were practically non-existent. New threats warrant retrofitting
security in legacy networks in the power grid. Protecting a legacy network
is difficult, however, because critical infrastructure components must commu-
nicate rapidly, but security slows the communications. This paper presents
a predictive approach that optimizes the performance of the previous fastest
security solutions.

2. Background

A power utility typically monitors and controls operations using a partially-
unsecured, slow legacy network that connects substations and control centers.
In a control center, human operators ensure safe and continuous operation of
the grid by monitoring data terminals. A terminal provides a visual represen-

T. Moore and S. Shenoi (Eds.): Critical Infrastructure Protection IV, IFIP AICT 342, pp. 63–79, 2010.
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Figure 1. Typical BitW device setup.

tation of the data received from a front end processor (FEP), which exchanges
messages with data aggregators (DAs) in substations. A FEP and DA connect
via a slow legacy point-to-point network, which is often unsecured [4].

When communications are unsecured, an adversary can insert messages in
network traffic and impersonate any device on the network. For example, an
adversary could impersonate a FEP and command a DA to perform tasks that
are not appropriate under normal operations. The adversary may replay an
“increase power output” message from the FEP multiple times or increase the
value in the message “set power output to 10 MW,” which would overload the
substation, possibly causing a rolling blackout in the power grid.

An adversary who impersonates a DA can replay old DA status messages
to the FEP, which would forward these messages to the operator’s terminal.
Since the terminal would be receiving old status messages, it would not reflect
the abnormalities in the power grid, and the operator would likely not detect
the attack. Even if the operator discovers abnormalities through an alternative
channel, understanding the scope of the problem is difficult in the absence of
correct data; at the very least, this would slow the operator’s response to the
attack, giving the adversary time to subvert other substations.

Such attacks violate the message authenticity assumption made by the FEP
and DA. Although FEPs and DAs can be upgraded to authenticate messages,
the upgrades are prohibitively expensive and the upgraded devices would still
have to communicate over the slow legacy network. Also, the required network
upgrade is expensive. The cheaper and faster option is a bump-in-the-wire
(BitW) device [10, 14, 15, 17] that secures all messages in a legacy network.

Two BitWs work in concert to authenticate a message (Figure 1(a)). Before
a message from the FEP leaves the control center, the authenticator BitW re-
formats the original plaintext message into a ciphertext message with an added
counter and a redundancy check (or message digest). The counter prevents
an attacker from replaying old messages. The digest depends on the message,
counter and a digest key shared by the pair of BitWs. Due to the cryptographic
properties of the mechanism used to generate the digest, it is intractable for an
adversary without the digest key to construct the correct digest for an altered
ciphertext. When the ciphertext arrives at the substation, the verifier BitW
compares its own calculation of the ciphertext digest with what it has received.
If the two digests match, the verifier reformats the ciphertext into a plaintext
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Figure 2. Message formats.

message and forwards it to the DA. Note that a BitW is still susceptible to
attacks if the adversary gains access to an FEP or DA before the BitW.

When a DA sends a message to a FEP, the authenticator (A) and the verifier
(V ) switch roles. Due to this symmetry, we prefer to refer to the entities as
sender (S) and receiver (R) (Figure 1(b)).

Figure 2 presents the Modbus/ASCII protocol message formats, which are
used in this paper. Figure 2(a) shows the plaintext representation of a message
while Figure 2(b) shows the position embedding (PE) ciphertext in blocks (de-
scribed later). Figures 2(c) and 2(d) present the YASIR and Predictive YASIR
ciphertext representations, respectively (described later). Note that the C and
D denote the counter and digest, respectively. Also, the shaded areas in a
message correspond to portions that are modified or generated by a BitW.

Time

Link

S

R

‘:’ M ‘\r’ ‘\n’

‘:’ M ‘\r’ ‘\n’

Figure 3. Transmission latency without authentication.

In a slow legacy power grid network, the end-to-end latency of a message
typically should not exceed a certain value. Suppose this bound is 300 ms
(Figure 3, where we use the diagram style from the YASIR paper [14]). A
millisecond equals the time in which a device transmits 0.9 bytes (or 0.9 “byte-
times”) on a network with a bandwidth of 9,600 baud if a byte has 10 bits.
Because of the low bandwidth, a BitW should not wait to receive the entire
message before processing it, a practice known as “hold-back.” If both BitWs
in a pair hold-back a message that is longer than 144 bytes, the delay would
exceed 300 ms. Instead, a BitW should forward each byte quickly or process the
message online. The online processing must thwart an attacker who attempts
to replay or modify ciphertext.

Figure 4 illustrates the notion of latency with hold-back, where both BitWs
delay the entire message before forwarding it. As before, the shaded areas are
modified or generated by a BitW. In the figure, the hold-back delays a message
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Figure 4. Latency with hold-back.

by time intervals (a) and (c), and the transmission delay is (b). The verifier
starts receiving the message at time (d), but begins to forward it to the receiver
only at time (e), when it has checked that the digest is correct. If an attacker
modifies the message, the verifier drops it.

Next, we consider how online processing addresses each type of attack.
Tsang and Smith [14] have demonstrated that an online BitW can stop an

attacker who attempts to replay an old message (replay attack) without message
delay. The delay is absent because, although the authenticator transmits the
counter at the end of the ciphertext, the verifier forwards the entire message to
the receiver before checking the counter. Since the counter affects the digest,
the verifier increments the counter from the previous message to calculate the
new value. If the calculated value is larger than what is received by the verifier,
the received counter is ignored. If the calculated value is smaller than what is
received, the verifier sets its own counter to the received value to synchronize
with the authenticator. Before the counter overflows, the pair of BitWs reset
their values to zero and change the digest key.

To prevent an attacker from modifying a message, the BitW pair appends
a digest after the message but before the counter. This digest depends on the
message, counter and digest key. The verifier compares the received digest with
the value it calculates. If the two digests match, then the verifier forwards the
message to the receiver. Intuitively, one might think that the verifier cannot
process the ciphertext online – that it must wait until it receives the entire digest
before it can forward the message to the receiver, thus incurring a byte-time
of latency for each byte in the message. Although this is done in some earlier
approaches, Wright, et al. [17] have suggested that the message be forwarded
as soon as the verifier receives it, but to introduce a CRC error if an attacker
modifies the message. This exploits the receiver’s ability to detect random
errors. We use a similar technique (described later) to enable the verifier to
process the message online.
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When an authenticator appends the digest to a message, it must ensure that
the verifier can distinguish between them. Two options are available. The first
option is to prepend the message length to the ciphertext. However, a common
protocol like Modbus/ASCII (Figure 2(a)) has variable length messages and
does not specify the length in a message. Consequently, to identify the length of
a message in this protocol, an authenticator must hold-back the entire message.
The second option is do it online by delimiting the ciphertext portions using a
message digest separator. If the separator appears in the message data, then the
authenticator marks it with a special symbol to avoid confusing the verifier, i.e.,
the authenticator “escapes” the separator within the message. Modbus/ASCII
has a message end indicator that can be used as the message digest separator.
In general, new separators and escapes delay a message, but do not enhance its
authenticity. Indeed, they constitute encoding inefficiencies required for online
authentication. One of our goals is to eliminate these inefficiencies in online
processing.

Note that we do not attempt to eliminate the overhead due to the digest by
compressing or pre-sending it. A BitW cannot compress the digest because a
strong digest does not have a pattern. Also, a BitW cannot pre-send a part of
the digest before the device receives the entire plaintext message; this would
weaken the strength of the digest. If an authenticator pre-sends a part of the
digest, the pre-sent part would contain no information about the part of the
message that the authenticator has not yet received.

3. Related Work

In most SCADA environments, message integrity is more important than
confidentiality. An attacker can always learn the state of the system from
the physical world. For example, an attacker may see the open flood gates
of a dam and deduce that the control station has sent an “open flood gates”
message and the substation has sent a “flood gates open” message. On the other
hand, if no measures are in place to preserve message integrity, an attacker can
cause actions such as opening the flood gates or shutting down a generator
with significant negative repercussions. If a utility also needs to hide message
content, a BitW device can provide confidentiality with zero latency using a
stream cipher (e.g., AES in counter mode), which encrypts a plaintext stream
by XORing it with a pseudo-random stream. Therefore, we consider related
BitW solutions only if they authenticate messages, namely, SEL-3021-2, AGA
SCM and YASIR. Also, we ignore solutions such as SEL-3021-1 because it does
not protect message integrity and PNNL’s SSCP embedded device because it
does not represent a bump-in-the-wire solution.

3.1 SEL-3021-2

SEL-3021-2 [10] is a commercial off-the-shelf BitW device from Schweitzer
Engineering Laboratories. The device uses the Message Authentication Pro-
tocol (MAP) [11] to provide integrity with HMAC-SHA-1 or HMAC-SHA-256
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Figure 5. Position embedding (PE) mode.

digests. The specifications do not provide latency information for this device;
however, Schweitzer does not recommend the use of SEL-3021-2 if low latency
is desired.

3.2 AGA SCM

The American Gas Association SCADA Cryptographic Module (AGA SCM)
[15] is a BitW device proposed by the AGA 12 Task Group. A reference im-
plementation is available that provides several hold-back modes and one online
mode [16]. The hold-back modes buffer the entire message before checking the
digest and sending the message, slowing the message by a time interval in linear
proportion to its size (see Figure 3). The online position embedding (PE) mode
[17] is a modified version of AES in counter mode (AES-CTR) followed by a
standard version of AES in electronic code book mode (AES-ECB) (Figure 5).

As shown in Figure 5, the PE mode is AES-CTR followed by AES-ECB
with the same key. The mode relies on CRC to authenticate messages. The
symbols ◦ and ⊕ denote concatenation and XOR, respectively. The symbol E
is the encryption function. The plaintext is p1 ◦ p2 ◦ p3 ◦ p4 and the ciphertext
is ctr ◦ c1 ◦ c2 ◦ c3 ◦ c4. Blocks pi and ci are 16 bytes long; the message counter
ctr is 14 bytes long and the block counters (1–4 in Figure 5) are 2 bytes long.
Depending on the protocol, the CRC is 2 to 4 bytes long.

Figure 6 demonstrates the latency in the PE mode. The PE mode delays a
message by 32 byte-times, because both BitWs in a pair buffer 16-byte blocks
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Figure 6. Latency in the PE mode.

of data to apply AES-ECB.M1 and M2 are blocks of message M . Both BitWs
buffer a 16-byte block of a message before forwarding it, delaying the message
by 32 byte-times, denoted by (a) and (c). The verifier starts receiving the
message at time (d) and begins to forward it to the receiver at time (e). If an
attacker attempts to modify a block in the message, the verifier unconsciously
scrambles the block (crossed out), which the receiver detects by checking the
CRC at the end of the message.

AGA 12 modifies the manner in which AES-CTR generates counters. First,
the authenticator increments a 14-byte session clock by one every r microsec-
onds, where r is the “counter resolution.” Next, the authenticator concatenates
the session clock with a 2-byte block counter. The authenticator sets the block
counter to zero at the beginning of each message and increments it by one for
each block in the message. Finally, the authenticator encrypts the resulting
16-byte counter value and XORs the encrypted counter with a plaintext block
like the standard AES-CTR. To avoid using the same counter for two messages,
AGA 12 requires the counter resolution to be set so that an authenticator can
send at most one message in a single session clock tick.

The PE mode relies on CRC for message integrity. Note that using CRC
for plaintext protects against random errors, but not from malicious attacks on
message integrity. Similarly, a BitW device cannot protect message integrity
using AES-CTR or AES-ECB alone. The counter mode is malleable [3, 7], i.e.,
an adversary can modify the ciphertext with predictable changes to the CRC
even without the encryption key.

The ECB mode is vulnerable to a known-plaintext attack, where an adver-
sary who knows the plaintext of two messages can splice message portions to
create a third message such that the CRC of the new message equals the CRC
of one of the original messages. The PE mode prevents splicing and predictable
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changes to the ciphertext by combining the CTR and ECB modes. However,
using such a combination with CRC to ensure message integrity is not rec-
ommended because of potential security problems. One example is the cipher
block chaining (CBC) mode, which may not provide message integrity protec-
tion with CRC. This result was demonstrated by Stubblebine and Gligor [13],
who exploited the predictability of CRC to create undetectable bogus messages
for Kerberos and remote procedure calls (RPCs).

Thus, the PE mode depends on the nonmalleability of its ciphertext: if an
adversary changes the ciphertext, it is impossible to predict what happens to
the CRC. If an adversary inserts, removes or reorders blocks, then the verifier
BitW scrambles the plaintext in the CTR step. If an adversary modifies a
message in the PE mode, the verifier BitW scrambles the plaintext in the ECB
step. Because of such scrambling, the receiver will detect a CRC error. The
probability of this error is 2−h where h is the length of the CRC. CRC variants
range in length from 8 bits to 32 bits, but AGA 12 specifies that this mode be
used when the CRC is at least 16 bits.

3.3 YASIR

YASIR [14] is a BitW device that authenticates messages with at most 18
byte-times of overhead (Figure 2(c)). The actual overhead depends on the
underlying protocol. With Modbus/ASCII, YASIR delays a message by about
16 byte-times. The delay comprises the 12 bytes of HMAC-SHA-1-96 digest for
data integrity, 2 bytes for the authenticator to detect the end of the message,
and 2 bytes for the verifier to have an opportunity to control the message CRC.
Building on the ideas from the PE mode [15], YASIR turns malicious errors
into random errors by sending an incorrect CRC to the receiver if the digest
is invalid. Compared with the PE mode, YASIR delays a message by fewer
byte-times and authenticates a message with a fully standard and accepted
cryptographic technique [9].

Figure 7 illustrates the latency obtained with YASIR. As mentioned above,
the authenticator buffers two bytes of the message to detect its end, and the
verifier buffers 14 bytes of the message to verify its digest. The total latency is
16 byte-times, denoted (a) and (c). The verifier starts receiving the message at
time (d) and starts forwarding the message to the receiver at time (e). At time
(f), the verifier knows if the digest is correct. If an attacker attempts to modify
a message, the verifier sends the wrong CRC (crossed out) to the receiver.

4. Predictive YASIR Approach

Previous work [10, 14, 15, 17] focusing on the authentication of individual
messages with a digest has tended to delay messages because of encoding in-
efficiencies (i.e., searching for special symbols in the plaintext and escaping
special symbols in the ciphertext). Predictive YASIR attempts to eliminate
these inefficiencies by examining broader message patterns.
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Figure 7. Latency with YASIR.

The approach employs a Bayesian network to predict the incoming plain-
text and pre-send the prediction. As each byte reaches the authenticator, the
device predicts the rest of the message based on its previous observations. It
compresses and encrypts its hypothesis and pre-sends as much ciphertext as
possible. Prediction is used to take advantage of the higher bandwidth for ci-
phertext that is provided by this optimistic a priori compression of plaintext.
Intuitively, the solution augments YASIR by predicting plaintext messages to
eliminate encoding inefficiencies.

Figure 8 illustrates latency with Predictive YASIR. The authenticator does
not buffer the message, but must delay it by one byte-time (denoted by (a)).
The verifier also does not buffer the message and must delay it by one byte-
time (denoted by (c)). In addition, the verifier delays the message by |D| − 1
byte-times (denoted by (d)). When prediction works well, the overall delay is
|D| + 1, which is 13 byte-times. The verifier starts to receive the message at
time (e) and starts forwarding it to the receiver almost immediately at time
(f). At time (g), the verifier knows if the digest is correct. If an attacker
attempts to modify a message, the verifier resets the receiver with ‘:’ instead
of forwarding the entire message.

A BitW device can use compression to avoid overloading a channel that is
close to its capacity. This is done by overlapping compressed messages with di-
gests and counters. As shown in Figure 9, messagesM2 andM3 are compressed
and overlapped with digests and counters for messages M1 and M2.

Similar to YASIR, Predictive YASIR causes the receiver to drop the mes-
sage if an attacker modifies the ciphertext. The verifier forwards the message
without the last byte to the receiver, which must have the last byte before it
acts on the message. When the verifier receives the digest, it calculates its own
digest for comparison. If the two digests match, the verifier forwards the last
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Figure 9. Overlapping compressed messages.

byte of the digest to the receiver, who now has the entire valid message. On
the other hand, if the two digests differ, the verifier forwards the reset sym-
bol to the receiver, who has to drop the incomplete message to adhere to the
Modbus/ASCII protocol specifications.

Figure 10 illustrates the operation of Predictive YASIR. The sender begins
message transmission (Figure 10(a)). The authenticator receives prefix a, pre-
dicts that the message is abcd, compresses and encrypts the prediction into
ciphertext xy and transmits xy (Figure 10(b)). The authenticator receives pre-
fix abe, changes its prediction to abel, compresses and encrypts the prediction
to xz and transmits the back-away to replace y with z (Figure 10(c)). The
authenticator receives the entire message from the sender and transmits the
digest τ to the verifier (Figure 10(d)). The authenticator transmits the counter
υ to the verifier (Figure 10(e)). The verifier compares the received digest τ to
its own calculation. If the two digests match, the verifier forwards the last byte
of the message to the receiver; otherwise, the verifier resets the receiver.

Note that if the authenticator changes its hypothesis, the device sends a
back-away signal to the verifier to indicate how much of the prediction is in-
correct plus the increment for the correct ciphertext (Figure 10(c)). When the
authenticator receives the entire message, it sends the digest and counter for
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Figure 10. Example of Predictive YASIR operation.

the message (Figures 10(d) and 10(e)). The device then updates the weights
in the Bayesian network (described in the next section).

Our solution is a non-intrusive way to “steal” bandwidth for security needs
via data coding techniques and to utilize this bandwidth with the help of mes-
sage prediction. The coding is effective because the data that is sent has suf-
ficiently low entropy and can, therefore, be compressed and predicted to some
extent. Note that if a BitW device compresses without predicting, it would
have to wait for a larger portion of the message, incurring more latency.

5. Experimental Evaluation

This section describes the experimental methods used to evaluate the perfor-
mance of Predictive YASIR and presents the experimental results. Interested
readers are referred to [12] for additional details.

5.1 Modbus Protocol

Control centers often communicate with substations using Modbus/ASCII
[8]. The sender transmits a message starting with the reset symbol ‘:’ (colon);
when a device receives this reset symbol, it drops any incompletely received
message (i.e., it resets itself). Every byte of a Modbus/ASCII message is en-
coded in ASCII. The sender appends a CRC and the terminating symbols
‘\r\n’ (carriage return and a newline) at the end of the message.

Figure 11 shows an example Modbus/ASCII message. If the CRC of 0xABCD
is 0xEF, then the sender encodes the hex message 0xABCD in a Modbus/ASCII
message ‘:ABCDEF\r\n’ which is 0x3A4142434445460D0A in hex.

Note that ASCII encoding is inefficient because every byte of the message
is two bytes in Modbus/ASCII. This inherent inefficiency allows for greater
debugging capabilities in the field; we leverage it to compress messages.

5.2 Scalable Simulation Framework

We use the Scalable Simulation Framework (SSF) [1] to conduct experiments
with Predictive YASIR and measure the overhead of the approach. SSF sim-
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Figure 11. Modbus/ASCII message.

ulates networked entities that exchange events. The framework automates the
collection of various statistics related to a simulation. If the simulation is large
and runs slowly on a single computer, it can be scaled up with minimal effort
by distributing the workload over a set of machines. The device entities ex-
change single byte events to ensure that they can process one byte at a time.
To synchronize the timing, a BitW device outputs at most one byte for each
byte that it receives, except after it has received the entire message.

5.3 BitW Devices

A BitW device has two ports: one for plaintext and the other for ciphertext.
The device continuously listens for input on both ports. The machinery for
processing data on these ports is independent. If a device receives data on the
ciphertext port while processing plaintext input, the device deals with the two
inputs independently in order.

5.4 Bayesian Network

In order to predict the incoming plaintext, the authenticator models the net-
work traffic using a Bayesian network. A Bayesian network can be represented
as a labeled directed acyclic graph. A vertex label is either a message prefix or
an entire message and its frequency. All edges are directed from the prefixes
to the full-length messages. A prefix vertex may have multiple outgoing edges.
For example, the prefix ‘:’ has an edge to all observed messages because all
Modbus/ASCII messages begin with this symbol. Note that a message vertex
has inbound edges from all of its prefixes.

We implement the Bayesian network with a hash table of prefixes and a table
of tuples (m, f) corresponding to messages and their frequencies.

Figure 12 uses the symbol H to denote hashing. Each prefix object has a list
of the message-frequency tuples. When a plaintext message passes through an
authenticator, the frequency of this message increases by one. To predict the
rest of the message from its prefix, the authenticator looks up the prefix hash in
the Bayesian network. This prefix may have edges to multiple messages, from
which the authenticator predicts the most frequent message.
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To prevent incorrect predictions, the authenticator uses Bayes’ theorem to
calculate the probability Pr(H|D) of the correctness of a hypothesis for the
current data observation. A hypothesis expresses the message prediction while
a data observation expresses the prefix. If a hypothesis is less than 50% likely,
then the device falls back to its non-predictive mode, which is similar to YASIR.
According to Bayes’ theorem, Pr(H |D) = Pr(D|H) · Pr(H) / Pr(D).

Pr(D|H) is the conditional probability of the current data observation
given the hypothesis. If the predicted message is correct, then the prefix
must occur. Therefore, Pr(D|H) = 1.

Pr(H) is the prior probability of a hypothesis. It is the ratio of the number
h of occurrences of the hypothesis to the total number t of messages of
the same or greater length that passed through the device. Therefore,
Pr(H) = h/t.

Pr(D) is the prior probability of data occurrence. It is the ratio of the
number d of occurrences of the data over the total number o of all the
pieces of data of the same length that passed through the device. There-
fore, Pr(D) = d/o.

Substituting these terms into the Bayes’ equation yields Pr(H|D) = (h ·
o)/(t · d).

5.5 Back-Away

As an authenticator pre-sends a predicted message, it monitors the incoming
plaintext to verify that the prediction is correct. If the authenticator discovers
an error in its prediction, it sends the back-away signal ‘\b’ (backspace) to the
verifier, followed by the number of bytes to discard from the predicted message,
and transmits the corrected part of the message (Figure 10(c)). The discarded
bytes are always the last bytes that the device sends because Predictive YASIR
uses stream compression and encryption algorithms. For example, if the au-
thenticator has to discard the last byte and replace it with z, then it sends the
back-away signal ‘\b1’z. The verifier computes the digest for the final version
of the message after it discards all the incorrect predictions.
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5.6 Cipher Format

Modbus/ASCII uses only half the available bandwidth and our compression
reclaims this space. The authenticator converts each ASCII character (‘0’ to
‘9’ and ‘A’ to ‘F’) into its equivalent four-bit representation: 0x0 to 0xF. The
authenticator appends the digest and the counter after the terminating symbol
‘\r\n’. Thus the entire encrypted and authenticated message comprises the
‘:’ symbol, followed by message data, followed by ‘\r\n’, followed by the
digest and the counter (Figure 2(d)).

5.7 Simulation Experiments

The simulation contains four components: one FEP, two BitWs and one DA
(Figure 1(a)). The FEP connects to the plaintext port of the first BitW. The
two BitWs connect to each other via their ciphertext ports. The plaintext port
on the second BitW connects to the DA.

The FEP has a set of messages that it sends to the DA in random order. It
sends each byte of a message individually, but without delays. Therefore, the
authenticator can only act on information from a single byte, which simulates
a slow legacy network. The authenticator sends at most one byte of ciphertext
for every byte of plaintext it receives, except after it has received the entire
message. This simulates enough computational power to query the Bayesian
network on every byte of plaintext and enough silence on the wire to avoid
congestion due to the ciphertext being longer than the plaintext.

The data used in the experiments was a trace from a GE XA/21 SCADA/En-
ergy Management System that communicated with a GE D400 Substation Data
Manager in a laboratory setting. The devices used the DNP3 protocol to com-
municate and record the trace. Before the simulation, the trace was converted
to the Modbus/ASCII format for input into the SSF. The conversion was done
because it is difficult to obtain real-world Modbus/ASCII traces.

YASIR and Predictive YASIR were run 30 times each. During the ith run
of the simulation, the FEP had 10i unique messages to send to the DA. The
number of unique messages was varied because the prediction ability can de-
teriorate with many unique messages. Each run lasted for 200,000 SSF ticks,
enough to send every message more than once. The Bayesian network was reset
after every run.

The simulation assumes that the BitWs have sufficient computational power
so that prediction, compression, encryption and authentication operations do
not affect latency. The average byte-time latency was measured in each test and
the improvement percentage from YASIR to Predictive YASIR was computed.
No comparisons were made with other approaches because they exhibit higher
latency than YASIR.

The results of the simulation are presented in Figure 13. The byte-time
latency for perfect prediction with a 12-byte HMAC digest is presented as a
reference.
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Figure 13. Average end-to-end latency of YASIR and Predictive YASIR.

These results demonstrate that Predictive YASIR has 15.48% less average
latency than YASIR with a 95% confidence interval of 0.35 percentage points.
Recall that Predictive YASIR is not compared with other bump-in-the-wire
devices that provide message authenticity, because they have higher latency
than the original YASIR.

Note that prediction does not degrade when the number of unique messages
increases. The latency for Predictive YASIR is 13.52 byte-times with a 95%
confidence interval of 0.06. In contrast, original YASIR always has a latency of
16 byte-times. When the authenticator makes a prediction mistake, successful
recovery occurs with a back-away. The verifier determines all the messages to
be valid because errors are not introduced in the ciphertext stream.

6. Future Work

Our future research will focus on several enhancements to Predictive YASIR.
Also, it will attempt to validate its performance in real-world settings.

Historical Data: An authenticator can use historical data to predict
plaintext, similar to a branch predictor in an instruction pipeline. His-
torical data can be useful for predicting a natural phenomenon such as
temperature. For example, consider a sensor that measures the temper-
ature of water in a river. The temperature is usually 10◦C, but assume
that it recently increased to 11◦C and will remain at this level. An au-
thenticator that only uses statistics will continue to mistakenly predict
the temperature as 10◦C. On the other hand, a historical system would
adjust its predictions even though the long-term majority of the temper-
ature reports is 10◦C.

SCADA Protocols: This work has focused on the Modbus/ASCII pro-
tocol, but we believe that the technique should scale to other industrial
control protocols such as DNP3 [2]. While it is easy to compress a Mod-
bus/ASCII message, all sensors should have a finite and small number of
states. For instance, the outdoor water temperature has only 100 integer
states in Celsius and varies little.

Space: Predictive YASIR computes statistics about the data stream to
predict the next message. Our implementation uses space that is linear
in the number of unique messages in the stream. Of course, more efficient
stream statistics algorithms (e.g., [5, 6]) may be used.
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Key Management: We do not address key distribution, but concentrate
on the BitW algorithm. Other researchers have addressed key distribu-
tion. For example, the AGA SCM design [15] specifies how devices ne-
gotiate the keys and ScadaSafe [16] implements these specifications. Key
management implementations are easy to misconfigure or ignore, creating
a false sense of security. Therefore, it is important to consider security
policies that can be configured easily and correctly.

Validation: Finally, collecting real industrial network data traces from
substations and control centers is an important task to verify the correct-
ness of the simulation and test future hypotheses. Unfortunately, vendors
hesitate to share data because it may reveal proprietary information or
trade secrets.

7. Conclusions

Message prediction and coding can be used to decrease latency arising from
encoding inefficiencies, supporting the implementation of message authentica-
tion in slow legacy power grid networks. This method, which we call Predictive
YASIR, is effective because message data in these networks has low enough
entropy to enable BitW devices to predict and compress the data. Simula-
tion results demonstrate a 15.48 ± 0.35% improvement in byte-time latency
without compromising security. These savings can be significant in congested
networks that require fast response as well as in other applications that suffer
from encoding inefficiencies.
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Chapter 6

DETECTING SENSOR SIGNAL
MANIPULATIONS IN NON-LINEAR
CHEMICAL PROCESSES

Thomas McEvoy and Stephen Wolthusen

Abstract Modern process control systems are increasingly vulnerable to subver-
sion. Attacks that directly target production processes are difficult to
detect because signature-based approaches are not well-suited to the
unique requirements of process control systems. Also, anomaly detec-
tion mechanisms have difficulty coping with the non-linearity of indus-
trial processes.

This paper focuses on the problem where attackers gain supervisory
control of systems and hide their manipulations in signal noise or con-
ceal computational states. To detect these attacks, we identify suitable
proxy measurements for the output of a control system. Utilizing control
laws, we compare the estimated system output using real-time numerical
simulation along with the actual output to detect attacker manipula-
tions. This approach also helps determine the intervention required to
return the process to a safe state.

The approach is demonstrated using a heat exchange process as a case
study. By employing an explicit control model rather than a learning
system or anomaly detection approach, the minimal requirements on
proxy sensors and the need for additional sensors can be characterized.
This significantly improves resilience while minimizing cost.

Keywords: Process control systems, attack detection, proxy measurements

1. Introduction

Supervisory control and data acquisition (SCADA) systems are vital com-
ponents in critical infrastructures. Advanced technologies have significantly
improved the operation and management of these systems, but they increase
the vulnerability to attack [12]. Control systems are often generic computing
hosts with complete operating systems and network stacks [7] as opposed to
isolated, proprietary systems. This increases the potential for manipulation

T. Moore and S. Shenoi (Eds.): Critical Infrastructure Protection IV, IFIP AICT 342, pp. 81–94, 2010.
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of the computational states in a SCADA network [10, 21] and process control
signals at the sensors and remote terminal units (RTUs) [4].

In previous work [20], we showed that simple statistical anomaly detection
can be bypassed by a knowledgeable attacker, underscoring the need for a multi-
sensor approach to detection. We, therefore, proposed a novel approach that
analyzes process correlations using additional sensors [15]. This paper presents
a formal model of the approach, which utilizes process control laws to directly
achieve the goals. A beer pasteurizer is considered as a case study because it is
a simple, but realistic, example of heat exchange in a production environment.

Pasteurization involves a series of heat exchanges that are controlled to en-
sure specific target temperatures required for production. The relations be-
tween heat exchange inputs and outputs are captured using material and energy
balance equations [1]. An attack may be defined as a “concealed” manipula-
tion of these relations [15], which implies that a process degradation cannot
be detected by conventional fault analysis. We assume that the attacker has
supervisory access to the plant and can alter setpoint values or sensor values,
while hiding these manipulations from plant operators [4, 21].

This paper shows how to identify suitable (composite) proxy measurements
for making a determination of the current process behavior. The approach re-
lies on the presence of non-linear relations, so that small alterations in proxy
values may be correlated with significant process changes. These proxy mea-
surements support the comparison of the actual behavior of the pasteurizer
with its estimated behavior, making direct use of material and energy balances
and utilizing real-time numerical simulation techniques. This enables the ef-
ficient detection of process signal inconsistencies that indicate the presence of
manipulated states. In contrast, non-linearity in industrial processes renders
conventional anomaly detection approaches (e.g., statistical analysis or learning
systems) computationally infeasible for real-time applications.

The proxy measurements also provide a basis for implementing intervention
strategies. In a practical implementation, the sensors used for proxy measure-
ments may reside in an out-of-band network with data being pushed to the
network via data diodes for detection purposes.

2. Related Work

SCADA systems are increasingly vulnerable to cyber attack due to their
modernization and exposure to untrusted networks [3, 12, 16, 23]. This has led
to increased interest in intrusion detection [18]. As in the case of conventional
computer systems, intrusion detection research has focused on signature-based
approaches (generally) at the perimeter and anomaly-based approaches that
address the insider threat and direct attacks on control processes [9, 13, 24].

The predictable nature of SCADA traffic can be leveraged to detect system
anomalies [5, 21, 24]. However, a knowledgeable attacker can seize the advan-
tage by manipulating computational states or utilizing signal noise to obfuscate
attacks that would otherwise be recognized [4, 20, 21].
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We argue that this adversary capability highlights a requirement for addi-
tional sensors [2, 6, 20] to provide different points of view in order to detect
anomalies [21]. This requirement is underscored by the introduction of sophis-
ticated control processes that rely on multivariate controls and, hence, require
more complex forms of supervision [19]. Note that this approach would also
apply to traditional control systems. The approach has strong parallels with
fault detection strategies in SCADA environments [22], but unlike fault detec-
tion approaches, the sensors cannot always be assumed to be reliable.

We use functional models to map systems [17] and identify suitable redun-
dant characteristics for evaluating process behavior. We combine these readings
with a process simulation to detect signal manipulation [1], extending the in-
variant model proposed in [15]. This approach obviates the need for linear
approximations as used in explicit control models (see, e.g., Lin, et al. [11]).

3. Problem Definition

We assume that an attacker is capable of remote penetration attacks on a
process control system and understands the industrial process under control.
Furthermore, the attacker may gain unauthorized supervisory access to the
system and be able to alter setpoints and sensor readings while disguising this
from plant operators [4, 21]. For a complex process, which requires multivariate
analysis to ensure that production values are achieved, the attacker may not
be able to disguise an attack simply by manipulating signals to hide the attack
in signal noise [20]. However, as discussed in the next section, it is possible to
conceal the attack by falsifying a subset of control signals and relying on the
behavior of other parts of the system to normalize the anomalous signals.

Our focus is to identify a conservative number of additional sensors that
could provide an inexpensive, practical and computationally-feasible means of
uncovering attacks in real time. It is also desirable to be able to use the detec-
tion approach as a basis for intervention, although meeting this requirement is
beyond the scope of this paper.

4. Detection Model

Heat exchange is a common industrial process. In our case study, we consider
heat exchange in the operation of a flash pasteurizer and model the identifi-
cation of potential proxy measurements. Subsequently, we use a simulation of
the pasteurizer to develop a profile of proxy behavior under different operat-
ing conditions to determine information about the state of the pasteurizer by
observing the proxy behavior.

4.1 Pasteurizer Simulation

Pasteurization is achieved by a series of heat exchanges between hot and cold
fluids, where the hot side setpoint temperature is determined by the flow rate
and the cold side temperature by the packaging requirements. In flash pasteur-
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ization, the interaction of the pasteurized (hot) and unpasteurized (cold) prod-
uct is used as part of the temperature cycle with target values being achieved
through secondary heat exchanges using steam-heated water on the hot side
and a glycol refrigerant on the cold side [15]. The basic equations for heat
exchange are:

q̇ = UA(Tin,s − Tout,c) (1)

wCp
dT

dt
= ẇCp(Tin,c − Tout,c) + q̇ (2)

uCp
dTs
dt

= u̇CP (Tin,s − Tout,s)− q̇ (3)

where q̇ is the rate of heat exchange; U is the coefficient of heat exchange for
the construction material; A is the heat exchange area; Tin,s is the initial hot
side temperature; Tout,s is the final hot side temperature; Tin,c is the initial
product temperature; and Tout,c is the final product temperature. Equations
(2) and (3) represent the respective energy balances of the cold and hot sides
where ẇ and u̇ represent the hot side and cold side flow rates, respectively; w
and u are the corresponding liquid volumes; and Cp is the specific heat capacity
of the product.

We use a diagrammatic form of these equations in Matlab/Simulink (Figure
1(a)), which we subsequently link together in larger blocks to simulate the main
plate heat exchanger called the splitter/regeneration unit. This unit uses the
hot and cold beer flows as a primary counterflow heat exchange mechanism
(Figure 1(b)).

The secondary heating and cooling actions of steam-heated water and glycol
refrigerant at the hot and cold sides may be modeled in separate heat exchange
sections using a proportional-integral-derivative (PID) block to mimic valve
action. The cooling section is presented in Figure 1(c).

The pasteurization unit (PU) is derived from the flow rate and temperature
values using the equation:

PU =
w

ẇ
(60)1.393(T−60) (4)

where w is the holding volume; ẇ is the flow rate; and T is the temperature.
This is an oddly dimensioned measure, which was derived by Dayharsh, et
al. [8]. Note the non-linear relationship between flow rates, temperature and
pasteurization values.

The flow rate ẇ is given by:

ẇ = ẇmax − ẇmin
Lactual − Lmin

Lmax − Lmin
(5)

where L is the tank level; and ẇ is the flow rate as before. The minimum and
maximum tank levels for this specimen are 100 and 220 (cm), respectively; and
the minimum and maximum flow rates are 250 and 500 (l/hr), respectively.
Flow rates are clamped to their extrema when tank level values exceed their
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Figure 1. Heat exchange process system.
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minimum or maximum values. The tank levels change almost continuously
during pasteurization due to alterations in packaging (called “kegging”) rates.
We add the appropriate calculations to the model to simulate these setpoints.

4.2 Proxy Discovery

We use an adapted functional causal model of the pasteurizer to visualize
significant relations and sensor values under specific attack conditions [17] in
order to uncover potential proxy nodes. This is a technique that we have found
to be suitable for analyzing small-scale configurations. An algebraic transform
of the same technique may be used for large-scale configurations.

Let
−→
G = V (

−→
E ) be a graph. Let each v ∈ V represent a characteristic aspect

of pasteurizer functionality (e.g., water temperature). Let each −→e ∈ −→
E be

a causal relationship between distinct pasteurizer characteristics. We assume
that conditional questions may be asked about the state of a node v ∈ V
where it is directly or transitively linked to a node u ∈ V , except where v is
also linked to a dominant node w. Where a dominant node exists, its state
determines the value of all slave (or invariant) nodes that are tail adjacent. All
other relations to invariant nodes are represented as dotted lines. We assume,
but do not explicitly show in graph form, that the state of each node is subject
to unmeasured disturbances that create a probability distribution over node
values. These values are perturbed under an attack, but the perturbation may
be concealed by the attacker who manipulates computational states or uses
process noise. Clearly, the attacker would attempt to conceal the values of all
nodes that are directly implicated in determining the success of pasteurization.
Supervisory access also allows the manipulation of certain nodes.

Figure 2 shows the pasteurizer under attack. Potentially manipulated nodes
have a shaded ring, while probable concealed nodes have an unshaded ring.
All the ringed nodes belong to the set of “covered” nodes whose values may
not be known during an attack. Note that PUSP is the pasteurization unit
setpoint; TL is the tank level; FR is the flow rate; TSP is the hot side tem-
perature setpoint; S is the steam temperature; W is the water temperature;
Tin is the initial product temperature; HXS is the product temperature after
heating in the splitter; HXW is the product temperature after being heated
by the water; HXH is the product temperature at the end of the holding pipe
and pre-regeneration; PUest is the estimated PU value; HXR is the product
temperature post regeneration; Tout is the product temperature at the end of
the process after glycol cooling; CSP is the cold side setpoint; and G is the
glycol temperature.

According to Equation (4), the temperature and flow rate determine the
pasteurization value; and these values are central to the material and energy
balance equations in the heat exchange process (Equations (1-3)). These ob-
servations suggest that it may be possible to estimate the pasteurization values
from the heat exchange performance and vice versa. Finally, note that the heat
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Figure 2. Adapted functional causal model.

exchange output values are uncovered at HXS and HXR, potentially enabling
their use as proxy measurements for determining the success of pasteurization.

5. Analysis of Heat Exchange Profiles

Based on the assumptions about attacker capabilities and assuming no in-
sider collusion, three attack strategies are possible:

Lower the PU by spoofing a lower tank level, thus increasing the flow
rates relative to temperature using negative error values.

Lower the PU by lowering the water temperature and, hence, product
temperature relative to the flow rates using positive error values, or equiv-
alently by resetting the PU setpoint.

Combine the above two strategies in a single attack.

In the first two attack strategies, the adversary has to cover all the relevant
sensors so that they appear to show consistent values. In the third strategy, the
attacker may omit to cover the hot side temperature as a stepped approach to
jointly lower the water temperatures and raise the relative flow rates. This can
be concealed in process noise, where the product temperature remains constant,
but the pasteurization process is still degraded. Therefore, it is necessary to
show that the proxy measurements identified in Section 4.2 can be used to
estimate the flow rate and the temperature and, hence, the pasteurization unit
value.
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5.1 Pasteurization Profiles

As a preliminary, we show that there are distinct temperature to flow rate
ratios for each PU . Upon solving Equation (4) for temperature [15], we plot
the temperature values against flow rates for PU values of 40 (nominal value)
and 20 (fail or “divert” value) and determine the PU value for a 1◦C alteration
downwards for the nominal value of PU = 40, which represents a significant
loss of quality (i.e., we also solve for T − 1 with PU = 28.7). The results are
shown in Figure 3(a).

5.2 Establishing Flow Rate

The temperature of the cooled (pasteurized) product leaving the regenerator
tank can be used to estimate the flow rates. To show this, we plot this tem-
perature for four distinct tank levels T = 120, 140, 160 and 180 (representing
different flow rates) against the nominal pasteurization rate of 40, the divert
value of 20 and the quality loss value of 28.7. The distinct banding of temper-
atures for the cooled product (color coded by flow rate in Figure 3(b)) shows
that the flow rate and, hence, the tank level can be estimated. Confidence
intervals are estimated at ±10 l/hr. It follows that it should be possible to
detect the first attack strategy that alters the flow rate by spoofing false tank
level readings.

5.3 Establishing a Temperature Profile

Next, we show how a concealed alteration in temperature may be detected.
Setting the tank level at TL =180 to lock in the flow rate, we present the results
of three runs with distinct pasteurization profiles as before (Figure 3(c)). Given
the non-linear relationship between pasteurization levels, these temperature
differences are on the average sufficiently significant so that, in combination
with the flow rate, it is possible to estimate the process success with a confidence
level greater than 3σ. Similar results are obtained for the other flow rates.
Hence, it is possible to determine the current PU level modulo approximately
four units.

5.4 Uncovering Concealed Attacks

Finally, we show how transitions concealed by signal noise can be detected.
We assume that an attack causes the PU value to drop gradually by lowering
the water temperatures and raising the flow rates in an effort to hide the ma-
nipulations in the process signal. We set the tank level to 220 and dropped it
in stages to 172, altering the flow rate upwards. We dropped the pasteuriza-
tion target from 40 to 28.7 (equivalent to quality loss) by altering the water
temperature error signal or PU setpoint.

Figures 4(a) and 4(b) show that the product temperatures do not vary from
their mean values, while the PU rates drop significantly. Obviously, the at-
tacker could continue this process until the divert or abort values are achieved.
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(b) Cooled product temperature as a proxy for flow rates.
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Figure 3. Heat exchange profiles.



90 CRITICAL INFRASTRUCTURE PROTECTION IV

2000 3000 4000 5000 6000 7000 8000 9000 10000 11000 12000
20

25

30

35

40

45

Time (Sec.)

P
U

 R
at

e

(a) Hiding in signal noise – pasteurization rate alteration.

2000 3000 4000 5000 6000 7000 8000 9000 10000 11000 12000
71.2

71.3

71.4

71.5

71.6

71.7

71.8

71.9

72

Time (Sec.)

H
ot

 S
id

e 
B

ee
r T

em
pe

ra
tu

re
  (

D
eg

. C
)

(b) Hiding in signal noise – product temperature.
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Figure 4. Disguising and detecting alterations in signal noise.
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Figure 4(c) shows the difference in the heat exchange profile as a result of the
concealed adjustments of the hot side and cold side temperatures. Note that the
attack produces a greater contrast in the heat exchange profile compared with
the other attacks because both the lower and upper product temperatures are
altered simultaneously to create anomalous steps in the heat exchange profile.
It follows that it is possible to estimate (and even control) the actual pasteur-
ization rates using this profile. We estimate that confidence levels of ±4PU
can be achieved assuming a precision of ±0.5◦C in the hot side temperature
values and ±10 l/hr in the flow rate estimations.

6. Discussion

In Section 5, we discussed three possible attacks on the pasteurization pro-
cess. The first attack lowers the water temperature setpoint so that the product
is not heated to the requisite temperature to achieve the target pasteurization
value. The second attack raises the flow rate by spoofing lower tank levels.
The third attack combines the previous two attacks while keeping the beer
temperature invariant to hide the attack manifestations in process noise while
degrading the pasteurizer value.

Using well-chosen proxy measurements, it is possible (in combination with
numerical simulation) to capture inconsistent and anomalous behavior in a
manner that minimizes the computational cost of detection. This approach
also supports attack intervention strategies. While this is not strictly relevant
for a batch process such as pasteurization (which can restart if there is a fault),
there are other processes involving heat exchange where the ability to adjust to
attacker actions “on the fly” is necessary because the processes are not easily
restarted. Intrusion prevention thus becomes a dynamic process of defending
process integrity.

Clearly, the ideal situation is to have a fully redundant set of sensors, but
physical and cost constraints along with certification and accreditation require-
ments make this approach infeasible. Our approach, therefore, seeks to min-
imize the effort involved in implementing a signal-based anomaly detection
mechanism, which is important when dealing with large-scale industrial pro-
cesses. Although this paper focuses on heat exchange in the context of pas-
teurization, the approach is applicable to a variety of non-linear engineering
processes.

In many cases, there exists the potential to identify output values that are
redundant for process control, but that can be used as proxy measurements
in combination with real-time control system simulation for intrusion detec-
tion. We have previously shown that anomaly detection techniques based on
univariate statistical techniques may be unable to distinguish signal noise from
an attack, but in the case of a non-linear process, even a difference of σ in the
average performance can radically alter the result [20]. Classical intrusion tech-
niques, in general, do not consider process signals. Even if these approaches
were to be applied, their reliance on signature-based detection has no valid-
ity in the application. Moreover, anomaly detection techniques that rely on
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complex statistical analyses (e.g., Markov models) have limited applicability
to non-linear systems because they do not accommodate the sharp disparities
in process state that result from small alterations in such systems. Learning
systems face similar problems because considerable data is required to create
a training set that accommodates non-linearity. In case of the pasteurizer, a
learning system would have to learn the pasteurization profile of each product
that is processed by a pasteurizer, track the performance degradation and es-
timate state changes. In contrast, a control model of the system encapsulates
these aspects in a straightforward manner and provides a computationally in-
expensive numerical simulation of process behavior.

Nevertheless, our approach has certain limitations. Some limitations may be
introduced by physical constraints such as sensor placement [1] that can reduce
the confidence in the results. Distinct processes are associated with different
perturbation levels; this can reduce (or increase) confidence levels. However,
in most cases, even the process models used to set up the control systems are
limited in precision and tuned based on experience rather than physical or
chemical models. Thus, the approach is ultimately limited by the precision of
these models.

7. Conclusions

Attacks on industrial control systems that involve signal manipulations are
often invisible to traditional intrusion detection systems. A promising solution
is to use proxy measurements to determine anomalous readings in key process
characteristics in a computationally efficient manner while minimizing the need
for additional sensors, thereby reducing the accompanying costs. This approach
permits the continued safe operation of a process when shutdown is not feasible.

The primary limitations of the approach are process specific and plant spe-
cific in nature. Different processes are associated with distinct perturbations.
In addition, variations in plant design may not permit the satisfactory place-
ment of supplementary sensors. These factors result in lower confidence levels.

Our future work will attempt to characterize processes that are amenable
to this approach. We will also develop a more rigorous adversary capability
model. Finally, we hope to combine this approach with other anomaly detection
mechanisms (e.g., [14]) to eliminate some of the assumptions imposed on sensor
and actuator integrity.
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Chapter 7

DISTRIBUTED INTRUSION DETECTION
SYSTEM FOR SCADA PROTOCOLS

Igor Nai Fovino, Marcelo Masera, Michele Guglielmi, Andrea Carcano
and Alberto Trombetta

Abstract This paper presents an innovative, distributed, multilayer approach for
detecting known and unknown attacks on industrial control systems.
The approach employs process event correlation, critical state detection
and critical state aggregation. The paper also describes a prototype
implementation and provides experimental results that validate the in-
trusion detection approach.

Keywords: Industrial control systems, SCADA protocols, intrusion detection

1. Introduction

Critical infrastructures rely very heavily on information and communications
technologies (ICT). These technologies provide features and services such as re-
mote monitoring, remote management, intra-system coordination, inter-system
communication and self-orchestration. Unfortunately, critical infrastructure as-
sets are susceptible to a large number of ICT attacks [5, 10]. These attacks
can be categorized into two classes. The first class includes traditional ICT
attacks that leverage vulnerabilities in general purpose ICT systems; these
attacks can be mitigated by adopting ICT countermeasures such as software
patches, antivirus software and firewalls. The second class includes industrial
system attacks that exploit vulnerabilities specific to industrial ICT systems,
e.g., attacks that leverage the lack of authentication and integrity checks in
SCADA communication protocols [1].

Due to the peculiarities of industrial systems, ICT countermeasures cannot
be deployed efficiently in all environments. Indeed, the countermeasures are
inadequate for dealing with attacks of the second class that exploit SCADA
protocols. Also, even when countermeasures (e.g., signature-based intrusion
detection) are successfully deployed, they may not protect against unknown
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attacks. Such exposure is unacceptable as far as critical infrastructure assets
are concerned.

This paper presents a novel approach for detecting attacks on industrial
control systems based on the concepts of event analysis, event aggregation
and correlation, and critical state detection. A prototype distributed intrusion
detection system for monitoring SCADA systems is described. It uses event
correlation to identify race conditions in critical states induced by malicious
actions.

2. Background

Intrusion detection is a well-established field of research. The basic idea,
presented in the mid-1980s (see, e.g., [3]), is to search for evidence indicating
that a malicious attack is underway during a certain period of time. Intrusion
detection systems (IDSs) can be classified according to (i) the source of the
information used to detect intrusions; and (ii) the technique used to discrimi-
nate between licit behavior and malicious behavior. Discriminating IDSs based
on their information source leads to their classification as network-based IDSs
that analyze network traffic in search of malicious packets; and host-based IDSs
that analyze host behavior for suspicious activities. Categorizing IDSs based
on their discrimination technique gives rise to signature-based IDSs that detect
attacks based on known attack patterns; and anomaly-based IDSs that detect
attacks based on deviations from normal system behavior.

This paper focuses on network-based intrusion detection system (NIDS) ar-
chitectures. Typical NIDS architectures incorporate a number of distributed
sensors that analyze network traffic in search of attack signatures and anoma-
lies. In the case of a SCADA system, a NIDS must be able to understand
and analyze an industrial communication protocol such as Modbus, DNP3 or
Profibus. These protocols, which were originally designed for serial commu-
nication, are currently embedded in TCP packets and ported over TCP/IP.
Traditional NIDSs are unable to understand such “application level” protocols.

Digital Bond [4] has released a set of ad hoc rules for detecting certain at-
tacks on the Modbus protocol. These rules specify unauthorized uses of the
Modbus protocol, protocol errors and network scans. A traditional NIDS that
incorporates these rules could identify primitive, single-packet-based attacks,
in which the attacker sends a malicious packet to a Modbus device or uses a
rare command. However, as shown in [10], SCADA attacks can be extremely
complex and rarely involve a single step (i.e., the exploitation of a single vul-
nerability). Consequently, it is necessary to identify complex and dangerous
attacks based on the analysis of different, low-risk atomic operations.

Several researchers have used such “attack correlation” techniques for intru-
sion detection in traditional ICT networks. Gross, et al. [6] have proposed a
“selecticast” mechanism for collaborative intrusion detection that uses a cen-
tralized server to dispatch information about suspicious activities to intrusion
detection sensors. Yegneswaran, et al. [16] employ a distributed overlay tech-
nique to monitor attacks. These approaches provide a broad picture regarding
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suspicious events, but they are unable to identify complex malicious actions
that are strategic as opposed to tactical.

Ning, et al. [15] have developed a model for identifying causal relation-
ships between alerts on the basis of prerequisites and consequences. Likewise,
Cuppens and Miege [2] engage pre-conditions and post-conditions in multiple
analysis phases such as alert clustering, alert merging and intention recogni-
tion. This approach facilitates the automatic generation of correlation rules,
but it can produce a large number of spurious rules that significantly increase
noise in intrusion detection.

In summary, the correlation techniques described in the literature attempt to
identify “malicious actions.” However, in an industrial control system, routine
actions can be used to implement devastating attacks. Consequently, an effec-
tive IDS for process control networks should be able to correlate licit actions
and events in its search for malicious attacks.

3. Event Correlation and Anomaly Detection

As mentioned above, traditional IDSs often fail to detect complex attacks on
process control networks. Most IDSs are unable to analyze SCADA communi-
cation protocols and detect attacks that exploit protocol vulnerabilities. The
few IDSs that are able to analyze SCADA protocols (e.g., Snort) employ single-
packet signatures; they cannot detect complex attacks where sequences of licit
packets put the system in a critical state. Classical anomaly detection tech-
niques also have limited effectiveness in industrial control environments. One
of the major challenges is to specify and detect anomalies in process control
networks that may have hundreds of PLCs.

Thus, we argue that a different intrusion detection approach must be devised
for industrial control systems. Our approach is described as follows:

A SCADA system is at the core of every process network in an industrial
process system. A SCADA system controls every process in the indus-
trial system. Therefore, the key to detecting intrusions is to monitor the
activity of SCADA systems.

Most industrial process systems are analyzed carefully and the possible
“critical states” (or dangerous states) are usually identified,

The data flowing between master and slave devices in a SCADA sys-
tem can be used to construct a virtual image of the monitored system.
The virtual states can be compared with the critical states that must be
avoided. Upon tracing the evolution of the virtual states, it is possible to
predict if the system is moving to a critical state.

The industrial system is modeled in a modular fashion. A set of critical
states for each subsystem comprising the industrial system is identified.
The dependencies between subsystems are described so that the state of
the system can be monitored. This enables the detection of many types
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Figure 1. Example of a critical state.

of attacks. The effectiveness of this approach depends on the granularity
of the virtual state representation and on the effects that attacks have on
the evolution of the virtual states.

In general, anomaly detection defines the normal behavior of a system using
a mathematical model and flags any deviation beyond a given threshold as a
potential attack. We use a complementary method that identifies the critical
states that are to be avoided (i.e., anomalous configurations that might put
the system at risk) and flag them as the possible results of an attack. This
approach is rarely employed in large, open ICT systems because it is almost
impossible to describe all the possible combinations of behaviors that can drive
a system into a critical state. However, industrial systems operate in tightly-
controlled environments comprising electromechanical devices that react to a
limited set of well-defined commands in relation to physical conditions that are
known a priori. In these systems, the critical states are limited in number and
are well-known; also, the task of describing them is more manageable than in
traditional ICT systems.

The problem posed by false positives is addressed if attention is focused on
identifying the sequences of events that could drive a system into a critical
state. Moreover, focusing on system state evolution and on critical states (and
not on specific attacks), makes it possible to detect new, unknown attacks that
traditional signature-based IDSs would not be able to detect.

Figure 1 clarifies the notion of a critical state. The example system is a pipe
P1 through which high-pressure steam flows. The pressure is regulated by two
valves V1 and V2.

An attacker with the ability to inject command packets in the process control
network could direct the programmable logic controller (PLC) to close valve
V2 and open valve V1. These two operations are perfectly licit when executed
separately. However, the two operations performed in sequence put the system
in a critical state because the pressure in P1 could rise to a high enough level
to cause the pipe to burst.
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Table 1. Internal structure of PLCs.

Name Object Type Comments

Discrete Inputs 1 bit R Provided by I/O system
Coils 1 bit R/W Alterable by application
Input Registers 16-bit word R Provided by I/O system
Holding Registers 16-bit word R/W Alterable by application

This simple example describes a scenario involving a two-command sequence.
However, in general, the command sequences are long and complex, making it
very difficult to specify their signatures for traditional IDSs. For this reason,
we concentrate on the results of command sequences (i.e., the resulting states).

We represent critical states using our Industrial Critical State Modeling Lan-
guage (ICSML). The current version of the language supports SCADA systems
that use the Modbus protocol, but it is easily extended to accommodate other
protocols.

The system under consideration is modeled in a modular manner as a col-
lection of subsystems. Each subsystem is, in turn, modeled as a set of sub-
subsystems, and so on. Thus, the overall system can be decomposed to the
desired level of granularity.

At the most basic level, a system is composed of a set of PLCs, whose internal
structure is essentially a sequence of registers and their corresponding values
(Table 1).

ICSML is specified as follows:

<Critical State> ::= <term> | <Critical State><op><Critical State>

| NOT<Critical State> | (<Critical State>)

<op> ::= AND | OR

As mentioned above, a system is decomposed in terms of subsystems, which
are, in turn, decomposed in terms of sub-subsystems, and so on.

<system> ::= <sysName>

| <sysName>[<component>.<componentList>]

| <system>.<system>

<componentList> ::= <component>.<componentList> | e

<sysName> ::= valid system name over the ASCII character set

Note that PLCs constitute the basic building blocks of a system. A compo-
nent in ICSML represents a specific PLC (and its status) in a given subsystem.
Each PLC in a Modbus network is identified by an IP address, port and iden-
tification number.

<component> ::= PLC[<address>:<port>:<id>].<comp_status>

<address> ::= <byte>.<byte>.<byte>.<byte>

<byte> ::= 0 | 1 | ... | 255

<port> ::= 0 | 1 | ... | 65535
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<id> ::= <byte>

<comp_status> ::= CO[<reg_index>]<rel><bit>

| DI[<reg_index>]<rel><bit>

| IR[<reg_index>]<rel><word>

| HR[<reg_index>]<rel><word>

<reg_index> ::= 0 | 1 | ... | 65535

<bit> ::= 0 | 1

<word> ::= 0 | 1 | ... | 65535

<rel> ::= <= | >= | < | > | =

Using ICSML, it is possible to formally describe the critical states of a sys-
tem and subsystems. For example, suppose that the following facts hold in
the example above: (i) the output stream of valve V1 is connected to PLC
192.168.0.1 port 502 id 1 and the holding register 10 contains 100 if V1 is open
and 0 if V1 is closed; (ii) the input stream of valve V2 is connected to PLC
192.168.0.2 port 502 id 1 and the holding register 20 contains 100 if V2 is open
and 0 if V2 is closed; and (iii) the system is in a critical state if valve V1 is open
less than 50% and if valve V2 is open more than 50%. Then, the critical state
can be formalized in the following manner using ICSML:

PLC[192.168.0.1 : 502 : 1].HR[10] < 50 AND

PLC[192.168.0.2 : 502 : 1].HR[20] > 50

The relationships between subsystems are modeled using transition rules
that specify what happens (in terms of changes in the values of components)
in one or more subsystems given that something has changed in some other
subsystem. The syntax of a transition rule is very simple. Given two compo-
nents C1 and C2, a transition rule is an expression of the form C1 → C2. The
transition rule states that if the status of the first component is described by
the expression C1, then the status of the second component changes to that
described by expression C2.

ICSML permits the description of a set of critical states that represent – at
the desired level of detail – unwanted occurrences of the subsystems contained
in the industrial system under scrutiny. Also, ICSML permits the modeling of
data flows between SCADAmasters and slaves to create a virtual representation
of the state of the entire system. The set of production rules should faithfully
represent the industrial system and its subsystems along with the relationships
between the various subsystems.

Of course, production rules alone are inadequate to ensure that changes
in the virtual system states accurately model those in the industrial system
over time. For this reason, it is necessary to periodically poll the SCADA
network components to map changes related to external events (e.g., variations
in sensor readings) to virtual states. Also, as we discuss below, it is important
to recognize as early as possible that a state is evolving into a critical state.
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3.1 High-Level Event Correlation

It would be useful to correlate all the licit low-level events to discover crit-
ical patterns that are potentially caused by malicious attacks. However, it is
practically impossible to enumerate all the critical states of a complex system
with hundreds of devices, let alone correlate all the low-level events.

Masera and Nai Fovino [9] have presented a methodology for modeling sys-
tem features that are relevant to detection and correlation. The methodology
expresses a complex system and its subsystems as a “system-of-systems” – a
set of interconnected collaborative systems. A system is a set of independently-
managed subsystems that provide services in a producer/consumer environment
with a locality property. Thus, a system (which is also a subsystem) is recur-
sively defined in terms of subsystems. Each subsystem has four attributes:

Name: Uniquely identifies the subsystem.

Description: Describes the purpose of the subsystem.

Service List: Specifies the services provided by the subsystem.

Data Flow List: Specifies data flows as tuples of the form < S1, S2 >,
which represents a flow of information from subsystem S1 to subsystem
S2.

The notion of a service provides the glue for describing a system-of-systems in
terms of subsystems. Every action that a subsystem performs can be viewed as
a service, and every subsystem communicates with other subsystems by provid-
ing services. Damage to a subsystem usually manifests itself as a corresponding
lack in some service. Indeed, the modeling of a service has a central role in our
critical state event correlation approach. Each service has four attributes:

ID: Uniquely identifies the service.

Service Dependency List: Specifies the service dependencies as tuples
of the form < Service,DamageThreshold > where Service is the ID of
a service and DamageThreshold is the maximum level of damage to the
service that can be tolerated.

Dependencies: Describe the relations between the service and the ser-
vices in the service dependency list using first-order logical expressions.

Service Value: Specifies the value of the service (essential, valuable or
expendable).

Thus, we represent a complex system in terms of subsystems, dependencies
and services. Each subsystem is a black box that produces and consumes ser-
vices (from which the data flows are derived). The subsystems, services and
dependencies yield a system graph that represents the intrinsic interdependen-
cies between the elements of the industrial system of interest.
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Figure 2. Global intrusion detection system architectures.

Using ICSML, it is possible to define high-level critical states in which each
critical state represents a particular scenario where certain services provided
by a collection of subsystems are partially or completely damaged, potentially
moving the entire system into an unsafe state. The description of the critical
states at this level is compact because it only involves the description of the
failure of the higher-level services. In other words, a high-level critical state
is reached when certain high-level services fail partially or totally, causing the
system to move to a dangerous state.

The high-level and low-level event correlations can be merged using the fol-
lowing three-step procedure:

When a low-level critical state is identified, information about the im-
pacted subsystem services is delivered as an event to the high-level event
correlation engine (HLEC).

The HLEC propagates subsystem service failures across the whole system
based on an exploration of the system graph.

After the HLEC completes the propagation of service failures, it analyzes
the entire system by comparing its general status with the set of high-level
critical states in search of a match.

4. Architectural Overview

The distributed IDS is presented in Figure 2. The SCADA system under
consideration is decomposed into component subsystems, each of which is mon-
itored by a local IDS (figure 3). Each local IDS implements low-level correlation
and detection, and raises specific alerts. The entire system is monitored by a
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Figure 3. Local intrusion detection system architecture.

global IDS, which receives information from the local IDSs and implements
high-level correlation and detection.

A local IDS has two information sources: network traffic flowing through the
monitored subsystem, and direct queries that are periodically sent by the IDS
to PLCs for information about their status. A local IDS contains a virtual rep-
resentation of the monitored subsystem, and uses the two information sources
to keep the local virtual system (LVS) in line with the real subsystem. The IDS
identifies local unsafe states by comparing the state of the LVS with the set of
critical states of the subsystem described using ICSML. Once a critical state is
detected, the local IDS raises an alert and sends the list of subsystem services
impacted by the critical state to the global IDS. The global IDS maintains a
high-level virtual system, which is updated with the information received from
the local IDSs. Then, the global state of the system is compared with the set
of high-level critical states in search of a match.

4.1 Local IDS Prototype

The local IDS prototype incorporates five modules and fourteen functional
components implemented in C# (Figure 3).
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Loader (LS): This module is responsible for initializing the system. It
uses three XML files. The XML virtual system descriptor file contains
the information used to create the virtual system. The basic rules file,
commonly used in IDSs such as Snort, specifies malicious commands.
The critical state rules file contains ICSML descriptions of rules related
to critical states. The two rule files are imported and loaded into memory
by separate functional components.

Protocol Constructor (PC): This module contains the functional com-
ponents that manage the construction and interpretation of SCADA pro-
tocols (currently Modbus and DNP3).

Analyzer (AZ): This module monitors SCADA communications and
performs single-packet detection, event correlation and local critical state
detection.

Virtual System Manager (VSM): This module stores a virtual repre-
sentation of the SCADA system in memory. It updates the virtual system
using the command flows captured by other components as input and by
periodically querying the real system.

Database: This MySQL database stores the alerts received from the
analyzer.

4.2 Global IDS Prototype

The global IDS prototype receives critical state alerts from the local IDSs
and correlates them to identify global critical states. The structure is simpler
than that of the local IDS because it does not need modules to handle specific
SCADA protocols. The global IDS has three modules:

Loader (LS): This module is responsible for initializing the system. It
uses two XML files, one to create the global virtual system image and the
other to store the global critical states.

Global Virtual System Manager (GVSM): This module manages
the global virtual system, keeping track of its evolution and using as input
the alerts received from the local IDSs.

Critical State Discovery (CSD): This module analyzes the global
virtual system to identify global critical states.

5. Experimental Tests

Several experiments were conducted to verify the performance of the dis-
tributed IDS. The SCADA testbed employed for the experiments reproduces
the network, hardware and software used in a typical gas power plant [10]. In
addition to evaluating IDS performance, the experiments analyzed the delays
introduced by single-signature analysis, packet capture, virtual system updates
and critical state analysis.
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Figure 4. Alerts expected and alerts detected.

5.1 Single Signature Analysis

The amount of bandwidth that can be analyzed is a key critical issue in a
NIDS. To evaluate this aspect, we implemented standard master/slave commu-
nications involving 100 request/response messages comprising 40 read requests,
50 write requests and 10 special functions. The IDS was configured to monitor
Modbus and DNP3 traffic using a set of 2,000 ad hoc rules.

Figure 4 shows the results obtained when SCADA packets were sent simul-
taneously to a group of PLCs. The first column of the table shows the data
rate (for an average SCADA packet size of 253 Bytes); the second and third
columns show the numbers of expected alerts and detected alerts, respectively.
Note that the IDS can analyze a large number of packets per second without
packet loss.

Figure 4 also compares the number of expected alerts with the number of
alerts raised by the IDS. Note that the IDS was able to raise all the alerts
expected up to a data rate of 500 Kbps, which is very satisfactory given the
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Table 2. Packet capture performance.

Requests Sent 100,000
Responses Sent 100,000
Request Size 315 Bytes
Response Size 315 Bytes
Request Rate 1 Request/ms
Traffic Rate 615.2 Kbps
Packet Loss 0

number of rules inspected and the low bandwidth available in industrial net-
works.

5.2 State-Based IDS

The state-based portion of the IDS has the largest impact on the real-time
performance and, therefore, needs accurate control. For this reason, we carried
out several tests, one for each step necessary to check the critical states of the
system.

Packet Capture Packet loss is rare because “thread programming” was
used to implement the IDS. Such losses can occur in the case of network con-
gestion, but this is unlikely in a SCADA network. We tested the packet capture
performance by sending a large number of packets at a very high bit rate.

The request/response transaction used in the packet capture experiment in-
volved the master sending the slave a large request packet of 260 Bytes (max-
imum size allowed in Modbus); and the slave then responding with a large
response packet of 260 Bytes. The request and response packets were both
captured by the IDS.

The experiment to measure packet loss repeated this request/response trans-
action 100,000 times in order to generate a large amount of network traffic.
The results are shown in Table 2. Note that the packet size is 315 Bytes (TCP
header: 260 + 20 Bytes; IP header: 20 Bytes; Ethernet header: 15 Bytes).

No packet loss occurred for a burst of 100,000 packets at a rate of 615.2
Kbps (which is extremely high for a SCADA network). The experiment clearly
demonstrates the reliability of the IDS.

Virtual System Updates The IDS updates the virtual system image in
two steps: (i) it finds the PLC related to the content of the packet; and (ii) it
updates the virtual object that represents the PLC.

The first step has no impact on IDS performance because the list of PLCs is
stored in a hash table. The time required to find a PLC is the same for tables
with 1 or 1,000 PLCs – around 0.0042 ms in our test environment.



Nai Fovino, et al. 107

Number Average Time
of Coils (ms)
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100 0.0044824
500 0.0173109
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Figure 5. Virtual system performance test.

The second step takes more time, especially if it involves many registers or
coils. Consequently, we conducted an analysis of PLC update times in a worst-
case scenario. This worst-case scenario occurs when the IDS receives a packet
with the function code 01 (read coils) with 2,000 coils to be read (maximum
value in the Modbus specification [11–13]). The scenario requires the IDS to
update the values of 2,000 coils.

Experiments were conducted for 1, 50, 100, 500, 1,000 and 2,000 coils to be
updated. Figure 5 shows the average time taken to update values in the virtual
PLC. The request/response transaction was repeated 1,000 times in order to
obtain the average update time. As expected, the average time increases with
the number of coils to be updated, but the increase is linear.

Critical State Analysis The performance of the critical state analyzer
depends on two factors: (i) the number of conditions in each rule; and (ii) the
number of rules.

To analyze the impact of rule size, we employed a request/response transac-
tion with IDS capture and rule checking. The transaction involved the master
sending a generic request to the slave; and the slave then sending the appropri-
ate response. The IDS captured the request/response transaction and checked
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Number of Average Time
Conditions (ms)

2 0.0204746
4 0.0217611
8 0.0244149
16 0.0301169
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64 0.0550301
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256 0.2127598
512 0.4226185
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Figure 6. Critical state analyzer performance (Test 1).

if the virtual system entered into a critical state based on only one rule with a
certain number of conditions.

Experiments were performed using rules with 2, 4, 8, 16, 32, 64, 128, 256,
512 and 1,024 conditions. In each case, the request/response transaction was
repeated 1,000 times to obtain the average time for checking a rule.

Figure 6 shows the results of the experiments. Note that the elapsed time
increases with the number of rule conditions and that the growth is linear.

Similar experiments were conducted to evaluate the impact of the number
of rules. However, in this case, each rule had two conditions. The experiments
used 10, 50, 100, 500, 1,000 and 2,000 rules. The results are shown in Figure
7. Note that the elapsed time increases with the number of rules and that the
increase is linear. The results also demonstrate that critical state rules analysis
is the performance bottleneck because it requires the most time of all the IDS
operations.
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Number Average Time
of Rules (ms)

10 0.1123061
50 0.5153591
100 1.0248889
500 2.6010271
1,000 5.0175991
2,000 9.9285867
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Figure 7. Critical state analyzer performance (Test 2).

6. Conclusions

The distributed intrusion detection approach developed for industrial control
environments takes into account the state of the system of interest instead of
attack signatures and anomaly heuristics. The approach rests on the assump-
tion that the ultimate goal of an attacker is to put the system into a critical
state. Consequently, instead of searching for the evolution of an attack, the ap-
proach tracks the evolution of the system. This approach addresses problems
posed by false positives and permits the detection of unknown attacks.

Experimental results indicate that the IDS prototype exhibits good perfor-
mance with respect to packet capture, virtual system updates and critical state
analysis. Our future research will extend the prototype for application in a
real-world industrial control environment. In addition, we plan to incorporate
a critical state prediction feature, which will anticipate the evolution of the
system into a known critical state on the basis of local sensor information.
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Chapter 8

DISTRIBUTED IP WATCHLIST
GENERATION FOR INTRUSION
DETECTION IN THE ELECTRICAL
SMART GRID

Ray Klump and Matthew Kwiatkowski

Abstract The electric power infrastructure in the United States is undergoing a
significant transformation. To enhance the ability of the grid to sup-
port the use of diverse and renewable energy resources and to respond
to problems more quickly, the infrastructure is being redesigned to in-
clude greater options for automation, measurement and control. An
enormous communications system will underlie the network of smart
grid sensors and actuators. Devices will send messages to each other
to coordinate control activity and formulate corrective strategies. The
diversity and scale of this network will pose significant security chal-
lenges, especially since the number of entities charged with managing
the grid will be large. A means for sharing information about cyber risks
within the smart grid communications infrastructure is sorely needed.
This paper proposes a strategy for sharing cyber security risks among
smart grid stakeholders to enable them to identify attacks and miti-
gate their effects. The approach is inspired by the federated model, a
cyber risk communications strategy employed by several U.S. national
laboratories.

Keywords: Smart grid, federated model, intrusion detection

1. Introduction

The electric power grid is a complex interconnected control system of enor-
mous scale and diversity. Disturbances in one part of the grid can profoundly
impact conditions far away, despite control actions that are designed to isolate
their impact. Different loads exhibit different dynamic response characteris-
tics; different energy sources exhibit different availability profiles and rates of
response to fluctuations in demand; and different units of protection equipment
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respond at different rates to different signals. Furthermore, measurements of
the system are reported at vastly different rates and are required by different
applications running on varied computing platforms [14]. Reporting rates for
synchrophasor measurement units, a key component for enhanced wide-area
monitoring and control [17], now occur at 30 to 60 measurements per second.
Moreover, because of its geographical expanse, the grid is operated by multiple
entities. Despite a universal mandate to keep the system operationally reliable
in the face of the loss of any one credible contingency [2, 13], these operat-
ing entities adhere to different policies and procedures to meet the reliability
mandate.

The diverse enterprise that is the electric power grid operates in an increas-
ingly threatened environment. The period from 2000 to 2004 saw a tenfold
increase in successful cyber attacks on the supervisory control and data acqui-
sition (SCADA) systems that comprise the bulk of its communications, mon-
itoring and control infrastructure [4]. Furthermore, it is believed that many
(if not most) SCADA systems are inadequately protected against cyber attack
[24]. While SCADA systems monitor and control the bulk of the grid infras-
tructure, they increasingly operate alongside new devices that use standard
networking protocols like IP to provide what is described as an “end-to-end
smart grid communications architecture” [20]. In fact, the adoption of net-
working equipment in the emerging smart grid is expected to create a network
that will eclipse the size of the Internet [8]. The deployment of various smart-
grid-related enhancements is currently well underway.

Despite the challenges, the creation of the smart grid promises several ben-
efits. Modernization of the electrical grid is central to the nation’s push for
greater energy efficiency, the incorporation of renewable and cleaner resources,
and the creation of more energy-sector jobs. Although there is no single model
for the smart grid, all the various visions call for the expanded use of computing
and networking technologies to support the two-way communication and con-
trol of power system devices [12]. This complies with the Energy Independence
and Security Act (EISA) of 2007, which calls for the increased use of informa-
tion and control technology to improve efficiency, reliability and security [23];
implementing this will involve the integration of a vast number of smart devices
[22]. However, meeting the EISA mandate will require the collaboration of all
the grid stakeholders to keep the system secure in the face of growing threats.

One way to increase the effectiveness of the collaboration is to capitalize
on the fact that cyber attackers often prey on similar organizations, so that
an incident at one location can be a precursor to an attack at another similar
location [1]. Indeed, at various levels of detail, the electric power grid can be
considered to be a network of related organizations. If the cyber security expe-
riences of one organization can be broadcast securely in real time to its peers,
then the threat awareness of the entire system can be greatly enhanced. While
threat awareness involves a variety of considerations, the analysis generally be-
gins with the identification of the source and destination IP addresses and port
numbers associated with communications in a monitored network.
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This paper proposes a distributed approach to generating watchlists and
warning lists of IP addresses for intrusion detection and prevention. The con-
cept is quite simple – it merely globalizes what local intrusion detection systems
(IDSs) already do. This approach is based on the federated model, a technique
used at a number of U.S. national laboratories [1, 11, 18]. Security and scale
issues brought about as intrusion detection reports from increasing numbers
stakeholders and devices contribute to the global watchlist are addressed using
techniques implemented in the Worminator Project [21] and elsewhere [9, 10].
This paper also offers recommendations for sharing intrusion detection data in
a variety of current and future grid architectures. Note that the framework for
sharing IP address and port information from individual intrusion detection
systems is just one component of a comprehensive cyber defense strategy for
the power grid – one that formalizes the exchange of IDS data to strengthen
the security vision of grid operators. It will be up to the individual entities to
act on the shared data as they see fit.

2. Distributed Intrusion Detection

Several efforts have focused on techniques for sharing intrusion detection
data among peers. Many of these efforts, including the popular online DShield
tool [7], are cited in [9]. The federated model instituted at Argonne National
Laboratory [1, 11, 18] is a recent implementation of distributed intrusion de-
tection data sharing with centralized storage in a domain similar in scale and
mission to the electric utility industry. The federated model grew from a “grass
roots effort” to combat cyber security incidents at U.S. Department of Energy
facilities [1]. The intent was to capitalize on the notion that attackers attempt
to compromise related organizations and that, by working together, the related
organizations can benefit from shared experiences as they combat attacks. By
sharing potentially dangerous communication sources with each other, the or-
ganizations can contain the damage to just the first participant that received
the communication.

Figure 1 illustrates the benefits of the model. Although Participant 1 is
impacted by the attack, Participants 2, 3 and 4 benefit from the data reported
via the federated repository and establish the appropriate defenses in a timely
manner.

Argonne’s implementation uses two mirrored repositories to store IP address
and port combinations reported by the participating organizations. The addi-
tional repository provides a backup in case one goes down. The organizations
report suspicious IP addresses identified by their intrusion detection systems
to the repositories in an XML file based on the intrusion detection message ex-
change format (IDMEF) [6]. The organizations encrypt these files using their
private PGP keys. The federated repositories collect this data and correlate
it within a single IDMEF-formatted XML file, which is then passed to each
organization encrypted under its public PGP key. All the organizations must
register the IP addresses that are eligible to send and receive files.
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Figure 1. Attack limitation using the federated model.

Currently, more than twenty member organizations participate in the fed-
erated model. Nearly 1,000 events are communicated to the repository each
day. Each organization has complete control over what it shares with other
members through the central repository and the events to which it responds.
Furthermore, each member is free to respond to the information it downloads
from the repository as appropriate. This demonstrates respect for individual
practices and an appreciation of the political pressures that may cause some
organizations to be reluctant to share security-related data. Argonne personnel
see this as a way to refine the organizations’ observe-orient-decide-act (OODA)
loop, because all but the directly-impacted organization will have more time
and more intelligence to handle attacks. Martin [11] provides an example in
which information conveyed via the federated model could have blocked a ma-
licious site full two weeks before it was blocked manually. The federated model
is germane to the electrical power grid because of its similarity in scale and
mission, particularly when the grid is viewed from a regulatory framework.

3. Distributed IP Watchlist Generation

Whenever a hierarchical structure is to be controlled and monitored, it is
necessary to determine the level at which most of the tasks will be performed.
Only then can an appropriate strategy for sharing data and decisions be chosen.
Deciding where to assign responsibilities requires the consideration of various
operational models of the electrical grid. Details on how smart grid devices will
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be integrated within the electrical and communications networks of the grid are
still taking shape. Therefore, this section describes the electrical grid as it is
currently managed and how it might be organized in the future. It is important
to understand the models, because they affect the intrusion detection strategies
that can be employed.

Like the Internet, the electric power grid can be viewed as a network of
networks. Administratively, though, it can also be viewed as a hierarchy of
managing entities. The organizational management perspective is most ger-
mane to how the grid operates today and reflects the current regulatory envi-
ronment. For example, the North American grid has three interconnections:
the Eastern Interconnection, the Western Interconnection and the Texas In-
terconnection. Each interconnection has one or more reliability councils, each
of which monitors the operations of balancing authorities that usually deliver
power to geographically contiguous areas. Within each balancing authority are
generation sources, loads and transmission facilities that deliver power from
generators to loads. Balancing authorities are responsible for ensuring that
their generation matches their load and power exchange demands so that a
constant system frequency can be maintained. The reliability councils help co-
ordinate activities when their constituents are out of balance. The entire grid
is monitored by the North American Electric Reliability Corporation (NERC).

At present, before the widespread adoption of smart grid technologies and
the decentralized control strategies they may afford, the control of grid as-
sets is centralized in the owning balancing authorities. Thus, the operation of
the grid currently adheres to a regulatory model, which is shaped by the grid
management and accountability structures.

Each balancing authority has its own information technology (IT) staff and
each has a portion of the communications infrastructure for which it is respon-
sible. The communications infrastructure for a balancing authority supports
corporate systems as well as power monitoring and control systems. While a
barrier typically exists between the two systems, it is not always secure (see,
e.g., [5]).

Given this model, each balancing authority is required to monitor and re-
spond to cyber attacks against the equipment within its jurisdiction. Viewed
from a regulatory perspective, the structure that results is quite similar to
the network of national laboratories that currently share intrusion detection
data via the federated model. In this analogy, the grid’s balancing authorities
have jurisdictions similar to those of the national laboratories. The balancing
authorities and national laboratories operate independently; both kinds of or-
ganizations answer to a supervisory body: reliability councils in the case of
balancing authorities and federal agencies in the case of national laboratories.
The balancing authorities share a common mission to operate their portions of
the grid in accordance with the requirements set by the reliability councils, just
as the national laboratories collaborate to achieve the larger research agendas.

To satisfy its own operating responsibilities and meet the requirements pre-
scribed by its reliability council, each balancing authority has to share data
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with the reliability council and with its neighbors. To increase the cyber se-
curity awareness of the reliability council, the data should include intrusion
detection information. A reasonable data set consists of the IP addresses and
ports of suspicious communications. Using the federated model as a template,
each balancing authority within a reliability council could watch for possible
intrusions on its network according to its IT department’s policies and proce-
dures. At a minimum, each balancing authority would have to maintain two
lists of IP address and port combinations: a watchlist and a warning list [9].
The IP watchlist would contain potentially rogue address/port combinations
encountered by the balancing authority during the monitoring period (set by
the council to be a certain number of days). For example, a reliability council
might require the watchlist to keep track of new IP address and port combi-
nations for the past thirty days. IP address and port combinations that are
deemed by the balancing authority to pose a particular threat, perhaps be-
cause they have appeared with a worrisome frequency during the monitoring
period, would be transferred to the balancing authority’s warning list, a perma-
nent record of source or destination points that should be regarded as rogue or
potentially dangerous by balancing authorities in the reliability council. How
these lists are populated depends on the policies of the individual balancing
authority. This approach would preserve local control over cyber security mon-
itoring while enhancing cyber security awareness throughout the council.

In real time, or at some interval defined by the reliability council, the balanc-
ing authorities would be required to communicate the updates to their watch
and warning lists to the reliability council. The reliability council would consol-
idate the watchlist updates from the balancing authorities into a single council-
wide watchlist containing unique IP address and port combinations along with
the number of times that each combination was reported system-wide. Using
criteria established by the reliability council, the global warning list would be
augmented with the warning list updates provided by the member balancing
authorities along with additions to the watchlist that exceeded the council’s
frequency threshold. For example, if the council’s frequency threshold dictates
that IP address and port combinations be moved from the watchlist to the
warning list when the report count exceeds five, then a combination may be
deemed dangerous if five different balancing authorities reported it recently,
or if a single balancing authority reported the address more than five times
during the monitoring period, or when some other combination of reporting
parties and address detections arises. Updates to the global warning list would
then be distributed to the balancing authorities to enable them to augment
their firewall rules as appropriate.

Figure 2 illustrates the communications that would take place between the
reliability council and its member balancing authorities. A similar set of com-
munications could occur to manage global watch and warning lists for sets of
reliability councils. In this case, each reliability council could publish its watch
and warning list updates to a coordinating body, perhaps a NERC designee.
This entity would be responsible for updating and disseminating global warning
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Figure 2. Distributed IP watch and warning list generation.

list updates to the member reliability councils, which in turn would pass these
updates to their constituent balancing authorities.

An alternative to this approach is for each balancing authority to maintain
a “white list” of IP addresses with which it may communicate. The proposed
system could support this choice, since it merely provides a formal system for
communicating events and threats and leaves it to the participants to decide
how to use the data. Depending solely on a white list, however, may prove prob-
lematic for the balancing authority’s operations and business centers. Because
the facilities of balancing authorities host corporate and command and control
systems, a comprehensive white list that supports both types of applications
would be cumbersome to manage.

Based on the experiences of the national laboratories with the federated
model, a collaboratively-generated black list that disallows communications
based on data shared through the proposed system would be both proactive
and flexible. Also, as individual devices evolve into smart components that can
act autonomously, it is conceivable that a device that was within the safety zone
defined by the white list could be compromised and become a bad actor. This
requires the white list to be changed for the owning utility as well as for any
other entity (e.g., an aggregator) allowed to communicate with it. In this case,
the proposed system could be used to coordinate updates to either a white list
or a black list database, depending on the policies in place at the participating
entity.

Although it can be claimed that each balancing authority has a competitive
impetus to act in an adversarial manner toward its peers, there is considerable
motivation to act cooperatively because of the dire public consequences of a
grid security failure. Furthermore, each participant has the freedom to choose
the entities with which it will share intrusion detection data and on whose data
it will act. If trust in particular entities is compromised, the participants of the
federation can decide how to respond to mend the relationships. The flexibility
comes about because of the voluntary nature of the federation.
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Figure 3. Public key approach for confidentiality, authenticity and integrity

4. Security and Scalability

This section discusses the security of the update messages passed between
entities and the scalability of the architecture.

The update messages passed between balancing authorities must be confi-
dential and authentic, and have integrity. The messages must be confidential
because one balancing authority may not wish its peers to know the parties
with which it is communicating. This is true even if the parties are adversarial
– unwanted contact may cause the cyber security readiness of one of the parties
to come under the scrutiny of its peers. The messages must be authentic in
terms of source and destination, because the recipient, whether it is the reli-
ability council receiving an update from a balancing authority or a balancing
authority receiving an update from the reliability council, must be confident
that the sender is identified correctly. Finally, update messages must be re-
ceived as sent. It should not be possible to modify the contents of updates via
a man-in-the-middle attack.

There are several ways to achieve the requirements of confidentiality, au-
thenticity and integrity. For example, a public key infrastructure could be used
to provide public and private keys to each balancing authority and reliability
council. A balancing authority would encrypt a watchlist or warning list up-
date to the reliability council using the reliability council’s public key. The
update would also be signed by the balancing authority by computing and en-
crypting the hash of the update using its private key. The encrypted update
and the signature are then communicated to the reliability council. Upon re-
ceipt, the reliability council can decrypt the update using its private key. It
then deciphers the signature by decrypting the hash with the sender’s public
key. Next, it computes the hash of the decrypted update and compares it with
the decrypted signature; if the two match, the sender is authenticated and the
received update matches what was sent.

Figure 3 illustrates the public key approach. M denotes a watch or warning
list update message sent from the balancing authority to the associated relia-
bility council. To prevent replay, it may also be necessary to send a timestamp
that the recipient can check against a list of previously received timestamps.
The public key approach works in a similar (albeit reverse) manner for mes-
sages sent from the reliability council to a balancing authority. The reliability
council could send each balancing authority an update encrypted with the bal-
ancing authority’s public key. Alternatively, it could send multiple balancing
authorities within its jurisdiction the same update encrypted using a public
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key shared by the group. Key distribution would be manageable in both cases
because the number of communicating entities would be small.

In determining how well this approach scales, it is necessary to consider the
number of participants and the sizes of the watch and warning lists and the up-
date messages. In the regulatory model, the number of communicating entities
would be small as the number of balancing authorities, which generally coincide
with electric utilities, is unlikely to grow much beyond the hundred or so that
exist today. Therefore, the number of participants engaged in communications
between the reliability council and balancing authority would not contribute
to a problem of scale; in fact, the number would be approximately the same as
the number of entities participating in the federated model.

However, the sizes of the updates and the watch and warning lists may
be a concern. Individual balancing authorities control how much detail they
provide to the reliability council. The filter used by a balancing authority
for the set of IP addresses and ports it collects and passes to the reliability
council may be more stringent than the criteria it uses internally to add the
address-port combinations to its watchlist. Also, it may make the reasonable
choice to omit attempts to access non-existent services in its reports to the
repository. However, if balancing authorities choose not to be as selective in
what they report, additional steps would have to be taken to maintain system
performance at acceptable levels.

One approach for managing message volume is to use a Bloom Filter to rep-
resent messages more compactly [9]. In this approach, the watch and warning
lists could each be represented as a large array of bits initialized to zero. When
a new IP address and port combination is reported to the reliability council,
authenticated and integrity-checked, it is stored as sent and it is also hashed.
Portions of that hash are used to calculate the indices of entries in the bit array
that should be set to one. Thus, whenever an IP address and port combination
is sent in an update, the indices in the Bloom Filter array are checked to see
if they are all already turned on. If all the bits are not equal to one, then the
combination has been reported for the first time. If all the bits are set to one,
then the combination may be a repeat of a earlier combination, in which case
the list of hashes recorded as sent have to be checked to determine if it is indeed
a duplicate. If it is a duplicate, then its occurrence count is increased, possibly
making it a candidate for promotion to the warning list.

5. Decentralized IP Watchlist Generation

Section 3 described the implementation of a distributed scheme for identify-
ing problematic IP addresses that was centralized at the balancing authority.
As more smart grid devices capable of two-way communication are deployed in
the future, it may become necessary to adopt a more decentralized scheme in
which localized clusters of devices share information.

Consider the more device-focused architecture shown in Figure 4. In this
model, the end loads Li at the lowest level of the architecture are controlled
to achieve the operating objectives. For example, in [19], the end loads are
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Figure 4. Delegation model for smart grid communications and control.

regulated to provide more reactive power support to regions experiencing de-
pressed voltage. Given the proper equipment, the problem may be detected and
addressed locally instead of by the central energy management system (EMS)
housed at the balancing authority. If this is possible, then the load Li is regu-
lated by its corresponding controller Ci to address the problem. If the problem
cannot be handled locally, but requires the assistance of peer devices in nearby
regions, then the responsibility for the problem may be assigned to the next
higher tier. Again, if properly equipped, the device at the next higher tier
can formulate a response to mitigate the problem that calls for support from a
broader pool of devices than just those in the affected region. Messages passed
among tiers of this model must be authenticated and checked for integrity, and
the devices in each tier must be “smart” in that they have the processing power
to assess the electrical characteristics and formulate a control response.

This architecture manages the grid through delegation: each tier can com-
municate only with the tier directly above it or directly below it. For example,
if a problem at load L1 in Tier 4 cannot be handled by the controller C1, Relay
A or Feeder Relay 1 in the intervening lower tiers, then the Central EMS in
Tier 0 will formulate a strategy that calls for supportive action and communi-
cate it to its two children in Tier 1, Feeder Relay 1 and Feeder Relay 2. These,
in turn, will pass instructions contained in the just-received directive from the
Central EMS to the appropriate relays in Tier 2, the next lower tier. The
relays repeat the parse-and-pass procedure to forward required instructions to
the appropriate load controllers Ci in Tier 3.

A distributed approach to collecting and correlating intrusion detection data
in this case might involve establishing a separate repository for each tier. The
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Figure 5. Hub-based NASPInet architecture (from [3]).

repository at Tier n would maintain the watch and warning lists for the de-
vices in Tier n+ 1. Since control requests never pass beyond the immediately
next tier, such a short-range approach to compiling the watch and warning lists
would support the needs of the smart grid architecture. By defining the repos-
itories by tier, the scaling problem that would otherwise be encountered if the
entire system communicated with a single repository is avoided. Furthermore,
in the event of a multi-tier attack, the suspicious activities recorded in each tier
could provide the data necessary to interfere with the progress of the attack.

Bobba, et al. [3] describe another example of a tiered architecture, moti-
vated by a specific application, that exhibits elements of the regulatory and
delegation models. One of the aims of the emerging smart grid is to increase
wide-area situational awareness. A tool for achieving this is the synchrophasor
measurement unit (PMU), a GPS-time-synchronized meter capable of measur-
ing voltage and current magnitudes, phase angles and frequencies between 30 to
60 times per second. The North American Synchrophasor Initiative (NASPI)
is planning the deployment of PMUs throughout the grid. The current plan,
documented in [15, 16], assigns monitoring and control of each PMU to its
owning utility through devices called phasor gateways (PGWs).

An alternative NASPInet architecture is proposed in [3] to address a poten-
tial bottleneck in reporting large quantities of data to the owning authority.
In this design, which is illustrated in Figure 5, the phasor gateways report to
hubs that share information with each other using a secure realtime network.
The hubs manage requests for data as well as the collection and correlation of
phasor measurement data. They could also serve as hosts for the distributed
intrusion detection effort. Each hub could maintain watch and warning lists



124 CRITICAL INFRASTRUCTURE PROTECTION IV

for its constituent phasor gateways and share the lists with its peer hubs. This
approach should scale well because the number of hubs is much more than the
number of individual PMUs and PGWs. Regardless of whether the hub com-
munications are regulated by a white-list-based or black-list-based approach,
by sharing intrusion detection intelligence with each other, the hubs can achieve
a more comprehensive view of security threats.

6. Conclusions

The distributed intrusion detection architecture presented in this paper gath-
ers threat data from multiple sources and disseminates consolidated updates
to participating entities, helping improve the wide-area security awareness of
the electrical power grid. The architecture is applicable to the current grid
that operates according to a regulatory model as well as various future smart
grid designs that operate in a distributed, device-oriented manner. Also, the
architecture supports secure messaging and is scalable.
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Chapter 9

SECURITY ANALYSIS OF THE MPLS
LABEL DISTRIBUTION PROTOCOL

Daniel Guernsey, Aaron Engel, Jonathan Butts and Sujeet Shenoi

Abstract Since its inception more than a decade ago, multiprotocol label switch-
ing (MPLS) has become one of the fastest-growing telecommunications
infrastructure technologies. The speed, flexibility, sophisticated traffic
management and cost savings offered by MPLS have prompted service
providers to converge existing and new technologies onto common MPLS
backbones. Indeed, much of the world’s data, voice communications,
video traffic and military applications traverse an MPLS core at some
point.

The rapid adoption of MPLS raises significant concerns – primarily
because of the dependence of critical communication services on a tech-
nology that has yet to undergo significant security testing. This paper
examines security issues associated with the Label Distribution Protocol
(LDP), which is the primary route construction protocol in MPLS net-
works. Our analysis has identified ten attacks that exploit weaknesses
in the LDP specification: six attacks that disrupt service and four that
divert traffic from intended routes. Details of the attacks are presented
along with suggested mitigation strategies and security postures.

Keywords: Multiprotocol label switching, Label Distribution Protocol, security

1. Introduction

Multiprotocol label switching (MPLS) is quickly becoming the de facto pro-
tocol for transporting traffic in modern telecommunications networks. MPLS
networks leverage the performance and availability of circuit-switched networks
with the robustness and flexibility of packet-switched networks. Traffic enter-
ing an MPLS network is tagged with labels based on customer quality of ser-
vice (QoS) and class of service (CoS) requirements. This allows traffic to be
classified and then routed according to provisioned services (e.g., data type,
message source, message destination and bandwidth requirements) instead of
destination-only methods employed in traditional IP networks.

T. Moore and S. Shenoi (Eds.): Critical Infrastructure Protection IV, IFIP AICT 342, pp. 127–139, 2010.
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In December 2005, the United States Department of Defense (DoD) achieved
full operational capability of the Global Information Grid Bandwidth Expan-
sion (GIG-BE) Program. The GIG-BE is designed to deliver global, high-speed
classified and unclassified services to meet national security intelligence, surveil-
lance and reconnaissance; and command and control requirements [10]. MPLS
was chosen as the network transport backbone primarily due to its efficiency,
simplicity and popularity in commercial environments [5, 9]. The DoD’s use
of MPLS for critical data is by no means unique. Many major telecommuni-
cations service providers around the world have invested massively in MPLS
technology [2, 4, 16]. In fact, according to one source [13], 84% of enterprises
have already transitioned their wide area networks to MPLS.

Despite the massive growth of MPLS networks, very little research has fo-
cused on the security aspects of core protocols such as the Label Distribution
Protocol (LDP). LDP is the primary mechanism for transforming IP routes
into high-speed “autobahns” within the MPLS paradigm. Weaknesses in LDP
can be exploited by an attacker to achieve a wide range of strategic effects,
including disrupting voice, global data and emergency communications.

This paper examines the security issues related to LDP. In particular, it dis-
cusses how LDP can be exploited to isolate network segments, reroute network
traffic, disable the routing of network traffic and perform targeted attacks. Ten
exploits are discussed: six denial-of-service attacks and four route modification
attacks. Denial-of-service attacks target weaknesses in LDP to degrade or deny
legitimate traffic delivery. Route modification attacks alter the path of tar-
geted MPLS traffic traversing the network. The paper concludes by outlining
mitigation strategies and security postures.

2. Multiprotocol Label Switching Networks

Connection-oriented and connectionless protocols are the two principal para-
digms for transporting traffic across large networks [12]. ATM (OSI Layer 2) is
an example of a connection-oriented technology that provides low latency and
high quality of service (QoS). IP (OSI Layer 3) is a connectionless protocol that
supports a multitude of underlying heterogeneous network technologies.

Service providers are eager to leverage the flexibility of IP and the speed
of ATM without sacrificing efficiency [8]. In traditional implementations, an
overlay model is used to create an ATM virtual circuit between each pair of IP
routers. The IP routers are unaware of the ATM infrastructure and the ATM
switches are unaware of IP routing. The end result is relatively inefficient: the
ATM network must construct a complete mesh of virtual circuits among the
IP routers.

MPLS offers an alternative solution that enables connection-oriented nodes
to peer directly with connectionless technologies by transforming ATM switches
into IP routers. ATM switches participate directly in IP routing protocols (e.g.,
RIP and OSPF) to construct label switched paths (LSPs). LSPs are imple-
mented in ATM switches as virtual circuits, enabling existing ATM technol-
ogy to support the MPLS forwarding mechanism. Conversely, MPLS enables
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Figure 1. MPLS packet forwarding.

connectionless technologies to behave in a connection-oriented manner by aug-
menting IP addresses and routing protocols with relatively short, fixed-length
labels.

Each label is a 32-bit (fixed length) tag, which is inserted in the Layer 2
header (e.g., for ATM VCI and Frame Relay DLCI) or in a separate “shim”
between Layers 2 and 3 [14]. A label works much like an IP address; it dictates
the path the router uses to forward the packet. Unlike an IP address, however,
an MPLS label only has local significance. When a router receives a labeled
packet, the label informs the router (and that router only) about the opera-
tions to be performed on the packet. Typically, a router pops the label on an
incoming packet and pushes a new label for the router at the next hop in the
MPLS network; the network address in Layer 3 is unchanged.

Figure 1 illustrates a typical MPLS architecture that interconnects two cus-
tomer VPN sites. Routers A through F in the MPLS network are called label
switched routers (LSRs). Customer edge routers, CE1 and CE2, sit at the edge
of the customer network and provide connectivity to the MPLS core.

Consider the LSP from VPN Site 1 to VPN Site 2 (Routers A, B, C and F).
Router A is designated as the “ingress node” and Router F is designated as the
“egress node.” The ingress and egress nodes are often called label edge routers
(LERs) because they are at the edge of the MPLS network [14].

When an IP packet reaches the ingress of the MPLS network, LER A consults
a forwarding information base (FIB) and assigns the packet to a forwarding
equivalence class (FEC). The FEC maps to a designated label that supports
QoS and CoS requirements based on IP parameters in the packet (e.g., source
IP address, destination IP address, application).

In this example, LER A pushes Label L1 onto the packet and forwards it to
LSR B. LSR B reads the label, consults its local label information base (LIB)
to identify the next hop, pops the previous label and pushes a new label (L2),
and forwards the packet to LSR C. LSR C behaves similarly, forwarding the
packet to LER F. LER F then pops Label L3, examines the destination IP
address and forwards the packet to VPN Site 2.
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3. MPLS Routing Information

MPLS defines a forwarding mechanism designed to emulate IP routes using
labels and paths. IP networks rely on routing protocols such as RIP and OSPF
to populate the IP forwarding table [12]. Similarly, MPLS networks engage
label distribution protocols to populate the FIB and LIB and establish end-to-
end LSPs.

The Label Distribution Protocol (LDP) is the primary MPLS protocol for
exchanging label mapping information [7]. LDP relies on underlying IP rout-
ing information to construct a set of LSPs using best-effort routes [6]. LSPs,
in turn, can be optimized by employing traffic engineering protocols. MPLS
traffic engineering protocols (e.g., RSVP-TE and MP-BGP) use topology in-
formation, constraints, specialized algorithms and signaling protocols to create
LSPs to match customer QoS and CoS requirements [3, 15]. Traffic engineering
protocols rely on LSPs constructed by LDP to discover the underlying routing
structure. As such, exploiting a weakness in LDP can be leveraged to affect
LSPs generated through traffic engineering.

4. Label Distribution Protocol (LDP)

LDP is designed to distribute information about available routes within an
MPLS network. The edge routers begin the process by distributing label in-
formation about their adjacent external networks. FECs are created for each
network based on IP addresses or prefixes [1].

Consider the example in Figure 2. LER F defines an FEC F1 for 10.0.2/24
and binds it to Labels L3 and L8. Next, it distributes the mappings (L3, F1)
and (L8, F1) to its upstream peers (LSR C and LSR E, respectively) to update
their LIBs. Upon receiving the mapping, LSR C binds a label to FEC F1 for
each of its upstream interfaces and distributes these labels to LSR B and LSR
D. Similarly, LSR E distributes the mapping (L7, F1) to LSR D. The process
terminates when the information reaches an ingress router (LER A).
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Figure 3. Loop detection using path vectors and hop counts.

The mapping distribution provides LER A with three distinct paths for
10.0.2/24. For example, if LER A receives an IP packet addressed to 10.0.2.1,
it consults its FIB for an FEC with the longest matching prefix. Because three
paths exist for 10.0.2/24, LER A selects the least cost path determined by its
IP table. To meet customer requirements, FECs can be generated through traf-
fic engineering for distinct destinations or applications to ensure that specific
bandwidth, latency and other services are adequately provided.

4.1 Label Merging

It is common for two LSPs to converge prior to reaching a common egress
[1]. To save memory and label space, LSRs may merge the LSPs at the point
of convergence. When a merge-capable LSR receives a label request for an
existing FEC and label mapping, it does not forward the request. Rather, it
distributes the existing mapping to its upstream neighbors, effectively merging
the two requested LSPs.

4.2 Loop Detection

The recursive nature of label request and label mapping messages creates
the potential for message loops [1]. LDP uses hop counts and path vectors to
detect loops. When a mapping request is forwarded, the LSR increments the
message hop count and appends its own ID to the path vector. If the hop count
exceeds a configured limit or an LSR discovers its ID in the path vector, the
LSR sends a notification to the sender that a loop has been detected. In Figure
3, LSR A detects ID A in the path vector, implying that a loop exists. LSR A
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stops forwarding the message and sends a notification to LSR D to prevent the
construction of an LSP that contains a loop.

4.3 LDP Messages

Four message classes in LDP are used to facilitate session management and
label distribution [1]: (i) Discovery messages that establish network adjacencies;
(ii) Session messages that initialize and maintain LDP connections; (iii) Adver-
tise messages that establish and remove LSPs; and (iv) Notification messages
that specify advisories and errors.

Discovery Class Messages

Hello: Hello messages are exchanged among LSRs during the discovery
process using UDP. There are two types of messages: (i) Link Hello mes-
sages and (ii) Extended Hello messages. Link Hello messages are sent
between directly-linked LSRs by addressing the messages to the subnet
broadcast address. Extended Hello messages are exchanged between non-
directly-linked LSRs by addressing the messages directly to peers.

Session Class Messages

Initialization: Once an adjacency is discovered, the LSR peers establish
a TCP connection. Initialization messages are then used to exchange ses-
sion parameters (e.g., retention mode or label distribution mode) between
the LSRs.

KeepAlive: KeepAlive messages facilitate the detection of network er-
rors. LSRs periodically transmit these messages to indicate that a link
is still working. An error condition is assumed to have occurred when an
LSR does not receive a message from a peer within an allotted timeout
period; this results in the termination of the established session and the
removal of associated labels.

Advertise Class Messages

Address: Address messages provide neighboring LSRs with mapping
information about LSR IDs to interface IP addresses. This information
is used to identify the label mappings that correspond to the least cost
path.

Address Withdraw: Address Withdraw messages notify neighboring
LSRs of disabled interfaces or broken links. Receipt of this message causes
an LSR to remove the withdrawn address from its LIB mapping.

Label Mapping: Label Mapping messages are used to distribute FEC-
to-label bindings from a downstream LSR to an upstream peer. This
message is the primary mechanism for constructing LSPs.
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Label Withdraw: Label Withdraw messages are used to notify peers
that a particular FEC-to-label mapping is no longer valid (e.g., an egress
interface goes offline or the network topology changes). When an LSR
receives this message, it removes the label from its LIB and sends subse-
quent Label Withdraw messages to upstream peers.

Label Release: Label Release messages notify downstream peers that
an LSR has removed a particular label mapping. An LSR may remove
bindings, for example, when an IP table changes or a Label Withdraw
message is received.

Notification Class Messages

Notification: Notification messages convey errors and advisories among
peer LSRs. If the message indicates a fatal error, the sending and re-
ceiving LSRs terminate the LDP session and remove all associated label
bindings.

5. LDP Vulnerabilities

In general, attacks may exploit weaknesses in: (i) the LDP specification; (ii)
service provider implementations; and (iii) underlying infrastructure. Attacks
on the LDP specification leverage inherent weaknesses in the design of the
protocol. Any network that conforms with the protocol standard is susceptible
to this class of attacks.

Attacks on service provider implementations exploit configuration errors or
code flaws. LDP includes several undefined and reserved fields that can be
exploited in attacks [1]. LDP also uses a nested structure of Type-Length-
Value fields, which offers numerous opportunities for buffer overflow attacks.
Our analysis does not focus on implementation vulnerabilities; nevertheless, we
note that all implementations should undergo extensive fuzz testing.

Attacks on the underlying infrastructure exploit vulnerabilities in informa-
tion technology and network assets or weak security policies. For example, LDP
relies on IP to provide session communication and routing information. An at-
tack on the underlying IP protocols may be used to reroute a target LSP or
hijack a session. Because these attacks do not explicitly exploit LDP messages,
they are not considered in this paper.

Our analysis focuses primarily on how an attacker can use LDP messages to
exploit MPLS networks. Given only link access, we discuss several vulnerabil-
ities in the LDP specification that could enable an attacker to deny service to
various network assets or to reroute traffic.

5.1 Denial-of-Service Attacks

Denial-of-service (DoS) attacks target network resources or capabilities in
order to degrade performance or prevent a provider from delivering services to
its customers. Our analysis has uncovered six DoS attacks.
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Fabricating Notification Messages: Fabricated Notification messages
can be used to target network links. The attack requires read and write
access to the target link. In Figure 4, an attacker with access to Link AB
fabricates a fatal Notification message from LSR B to LSR A. In response,
LSR A and LSR B close the LDP session and remove labels received from
the peer. In turn, each router sends Label Withdraw messages to its
upstream neighbors to reflect the removed label bindings. Additionally,
an attacker with read access to Links AC and AD can intercept TCP
sequence numbers and send Notification messages targeting these links
via Link AB, which result in the isolation of LSR A.

Blocking KeepAlive Messages: This attack disables a target link.
The attacker selectively blocks LDP KeepAlive messages on the target
link, which causes the LSRs at either end to terminate the LDP session.
The LSRs then remove all the labels associated with the target link as
well as the labels from their upstream peers.

Fabricating Address Withdraw Messages: This attack targets three
LSRs within an LSP. In Figure 4, an attacker with access to Link AB
targets LSPs containing BAC or BAD. To attack BAD, the attacker fab-
ricates an Address Withdraw message from LSR A to LSR B, which
withdraws the address associated with the interface for LSR D. LSR B
now believes LSR D cannot be reached via LSR A. Subsequently, LSR B
tears down any LSPs containing BAD and constructs replacement LSPs.

Fabricating Label Withdraw Messages: This attack targets a spe-
cific LSP and requires access to a link along the target path. If the
network employs label merging, then the attack also affects all upstream
portions of paths merged with the target LSP. Suppose LSR B in Figure 4
binds Label L1 to the LSP EDAB and distributes the binding to LSR A.
To tear down EDAB, the attacker fabricates a Label Withdraw message
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Figure 5. Avoiding loop detection mechanisms.

for L1 from LSR B to LSR A. This causes LSR A to remove L1 from
its LIB, delete the label binding for EDAB and send a Label Withdraw
message to LSR D. Similarly, LSR D sends a Label Withdraw to LSR E,
which completes the destruction of the target path.

Exhausting Label Memory: This attack targets an LSR and requires
access to an adjacent link. The attacker floods the target with Label
Mapping messages containing random FECs and labels. If the target LSR
is configured for the liberal retention mode, it maintains all mappings in
its LIB until the memory is exhausted [1]. The target LSR must drop
older mappings to replace them with incoming mappings or must refuse
all new mappings. In either case, legitimate paths are affected.

Creating Loops: The goal of this attack is to degrade performance
within a portion of the network by constructing an LSP loop. The at-
tacker (Figure 5) listens on Link AD for Label Request or Label Mapping
messages from LSR D to LSR A. The path vector is modified to reflect
one LSR that is not contained within the loop (say LSR X). Any LSR
along the path that supports label merging will combine the label request
with the existing LSP to create an infinite loop. If no LSR supports la-
bel merging, the request completes a full loop, requiring the attacker to
perform the modification again. In the absence of label merging, the pro-
cess continues until the maximum 255 hops exhaust the TTL allowed by
MPLS; thus, an infinite loop cannot be created.

5.2 Route Modification Attacks

Route modification attacks change the path of targeted traffic. These at-
tacks enable an attacker to gain access to certain traffic (e.g., maneuver traffic
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through a compromised link); affect accounting (e.g., trigger automatic finan-
cial transactions among cooperating providers); or route traffic across domains
(e.g., send one customer’s traffic to another customer’s network). Our analysis
has revealed four route modification attacks.

Exploiting FEC Specificity: This attack takes advantage of the “most
specific” or “longest match” rule applied by ingress routers to incoming IP
packets. An attacker needs access to a link or a connection to an interface
to establish an LDP session. The attacker identifies a target FEC and
advertises label bindings for more specific FECs. LSRs that receive the
label mappings distribute them throughout the network, thereby building
new LSPs toward the compromised link.

For example, in Figure 6 the attacker targets FEC 10.0.2/24 by distribut-
ing mappings for 10.0.2.0/25 and 10.0.2.128/25. When ingress LER A sees
a packet for 10.0.2.1, it selects FEC 10.0.2.0/25 and forwards the traffic
to the compromised link. The attacker may now read, modify and/or
forward this packet to its original destination. The attacker may also
be very specific by sending label bindings for a single host such as FEC
10.0.2.1.

Fabricating Label Mapping Messages: This attack reroutes traffic
or creates loops by modifying the labels in Label Mapping messages. The
attacker needs knowledge of downstream labels, which can be obtained
by listening on the compromised link. The attacker may either modify a
message in transit or fabricate a Label Mapping message. The message
is sent to the upstream router causing it to adjust its LIB. When the
upstream LSR receives a packet for the target FEC, it applies the incor-
rect label, which causes the downstream router to mistakenly recognize
the packet as belonging to a different FEC. The packet is then forwarded
along the desired LSP. A nefarious attacker can exploit this vulnerability
to forward all targeted traffic to a different domain.
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Figure 7. DoS-based route modification attacks.

Fabricating Address Messages: This attack reroutes traffic or creates
loops by manipulating the “least cost” mechanism used to select the next
hop. Traffic can be redirected using access to a compromised link adjacent
to an LSR along a selected LSP (the attacker does not require access to the
link carrying the targeted traffic). The attacker crafts an LDP Address
message that spoofs the address of the IP next hop. The fabricated
message causes the LSR to adjust its LIB and generate a Label Request
message. Thus, a new LSP is constructed that forces the targeted traffic
along the compromised link.

Strategic Placement of DoS Attacks: As shown in Figure 7, an at-
tacker may execute DoS attacks that force the network to reroute traffic.
These attacks change traffic flow within an MPLS network; however, they
lack the varying degrees of granularity provided by the other route mod-
ification attacks. Nevertheless, the attacks are quite effective and their
strategic placement can disable large portions of the network and force
traffic through desired paths.

6. Mitigation Strategies

As in the case of traditional networks, most security mechanisms are applied
at the perimeter of MPLS networks. However, many of the attacks discussed
above occur from within administrative domains. Therefore, it is essential
to apply security mechanisms that protect the internal operations of MPLS
networks.

Many vulnerabilities in LDP stem from the lack of authentication, integrity
and confidentiality mechanisms. LDP messages are sent in the clear, which
enables an attacker to gather valuable network information, identify important
targets and perform insidious attacks. Without integrity or authentication
checks, LSRs are unable to discern the source of a message or verify that a
message has not been modified or replayed.

Adequate authentication and integrity mechanisms would mitigate the ma-
jority of attacks discussed above. However, implementing these mechanisms
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requires significant effort and overhead for key management. According to
RFC 3562 [11], keys should be changed at least every 90 days. Additionally,
the Internet Engineering Task Force (IETF) suggests strict guidelines for key
distribution. Unfortunately, a manageable implementation scheme has yet to
be demonstrated. Similar problems surface when using pre-shared keys to en-
crypt traffic for protecting messaging confidentiality.

In addition to authentication, integrity and confidentiality, simple filtering
techniques can be applied to protect LDP from exploitation. For example, an
LSR should not accept a Link Hello (used in direct peer discovery) unless the
packet is addressed to the link multicast address and the source address is on
the same subnet [1]. Without this restriction, it may be possible for an attacker
to create LDP adjacencies by addressing Link Hellos directly to a target LSR.
To prevent the abuse of Extended Hellos (used in extended peer discovery), each
LSR should be configured with an access control list that specifies authorized
remote peers. Extended Hello messages should also be filtered at the ingress;
unless the source and destination addresses identify an authorized external LDP
adjacency, the message should be discarded.

To mitigate memory exhaustion attacks, LSRs should favor existing label
bindings over new label bindings. LSRs in the liberal retention mode are sus-
ceptible to memory exhaustion because they maintain all label bindings adver-
tised by their peers. LSRs in the conservative retention mode, however, are
not susceptible because they release bindings that do not correspond to the
IP next hop. Unfortunately, configuring all LSRs for the conservative mode
comes at the cost of increased time required to recover from network failures.
Alternatively, LSRs in the liberal retention mode should not discard bindings
corresponding to the IP next hop when limited by memory constraints. LSRs
may also prioritize label bindings based on recent use to protect the most com-
mon alternate routes.

7. Conclusions

MPLS has emerged as a mainstay for transporting large volumes of traffic
over a wide array of networks. Indeed, much of the world’s enterprise traffic
already depends on MPLS-based infrastructures to deliver reliable voice, video
and application services. A persistent attack on the MPLS infrastructure could
cripple corporate, national and even global operations.

LDP, a critical component for discovering and constructing MPLS routes,
is vulnerable to several types of attacks. An attacker with internal link access
can disable portions of a network or modify traffic flow. Therefore, mitigation
strategies should focus on internal operations as well as external operations.
We hope that this work prompts a more thorough analysis of security for LDP
and related MPLS protocols.
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Chapter 10

U.S. FEDERAL OVERSIGHT OF
RAIL TRANSPORTATION OF
TOXIC BY INHALATION MATERIALS

Mark Hartong, Rajni Goel and Duminda Wijesekera

Abstract The 9/11 Commission created as a consequence of the terrorist attacks
on New York City and Washington had two goals. The first goal was
to study the incidents to determine the specific security failures; the
second was to provide recommendations for preventing future incidents.
In August 2007, President Bush signed U.S. Public Law 110-53 that
implemented the 9/11 Commission recommendations. Section 1551 of
the law requires every railroad carrier that transports security-sensitive
materials in commerce to provide a written analysis of the safety and
security risks for every calendar year. This paper discusses the back-
ground behind the current regulatory requirements, the nature of the
security-sensitive materials involved, the rail industry and its role in the
movement of security-sensitive materials, and the new U.S. federal regu-
latory requirements associated with the shipment of toxic by inhalation
(TIH) materials.

Keywords: Rail transportation, toxic by inhalation materials, regulations

1. Introduction

Following the terrorist attacks of September 11, 2001, the U.S. federal gov-
ernment established a bipartisan commission to study the incidents and to
report on the lessons learned. The 9/11 Commission, officially known as the
National Commission on Terrorist Attacks upon the United States, conducted
an almost two-year study into the circumstances surrounding the events of
September 11, 2001 and the associated security failures, and made several rec-
ommendations for preventing similar attacks [13]. One of the recommenda-
tions dealt with the protection of critical infrastructures — security systems
should be integrated into a larger network of screening points that includes the
transportation system and access to vital facilities. Based on the commission’s
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recommendations, the U.S. Congress enacted Public Law (PL) 110-53: Imple-
menting Recommendations of the 9/11 Commission Act of 2007 [18]. This law
established statutory requirements for the improvement of all facets of trans-
portation system security, in general, and rail transportation, in particular.

This paper provides the background of the current regulatory requirements
related to the transportation of security-sensitive materials. It also examines
the railroad industry and its role in shipping security-sensitive materials, and
the new regulatory requirements associated with the shipment of toxic by in-
halation (TIH) materials, in particular.

2. U.S. Rail System and TIH Materials

The rail system is a critical component of the U.S. economy. A total of 563
freight railroads operate on approximately 171,000 miles of track [6], hauling
more than 1.85 trillion ton-miles of freight [8] – roughly 40% of all inter-city
freight volume. The cargo carried is diverse and supports all facets of the U.S.
industrial base. Between 1.7 to 1.8 million carloads comprise hazardous mate-
rials [3]. A small percentage (0.3%) of the cargo includes toxic by inhalation
(TIH) or poison by inhalation (PIH) materials. However, because of their po-
tential for use in weapons of mass destruction, PL 110-53 specifically mandates
the protection of these materials.

TIH materials are defined and regulated by the U.S. Department of Trans-
portation (DOT) under Section 5103 of the Federal Hazardous Materials Trans-
portation Law (49 U.S.C. §5103). These materials include gases or liquids that
are known or presumed to be toxic to humans and pose significant health haz-
ards in the event of release during transportation.

The primary DOT hazardous material regulations are issued by the Pipeline
and Hazardous Materials Safety Administration (PHMSA) and govern the
transportation of hazardous materials by all modes (road, rail, sea and air).
The generic transportation regulations address hazardous materials classifica-
tion, packaging, hazard communication and emergency response. Regulations
specific to carriage by rail are in Title 49 of the Code of Federal Regulations
(CFR) Parts 172–174 and 179. Part 172 defines the hazardous material classes.
Part 173 address the general packaging and shipping requirements for hazardous
and TIH materials. Part 174 addresses the minimum specific requirements for
loading, placards and special handling requirements for Class 1 (explosive),
Class 2 (gaseous), Class 3 (flammable), Class 6.1 (poisonous) and Class 7 (ra-
dioactive) materials moved by rail. Part 179 addresses the regulatory weight,
marking and design and manufacturing requirements for tank cars.

While the federal government and the rail industry are concerned with the
safe and secure shipment of all hazardous materials, the safety and security of
certain shipments of explosive (Class 1), toxic by inhalation (Class 6.1) and
radioactive materials (Class 7) are of special concern because of their potential
for use in weapons of mass destruction and their extreme impact on the human
body. TIH materials of concern are categorized according to their biological
effects: nerve agents, blister agents, choking agents and blood agents [9].
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Nerve agents are man-made chemicals, mostly organophosphates that are
used in insecticides. These chemicals affect the nervous system, causing the
over-stimulation of muscles. Victims typically suffer from nausea and weakness,
and possibly convulsions and spasms. At high enough concentrations, loss of
muscle control and nervous system irregularities result in death.

Blister agents or vesicants cause the blistering of tissues. They can enter the
body through the lungs or by contact with the skin or eyes. Vaporized blister
agents are extremely dangerous even in low concentrations. Victims may have
symptoms ranging from mild bronchitis to the blistering of the lungs.

Choking agents act on the lungs, causing breathing difficulty and potentially
permanent lung damage. Examples include chlorine, ammonia and phosgene.
Exposure to low concentrations causes chest discomfort, shortness of breath
and irritation of the nose and throat. High concentrations quickly result in the
swelling of the lungs, respiratory failure and death.

Blood agents interfere with oxygen utilization at the cellular level, poten-
tially causing death through oxygen starvation of brain cells. Examples include
hydrogen cyanide and cyanide salts used in the chemical, electroplating and
mining industries. Exposure to very high concentrations of blood agents leads
to violent convulsions and cardiac failure within a few minutes.

Two incidents demonstrate the adverse consequences of the loss of contain-
ment of TIH materials during their transportation by rail. The first incident
was the January 18, 2002 derailment of a Canadian Pacific freight train in
Minot, North Dakota. The derailment and subsequent loss of tank car in-
tegrity resulted in the release of anhydrous ammonia that killed one person,
injured 333 others and required the evacuation of 11,600 inhabitants for more
than one week [14].

The second incident was the January 6, 2005 collision of Norfolk Southern
freight trains in Graniteville, South Carolina [15]. In the ensuing derailment,
the loss of tank car integrity resulted in the release of chlorine gas that killed
nine people and injured 554 others. The gas release rendered the town of
Graniteville uninhabitable for two weeks, necessitating the evacuation of 5,400
people. The total damage as a result of the incident exceeded $40 million.

While the consequences of the accidents were severe, they were mitigated
by the fact that neither of the accidents occurred in a highly-populated area.
Worst-case scenarios evaluated by the Naval Research Laboratory [12] indicate
that the release of chlorine gas from a 90-ton car in the center of Washington,
DC could kill or injure 100,000 people and render large portions of the city
uninhabitable for an extended period of time.

Although TIH materials constitute only 0.3% of all hazardous material ship-
ments by rail, this still equates to more than 21.6 million ton-miles of TIH
material movement each year [10]. Consequently, railroads are a critical and
sensitive component of the U.S. infrastructure, and they are strictly regulated.
While the consequences of a TIH material release can be catastrophic due to
the volume of material carried in a freight car, it must be noted that such
incidents are very rare. Rail transportation is by far the safest way of ship-
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Table 1. TIH shipments (source: U.S. Census Bureau).

Year Tons Ton-Miles Length of Haul
(thousands) (millions) (miles)

1997 8,868 6,736 764
2002 6,090 3,226 549
2007 4,005 2,551 580

ping TIH materials. In 2007, 99.996% of hazardous material shipments by rail
reached their destination without a release caused by a train accident [5]. The
railroads and trucking industries carry roughly the same amount of ton-mileage
of hazardous materials, but the trucking industry has sixteen times the amount
of hazardous material release of railroads [2].

The Commodity Flow Survey (CFS) conducted by the U.S. Census Bureau
is the primary source of national and state-level data on domestic freight ship-
ments in the mining, manufacturing, wholesale, auxiliary and selected retail
industries. CFS is a shipper-based survey that is conducted every five years as
part of the Economic Census. It provides data on the types of commodities,
their origins and destinations, value, weight, modes of transport, distance and
ton-miles shipped; and presents a modal picture of national freight flow.

The CFS was conducted in 1997, 2002 and, most recently, in 2007 [8]. Table
1 presents the volumes of national TIH material shipments for these years.
Note that the volumes moved have decreased since 1997 as a result of product
substitution; the distance hauled has decreased due to greater co-location of
suppliers and consumers.

While the DOT maintains records for individual shipments of commercially-
transported commodities, these records are deemed proprietary by the indi-
vidual firms and, consequently, the information is not available to the public.
Federal data involving rail operations is suppressed at all levels apart from the
national level. The commercial TRANSEARCH database provides estimates
for smaller geographic units, but supporting information about the flows is
proprietary and is not available to the public.

3. Statutory Obligations and Regulations

U.S. railroads have a statutory common carrier obligation under 49 U.S.C.
§11101 to provide transportation for commodities that are not exempted from
regulations pursuant to 49 U.S.C. §10502. This obligation creates two inter-
related requirements: (i) railroads must provide, in writing, common carrier
rates to any person requesting them (49 U.S.C. §11101(b)); and (ii) railroads
must provide rail service pursuant to the common carrier rates upon reasonable
request (49 U.S.C. §11101(a)).

These statutory requirements place the railroads in a difficult position as
they are exposed, by law, to the risk of catastrophic liability when transporting
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TIH materials. Railroad companies cannot decline to transport hazardous ma-
terials merely because it is inconvenient or unprofitable to do so; nor can they
refuse to transport a commodity based on its dangerous characteristics. Unlike
accidents involving nuclear materials, for which the Price-Anderson Act limits
liability, accidents involving TIH materials have no liability limits. However,
recent federal court decisions (e.g., [17]) have found that the Federal Rail Safety
Act preempts individual state tort law, which may serve to limit railroad liabil-
ity from punitive damages in cases where railroad companies are in compliance
with federal law.

The railroads, of course, purchase insurance to mitigate the financial risk of
carrying hazardous materials, but this coverage is both expensive and limited in
availability. According to the Association of American Railroads (AAR), highly
hazardous commodities constitute only 0.3% of the total carload, but account
for 50% of the insurance costs of railroad companies. Due to the expense and
lack of coverage, most railroads can ensure only a fraction of their net worth. A
single hazardous materials accident can bankrupt a small carrier. The situation
is further complicated by the fact that insurance coverage is regulated by state
law instead of federal law, and that state insurance statutes override most
federal laws (see the McCarran-Ferguson Act (15 U.S.C. §1011)).

Legal ramifications aside, in order to mitigate the risk of catastrophic li-
ability, AAR, DOT and the U.S. Department of Homeland Security (DHS)
have instituted strict protocols for the movement of TIH materials that are
intended to minimize hazards. The AAR protocols are included in the United
States Hazardous Materials Instructions for Rail [7], OT-55 [4] and Casualty
Prevention Circular 1187 (CPC-1187) [1]. The DOT and DHS security proto-
cols are specified in the Hazardous Materials Regulations (49 CFR §171; Parts
105–180); Rail Safety Act (49 CFR Parts 200–244); and Rail Transportation
Security Regulations (49 CFR Part 1580).

3.1 Rail Industry Voluntary Requirements

In addition to railroad-specific security plans that provide for variations in
the actual movement of hazardous materials corresponding to the different
DHS security threat levels, the railroad industry has developed several han-
dling and routing requirements [1, 4]. These requirements specify the list of
hazardous and TIH materials, the main technical and handling requirements
for trains moving TIH materials, the main rail routes over which TIH materi-
als are moved, along with railroad operating practices and facilities when TIH
or other hazardous materials are being transported or stored en route. The
requirements also include the type of tracks over which TIH materials may
be hauled, the maximum train operating speeds when hauling TIH materials,
the positioning of TIH cars in train consists, the placement of placards iden-
tifying the TIH materials being transported, and the movement and storage
requirements of TIH cars in marshalling yards and customer facilities.

Under OT-55, AAR member railroads are responsible for tracking the loca-
tions of hazardous and TIH material shipments from shipper to consignee, and
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for ensuring the timely delivery of the materials in accordance with DOT guide-
lines. OT-55 also establishes mechanisms for the railroads to provide, upon re-
quest by public safety officials in a jurisdiction, the list of the top 25 hazardous
materials transported through the jurisdiction. The railroad industry considers
this information to be restricted information of a security-sensitive nature and
that the recipient of the information must agree to release the information only
to bona fide emergency response planning and response organizations and not
to distribute the information publicly in whole or in part without the express
written permission of the individual railroads.

The reporting mechanism used in OT-55 to keep local authorities appraised
of the nature of the shipments is called TRANSCAER. TRANSCAER (short
for Transportation Community Awareness and Emergency Response) is an out-
reach program initiated by the railroads and shippers. The program provides
assistance to emergency response and planning groups in assessing local risks
based on the hazardous materials being shipped through their areas of responsi-
bility and in developing response plans in the event of material release. OT-55
also requires that railroads and shippers develop emergency response plans
that allow railroads to report the release of materials. The program, known
as CHEMTREC, allows a railroad to initiate the shipper’s emergency response
capability in the event of a derailment, tank shell damage or product release.

The OT-55 requirements, while very successful in mitigating the unplanned
release of TIH materials, have a significant shortcoming. Unlike the regula-
tory requirements issued by DOT or DHS, the OT-55 requirements are merely
recommended practices. As such, they are not strictly enforceable should a
railroad elect not to comply. As a practical matter, however, the railroads
are self-policing, where railroads that do not comply with the recommended
practices are embargoed by other railroads that comply with the practices.

CPC-1187 implements industry standards for the shell, head and top fittings
of TIH tank cars based on the conditional probability of release (i.e., the prob-
ability of release in the event of an accident). CPC-1187 requires tank cars
used to transport TIH materials to be equipped with top fittings protection
systems designed to withstand, without loss of lading, a rollover with a linear
velocity of 9 mph, and the top fittings protection systems to be attached to the
tanks by welding. As currently written, tank cars designed and built to the
CPC-1187 specifications suffer from a significant drawback. CPC-1187 require-
ments can be met by using DOT specification tank cars of higher tank classes
than required by minimum DOT standards. However, tank cars built to the
CPC-1187 standard do not meet the existing minimum DOT standards.

3.2 Federal Safety and Security Regulations

Significantly greater adverse consequences associated with TIH materials are
indicated by their special labeling requirements, both those adopted voluntarily
by the railroad industry as well as those required by the government. DOT
regulations require the words “Poison Inhalation Hazard” to be entered on TIH
material shipping papers. Tank cars transporting TIH materials require special
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placards (in addition to normal hazardous material placards) that indicate
“Poison Inhalation Hazard” or “Poison Gas” (49 CFR 172.504).

These requirements are further enhanced by recent federal regulatory efforts.
The new requirements are codified in changes to 49 CFR Parts 172 and 174
– Hazardous Materials: Enhancing Rail Transportation Safety and Security
for Hazardous Materials Shipments; 49 CFR Part 209 – Railroad Safety En-
forcement Procedures, Enforcement, Appeal and Hearing Procedures for Rail
Routing Decisions; 49 CFR Part 236, Subpart I – Positive Train Control; and
49 CFR Part 1580 – Rail Transportation Security Regulations. The Federal
Railroad Administration (FRA), PHMSA and Transportation Security Admin-
istration (TSA) have developed these new regulations in concert.

The new requirements of 49 CFR 172 and 174 satisfy the requirements in
Section 1551 of the Implementing Recommendations of the 9/11 Commission
Act of 2007. Section 1551 requires a rail carrier of security-sensitive materials
to select the safest and most secure routes when transporting the materials,
based on the rail carrier’s analysis of the safety and security risks on primary
and alternate transportation routes over which the carrier has authority to
operate. In summary, these new regulations establish risk-based protocols for
evaluating the safety and security of TIH material shipments. All rail carriers
are now required to:

Compile annual data on shipments of explosive, TIH and radioactive ma-
terials.

Use the data to analyze safety and security risks along rail routes where
the materials are transported.

Assess alternative routing options.

Make routing decisions based on the assessments.

These new regulations also require rail carrier security plans to address en
route storage and in transit delays. Also, rail carriers must inspect placarded
hazardous material rail cars for signs of tampering and the presence of suspi-
cious items.

Railroads are required to compile annual data on shipments by route. This
could be a line segment or series of line segments. The railroads can choose to
define what constitutes a line segment and how to aggregate the line segments
into a route. However, railroads must translate the routes into geographical
locations and identify the materials shipped by their UN identification num-
bers [16]. The four-digit UN identification numbers are used in international
commerce and transportation to identify hazardous chemicals or classes of haz-
ardous materials. The numbers generally range between 0000 and 3500 and are
preceded by the letters “UN” (e.g., “UN1005”) to avoid confusion with other
number codes.

The route analysis requires that railroads identify all practical alternatives
and involve state, local and tribal officials in identifying security risks along
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Table 2. Rail risk routing factors [19, 20, 22].

Rail Risk Routing Factor Risk Reduction Strategy

Volume of hazardous materials Minimize volume
Rail traffic density Minimize density
Trip length Minimize trip length
Railroad facilities Maximize availability
Track type and class Maximize type and class
Track grade and curvature Minimize grade and curvature
Signal and train control Maximize presence
systems
Wayside detectors Maximize number
Number and type of grade Minimize number
crossings
Single vs. double track Maximize double tracks
Frequency and locations of Minimize number
of track turnouts
Proximity to iconic targets Minimize proximity
Proximity to environmentally Minimize proximity
sensitive areas
Population density Minimize population
Venues of route Minimize proximity
Emergency response capability Maximize response
along route
Areas of high consequence Minimize high consequence areas
Passenger traffic Minimize volume
Speed of train operations Minimize speed
Proximity to en route storage Maximize proximity
and repair facilities Maximize proximity
Known threats Minimize threats
Security measures in place Maximize security
Availability of alternative Maximize alternatives
routes
Past incidents Minimize incidents
Overall time in transit Minimize time
Crew training and skill level Maximize skill and training
Impact on rail network traffic Minimize impact
and operations

proposed routes. Route alternatives must be prepared in writing and must
consider all the safety and security risks associated with the critical factors
listed in Table 2. Also, they should always consider the possibility of catas-
trophic release of the shipment. The analysis must also identify remediation or
mitigation acts that can be adopted. The route identifying procedure requires
a railroad to consider if interchanging the TIH shipment with another railroad
will result in an overall lower societal risk and costs, regardless of the financial
gain or loss to the railroads. The analysis and the supporting information are
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considered to constitute sensitive security information (SSI) and their release is
restricted to persons with a need to know. Generally, this means federal, state,
local and tribal officials responsible for transportation safety and security, not
the general public.

While interchange must be considered, it is not mandated. In order to en-
courage interchange, the regulations provide an exemption from anti-trust regu-
lations (49 U.S.C. §333) so that railroads and shippers can share cost and route
information to facilitate the system-wide optimization of safety and security.
Normally, the exchange of such information is deemed to be “anti-competitive,”
but immunity from prosecution is granted if the discussions are moderated by
the FRA and the agreements are approved by the FRA.

The changes to 49 CFR Parts 171–174 and 179 also establish new structural
requirements for tank cars, especially those handling TIH materials. In 2004,
the National Transportation Safety Board (NTSB) found that more than one-
half of the 60,000 rail tank cars used to transport hazardous materials were
not built according to current standards and were susceptible to rupture in the
event of an accident [24]. The NTSB also reported that the 1989 requirement
for tougher steel has made all new tank cars safer, but about 60% of pressurized
tank cars currently in use were built before 1989.

Issued pending validation and implementation of new crashworthy designs,
the NTSB requirement imposes interim technical rules for tank car design and
operation to protect against the release of TIH materials in the event of a
collision or derailment. The required technical modifications to a particular
tank car are based on the specific TIH materials being shipped. The mandatory
functional requirements for tank cars require: (i) blunting the load impacting
the tank to prevent tank puncture; (ii) absorbing the kinetic energy associated
with a crash without loss of containment; (iii) reinforcing the commodity tank;
and (iv) removing in-train forces from the commodity tank. Changes to improve
the top fittings performance (where the material is loaded into tank cars) were
made along with the steel used in the shells of tank cars. In addition to the
functional performance requirements, the new regulation established a 50 mph
speed restriction for loaded rail tank cars transporting TIH materials. This
codified the speed restrictions established by AAR in OT-55.

The new requirements of 49 CFR Part 209 are more administrative in na-
ture, establishing procedures to enable railroad carriers to challenge rail routing
decisions made by the FRA that carry out the new requirements of 49 CFR
Part 172 discussed above. The procedures in Part 209 require the FRA to
provide written notification if a railroad carrier’s route selection, analysis and
documentation are deficient and the carrier fails to establish that the route
chosen poses the least overall safety and security risks. Once a railroad has
been notified, the FRA works with the railroad, the Surface Transportation
Board (STB), PHMSA and DHS to address the issues identified by the FRA.
After this process is completed, if the railroad still does not address the issues,
then the FRA transmits a final written order identifying the unresolved issues
and orders the use of a route that the FRA determines to be the safest. The
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Figure 1. Positive train control system.

railroad may petition for review of the final decision in the appropriate United
States Court of Appeals, but compliance with the FRA order is not stayed
unless ordered by the appellate court.

The requirements of 49 CFR Part 236, Subpart I [21] implement the Rail
Safety Improvement Act (RSIA) of 2008. Among the many provisions of the
RSIA is the requirement for Class 1 railroads to install positive train control
(PTC) systems on their route segments that transport more than 5 million
gross tons annually and carry TIH materials. These supervisory control and
data acquisition (SCADA) systems communicate using wireless links and are
utilized by railroads to provide positive train separation, over-speed protection
and protection for roadway workers working within the limits of their authority
[11]. As illustrated in Figure 1, a PTC system consists of four subsystems: office
system, wayside system, onboard system and communications network.

In the process of ensuring positive train separation and preventing derail-
ment, PTC safety mechanisms provide some degree of protection against the
release of TIH materials due to collision or derailment. When installed, PTC
systems will cover approximately 70,000 miles of the US rail system. The new
implementation regulations of 49 CFR Part 236, Subpart I for PTC SCADA
systems recognize the vulnerability of the systems to wireless attacks, and re-
quire the systems to incorporate cryptographically-based message integrity and
non-repudiation mechanisms to prevent misuse.

The last significant set of regulations associated with securing TIH materials
is found in the TSA Rail Transportation Security Regulations of 49 CFR Part
1580. Published in November 2008, the TSA regulations require that bulk
shipments of TIH materials (along with certain explosive and highly radioactive
materials) be handled through a continuous chain of custody, including physical
delivery to a connecting railroad at a point of interchange where personnel of
the receiving railroad are available to take physical control.



Hartong, Goel & Wijesekera 151

Table 3. High threat urban areas [23].

Phoenix, AZ San Diego, CA Miami, FL
Anaheim, CA Santa Barbara, CA Denver, CO
Orlando, FL San Francisco, CA Washington, DC
Tampa, FL Long Beach, CA Los Angeles, CA
Fort Lauderdale, FL Atlanta, GA Sacramento, CA
Jacksonville, FL Honolulu, HI Chicago, IL
Indianapolis, IN Baton Rouge, LA New Orleans, LA
Louisville, KY Boston, MA Baltimore, MD
Detroit, MI Twin Cities, MN Kansas City, KS
St Louis, MO Charlotte, NC Omaha, NE
Newark, NJ Jersey City, NJ Las Vegas, NV
Buffalo, NY New York City, NY Cincinnati, OH
Cleveland, OH Columbus, OH Toledo, OH
Oklahoma City, OK Portland, OR Philadelphia, PA
Pittsburgh, PA Memphis, TN Dallas, TX
Fort Worth, TX Houston, TX San Antonio, TX
Seattle, WA Milwaukee, WI

These regulations improve security in several ways. First, the regulations
require rail carriers and facilities that handle specified hazardous materials
to report location and shipping information to the TSA upon request. The
reporting criteria are very strict. Class I freight railroad carriers must provide
the location and content information to the TSA no later than five minutes (for
one car) or 30 minutes (for two or more cars) after receiving the request. To
facilitate this, each railroad must identify a Rail Security Coordinator (RSC)
who is available at all times to serve as the primary liaison with the TSA on
security matters.

Second, the regulations require railroads and shippers to ensure a chain of
custody when exchanging extremely high-risk hazardous materials (e.g., ex-
plosive, TIH and radioactive materials) when they pass through a high threat
urban area (HTUA) (Table 3). Chain of custody is relatively straightforward.
The shipment must be under positive control from the time the hazardous ma-
terial is accepted by the railroad to the time the shipment is delivered. Positive
control has three elements: (i) the physical location of a responsible party in
close proximity to the car; (ii) the ability to respond promptly to an unautho-
rized access; and (iii) the ability to contact the appropriate security officials.
In conjunction with physical control, a designated responsible party must sign
for the materials.

Third, as in the case of rail safety regulations that permit FRA inspectors
to conduct announced and unannounced inspections for compliance, the TSA
can conduct security inspections. While the carriers would prefer not to have
this sort of regulatory oversight, it provides a mechanism for ensuring the im-
plementation of a common level of security throughout the rail system.
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The annual TIH material routing analysis fillings by the railroads also re-
quire FRA review and approval. In carrying out a review, the FRA can obtain
an estimate of the total TIH material tonnage shipped on a particular rail car-
rier via an analysis of waybill sample data for comparison with the filed routing
analysis. The annual rail waybill sample contains shipment data from a strat-
ified sample of confidential rail waybills submitted by freight railroads to the
STB in support of rail carrier rate filings. Discrepancies between waybill data
and route analysis data, or between route analysis data and observed shipments
by government field inspectors may trigger further investigations. The penalty
for non-compliance is high. The regulations provide for civil penalties of up to
$100,000 per day levied against railroads found to be not in compliance, along
with the assignment of individual liability, which results in the assessment of
civil penalties to individuals and possible disbarment from employment in the
transportation services industry. In extreme cases, criminal felony charges may
be filed for non-compliance.

4. Conclusions

The current federal regulations have certain shortcomings that must be ac-
knowledged. First, the regulations leave out other hazardous materials that
could also cause considerable damage or that could be used as catalysts to
release other toxic materials (e.g., highly volatile liquefied petroleum gas and
flammable liquids). Second, the regulations are limited to loaded cars; residue
cars containing smaller quantities of hazardous materials are excluded. Be-
cause of the way “residual” is defined (i.e., cars that have been unloaded to
the maximum extent practicable), a car that has had only half of its contents
unloaded could be considered to be a residue car and is, therefore, not subject
to the regulations. Third, the regulations only cover a limited number of high
threat urban areas – many U.S. cities (e.g., Tulsa, OK) are not classified as
high threat urban areas.

The imposition of federal regulations for TIH material security has been, and
continues to be, a very divisive topic, with the various stakeholders promoting
contradictory agendas. The railroads generally object to the new regulations
as being unfunded mandates that are arbitrary and capricious. They point to
the fact that the shipment of TIH materials by rail has a proven record of being
extremely safe and that there is no credible evidence that the security risks are
any higher than the safety risks.

Shippers and other customers are concerned that the railroads will utilize
the new regulations to condense TIH material traffic. By gaming the regula-
tions, railroads could eliminate service and/or pass their safety and security
costs to customers. Such actions would adversely impact the ability of railroad
customers to provide goods and services.

State, local, and tribal entities are concerned that the imposition of fed-
eral regulations is preemptive. In preempting state and local laws, the fed-
eral government limits the ability of these entities to adequately protect their
constituents. These entities believe that regulatory routing and TIH material
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handling requirements do not make adequate provisions for state, local and
tribal oversight and that the rejection of routes may impose unwanted and
unacceptable exposure to their constituents.

All the stakeholders are greatly concerned by the performance-based nature
of the regulations. Generally, the requirements specify in broad terms what
must be accomplished but are silent on the how. This situation provides for
a large solution space. However, because the regulations are not prescriptive,
the stakeholders are never entirely sure what the regulators will consider to be
acceptable or unacceptable solutions to implementing the requirements.

The three regulatory federal agencies responsible for creating and enforcing
security rules for TIH material shipments (FRA, PHMSA and TSA) have been
mindful of stakeholder concerns and have worked to make the development of
the regulations as transparent as possible. The proposed regulations were made
available for public review and comment before their enforcement. After the
comments were received, the government regulatory bodies carefully weighed
each comment, deciding on a specific course of action and, where appropriate,
modifying the proposed rule text based on the comments.

The current regulations governing the movement of TIH materials by rail
must deal with significant uncertainties because the associated probability and
consequence data are often sparse and of questionable quality. The uncertain-
ties arise because the adverse events have very small probabilities and have
rarely, if ever, occurred. Nevertheless, despite regulatory efforts, the release of
TIH materials as the result of a train accident or a terrorist incident, while very
unlikely, is still possible.

Regardless of the significant level of carrier, labor, vendor, government and
public participation in the formulation of the new regulations to address the
safety and security of TIH materials, public perception will be the driving
motivation for the suitability of these regulations. Anecdotal evidence, despite
statistics to the contrary, may result in the creation of additional regulations
to address perceived problems. Over regulation of rail shipments could have
the unintended effect of forcing TIH material shipments to roadways – a much
more risky operating environment. Such policy could be extremely harmful to
public health, safety and welfare, and to the economy as a whole.

The views and opinions expressed in this paper are those of the authors
and do not necessarily state or reflect the views of the U.S. Government, the
U.S. Department of Transportation or the Federal Railroad Administration,
and shall not be used for advertising or product endorsement purposes.
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Chapter 11

PROTECTING THE FOOD SUPPLY
CHAIN FROM TERRORIST ATTACK

Maria Jesus Alvarez, Ainara Alvarez, Maria Carla De Maggio, Ainhoa
Oses, Marcella Trombetta and Roberto Setola

Abstract The food supply chain is a critical infrastructure that is an attractive
target for terrorist attacks. Despite its importance, relatively little re-
search has focused on improving the security of the food supply chain
infrastructure. This is largely due to a lack of awareness on the part of
food supply chain stakeholders and authorities about the threats. This
paper describes a methodology for assessing the risk associated with
threats to the food supply chain, with the goal of enhancing awareness
and helping develop appropriate security measures.

Keywords: Food supply chain, threats, food defense, risk assessment

1. Introduction

The food supply chain is an attractive target for terrorist attacks. In the
aftermath of the attacks of September 11, 2001, the World Health Organization
(WHO) stressed the risks due to food terrorism. Of particular concern is “an
act or threat of deliberate contamination of food for human consumption with
biological, chemical or physical agents or radionuclear materials for the purpose
of causing injury or death to civilian populations and/or disrupting social,
economic or political stability” [8]. The need to protect the food supply chain
was also underscored by Resolution WHA 55.16 [24] at the Fifty-Fifth World
Health Assembly, which stressed that food is a likely and highly effective way
to disseminate biological, chemical or radionuclear agents and materials.

The protection of the food supply chain – termed “food defense” – has
attracted considerable attention in the United States [15]. Agriculture and food
is recognized as one of the seventeen national critical sectors [4, 5] and a specific
work plan [20] was released in 2007. Despite the efforts, many instances of
salmonella and E. coli contamination have been reported in the United States.
These outbreaks – large and small – mostly led to hospitalization and, in some
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cases, death. Interestingly, the authorities were unable to determine the causes
of the outbreaks in the majority of cases [3].

The U.S. incidents demonstrate that compromises of the food supply chain
can have a significant impact on public health. The food infrastructure is
massive and highly distributed. As emphasized by the U.K. Centre for the
Protection of National Infrastructure (CPNI) [6] and the Asia-Pacific Economic
Cooperation (APEC) Counter Terrorism Task Force (CTTF) [2], every country
and geographic region is exposed to a wide range of threats.

The European Commission’s Green Paper on Bio-Preparedness [9] highlights
efforts for reducing biological risks and enhancing preparedness and response
with regard to the food supply chain. Nevertheless, few comprehensive initia-
tives are underway to secure the European food supply chain from attack. One
example is the Rapid Alert System on Food and Feed (RASFF) [10], but it
focuses on food safety warnings, not on preventing malicious contamination.

The U.K. CPNI and British Standard Institute (BSI) define food defense as
“the security of food and drink and their supply chains from all forms of mali-
cious attack including ideologically motivated attacks leading to contamination
or supply failure” [6]. As explained in [8], the potential effects of a terrorist
attack on the food supply chain are many, the most significant of which are
human disease and death. Terrorist acts are also designed to create fear and
anxiety in the population and reduce confidence in the government, which can
lead to political instability.

Dalziel [7] has conducted a systematic examination of incidents involving the
intentional and malicious contamination of food from 1950 to 2008. The anal-
ysis reveals that almost 98% of the incidents occurred downstream in the food
supply chain (e.g., at retail outlets, food service establishments, homes and the
workplace). Typically, the incidents involved commonly-available household,
agricultural or industrial chemicals. When more esoteric chemicals were used,
the perpetrators often had access to these agents at work and also possessed
the knowledge to use them. Incidents involving biological or radiological agents
typically occurred at the retailer or at the consumer and had little impact on
public health.

Analysis of the data indicates that the most common reason for the de-
liberate contamination of food was to disrupt business or tourism and cause
economic loss rather than injure people. Thus, a distinction should be made
between actions aimed at spreading pathogens in large populations and “sym-
bolic” attacks designed to provoke social anxiety and economic loss. Contami-
nated food products often spread panic in the population. The mad cow disease
and avian flu scares modified consumer behavior in a very significant manner,
creating negative effects on the market and massive losses for producers.

Symbolic attacks on the food supply are both efficient and effective. These
attacks are easy to perpetrate, and can target any aspect of the food sup-
ply chain, especially the least controlled and protected portions of the chain.
Widespread monitoring of contamination is complicated by food imports. Most
countries import significant quantities of food; the figure for the United States
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is about 15%. Illegally-imported food poses additional problems because it
bypasses government testing.

This paper presents an approach for analyzing the risk to the food supply
chain in terms of potential threats, system vulnerabilities and countermeasures.
The research, which has been performed under the SecuFood Project [17], has
considered a broad sampling of foods consumed in Europe (e.g., milk, yoghurt,
juice, bread, oil, salads, fish and baby food). However, this paper specifically
examines the major issues related to securing the European milk supply chain.

2. SecuFood Methodology

Ezell and von Winterfeldt [11] have noted that estimating the probabilities
of an attack on the food supply chain is a hard task, requiring knowledge
about the motivation, intent and capabilities of attackers. In addition, these
probabilities change with the defensive measures that are implemented. For
these reasons, we focus our attention on food supply chain vulnerabilities with
the goal of identifying them in order to implement preventive measures.

To estimate the risk posed by terrorist attacks, and more generally, criminal
attacks, we consider the threats posed by the availability of various biological
and chemical agents and their potential consequences. This is because any
attack on the food supply chain requires the introduction of a dangerous agent.
The agent can be added during harvest, storage, processing, preparation, retail
or food service.

To conduct a more effective analysis, we decomposed the food supply chain
into its main macroscopic steps, taking into account the peculiarities of each
step in terms of vulnerabilities and countermeasures. To this end, we assume
that a generic food supply chain can be decomposed into the five macroscopic
steps shown in Figure 1. A typical workflow starts with a large set of production
sites that supply one or more industries. The food is processed, transformed
and packaged at these sites, and is then sent, via a logistic system, to whole-
salers. The wholesalers distribute the food items to retailers and food service
establishments who pass them on to consumers. Note that the decomposition
in Figure 1 represents an abstraction; the actual process is very complex and
includes numerous sources, processes and exchanges of raw materials between
various entities.

We identified specific threats at each macroscopic step for each food type
in terms of contamination by chemical and biological agents and by other in-
struments [18]. Our analysis revealed that the types of threats at the different
steps are essentially the same, although the impact and the ability to detect and
neutralize the threats can be very different. In fact, the impact of a contam-
inant is greater when the agent is introduced early in the supply chain. This
complicates and delays the localization of the contamination, especially when
the adverse effects are not immediate. Also, a contaminant that is introduced
in an early step of the food supply chain is difficult to identify and isolate,
especially if the problem is discovered after processing and delivery. However,
some agents can be detected by quality control testing and neutralized during
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Figure 1. Food supply chain decomposition.

processing. On the other hand, as reported by Lee, et al. [14], the most proba-
ble targets in the supply chain are food vendors, which includes food producers,
retailers, restaurants and other food service establishments. This is because,
even if the overall impact is limited in terms of the concrete consequences, the
attacker would obtain a large “return on investment.”

We also considered the “likelihood” of attacks. The likelihood takes into
account the availability and manageability of the agents, the vulnerability of
the specific product supply chain, and the possible effects in terms of causalities,
economic loss and psychological impact. Specifically we considered:

Processes in terms of their ability to neutralize agents and product ac-
cessibility.

Company policies regarding employees and visits (e.g., monitoring and
access control).

Security measures adopted (e.g., alarms, cameras and guards).

Quality control mechanisms implemented (e.g., number and types of con-
trols and hazard analysis and critical control points (HACCP)).
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Figure 2. Risk assessment matrix [21].

Next, for each of the eight types of food items (milk, yoghurt, juice, bread,
oil, salads, fish and baby food), we performed a risk analysis based on the
research literature and interviews with principal stakeholders and public au-
thorities. We collected about 40 questionnaires and performed inspections of
several food processing facilities. Also, we analyzed all the incidents reported
by Dalziel [7] and others, amounting to more than 450 cases of malicious con-
tamination of food. Finally, we evaluated and classified about 50 biological
and chemical agents in terms of their availability, manageability and possible
pathological effects.

These activities enabled us to collect a large quantity of qualitative and quan-
titative data about threats to the food supply chain. The data was analyzed
with the help of experts from a specialized police corps [1]. An operational
risk management (ORM) approach [21] was used to classify the attacks from
extreme to tolerable. We also identified the degree of likelihood for each agent
with respect to each food item and step in the supply chain. The likelihood
was evaluated in terms of the availability of the agent and the vulnerability
of the corresponding supply chain step. We created a risk matrix taking into
consideration the ability to detect the attack and the possible consequences
(Figure 2). The risk matrix employs the following risk categories:

Extreme (E): Causes a large number of injuries, several deaths and
catastrophic economic consequences.

High (H): Causes severe injuries, some deaths and severe economic con-
sequences.

Moderate (M): Causes some injuries that may require medical atten-
tion, and significant economic consequences.
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Figure 3. Risks related to different steps in the food supply chain.

Limited (L): Causes no injuries, but some economic consequences.

Tolerable (T): Causes no health effects, but has a limited impact on
reputation and some economic consequences.

Figure 3 summarizes the results obtained by averaging the behavior cor-
responding to each of the 50 contaminating agents with respect to the eight
classes of food considered in our analysis. Figure 3(a) illustrates how the risk
due to an exposure to significant contamination increases from the farm to the
processing phase, reaching a maximum just before the packaging operation.
After this, it reduces monotonically due to the decreasing sizes of the lots in
the subsequent steps.

In contrast, the graph in Figure 3(c) shows that the risk due to symbolic con-
tamination reaches its maximum close to the consumer. This happens because,
as seen in Figures 3(b) (effectiveness of surveillance) and 3(d) (effectiveness of
countermeasures), the last steps in the food supply chain are less controlled
and less secure. Indeed, most of the controls and countermeasures in the food
supply chain are intended to guarantee the safe production of food. Therefore,
they are largely concentrated in the production step, where tests are conducted
on raw materials, semi-processed goods and final products. After the produc-
tion step, security-related activities are mostly focused on preventing theft and
only minimally on preventing food tampering.
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Table 1. Biological and chemical agents [13, 16, 19].

Agent Lethality Availability

Biological Agents
E. coli 3–5% Easy
Yersinia 100% (pneumonic) Easy

50% (bubonic)
Salmonella <5% (S. enteritidis) Easy

12–30% (S. typhi)
Staphylococcus aureus < 5% Easy
Brucella Low Easy
Francisella tularensis 30–40% Difficult
Coxiella burnetii <5% Difficult

Chemical Agents
Abrin Fatal (no antidote) Very Easy
Aflatoxin Fatal (no antidote) Easy
Tetrahydrocannabinoids Toxic at high levels Easy
Safrol Carcinogen Moderately Easy
Diphosgene Lewisite Fatal at high levels
Nicotine Fatal
Ricin Fatal (no antidote) Very Easy
Tetrodotoxin Fatal at low levels Difficult
Saxitoxin Fatal at low levels Moderately Easy
Shigatoxin Fatal at low levels Easy
Nitrogen Mustard Gas Fatal at high levels Difficult
Cadmium Fatal Moderately Difficult
Chromium VI Fatal Easy
Mercury Fatal at high levels Easy
Red Phosphorus Fatal Easy
Thallium Fatal at high levels Difficult
Titanium Fatal at high levels
White phosphorus Fatal Easy
Arsenic Fatal Very Easy

3. Milk Case Study

This section focuses on a case study of the milk sector. Milk was selected
because it is a basic component of the European diet; as such, it is consumed in
large quantities either directly or indirectly in other food products. Moreover,
it has been the target of malicious attacks [23].

Table 1 lists the main biological and chemical agents that can be used to
contaminate milk. Information is also provided about the lethality and ease of
availability of these agents.

In the case of milk, it is important to distinguish between biological and
chemical agents. Most processed milk goes through a pasteurization (thermal)
process that kills biological agents. The subsequent cooling of milk to 4◦C
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Figure 4. ORM matrix for the milk supply chain.

makes it very difficult for most biological agents to grow. On the other hand,
the heating and cooling process does not affect chemical agents, enabling them
to be added at any time during milk production.

Milk producers perform several tests on raw milk to check its quality and
detect the presence of biological agents. However, these tests are not compre-
hensive and tests for dangerous agents such as botulinum are not performed.

In general, the deliberate contamination of milk at the output stage is much
more complicated than at the input stage because the product is packaged in
small lots. However, Blasco and Bledsoe [16] observe that with the appropriate
technical knowledge and access, any product can be tampered with during
the distribution or retail steps. Indeed, packaged food can be sabotaged by
terrorists or criminals with a relatively low degree of sophistication.

The ORM matrix in Figure 4 demonstrates that, in the case of milk, the
adverse consequences of chemical agents (bold) are much higher than those
due to biological agents (italics). This is because few, if any, controls are in
place for chemical agents. Furthermore, detecting some chemical agents is very
difficult because they are colorless and odorless. However, the most important
factor is that chemical agents, unlike biological agents, are not destroyed by
the heating and cooling processes involved in milk production.

In summary, the milk sector is prepared to prevent spontaneous contamina-
tion via the implementation of controls against zoonosis and other health risks
of a microbiological origin. However, it is woefully unprepared to deal with
malicious contamination using chemical agents.
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4. Conclusions

Food is an unconventional weapon in the hands of terrorists. Despite the
worldwide attention paid to the malicious tampering of food products, the ma-
jority of the stakeholders in the food supply sector have little understanding of
the risks related to deliberate contamination. In general, they believe that their
production processes are secure and that their controls and countermeasures
are adequate. However, they concede that malicious entities can target food
products almost anywhere in the supply chain. This means that they admit
that many vulnerabilities exist in food production and distribution.

The consequences of contamination vary according to the specific step in
the supply chain that is targeted. An attack that targets a step closer to the
consumer has a greater probability of success but affects fewer people. On the
other hand, an attack in the early steps of the supply chain affects many more
people, but has to evade many controls and countermeasures to be successful.

The transportation and storage steps are, in general, more vulnerable that
the manufacturing step. Raw materials are more vulnerable than packaged
products, but it is difficult to successfully target raw materials because of strong
quality controls. Packaged products are more susceptible to contamination
during transportation and storage. The risk is high and the probability of
detection is very low – until consumers are affected.

With regard to the milk supply chain, pasteurization and quality control
processes reduce the likelihood of a successful attack involving biological agents.
However, because of the absence of controls and countermeasures, attacks using
chemical agents have a high probability of success.

The absence of major food contamination events leads us to believe that the
food supply is relatively safe, but we cannot afford to be complacent. All the
entities in the food supply chain should develop security plans for managing
the risk. The hazard analysis and critical control points (HACCP) approach is
an effective technique as it focuses on proactive (preventive) measures instead
of reactive measures, which is prudent in any critical infrastructure sector.
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Chapter 12

INTERACTIVE VISUALIZATION OF
INTERDEPENDENCIES AND
VULNERABILITIES IN
CONSTRAINED ENVIRONMENTS

Nils Lunden, Robin Sveen, Hans Lund, Nils Svendsen and Stephen
Wolthusen

Abstract Many critical infrastructure assets from hospitals to industrial facilities
rely on multiple infrastructure services whose close proximity can result
in the failure of one component causing cascading failures in other assets.
Ths effective analysis and mitigation of risks requires the consideration
of numerous scenarios and input from domain experts.

This paper describes a distributed interactive visualization and anal-
ysis mechanism for constrained environments such as buildings and in-
dustrial facilities in which the physical and logical components and de-
pendencies are considered in a three-dimensional model. Physical effects
modeled include flooding, fire, smoke and gas explosions; the logical de-
pendencies considered include telecommunications and electrical power.
This allows the creation of scenarios by interactively creating events
whose effects are subsequently captured by physical and logical sub-
models that can be viewed and replayed from multiple angles to permit
efficient analysis and review. The capabilities of the system are illus-
trated using a complex scenario of cascading physical and logical failures
resulting from a water leakage in a hospital environment.

Keywords: Visualization, concurrent models, distributed simulation

1. Introduction

Most critical infrastructure facilities are dependent on other critical infras-
tructure components and sectors. Dependencies and interdependencies between
components and sectors can be captured and analyzed at the logical level [19].
However, this view is often imperfect as physical dependencies and hazards
must also be considered in order to obtain an understanding of the risks to
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an infrastructure element or cluster and possible mitigation approaches. The
simultaneous consideration of logical dependencies and physical effects permits
the identification of potential hazards due to unexpected (inter-)dependencies
in logically separate but physically proximate infrastructure elements. Also, it
facilitates the development of dynamic scenarios for assessing the existence and
severity of risks as well as the time available to take mitigation measures [18].

While such models provide valuable insights in larger, sparsely populated
geospatial domains and must have limited complexity to permit effective use,
their utility in confined environments such as buildings and industrial facili-
ties is limited. Elaborate models and visualization environments exist for some
types of hazards [7, 11], but these are concentrated on a single incident or haz-
ard category. They are often unsuitable for identifying the cascading failures of
interest when analyzing the robustness of a facility to disruptions and its ability
to provide critical services under degraded circumstances. However, they may
be utilized to assess risks and mitigation strategies. Nevertheless, given the
intractable number of possible simultaneous and cascading contingencies, au-
tomated analysis is unlikely to yield significant insights. It is therefore critical
to allow domain experts from different realms to create and analyze scenarios
interactively while providing physical and logical models that track the evolu-
tion of the scenarios and allow for their visualization. The resulting interactive
visualization paradigm, which would facilitate the viewing of event traces from
different perspectives and with varying levels of detail and emphasis, can yield
important insights.

2. Model Components

The model used for visualization incorporates multiple modules centered
around the geospatial representation of the area under consideration. This
is achieved using a “scene graph” representation found in most vector-based
graphical editing systems and in some distributed gaming environments. The
scene graph representation permits the efficient and intuitive representation of
logical and spatial groupings of entities in the form of a tree.

The visualization is controlled by a “master node” that retains the full model
of the scenes to be rendered. The “rendering nodes” that participate in a
simulation register with the master node, download the initial scene graphs
and forward any local changes that are made to the master node. A tree-
structured change propagation hierarchy can be employed reduce the overhead
on the master node. Communication between nodes is realized via IPSec-
secured channels to minimize the latency of individual update bursts. Note
that the master node may or may not have a rendering engine running on it.

Distributed operations on scene graphs may be grouped by sub-trees that,
for example, contain the contents of individual rooms; the operations must be
transmitted once for the basic configuration when a rendering (visualization)
node joins a simulation, adds or changes rooms. Any changes made must be
transmitted to all nodes. When a node performs modifications locally, these
must be communicated first to the master node, which then transmits the
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modifications to all affected visualization nodes. To minimize communications
traffic, rendering is performed on visualization nodes.

All objects and entities in the model are characterized by three-dimensional
geo-referenced coordinates. The precise representation may range from a simple
point cloud description to arbitrary polygon mesh forms for complex objects,
where the latter may result from tessellations of other types of object or ob-
ject surface descriptions (e.g., non-uniform rational B-spline surfaces) because
polygon meshes are the natural representation used by the visualization engine.

The overall architecture is modular in that it supports an extensible set of
sub-models for different types of events. This also allows the replacement of
sub-models with others of higher or lower fidelity depending on resource avail-
ability and other requirements. To minimize the complexity of sub-models,
components may be shared and reused. This includes material properties that
describe the behavior of objects with regard to flammability, water-related ef-
fects and response to pressure, in addition to visualization properties such as
color and transparency. In particular, the model captures both bulk material
and surface properties.

The second major component shared across models is the basic physics
model. Given the choice of visualization platform (see Section 3), this is based
on the jME Physics 2 interface, which, in turn, provides an adaptation layer
for several physics engines, including the Open Dynamics Engine (ODE) [16]
and the proprietary PhysX engine by Nvidia. The two engines run on a variety
of platforms and offer rich feature sets. The PhysX engine, in particular, offers
performance benefits because it can draw on hardware support in the form of
a dedicated physics processing unit (PPU) or a parallel implementation on a
graphics processing unit (GPU) [3]. This engine also supports our material
model, especially with regard to friction effects and general collision detection
for the various geometric shapes used to model scenarios.

However, even with hardware acceleration support, some of the sub-models
described in this paper (especially those in Sections 2.1 and 2.3) cannot be
represented by a näıve object model for individual particles. Real-time perfor-
mance falls to unacceptable levels when more than 2,000 objects are used (this
occurs when the frame rate of rendering nodes drops below 30 frames/second).
We have, therefore, developed a dedicated “particle model” that can draw on
the physics engine to employ a “sampling strategy” to capture the underlying
object behavior in addition to that dictated by sub-models using small objects
that do not require individual collision modeling but aggregate, explicit models
and surface collision models. Figures 1 and 2 show an example of a simple
(fire) particle model using the sampling approach in conjunction with surface
interactions that include friction, deflection and heat exchange.

Although this approach provides adequate fidelity at relatively low compu-
tational complexity for small volumes and time-scales, it is still undesirable
to model very small particles individually over larger time and spatial ranges;
this is because other influences (e.g., sub-model effects) can dominate. Con-
sequently, we have chosen to capture meso-scale effects using a “vector field
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Figure 1. Interpolated model using sampling and surface interactions.

(a) Start of simulation. (b) Updated vector field.

Figure 2. Vector field meso-scale particle model simulation.

model layer” using gradient vector fields ∇f = 〈fx, fy, fz〉(t) and a Hamilto-
nian dynamics model [1]. A number of more efficient approximations do exist,
but we believe that this approach represents a straightforward “first principles”
approximation (even though the reversible dynamics provided by the approxi-
mation are not used in our model). The choice of formalism restricts us to the
use of smooth functions, but as we are mainly interested in modeling thermo-
physical effects, this is not an issue. However, for the vector field model, it is
desirable to increase the update frequency and, hence, the temporal and spatial
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Figure 3. Soot particle aggregation and heat transfer interactions.

resolution to prevent interpolation errors from producing undesirable artifacts
despite an otherwise smooth visual appearance in case of rapid dynamic ef-
fects. Note that the use of parallel models with discrete time steps can lead to
artifacts, especially due to sampling effects.

2.1 Fire and Smoke Sub-Models

Fire and smoke are two demanding modeling and visualization domains. Sev-
eral dedicated models are available in the literature (see, e.g., [11]). However,
for the purposes of scenario development and visualization, a simple hydrody-
namic model of heat transfer was chosen to obtain the requisite parameters
for the particle model described above [20]; this resulted in a set of reference
samples and a corresponding vector field for modeling heat transfer.

Of particular interest to critical information infrastructures are the adverse
effects produced by soot particles that are affected by these flows. Consequently,
soot particles and particle accumulations are modeled explicitly. Figure 3 shows
soot particle aggregation and heat transfer interactions with a wall. The di-
agonal lines are superimposed artificially to enhance visibility of aggregations
caused by heat transfer to the wall.

Note that our model is limited to simple scenarios and cannot accurately
capture some effects found in more elaborate models. Also, the model is limited
by the constraint on particle numbers to obtain support points for the vector
field model. However, because we are primarily interested in observing the
interactions of multiple sub-models, the limited fidelity of our model does not
pose an insurmountable restriction.
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Figure 4. Flooding effect simulation for unpressurized volumes.

2.2 Flooding Sub-Models

The scenarios considered in this paper do not engage detailed hydrodynamic
models for water because dynamic effects are of limited interest in confined ar-
eas (unlike for a large-scale scenario such as a dam burst). Instead, we concen-
trate on spatially-constrained higher-pressure leaks and flooding effects. The
former uses the aforementioned (spatially-constrained) particle model to cap-
ture the effects of leaking or ruptured pressurized pipes in a simplified fluid
dynamics model [8] that considers a limited range of viscosity for the leaking
material. Note that viscosity is assumed to be static in the model; this assump-
tion may have to be adjusted for certain materials (e.g., liquefied natural gas)
to consider temperature and heat transfer in the surrounding area.

The main emphasis is on flooding effects; the geo-referenced mesh and a
coarser support vector mesh are used to establish whether fluids are retained
in a contained volume as well as the flows between volumes and flow rates.
Clearly, this is heavily dependent on an accurate mesh representation of the
underlying model, especially when retrieving models from architectural draw-
ings, which may suffer from gaps or format conversion errors and must, there-
fore, be validated manually. Nevertheless, the model keeps track of fluid levels
in non-pressurized volumes to determine the pressure exerted on the sides of
the container (see Figure 4). This, coupled with the material properties de-
scribed earlier, allows leakage and rupture effects to be expressed. However,
the model does not fully capture the dynamics of non-pressurized flooding and
may, therefore, under-predict the dynamic effects compared with more complex
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hydrological models [12]. Nevertheless, this can easily be compensated for by
adjusting the parameters to obtain conservative upper bounds on the estimated
effects.

2.3 Gas Spreading and Explosion Sub-Models

Models for gas and vapor cloud explosions include those by Alonso, et al.
[5] for semi-open areas and by Cleaver, et al. [4] for confined spaces. We ap-
proximate explosions using the particle and vector field approach described
above. However, as noted in Sections 2.1 and 2.2, a high-resolution sub-model
is required to capture the speed and volatility of an explosion.

In the case of gas spreading, however, it is necessary to capture gas proper-
ties (e.g., relative density) in addition to flow models because aerosol formation
increases the risk of an explosion. The model currently supports only a limited
number of industrial gases. In the case of propane (C3H8), a common indus-
trial gas, an aerosol is flammable when the propane concentration is between
2.1% and 9.5% at temperatures exceeding 723K assuming natural oxygen lev-
els. However, if the aerosol is formed in the presence of pure oxygen, the upper
bound increases to 48%. Note that the accuracy of our model is limited by the
mesh resolution and concentrations must be interpolated between individual
mesh points. Also, only binary reactions are supported; this captures common
redox reactions.

2.4 Logical Dependencies

Having specified the individual sub-models, it necessary to cross-link the
models. “Geospatial buffering” is used to identify affected entities as has previ-
ously been shown for meso-scale systems [18], albeit at a finer granularity than
for our model.

After the volumes affected by events in a given simulation time step (more
precisely, aggregate time step) are identified, the infrastructure components
affected are identified by their geo-referenced coordinates in the scene graph
of the overall model. This, in turn, can be used in a straightforward manner
as a buffered multigraph in a conventional dependency analysis model [19].
Although it would be desirable to associate infrastructure components of dif-
ferent types with properties for physical simulations, we add these properties
manually to the scenario components as discussed in Section 2.5.

2.5 Scenario Development

The development of simulation scenarios for the investigation of incidents or
for evaluation and training requires considerable effort. The basis for the simu-
lation is a faithful three-dimensional model, which must be of sufficient quality
to ensure that all the structural elements are identified along with minor fea-
tures such as ducting to ensure that the sub-models can be applied correctly.
In the case of gas and smoke spreading or flooding simulations, even minor
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imprecision due to volumes that are not fully convex may result in undesirable
results. To minimize the effort required to generate models in the native rep-
resentation of the visualization engine, the three-dimensional models may be
imported in the AutoCAD Drawing Interchange Format (DXF). However, they
must subsequently be analyzed to ensure correctness and for the presence of
the desired properties.

Next, the model must be annotated with material and surface properties
where needed. Although this is supported by AutoCAD DXF, the annota-
tions may not reach the level of detail required for a given scenario and may,
therefore, require additional manual refinement of the model or annotation.
Typical examples include walls constructed of layers of different materials or
walls containing ductwork and wiring. However, aggregate characteristics may
be sufficient unless the properties of a given object or area are critical to sce-
nario elaboration.

An additional step involves the placement of entities and objects that are
not found in architectural drawings. In some cases, the required locations,
dimensions and characteristics may be obtained from other databases (e.g.,
those storing cable and pipe management information), but manual placement
is required for what-if scenarios. At this point, the logical dependencies also
need to be specified, including geo-references associated with relevant entities
and the physical representations of objects.

The development of scenarios can entail some effort, particularly when cap-
turing details such as the placement of cable runs, pipes and ducting required to
analyze complex, cascading faults and events. However, such baseline “scenes”
are likely to be reused in multiple scenarios. Therefore, we concentrate on mak-
ing scenario development instead of scene development interactive, especially
since scene development typically requires manual validation in any case.

The final step in scenario development is the elaboration of events and activ-
ities. Here, the developer can use the interactive visualization environment to
indicate where events (e.g., gas or water leakage, fire, etc.) occur and at which
point in time. As these events are fed into the various interacting sub-models,
the location and time of each event must be recorded to ensure that any de-
velopments from an event such as cascading failures are captured adequately.
To facilitate the use of scenarios in what-if analyses and contingency training,
events can be retained in a tree structure to permit interactive backtracking
and the reuse of event chains in the simulation environment.

3. Visualization

The models described above capture event information for a scene graph.
However, it is still necessary to transform this into a visual representation.

One of our objectives in developing the simulation and visualization envi-
ronment was to provide maximum flexibility for deployment. Subject matter
experts and participants in training exercises are often in different locations
(hence the need for a distributed simulation and visualization environment)
and substantial differences may exist in the computing resources available. To
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maximize availability and bypass licensing and platform constraints, we selected
jMonkeyEngine 2.0.1, a free, open source visualization engine. A Java-based
system underlying the BSD open source license enables the engine to run satis-
factorily on most platforms. The actual rendering mechanisms available depend
on the platform with both LWJGL (Lightweight Java Game Library) and JOGL
(Java OpenGL) bindings available. JOGL provides a more mature and higher-
performance environment in cases where OpenGL rendering is supported by
the underlying platform.

The Java implementation of the visualization system and models provides
a largely platform-independent architecture for all the components. However,
there is a performance impact because the visualization system and models
can easily reach the limits of a particular platform. The fidelity of the un-
derlying models can be enhanced by parallelized operation, but this is not
the case for visualization. Therefore, a platform-specific rendering architecture
may be necessary for scenarios where very high visual quality is required in
real-time environments. We do not foresee a need for this at present; how-
ever, the sub-models described in Section 2 can be transformed to benefit from
the localized parallelism afforded by general-purpose graphics processing unit
(GPGPU) programming, especially for the master node(s) in order to scale up
to larger numbers of visualization nodes.

3.1 Review Mechanism

As noted in the introduction, one of our goals is to permit the joint devel-
opment and analysis of scenarios. For real-time training exercises, this may
be considered a “serious game” in that it forces participants to react to com-
plex events often with limited information and limited time to consider the
most appropriate course of action or adverse effects resulting from a decision.
Also, following a simulation, but especially after conducting training exercises,
it may be important to review the events in a given scenario with multiple
experts using a joint timeline.

To this end, simulation events are tagged with a timeline and the transactions
required to reach a given configuration. When a sequence of events is to be
reviewed, it is necessary to configure the time and location of the events and
customize other aspects of the review such as the location and viewpoint of the
reviewer and additional model information (e.g., material properties and logical
dependencies). Where appropriate, visualization parameters can be adjusted
to add fidelity or to reduce unnecessary aspects. For example, if the etiology
of an electrical fire is to be investigated, it may be sufficient to understand the
patterns in which soot deposits build up; fire and smoke simulations distract
from understanding these patterns.

4. Evaluation

In addition to constructing individual scenarios for sub-models and minimal
interacting sub-models and their visualization, we have constructed a larger
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Figure 5. View of hospital area.

scenario in which all the sub-models developed are used. The scenario is based
on a hospital environment. It does not represent an actual facility, but uses
individual rooms and components in a composition.

The hospital scenario was chosen for several reasons. Hospitals are part of
the critical infrastructure and their inability to provide services may have local
as well as larger-scale effects. Also, they typically use hazardous materials and
equipment (e.g., oxygen delivery systems and emergency generators) and are
equipped with substantial information technology assets and capital equipment.
The placement of these assets and the potential cascading effects of failures or
accidents are not always fully understood. At the same time, responding to
and mitigating faults requires cooperation among a large number of individuals
ranging from information technology and facilities management specialists to
fire rescue and emergency response units and hospital staff.

Figure 5 provides a composite illustration of the scene. A server room (lower
left) is located one floor below an intensive care ward (upper left). The adja-
cent corridors (upper and lower right-hand side) are connected on both floors
through HVAC ducting (visible in the upper right-hand quadrant). Additional
cabling and pipes as well as hidden ducts that are part of the model are not
visible in the illustration.

Based on the scene, we have developed several scenarios primarily to demon-
strate the potential cascading effects. One scenario involved an HVAC steam
pipe leak that caused localized water damage and led to an electrical fire in the
server room. This resulted in the loss of the affected machine and cascading
damage as the soot and smoke from the electrical fire affected adjacent com-
puter systems. Ultimately, all information technology components in the server
room were lost, requiring the use of a redundant system in another location.
While circuit breakers and fire control systems kept the fire from spreading
and causing further electrical outages, the hot smoke and soot escaped to the
adjacent corridor and entered the intensive care ward by way of HVAC ducting,
which could have had severe effects on patients.
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5. Related Work

Visualization and physics engines have been used extensively in high-fidelity
environments such as surgery simulations [9, 10]. According to Rohde and
Toschlog [14], the fidelity of simulations provided by common gaming engines
is comparable to that provided by military simulation environments. However,
in the case of visualization for end users, it is the perceptual quality that is
relevant in physics simulations. Yeh, et al. [21] have shown that these simula-
tions can be adapted to avoid unnecessary computations. The gaming industry
has considerable expertise in creating scalable multi-party environments; these
can be leveraged in critical infrastructure simulations. Interested readers are
referred to [17] for a detailed review of modeling and simulation environments.

Our sub-models were chosen for their simplicity and ability to capture suf-
ficient detail for visualization and to understand the etiology of events rather
than to establish ground truth. Large bodies of work exist in individual mod-
eling areas; most of them are not based on first principles but are hybrids
incorporating experimental results. One example of this approach is work fo-
cused on fire dynamics and concomitant effects (see, e.g., [6, 13]). A model in
widespread use for simulating fire and smoke propagation in enclosed spaces
is the Fire Dynamics Simulator [11] from the National Institute of Standards
and Technology along with Smokeview [7], its visualization system. Similarly,
explosions and blast damage (especially blast overpressure damage) have been
studied experimentally and using various first-principle models (see, e.g., [4, 5]).

Polygon mesh models for analyzing flooding effects have been used in hydro-
logical and hydrodynamic models, but typically at coarser levels of individual
buildings rather than within individual structures [15]. At larger scales, the size
of the model must be considered as in the case of small-scale models at higher
resolutions. While fluid dynamics models are typically based on rasterization
[2], more elaborate models typically rely on finite element approaches.

6. Conclusions

Capturing the cascading effects due to interdependencies between critical in-
frastructure assets requires the integration of multiple models. The distributed
interactive visualization and analysis architecture presented in this paper is
aimed towards constrained environments such as buildings and industrial fa-
cilities. Physical effects considered include flooding, fire, smoke and gas ex-
plosions, while the logical dependencies considered include telecommunications
and electrical power. The visualization system allows first responders and sub-
ject matter experts to conduct scenario analyses and training exercises in an
interactive and distributed manner.

Future work will focus on the development of a federated rendering mech-
anism, which is desirable from the information flow and information sharing
perspectives. Also, future research will attempt to integrate explicit control-
law-based physical plant models that would provide higher levels of automation
for scenario-based analyses.
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Note that the distributed interactive visualization and analysis system de-
scribed in this paper is based entirely on free and open source software. The
software is available upon request from the authors.
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Chapter 13

ASSESSING THE ECONOMIC LOSS
AND SOCIAL IMPACT OF
INFORMATION SYSTEM BREAKDOWNS

Fabio Bisogni and Simona Cavallini

Abstract The pervasiveness of information systems raises security and business
continuity issues related to their disruption. Policy makers involved in
preventing and preparing for unexpected critical events need to under-
stand the direct and indirect socio-economic impacts of potential infor-
mation system disruptions. This paper presents a new methodology for
assessing the sectors that are most vulnerable to critical information
system breakdowns. The vulnerability of information systems (VIS)
model, which is based on the well-known input-output paradigm, simu-
lates information system disruptions and assesses their socio-economic
impact in the dynamic framework of sector interdependencies and cas-
cading failure effects. The VIS model represents an important step in
research focused on the prevention, preparedness and impact assess-
ment of unexpected information system breakdowns. It sheds light on
how the effects of a disruption can spread and helps identify critical
infrastructures from a socio-economic perspective.

Keywords: Information system breakdowns, socio-economic effects

1. Introduction

Information systems are an essential component of every critical infrastruc-
ture asset and, as such, are vital to the functioning of society. A major
breakdown in information systems directly affects the individual infrastruc-
tures where they are used. However, the indirect effects of a breakdown in one
infrastructure propagate and cascade throughout all the other infrastructures
because of infrastructure interdependencies.

Information systems are considered to be the most strategic enabling factor
for European socio-economic development. To this end, the European Com-
mission [5] is implementing its i2010 strategy, which focuses on trustworthy,
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secure and reliable information and communication technologies. The Euro-
pean Commission [7] has emphasized the creation of plans for protecting Eu-
rope from large-scale cyber attacks and information system disruptions. It has
issued a directive [6] that mandates the identification and designation of Eu-
ropean critical infrastructures and the assessment of the need to improve their
protection [6]. It has also created the European Programme for Critical Infras-
tructure Protection (EPCIP) [2], which seeks to counter threats and enhance
preparedness, security and resilience.

Key components of these protection efforts are defining criteria for identify-
ing critical infrastructures and developing a comprehensive knowledge base of
disruptions and their effects on critical infrastructures. Equally important is
the need to predict the economic effects (e.g., monetary loss and service degra-
dation) and the social effects (e.g., fatalities and loss of public services) due to
infrastructure disruptions.

Luiijf, et al. [15] have conducted an analysis of 1,749 serious infrastructure
failures that have occurred in Europe since 2000. Their analysis underscores the
importance of information systems as a component of national critical infras-
tructures. According to their study, telecommunications is the second ranked
sector (after energy) that initiates cascading failures in other sectors. In par-
ticular, telecommunications caused 24.3% of the total identified sector outages
– within the sector as well as in other sectors such as finance, government ser-
vices, transportation, energy and health. A smaller number of critical events
(3.6%) were caused by Internet failures, and these impacted government ser-
vices, finance and telecommunications in addition to other sectors.

Although information system breakdowns are acknowledged to have severe
effects, quantitative assessments of the impact at the sector, national and Eu-
ropean levels are difficult to perform. The vulnerability of information sys-
tems (VIS) model, which is presented in this paper, helps address this issue.
The model simulates information system disruptions and assesses their socio-
economic impact on the affected sectors using several impact metrics. These
metrics can be used to rank the sectors according to their vulnerability to an
information system breakdown.

2. Related Work

Several research efforts have focused on investigating infrastructure inter-
dependencies and the potential cascading effects due to critical infrastructure
disruptions, but relatively few studies have examined the impact of critical in-
frastructure disruptions. Although it is generally agreed that an information
system breakdown of short duration can lead to serious consequences that prop-
agate throughout all the critical infrastructures, there is little understanding of
the systemic damage and socio-economic effects of such breakdowns.

Due to the complexity of infrastructure interdependencies, critical infras-
tructures have mostly been studied as physical assets from an organizational
perspective. These approaches provide useful knowledge to corporate decision
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makers, but are of limited value to policy makers focused on incident prevention
and preparedness, and infrastructure resilience.

Haimes and Jiang [11] were among the first researchers to consider the socio-
economic perspective by expressing industrial relationships using input-output
data pertaining to the production and consumption of each sector in an eco-
nomic system. Rinaldi [18] subsequently engaged input-output models of eco-
nomic flows described by Leontief [13] to critical infrastructures. According to
Sarriegi, et al. [21], input-output models are one of the most effective modeling
paradigms for dealing with critical infrastructure interdependencies. In partic-
ular, these models help identify the economic sectors that are most vulnerable
to a critical infrastructure breakdown.

Haimes, et al. [12] have used input-output relationships as the foundation
for risk analysis in interdependent infrastructures. Their inoperability input-
output model (IIM) [11, 20] extends Leontief’s static input-output model by
expressing the effects of a shock to an infrastructure in terms of sector inop-
erability and economic impact. To overcome the time-invariant limitations of
IIM, Lian and Haimes [14] proposed the dynamic input-output inoperability
model (DIIM), which extends IIM by incorporating the time dimension to ex-
press sector recovery after a critical event. Despite its utility, DIIM does not
completely capture the domino effects of a disruption that affects interdepen-
dent economic sectors.

Kujawski [16] has attempted to address the deficiencies in IIM and DIIM
by proposing the multi-period model for disruptive events in interdependent
systems (MPMDEIS). The premise of MPMDEIS is that a critical event affects
an economic system according to a four-phase lifecycle, starting with a pre-
event period and terminating in a post-recovery period. MPMDEIS models a
critical event as a shock which, due to sector interdependencies, cascades from
one sector to another and reduces their production capacities. MPMDEIS
addresses the two main limitations of traditional Leontief input-output models
[13]: the requirement that the technical coefficients of sector production remain
constant during and after the shock, and the exogeneity (and the consequent
perfect and immediate adjustment) of the demand side of the economy in the
aftermath of a critical event.

3. VIS Model

The vulnerability of information systems (VIS) model [10] has two goals: (i)
assess the socio-economic impact of unexpected critical breakdowns of infor-
mation systems; and (ii) rank sectors in an economic system according to their
vulnerability to information system disruptions.

The theoretical framework of the VIS model relies on input-output relation-
ships and addresses the same limitations as MPMDEIS. The industrial sectors
correspond to an economic representation of a national infrastructure. The
structural input-output relationships among the various sectors and, in partic-
ular, data related to the intermediate consumption of technological goods and
services represent the weights of information systems in the sectors.
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The most detailed input-output tables provided by Eurostat [8] depict in-
terdependencies among economic sectors according to two-digit NACE Rev.
1.1 classification levels [9]. Using the NACE classification of economic sectors
(which yields 57 sectors in the VIS model) and input-output data for Year
2004 provided by Eurostat [8], the share of the Computer and Related Ac-
tivities sector (NACE code 72) in the production function of each sector is
considered to express the relevance of information systems to the specific sec-
tor. According to the NACE classification, Computer and Related Activities
includes hardware consulting, software consulting and supply, data processing,
database activities, maintenance and repair of office, accounting and computing
machinery, and other computer related activities. Technically, the dependence
of each sector on information systems is obtained by computing the share of
information systems directly employed in the production function of the sector
of interest and the shares that are indirectly employed in other sectors that
produce intermediate goods for the sector of interest (i.e., information systems
as a share of other productivity factors).

Interdependencies are modeled using the coefficients of the input-output ta-
bles. The economic system is represented in the VIS model in terms of a supply
side and a demand side. The supply side is expressed using 57 simultaneous
equations corresponding to the 57 sectors augmented with equations expressing
labor and price effects. Each of the 57 equations represents a sector production
function in which the output produced by the sector is defined by:

pY Yj = f(p1X1,j, p2X2,j, . . . , pnXn,j , pLLj)

where pY Yj is the nominal price per quantity of the output of the sector j;
piXi,j is the value of the production input i to sector j (Xi,j is the amount of
input i used by sector j and pi is its price); and pLLj is the value of labor in
sector j.

The translog functional form of the sector production functions helps over-
come the problem of fixed production coefficients and accounts for marginal
substitution with other productivity factors and relative price effects in the
event of a breakdown. In this way, the quantities of inputs employed during
equilibrium conditions are the effective annual flows employed by each sector
in the real world and are derived from the input-output tables provided by
Eurostat for the geographical area of interest.

The supply side helps define a computational general equilibrium model
along with the demand side, which expresses the consumption of each sector
output based on monopolistic competition [1]. The demand Dj for the output
of sector j is given by:

Dj = (
pj
p
)−εD

where pj is the price of the output of sector j in a monopolistic competition
framework; p is the price index resulting from the Dixit-Stiglitz aggregator [4];



Bisogni & Cavallini 189

ε is the elasticity of substitution among differentiated products; and D is the
aggregate demand.

The matching of supply and demand defines the equilibrium conditions that
are perturbed by an information system breakdown. Upon solving the VIS
model equations, the socio-economic effects of an information system break-
down are evaluated by negatively perturbing the production function of the
Computer and Related Activities sector and, as a consequence, reducing the
information systems input to all the other economic sectors, which, in turn,
reduces their outputs and changes the prices accordingly. The VIS model re-
cursively computes the impact at each time period (one day) taking into account
the domino effects on the production of all the economic sectors and following
a recovery path until the equilibrium conditions are established.

According to the hypothesis related to a specific information system break-
down scenario, featured by the extent of the shock and its persistence profile
(e.g., duration and functional form of the recovery process), the socio-economic
effects in each sector are measured in terms of deviations relative to the bench-
mark equilibrium scenario in which the shock does not occur. Damage at the
sector level caused by an unexpected critical information system breakdown
relative to the non-shock equilibrium situation is expressed using five impact
variables:

Percentage Output Deviation (OD): This variable (≤ 0) captures
the reduction in the production output of each sector.

Monetary Loss (ML): This variable (≤ 0) captures the absolute vari-
ation of the value of the sector production. It is computed as the output
loss multiplied by the real-world price.

Percentage Labor Deviation (LD): This variable (−∞ to +∞) cap-
tures the deviation in the labor employed in each sector. In some sectors,
more labor is necessary to recover the “normal” production capacity;
other sectors may lose human capital with respect to the equilibrium
conditions.

Percentage Price Deviation (PD): This variable (≥ 0) captures the
deviation in the price necessary to restore equilibrium conditions (a re-
duction in the production output for a sector causes an increase in its
price). The price variation is not the real-world value, but the deviation
of the sector price index (Year 2000 = 100) consistent with equilibrium
conditions.

Welfare Loss (WL): This variable (≥ 0) synthesizes all the impacts
of an information system breakdown and considers the damage from a
societal perspective. The welfare analysis is performed by assuming a
standard quadratic loss function that considers the output deviation, la-
bor deviation and price deviation without any weights. The quadratic loss
function ensures that negative argument values (e.g., percentage output
deviations) contribute to an increase in the loss.
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Table 1. Italian sectors ranked by dependence on information systems.

Rank NACE Economic Sector Input

1 K72 Computer and Related Activities 25.02%
2 J65 Finance 17.54%
3 I64 Post and Telecommunications 15.05%
4 K73 Research and Development 12.97%
5 J67 Activities Auxiliary to Finance 8.82%
6 O91 Activities of Membership Organizations 8.05%
7 K74 Other Business Activities 7.90%
8 J66 Insurance and Pension Funds 7.15%
9 K70 Real Estate Activities 5.75%
10 I62 Air Transportation 4.93%

The final results are the rankings of the sectors according to the five socio-
economic impact variables. The rankings enable policy makers to define the
protection priorities for the sectors that are most affected by information system
disruptions.

4. Italian Case Study

The vulnerability of an economic sector to an information system breakdown
is estimated by computing the dependence of the sector on information systems
in terms of the relevance of direct and indirect information systems input on
the total productivity factor using the input-output table data (Year 2004).

Table 1 ranks the top ten Italian economic sectors according to their direct
and indirect shares of information systems in their total inputs (based on the
NACE two-digit codes). Note that the Computer and Related Activities sector
is used as a proxy for information systems. The three most dependent Ital-
ian sectors are those that employ the largest share of information systems in
their productivity factors: Computer and Related Activities (25.02%), Finance
(17.54%) and Post and Telecommunications (15.05%). Note that the results in
Table 1 and in all the subsequent tables are based on available Eurostat data.

By applying the VIS model, it is possible to obtain more refined evaluations
of the vulnerabilities of the Italian economic sectors to information system
breakdowns taking into account sector interdependencies and domino effects.
The simulation scenario assumes that an unexpected breakdown lasting one day
reduces the output of the Computer and Related Activities sector by 10% and
that five days are required for the sector to recover 50% of the lost production
capacity.

In the simulation, the recovery of production capacity of the Computer and
Related Activities sector is assumed to follow an autoregressive first-order pro-
cess (Figure 1). Feedback from case studies confirms that an unexpected,
critical breakdown of information systems causes an immediate reduction in
production followed by a gradual recovery that decreases over time [10].
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Figure 1. Recovery function for the Italian Computer and Related Activities sector.

Table 2. Sectors ranked by output deviation after an information system breakdown.

Rank NACE Economic Sector 1 Day 90 Days

1 K72 Computer and Related Activities –11.01% 0.00%
2 K73 Research and Development –1.87% 0.00%
3 I64 Post and Telecommunications –1.38% 0.00%
4 J65 Finance –1.25% 0.00%
5 J67 Activities Auxiliary to Finance –1.20% 0.00%
6 I63 Supporting and Auxiliary –1.14% 0.00%

Transportation Activities
7 I62 Air Transportation –1.09% 0.00%
8 J66 Insurance and Pension Funds –1.08% 0.00%
9 K74 Other Business Activities –1.07% 0.00%
10 K71 Renting of Machinery and Equipment –1.05% 0.00%

Table 2 ranks the ten most vulnerable Italian economic sectors in terms
of the output deviation (OD) percentage based on one-day data (two-digit
NACE codes). The Computer and Related Activities sector has a deviation of
–11.01% one day after the breakdown (instantaneous effect), followed by the
Research and Development (–1.87%), Post and Telecommunications (–1.38%)
and Finance (–1.25%) sectors.

The rankings in Tables 1 and 2 differ marginally for the top five sectors, all
of which employ information systems to a significant degree. This shows the
relationship between the intensity of use of information systems in a sector and
its vulnerability to an information system breakdown. In the case of the top
five sectors, 8% to 25% of the total production depends on the availability of
information systems. The threshold of information systems usage relative to
the other inputs can be assumed to represent the lower bound on the intensity of
information systems adoption by a sector. Once this threshold is exceeded, any
disruption in the Computer and Related Activities sector would cause major
damage.
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Table 3. Sectors ranked by output deviation after an information system breakdown.

Rank NACE Economic Sector 1 Day 90 Days

1 K72 Computer and Related Activities –11.01% –55.04%
2 J Finance –1.21% –6.06%
3 I Transportation, Storage –1.12% –5.60%

and Communication
4 K Real Estate and Business Activities –1.04% –5.19%
5 G Wholesale and Retail Trade –0.83% –4.16%
6 E Electricity, Gas and Water Supply –0.74% –3.72%
7 F Construction –0.70% –3.51%
8 O Other Services –0.69% –3.47%
9 C Mining and Quarrying –0.66% –3.29%
10 A Agriculture, Hunting and Forestry –0.65% –3.26%

NACE sectors can be aggregated at the one-digit level to provide a more
comprehensive, albeit less detailed, view of the impact on the entire economic
system. At the one-digit NACE level, the Italian economic system is repre-
sented in terms of sixteen macro-sectors.

Table 3 ranks the ten most vulnerable Italian economic sectors in terms of
the output deviation (OD) percentage based on one-digit NACE codes. In
particular, the table shows the cumulative effects after one day and after 90
days due to an unexpected 10% breakdown in information systems lasting one
day with a 50% recovery after five days. Note that the ranking of the sectors
is based on one-day data. Also, to simplify the analysis, the Real Estate and
Business Activities sector (K) does not include the Computer and Related
Activities sector (K72), which is shown separately.

The Computer and Related Activities sector (which is also affected by the
initial 10% reduction), the Finance sector and the Transportation, Storage
and Communication sector are impacted the most by the information system
breakdown, with values of –11.01%, –1.21% and –1.12%, respectively. Note that
the adverse effects on the economic sectors increase for a period of time. For
example, the information system breakdown reduces the output of the Finance
sector by 1.21% after one day and by 6.06% after 90 days; the adverse effects
eventually converge to zero.

Table 4 ranks the ten most vulnerable Italian economic sectors in terms of
the monetary loss (millions of euros) based on one-digit NACE codes. The
table shows the cumulative effects after one day and after 90 days due to an
unexpected 10% breakdown in information systems lasting one day with a 50%
recovery after five days. Note that the ranking of the sectors is based on one-day
data.

The Manufacturing sector suffers the most monetary loss compared with all
the other sectors – 14.55 million euros after one day. In contrast, the output
deviation for the Manufacturing sector is just –0.61% (Rank 11). The reason
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Table 4. Sectors ranked by monetary loss after an information system breakdown.

Rank NACE Economic Sector 1 Day 90 Days

1 D Manufacturing –14.55 –72.74
2 K72 Computer and Related Activities –13.53 –67.67
3 K Real Estate and Business Activities –10.68 –53.40
4 G Wholesale and Retail Trade –8.40 –42.03
5 I Transportation, Storage –6.94 –34.70

and Communication
6 J Finance –3.57 –17.85
7 F Construction –3.51 –17.55
8 L Public Administration and Defense –1.91 –9.58
9 H Hotels and Restaurants –1.64 –8.20
10 N Health and Social Work –1.49 –7.49

Total (16 Sectors) –70.89 –354.47

for the disparity is the significance of the Manufacturing sector in the Italian
economy (i.e., proportion of the gross domestic product).

Monetary loss is undoubtedly the best measure for expressing the economic
effects of a breakdown in information systems. After a 10% breakdown, the
immediate monetary impact (one day) on the Italian economy exceeds 70 mil-
lion euros. After 90 days, the monetary loss is more than 350 million euros.
The Manufacturing sector, on the average, suffers 20% of the total monetary
loss to the Italian economy.

Table 5. Rankings of the Italian economic sectors.

NACE Economic Sector OD ML LD PD WL

K72 Computer and Related Activities 1 2 1 1 1
J Finance 2 6 5 4 3
I Transportation, Storage 3 5 2 2 2

and Communication
K Real Estate and Business Activities 4 3 4 3 4
G Wholesale and Retail Trade 5 4 7 6 6
E Electricity, Gas and Water Supply 6 12 6 5 5
F Construction 7 7 8 8 8
O Other Services 8 11 10 9 9
H Mining and Quarrying 9 15 3 7 7
N Agriculture, Hunting and Forestry 10 13 11 11 10

Table 5 ranks the Italian sectors (one-digit NACE level) for each of the five
impact variables. The top three ranks for each impact variable are highlighted
using a bold font.

The sectors that are the most vulnerable to an information system break-
down (across the five impact variables) are Computer and Related Activities
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and Transport, Storage and Communication. The other sectors differ consid-
erably, especially when comparing the impact variables based on labor and
price. However, when labor deviations, price increases and shortages of pro-
duced outputs are viewed as proxies for welfare reduction (WL), the Italian
sectors that are the most affected after an information system breakdown are
Transportation, Storage and Communication; Finance; Real Estate and Busi-
ness Activities; and Electricity, Gas and Water Supply.

Rankings of the sectors based on the share of information systems as direct
and indirect inputs in the sector production functions and using the five impact
variables indicate that, regardless of the perspectives and objectives of public
policy makers, a limited number of sectors can be considered to be highly vul-
nerable to information system breakdowns. These sectors are Transportation,
Storage and Communication, which has tight interconnections with informa-
tion systems; and Finance, which uses significant amounts of technology in its
strategic business processes.

5. European Case Study

The impact of an unexpected information system breakdown on the Italian
economic sectors strongly depends on the intensity of the use of information
systems in the sectors of interest as well as in the national economy as a whole.
The VIS model relies on data related to input-output relationships, prices and
labor for the various sectors. Thus, the sector rankings for the Italian economy
can be compared with the sector rankings for the entire European economy
using input-output tables aggregated at the EU27 level.

The European information system breakdown scenario considered in this
section is the same as that used in the Italian case study. The scenario involves
a 10% disruption to information systems lasting for one day with a 50% recovery
in capacity after five days.

Table 6 shows the top ten impacted sectors in the European and Italian
economies based on the percentage output deviations after an information sys-
tem breakdown (two-digit NACE codes). As before, the top three ranks and
the corresponding deviations are highlighted using a bold font. Note that the
percentage output deviations for the European economy are uniformly lower
than those for the Italian economy. Moreover, the sectors in the European
economy that are related to finance are the most vulnerable to an information
system breakdown.

Table 7 shows the top ten sectors in the European economy for four impact
variables (two-digit NACE codes). As expected, the sector rankings for the Eu-
ropean economy exhibit less variation compared with the Italian sector rankings
(Table 5). After, the Computer and Related Activities sector, the European
sectors that are the most vulnerable to an information system breakdown are
the Finance and the Real Estate and Business Activities sectors. The main
difference in the top rankings for the European and Italian economies for the
percentage output deviation variable is the reversed rankings of the Real Estate
and Business Activities and the Transportation, Storage and Communication
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Table 6. Rankings of the European and Italian economic sectors.

NACE Economic Sector EU27 EU27 Italy Italy
Rank OD Rank OD

K72 Computer and Related Activities 1 –10.36% 1 –11.1%
J67 Activities Auxiliary to Finance 2 –0.63% 5 –1.20%
J65 Finance 3 –0.57% 4 –1.25%
J66 Insurance and Pension Funds 4 –0.50% 8 –1.08%
I64 Post and Telecommunications 5 –0.48% 3 –1.38%
K71 Renting of Machinery and 6 –0.44% 10 –1.05%

Equipment
K73 Research and Development 7 –0.43% 2 –1.87%
DL30 Manufacture of Office 8 –0.40% 27 –0.66%

Machinery and Computers
K74 Other Business Activities 9 –0.40% 9 –1.07%
DA16 Manufacture of Tobacco Products 10 –0.36% 32 –0.62%

Table 7. Rankings of the European economic sectors.

NACE Economic Sector OD LD PD WL

K72 Computer and Related Activities 1 1 1 1
J Finance 2 2 2 2
K Real Estate and Business Activities 3 3 3 3
I Transportation, Storage 4 5 5 4

and Communication
G Wholesale and Retail Trade 5 7 7 6
E Electricity, Gas and Water Supply 6 4 4 5
L Public Administration and Defense 7 14 13 9
O Other Services 8 10 10 8
A Agriculture, Hunting and Forestry 9 6 6 7
C Mining and Quarrying 10 9 9 10

sectors, which are ranked 3 and 4 in the European economy, but 4 and 3 in the
Italian economy. Also, the Public Administration and Defense sector features
in the European rankings, but not in the Italian rankings. The rankings of
the European and Italian sectors based on the impact variables related to price
and labor changes are similar. The main difference is the higher rankings of the
Transportation, Storage and Communication, and the Financial sectors in the
European economy compared with the Italian economy, A similar situation is
seen for the welfare loss (WL) impact variable. The top six positions are held
by the same sectors with slight changes – Transportation, Storage and Commu-
nication is ranked fourth in Europe, but second in Italy. Furthermore, as in the
case of the percentage output deviation variable, the European sectors related
to social services (Other Services, and Public Administration and Defense) are
more vulnerable to an information system breakdown.



196 CRITICAL INFRASTRUCTURE PROTECTION IV

6. Conclusions

Due to the pervasiveness of information and communications technologies
in the critical infrastructure, an information system breakdown can propa-
gate throughout a nation’s economic system, causing significant socio-economic
damage. In general, the analysis indicates that the impact of an information
system breakdown on a sector depends on the intensity of technology adoption.

The VIS model assists policy makers in understanding and preparing for
unexpected critical events by ranking the economic sectors in terms of their
vulnerability to an information system breakdown. Different impact variables
incorporate perspectives ranging from economic loss to societal damage. In the
Italian economy, the Computer and Related Activities, Finance, and Trans-
portation, Storage and Communications sectors are most vulnerable to an in-
formation system breakdown when the impact is measured in terms of the
percentage output deviation. In contrast, the Manufacturing sector is most
vulnerable when monetary loss is used as a measure. For all the impact vari-
ables, the Finance sector is more critical at the European level than it is at
the Italian level. The differences in the sector rankings are, nevertheless, useful
because they provide valuable perspectives to policy makers in their decision
making. For example, policy actions focused on labor can be more effective in a
national economy in the long term than actions that merely minimize monetary
losses.
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Chapter 14

MODELING INOPERABILITY
PROPAGATION USING
BAYESIAN NETWORKS

Zaw Zaw Aung and Kenji Watanabe

Abstract The modeling of critical infrastructure interdependencies is a challeng-
ing task. This paper discusses several interdependency modeling re-
quirements and proposes a Bayesian network approach for modeling
interdependencies and inoperability propagation. The approach is ap-
plied to a case study involving the Japanese critical infrastructure sec-
tors. Survey data published by the National Institute of Land and
Infrastructure Management and the Japanese National Information Se-
curity Center are used to generate conditional probability values for the
Bayesian network. The approach has the flexibility to adapt to diverse
critical infrastructure scenarios and interdependency structures.

Keywords: Inoperability propagation, Bayesian networks, risk assessment

1. Introduction

The modeling of critical infrastructure (CI) interdependencies is an impor-
tant but challenging research problem. One of major requirements is adequate
realistic data that can support the infrastructure modeling process [3]. How-
ever, data of sufficient detail, coverage and quality is not available for several
critical infrastructure sectors. Due to the scarcity of data, many critical in-
frastructure modeling approaches are limited to certain domains, and most
approaches are forced to engage scenario-based modeling.

This paper discusses the principal requirements for interdependency model-
ing and proposes an approach that uses a Bayesian network for interdependency
modeling and inoperability propagation. The modeling approach is validated
using a case study involving the Japanese critical infrastructure sectors.

T. Moore and S. Shenoi (Eds.): Critical Infrastructure Protection IV, IFIP AICT 342, pp. 199–212, 2010.
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2. Related Work

The input-output inoperability model (IIM) developed by Haimes and co-
workers (see, e.g., [4]) is based on the economic equilibrium model of Leontief
[6]. Several extensions to IIM have been proposed (see, e.g., [1, 10, 11]).

The IIM formulation uses static economic data from “make” and “use” ma-
trices provided by the Bureau of Economic Analysis. This formulation assumes
that a direct correlation exists between national economic input-output data
and economic sector operability/inoperability. However, such a correlation rep-
resents a crude approximation of reality. As discussed in [2], national input-
output data can represent economic sector dependencies that are insignificant
in some cases. In the case of Japan, almost all the defined critical infras-
tructures correspond to utility service sectors. These sectors have insignificant
input-output table values, but they have high degrees of physical and functional
interdependence.

Setola, et al. [12] have introduced an alternative IIM formulation. Instead
of using national economic input-output data, their formulation derives the
interdependency coefficients using expert interviews, where the expert data
is expressed and processed using a fuzzy set methodology. Macaulay [7] has
proposed a similar quantitative method for modeling interdependencies, with
an emphasis on the financial sector. In particular, Macaulay develops tornado
charts of economic dependencies from national input-output data, and derives
data flow matrices based on a survey of experts in public and private critical
infrastructure entities.

IIM yields useful estimates of sector inoperability and provides a simple
method for translating these estimates into financial losses for each sector and
for the economy as a whole. Nevertheless, adequate data for interdependency
modeling is difficult to obtain. In Japan, for example, there have been a con-
siderable number of service interruptions – Japan experienced six major earth-
quakes from 2007 to 2009 alone; and numerous post-disaster reports and case
studies are available. However, the problem is that there is very little data
specifically related to infrastructure interdependencies. For this reason, a thor-
ough review of published reports is recommended as an alternative to acquiring
hard data.

3. Modeling Interdependencies

Our infrastructure interdependency modeling approach is designed to ad-
dress the requirements of flexibility, generality and reliability. While IIM is
regarded as the most convenient way of estimating the economic impact of cer-
tain disruptions, our model uses a Bayesian network as a buffer between initial
perturbations and IIM to allow flexible adjustment and risk management in-
tervention (Figure 1). The propagated inoperability values obtained using the
Bayesian network are input to the IIM for economic loss estimation and impact
assessment.
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Figure 1. Bayesian network as a buffer between external perturbations and IIM.

We assume that the structure and strength of interdependencies change over
time (daily, seasonal, etc.). The temporal changes may also occur during a
disaster: outbreak period, emergency period and restoration period. The in-
terdependencies during the outbreak period can be almost identical to those
under normal conditions. However, the limited availability of resources during
the emergency causes the interdependencies to be different from those during
the outbreak period. Similarly, the interdependencies during the restoration
period are different as a result of the recovery dynamics and resilience char-
acteristics. Therefore, critical infrastructure interdependency modeling should
address these situational dependencies and should adapt to the relevant disaster
periods.

4. Data Sources

Our primary major data source for modeling critical infrastructure inter-
dependencies was a 167-page technical report released in February 2009 by
the National Institute of Land and Infrastructure Management (NILIM) of the
Japanese Ministry of Land, Infrastructure, Transport and Tourism [5]. The re-
port investigated the interdependencies between critical infrastructures in past
disasters and presented the results in the form of tables and influence diagrams.
The report has three major components: (i) data collection; (ii) two analytical
models, one based on matrix equations and the other on system dynamics; and
(iii) a simulation of earthquake damage spreading in the Tokyo metropolitan
area. The data collection and matrix equations from the NILIM were used in
our study.
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Table 1. Dependencies during the Kobe and Niigata Chuetsu earthquakes.

Ref. Influence Influence Type Details
No. Generated Received

1 Water Health Lifeline 8,850 m3 of water had to
be delivered by trucks for
47 days

16 Road Water Restoration 66.5% of employees could
not reach work on the day
of the disaster due to con-
gestion

30 Water Road Alternative Hospitals needed increased
water delivery from 5-6
tons to 30 tons from loca-
tions as far as 7 km away

32 Elec. Health Lifeline Failure of artificial respi-
rators threatened sixteen
lives; the respirators had to
be operated manually

95 Water Gas Physical Gas supply was halted to
12,463 locations due to wa-
ter leakage into control sys-
tems

104 Comm. Industry Lifeline One of two NTT Online
Cable trunk lines between
the computing center and
the Kobe head office was
cut

13 Road Gas Restoration Gas supply system re-
pairs in the Yamaguchi and
Horikoe regions could not
proceed for three days be-
cause of road damage

25 Gas Waste Functional Sewage was used to cool
pressurized gas

16 Comm. Gas Restoration Vital SCADA data for the
Nagaoka control center and
Kawaguchi gas control unit
was delayed by more than
two hours

The data collection component of the NILIM report incorporates an exhaus-
tive review of 65 reports on the Kobe earthquake and 52 reports on the Niigata
Chuetsu earthquake. The unique CI-to-CI dependencies were extracted and
categorized into the six groups listed below. Excerpts are listed in Table 1.



Aung & Watanabe 203

Physical Impact: 18 cases

Functional Impact: 33 cases

Restoration Delay: 62 cases

Alternative Impact: 43 cases

Common Failure: 4 cases

Lifeline Impact: 84 cases

Because it focuses on earthquake disaster management, the NILIM report
does not cover all ten (officially-defined) Japanese critical infrastructures [9].
Nevertheless, it provides a good foundation for further interdependency analy-
sis. Based on knowledge gained from literature surveys and government hear-
ings, a survey questionnaire was created to assess the quantitative influence on
the critical infrastructures.

Table 2. Survey results.

E
le

c.

G
as

W
at

er

S
ew

ag
e

C
o

m
m

.

R
o

ad

R
ai

l

H
ar

b
o

rs

A
ir

T
ra

n
sp

o
rt

F
in

an
ce

H
ea

lt
h

G
o

v.

Elec.  1 3 8 4 9 16 12 8 12 8 12 16
Gas 1  1 2 1 0 4 1 3 1 1 6 2
Water 2 1  4 0 0 4 3 3 4 1 16 8
Sewage 0 0 1  0 0 4 1 1 1 1 4 1
Comm. 0 8 2 1  4 16 4 8 12 20 6 20
Road 0 4 2 0 12  1 8 4 16 6 12 2
Rail 0 1 0 0 0 6  3 4 4 2 0 2
Harbors 0 3 0 0 0 0 0  0 1 0 0 12
Air 0 0 0 0 0 0 0 0  1 0 0 0

Critical Infrastructure Lifeline Services

   
C

ri
ti

ca
l I

n
fr

as
tr

u
ct

u
re

The survey results are shown in Table 2. Each entry provides the influence of
the row CI on the column CI (receiver). Note that the table shows the CI-to-CI
influences as well as the influences on lifeline services.

Table 3. Influence matrix.

Elec. Gas Water Sewage Comm. Road Rail Harbors Air
Elec. 0 0.016393 0.049180 0.131148 0.065574 0.147541 0.262295 0.196721 0.131148
Gas 0.016393 0 0.016393 0.032787 0.016393 0 0.065574 0.016393 0.049180
Water 0.032787 0.016393 0 0.065574 0 0 0.065574 0.049180 0.049180
Sewage 0 0 0.016393 0 0 0 0.065574 0.016393 0.016393
Comm. 0 0.131148 0.032787 0.016393 0 0.065574 0.262295 0.065574 0.131148
Road 0 0.065574 0.032787 0 0.196721 0 0.016393 0.131148 0.065574
Rail 0 0.016393 0 0 0 0.098361 0 0.049180 0.065574
Harbors 0 0.049180 0 0 0 0 0 0 0
Air 0 0 0 0 0 0 0 0 0

The CI-to-CI influence matrix (Table 3) was generated from Table 2 by
normalizing the values based on the largest rowwise summation (= 61).
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Table 4. Total dependency matrix.

Elec. Gas Water Sewage Comm. Road Rail Harbors Air
Elec. 0.003027 0.060529 0.062064 0.139291 0.103214 0.185284 0.310372 0.249977 0.185895
Gas 0.017125 0.006658 0.018984 0.036822 0.019919 0.011660 0.079578 0.028158 0.061886
Water 0.033289 0.023033 0.003787 0.071028 0.005186 0.013347 0.082301 0.063595 0.062982
Sewage 0.000600 0.003098 0.016766 0.001303 0.001434 0.006833 0.067607 0.021723 0.022540
Comm. 0.003768 0.150483 0.039683 0.024776 0.021507 0.095532 0.284585 0.099075 0.169147
Road 0.003076 0.103339 0.042159 0.009882 0.202890 0.021722 0.080962 0.155817 0.106637
Rail 0.000625 0.029102 0.004504 0.001665 0.020331 0.100717 0.009461 0.065036 0.077227
Harbors 0.000842 0.049508 0.000943 0.001811 0.000980 0.000573 0.003914 0.001385 0.003044
Air 0 0 0 0 0 0 0 0 0

The DEMATEL method was used to obtain the total (direct + indirect)
impact of the CI-to-CI influences. The resulting matrix is shown in Table 4.

Table 5. Total requirements of Japan’s ten critical infrastructures.

Elec. Gas Water Finance Rail Logistics Air Comm. Gov. Health
Elec. 1.043578 0.025498 0.093584 0.008200 0.060693 0.011241 0.015587 0.015551 0.017824 0.024930
Gas 0.000534 1.012813 0.001717 0.001005 0.001095 0.000808 0.001316 0.001071 0.001191 0.003883
Water 0.001937 0.005211 1.105431 0.002248 0.006977 0.002976 0.003473 0.004135 0.004786 0.007713
Finance 0.059927 0.029559 0.034154 1.099556 0.232122 0.038274 0.071628 0.046012 0.020523 0.037563
Rail 0.002233 0.002142 0.002420 0.009354 1.003249 0.002407 0.002884 0.002962 0.006447 0.004207
Logistics 0.012923 0.020586 0.011587 0.008528 0.006226 1.006349 0.007863 0.015381 0.010985 0.013164
Air 0.000791 0.000630 0.000836 0.001372 0.000626 0.000505 1.005925 0.002804 0.001273 0.001525
Comm. 0.012735 0.016381 0.018865 0.032934 0.017441 0.015884 0.021257 1.154597 0.021695 0.017611
Gov. 0.001230 0.001310 0.001932 0.001498 0.000911 0.001205 0.002105 0.001109 1.000440 0.000994
Health 0.000007 0.000024 0.000054 0.000034 0.000030 0.000004 0.000006 0.000049 0.000014 1.023300

Table 5 shows the total industry-by-industry requirements for the Japanese
critical infrastructures, which can be used to calculate the total industry re-
quirements per dollar of industry output. This data, which was obtained from
the input-output tables of Japan (Year 2000) published by the Statistics Bu-
reau (Ministry of Internal Affairs and Communications), expresses the economic
dependencies between critical infrastructures.

Figures 2 and 3 compare the operational dependencies obtained from Table
4 and the economic dependencies obtained from Table 5, respectively. Two
indices are computed to enhance readability. The influence driving index (D)
of a row infrastructure is the sum of the row entries. The influence receiving
index (R) of a column infrastructure is the sum of the column entries. The
indices D and R are plotted on the x-axis and y-axis, respectively.

The lifeline services (finance, health and government services) are omitted in
the NILIM survey data (plotted diagram on the left); as a result, they appear
to contradict each other. However, there are several interesting points to be
discussed. Judging from its relative position, electricity is the high influence
driving infrastructure in both figures. Communications in the right-hand-side
diagrams (economic dependence) shows a high influence driving index similar to
electricity. It underscores the similarity in the economic dependency patterns
of electricity and communications while electricity has a much higher influence
driving index than communications from the operational dependency point of
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view. Railways have the highest influence receiving indices from the economic
and operational perspectives.

The net influence of a critical infrastructure is computed asD−R. IfD−R is
positive, then the critical infrastructure has a net driving influence, otherwise it
has a net receiving influence. The strength of relation of a critical infrastructure
is computed as D+R. Note that D−R and D+R are used as the x-axis and
y-axis, respectively, in Figure 4, which compares the operational and economic
dependencies between critical infrastructures.

A net driving influence is observed for the electricity, communications and
logistics infrastructures in Figures 2 and 3. The net influence of water is incon-
sistent because the NILIM survey considers operational and physical dependen-
cies (water leakage into control systems is a serious threat after an earthquake).
In the case of the D+Rmetric, electricity and communications have anomalous
results with respect to the economic and operational viewpoints. Communica-



206 CRITICAL INFRASTRUCTURE PROTECTION IV

Finance

Air

Government

Water 

Logistics

Broadcast

Communications

Broadcast

Finance

Air

Railways
Gas

Government

Health

Water

Logistics

Communications

Electricity

Broadcast

Finance

Air
Railways

Government

Health

Logistics

Communications

Water

. . . . .
CI with low 
independence (weak CI)

Dependency

Dependency with 
varying impact based on 
time and conditions

Legend

Figure 4. NISC interdependency analysis results.

tions in the right-hand-side diagrams (based on economic data) has a higher
strength of relation than electricity, which reflects the higher investment in
information technology by the communications sector. From an operational
perspective, electricity is a fundamental requirement for every other critical
infrastructure according to the NILIM survey. Logistics (road and transporta-
tion) has an insignificant strength of relation with respect to economic depen-
dence. However, in the case of a disaster, road networks are vital for all the
critical infrastructures, as demonstrated by the higher strength of relation in
the NILIM survey.

Figure 4 shows the results of an interdependency analysis conducted by the
Japanese National Information Security Center (NISC) [9]. The dark circles
represent sectors with low dependencies (weak systems); the dotted arrows
represent time-varying dependencies. Of the ten critical infrastructure sectors,
broadcasting, railway, electricity, gas, medical services, water and logistics are
termed as highly-independent (robust) systems. On the other hand, communi-
cations, finance, air transportation and government services are weak systems
with low independence. Note that communications and broadcasting is de-
fined as a single sector. However, they are treated separately because of their
different dependency characteristics.

5. Causal Network

Figure 5 presents the causal network developed using the results of NISC’s
interdependency analysis. The diagram shows the first-level propagation of in-
operability among the critical infrastructures. Quadrant I contains the major
influence sectors – communications, electricity and water; any perturbation to
one or more critical infrastructures in this quadrant will propagate to other
critical infrastructures. Quadrant II contains communications and water to
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Figure 5. Causal network for Japan’s critical infrastructures.

handle the interdependencies between the two infrastructures. The thick dark
arrow between the first communications node in Quadrant I and the second
communications node in Quadrant II expresses the fact that an inoperability
perturbation in the first node (say 0.2) propagates to the second communica-
tions node as an identical value (0.2). If there are two external perturbations to
communications and electricity of 0.2 and 0.2, respectively, then the propagated
inoperability in the second communications node is the sum of 0.2 propagated
from the first communications node and some portion of the inoperability in-
fluenced by electricity on communications. The nodes in Quadrants III and IV
are infrastructures that have little or no influence on other infrastructures (that
correspond to leaf nodes in the causal network). The critical infrastructures in
Quadrant IV have low independence (i.e., they are weak systems) according to
the NISC analysis.

Certain inconsistencies exist in the NILIM and NISC dependency results.
The NILIM report focuses on earthquake damage spreading analysis and tar-
gets three types of dependency impact – physical, functional and restoration
delay. On the other hand, the NISC study mainly focuses on the functional
perspective. Our model focuses on the functional dependence and dependency
structure of critical infrastructures during the disaster period.

6. Bayesian Networks

Bayesian networks provide a flexible formalism for expressing expert knowl-
edge. Based on the causal network described above, we constructed a Bayesian
network utilizing the influence matrices and qualitative assessments of CI-to-



208 CRITICAL INFRASTRUCTURE PROTECTION IV

CI dependencies presented in Section 4. Better results are obtained for a de-
cision node with a larger number of states. However, it requires many more
conditional probabilities and has a higher computational cost. For reasons of
simplicity and for demonstration purposes, each node in the network is limited
to having four states:

Normal: The system is in a normal condition and is fully operational
with an inoperability of 0.00.

Reduced: The system is slightly perturbed and is 80% operational with
an inoperability of 0.20.

Half: The system is 50% operational with an inoperability of 0.50.

Down: The system is completely out of service (0% operational) with
an inoperability of 1.00.

We used Hugin Lite (version 6.8) to construct the Bayesian network for the
first-order propagation of inoperability in the ten Japanese critical infrastruc-
tures. The network primarily targets functional dependencies and is modeled
for a one-day period. The structure of the Bayesian network conforms to the
NISC results and the influence levels (conditional probabilities) are based on the
NILIM results and influence matrices. In addition, the qualitative assessments
relied on the ratings and reasons provided by participants in the questionnaires,
the functional impact obtained by mining data pertaining to previous disasters,
interview notes, and NISC survey results such as the direct and time-varying
impact and critical infrastructure interdependencies.

7. Future Tokyo Earthquake Case Study

Figure 6 shows the initial situation where all the critical infrastructures are
in the normal operational state. In May 2006, the Tokyo Metropolitan Disaster
Management Council [13] produced a damage estimate report for a predicted
7.3 magnitude earthquake occurring directly beneath Tokyo. This earthquake
was assumed to occur together with a 6.9 magnitude quake beneath Tokyo Bay
near the Shinagawa area [8].

Figure 7 shows the inoperability propagation due to a 6.9 magnitude earth-
quake. The results were obtained using estimated service disruptions of 20.5%
to electricity and 18.2% to communications as the initial perturbations that
were input to the Bayesian network.

Figure 8 shows the effects of a 7.3 magnitude earthquake in the same region.
Estimated service disruptions of 48.6% to electricity and 38.4% to communi-
cations were used as the initial perturbations input to the Bayesian network.
These external perturbations propagated into the other critical infrastructures
creating varying levels of inoperability. The inoperability of communications
increases from 48.6% to 58.3% due to its dependence on electricity and water
supply. Of the other infrastructures, the financial system suffers the most with
an inoperability of 9.5%.
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Figure 6. Initial situation in the critical infrastructure interdependency network.

8. Conclusions

The IIM is arguably the most popular method for estimating the economic
impact of critical infrastructure disruptions. However, the Bayesian network
described in this paper serves as a buffer between initial perturbations and the
IIM, providing the flexibility to adapt to various scenarios and adjustments in
interdependencies. The fidelity of the Bayesian network approach is, of course,
dependent on the conditional probability assignments. The strength of the
approach lies in its ability to combine expert judgment and objective data, and
to refine the results as new data of higher quality becomes available.
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Chapter 15

RESILIENCE IN RISK ANALYSIS
AND RISK ASSESSMENT

Stig Johnsen

Abstract Resilience is the ability of a system to react to and recover from distur-
bances with minimal effects on dynamic stability. Resilience is needed
as systems and organizations become more complex and interrelated
and the consequences of accidents and incidents increase. This paper
analyzes the notion of resilience based on a literature survey and an
exploration of incidents. In particular, resilience involves the ability of
systems to undergo graceful and controlled degradation, the ability to
rebound from degradation, the presence of redundancy, the ability to
manage margins close to the performance boundaries, the establishment
and exploration of common mental models, the presence of flexibility in
systems and organizations, and the reduction of complexity and cou-
pling. The paper describes how resilience can be included in system
development and operations by considering organizations, technology
and human factors. Also, it shows how past strengths and weaknesses
can be considered in risk analysis to enhance safety, security and re-
silience.

Keywords: Safety, security, resilience, risk analysis

1. Introduction

Resilience engineering is an important aspect of safety and security due to the
increased complexity and connectivity of systems and organizations. Safety is
the “freedom from accidents or losses” while security is “the degree of protection
against danger, loss and criminals” [10]. Resilience is “the ability of a system or
organization to react to and recover from disturbances at an early stage, with
minimal effect on the dynamic stability” [5]. Accidents and incidents are often
due to a combination of vulnerabilities. The ability to foresee or rebound from
accidents and incidents enhances both safety and security. Resilience involves
the avoidance and reduction of the consequences of disturbances from a safety
and security perspective.

T. Moore and S. Shenoi (Eds.): Critical Infrastructure Protection IV, IFIP AICT 342, pp. 215–227, 2010.
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There are resilient systems that are not safe and safe systems that are not
resilient; however, our goal is to ensure that systems are both safe and resilient.
We focus on oil and gas installations in the North Sea, especially those that use
integrated operations. Integrated operations leverage information and commu-
nication technology (ICT) to change work processes, improve decision making,
enable remote operation of equipment and processes, and move functions and
people onshore [11]. Integrated operations are complex and employ technolo-
gies so rapidly that learning from prior incidents is difficult because there is
little, if any, experience regarding their use. Resilience in integrated operations
is critical because the consequences of an accident or incident in an offshore
facility can be catastrophic.

This paper attempts to define resilience in terms of a few key principles
based on a review of the literature and of incidents in the oil and gas industry.
The main questions are: (i) how can resilience be specified in more detail? and
(ii) how can resilience be specified in order to enhance safety and security? To
increase safety and security, we believe that resilience should be incorporated
in a development lifecycle model [10] and in risk and hazard analysis.

2. Approach

Our approach involves the analysis of notions of resilience in the literature
[4, 5, 10] along with accidents and incidents in the oil and gas industry related
to integrated operations [7] in order to use resilience as a strategy to improve
safety and security in complex systems. This is accomplished by specifying a
few resilience (functional) principles (e.g., ability to manage margins) and using
these principles to describe resilient operational techniques based on organiza-
tional, technological and human factors. A resilient organizational technique
involving the management of margins could clarify organizational responsibil-
ity at the boundaries related to the overlaps between organizations and the
interfaces between organizations.

In particular, our approach: (i) performs a literature review focusing on re-
silience as a strategy; (ii) identifies “tactical” resilience principles as goals, con-
straints and root causes to support resilience; and (iii) explores these principles
in an operational setting in risk analysis. Our literature review attempts to ex-
plore previous incidents involving brittle practices and prior successes involving
resilient practices. Based on the chain of events, we identify the conditions and
the underlying constraints or root causes (e.g., management systems, culture
and policies [10]), which we call “resilience principles.”

2.1 Accident Models and Accident Avoidance

Accident models help identify resilient events, conditions and constraints [5].
Sequential models assume that accidents have simple linear dependencies and
model accidents as malfunctions or failures using constructs such as fault trees.
Epidemiological models assume that accidents have complex linear dependen-
cies and model accidents as unsafe acts in combination with weak defenses.
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Barrier models assume that accidents are caused by missing barriers or holes in
barriers; in this context, resilience can be viewed as the improvement of barriers
or better management of barriers using proactive indicators to signal the status
of the barriers. Systemic models assume that accidents have non-linear depen-
dencies and model accidents in terms of complex interactions, tight couplings
and performance variability [12]. When interactions are complex and couplings
are tight, the outcome is a normal accident. Resilience can be explored in this
context as a mechanism to avoid normal accidents, i.e., to reduce complexity
and/or reduce tight couplings.

Analysis of the positive aspects of safety and security can help avoid incidents
and facilitate “bounce back.” Consequently, we explore models and theories
that have been used to describe positive characteristics of organizations and
complex systems such as resilience, safety culture and high reliability organiza-
tions (HROs). We attempt to identify principles that would enable accidents
to be foreseen and avoided, as well as to increase resilience in general, such
as the ability to recover from an adverse situation or reduce the consequences.
The notion of a safety culture can help explain accidents and avoid accidents.
Indeed, the notion of a safety culture clarifies the differences between carriers
in the airline industry [14] – the probability of occurrence of an airline accident
varies by a factor of 42 across air carriers, regardless of the standardization of
technology, organization and human competence in the airline industry [14].
Many alternative definitions of safety culture exist and there is disagreement
about how the culture can be changed or improved; however, in this paper, we
focus on the ability to improve safety using safety culture as an element of a
change process. Finally, HRO has important positive properties [9, 15], which
we explore in order to identify key resilience principles.

2.2 Improving Risk Analysis

A standard development lifecycle model [10] is a useful framework for po-
sitioning risk analysis. The steps in the lifecycle model are: conceptual de-
velopment, design, implementation and operations. We attempt to integrate
resilience in the lifecycle model in order to create a framework for improving
safety [3]. There are several examples of how resilience can be used to increase
safety throughout the lifecycle model. During the concept phase, the objectives
and use of resilience can be identified. During the design phase, resilience and
proactive indicators can be explored to remove or reduce hazards and incidents;
scenario analysis and safety cases can help ensure that safety, security and re-
silience are integrated. During operations, hazards can be controlled using
proactive indicators; the consequences of variability and incidents are reduced
or contained by the focus on resilience.

3. Resilience Principles

Based on our exploration of the chains of events in accidents and accident
recovery, and an analysis of the literature, we have identified several factors
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that contribute to resilience and are applicable to integrated operations in the
oil and gas sector.

Woods and Cook [19] describe an improvisation scenario involving man-
ual system and organizational crosschecking to avoid medical administration
errors. This is an example of graceful degradation that can be used as a re-
silience principle. Graceful degradation is a major challenge in information
operations where the integration of ICT and process control systems can lead
to unanticipated stoppages [7].

An HRO is alert and can foresee unwanted performance by efficiently han-
dling local cues and local interactions. Such an organization has the ability to
detect drifts towards boundaries or danger zones. On the other hand, brittle
organizations do not read signals well and cannot foresee the occurrence of ad-
verse incidents [18]. The management of margins is a good resilience principle
that focuses on the boundaries of acceptable safety performance [13]. This is
important in integrated operations, where the failure to manage critical oper-
ations is a major cause of incidents [7].

An HRO also has a strong focus on shared beliefs and values that facilitate
collaboration, support organizational crosschecking and system insight. Also,
common information and information flow across the organization enhances re-
silience [18]. Problems often arise in integrated operations due to the presence
of multiple organizational silos with poor collaboration between ICT and pro-
cess control personnel [7]. Consequently, engaging common mental models is a
good resilience principle.

An HRO has the ability to handle deviations and unexpected chains of events
using redundant solutions (organizations, personnel and technology) [15]. Jack-
son and Madni [6] stress the importance of handling incidents using alternate
functions. Thus, redundancy is a key resilience principle. A major hazard
in integrated operations is the loss of network communication, which can be
mitigated by redundancy [7].

An HRO responds in a flexible manner to unexpected events [2]. Many
accidents and incidents in the oil and gas industry can be prevented or mitigated
by flexible responses [7]. Flexibility is, therefore, a key resilience principle.

Normal accidents often occur as a result of complexity and the tight coupling
of systems [12]. Reducing complexity and tight couplings are key resilience
principles. ICT and process control systems used in integrated operations are
unduly complex and should be simplified [7].

Based on our discussion, we describe seven resilience principles:

Graceful and Controlled Degradation: Proactive impact analysis
must be performed and risky behavior should be identified and mitigated
when system functions or barriers are failing. There should be an ability
to perform a partial shutdown of functions; this should be designed in
the system to ensure safety and security in the intermediate states during
the shutdown process. The complementary principle is the ability of a
degraded system to rebound or recover and return to normal conditions.
The ability to recover is based on knowledge of the state of the system
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and human intervention may be needed to aid in the recovery. Effective
recovery is based on timely impact analysis and competent mobilization.
Organizational competence and the appropriate technical systems can
contribute to resilience. This abilities to achieve controlled degradation
and rebound from adverse situations are key elements of resilience [16].

Management of Margins: The ability to manage margins is a key
aspect of resilience. The effective management of margins ensures that
performance boundaries are not crossed; this is accomplished using proac-
tive indicators. Another important aspect is to design for controllability.
Extensive testing should be conducted to analyze the ability of a sys-
tem to manage margins. In addition, testing should be based on worst
case scenarios and scenarios involving human decision making in stressful
environments. Sacrificial decisions, i.e., decisions that balance productiv-
ity versus safety or security, must also be a part of the scenarios. The
management of margins should consider the slow erosion of margins and
more dynamic sacrificial decisions that lead to the crossing of boundaries.
When an optimum stress level is reached, it is necessary to identify the
changes of states from positive to negative values using signals and in-
dicators. Margins can be managed by examining trends (e.g., network
traffic and network congestion) and reporting maintenance using proac-
tive indicators. Decreases in error rates and increases in reliability can
cause the risk of accidents to increase; it is important to measure and
manage such drift. Awareness of risks can provide a better measure of
accident potential than the actual evaluation of risk; this should also be
explored when establishing proactive indicators.

Common Mental Models: The use of common mental models en-
sures communication and collaboration across systems and organizations.
Mental models play an important role in handling deviations and recov-
ery; they also facilitate the understanding of the causes of accidents and
learning from accidents [10]. Developing the appropriate mental models
is important to improve resilience, but it needs careful analysis and re-
flection. Key stakeholders and management personnel should participate
in the process; the involvement of personnel across organizational silos is
key to creating a common understanding.

Redundancy: Redundancy involves having alternate ways to perform
a function. The function can be performed by different organizations,
by different technical systems or by different procedures. Redundancy
supports the ability of a system to degrade gracefully. Redundancy can
be achieved via standby spares or through the concurrent use of multiple
devices. However, redundancy can introduce complexity and increase the
vulnerability to common cause failures. An alternative to redundancy is
diversity, which is an aspect of flexibility. The use of redundancy should
be assessed and improvements in safety and security should be evaluated
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against the costs and unwanted side effects such as increased complexity
and the risk of common failures.

Flexibility: Flexibility involves diversity and having different ways of
performing a function. Flexibility should incorporate error tolerance; er-
rors should be immediately observable and reversible. Flexibility also
involves improvisation (and “thinking outside the box”) during stress-
ful situations. Systems should be designed for improvisation and error
tolerance.

Reduction in Complexity: Complexity can be reduced by going from
proximity to segregation, from common mode connections to dedicated
connections, from interconnected systems to segregated systems, from
limited substitution to easy substitution, from several feedback loops to
few (or no) feedback loops, from multiple and interacting controls to sin-
gle purpose and segregated controls, from indirect information to direct
information, and from limited understanding to extensive understanding
[12]. A reduction in the complexity of organizations can decrease the
likelihood of accidents, especially those occurring as a result of inefficient
organizational structures such as multilayered hierarchies with diffuse re-
sponsibilities and poor communication.

Reduction of Coupling: Coupling can be reduced by enabling process-
ing delays, flexibility in sequencing, flexibility in methods used, flexibility
in resources, redundancies and availability of substitutes [12].

4. Resilience in Risk Analysis

The resilience principles should be incorporated in a standard development
lifecycle model, which has four steps: (i) conceptual development; (ii) design;
(iii) implementation; and (iv) operations. An accompanying hazard and re-
silience analysis must identify future risks as well as positive resilience attributes
that can be engineered. Thus resilience, hazards and risks must be analyzed in
terms of positive and negative factors.

Hazards, resilience and past successes (accident avoidance) should be identi-
fied using techniques such as preliminary hazard analysis (PHA), FMECA and
HAZOP [10]. Accident avoidance should be explored in order to understand
and support resilience. Resilience should be prioritized based on the impact
on safety and cost as with other mitigating actions in regular hazard analysis.
Hazards are deemed to be acceptable or not acceptable based on an assess-
ment of hazard criticality. Unwanted side effects of resilience must be assessed
and mitigated. The use of proactive indicators to signal safety levels should
be discussed in all phases; also, there should be a focus on establishing com-
mon mental models. Stakeholders should participate in the entire process; they
should reflect on the safety objectives, relevant hazards and resilience. Westrum
[17] discusses such a process and emphasizes that organizations that focus on
alignment, awareness and empowerment in the workforce are better at address-
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ing underlying problems, which ultimately increases resilience. Key results
from the phases must be discussed to ensure common understanding and that
major hazards and resilience principles have been identified and applied prop-
erly. Operations usually involve collaboration across multiple organizations and
organizational silos. The process should be performed during the conceptual
development phase and should use a complete risk picture that involves per-
spectives from multiple organizations to ensure that safety and resilience are
designed into the system.

4.1 Conceptual Development

Safety, control and resilience should be considered during the conceptual
development phase. A list of key functions to be implemented in the system
should be listed, and the hazards and relevant resilience principles correspond-
ing to the functions should be identified. PHA may be used to identify haz-
ards. The elimination of hazards and adjustments to achieve resilience should
be evaluated by going through the seven resilience principles. Hazards related
to boundary conditions should be described and high-level information needs
related to boundary conditions should be identified together with proactive
indicators.

The main results of the activities related to resilience during the conceptual
development phase are:

Specification of the safety, control and resilience objectives.

Specification of the accountability (responsibility) of safety and resilience.

List of functions with the appropriate hazards and resilience principles.

List of the main boundary conditions to be controlled using proactive
indicators.

4.2 Design

During the design phase, the functions to be performed are elaborated and
hazard analysis is performed. Experiences from past accidents should be used
to identify the hazards and risks; also, experiences from prior successes should
be considered to ensure that resilience is propagated in future designs.

HAZOP analysis should be used to build in resilience during the design
phase. HAZOP analysis, which is based on systems theory, assumes that ac-
cidents are caused by deviations. It has five main steps: (i) documenting and
elaborating the design intentions; (ii) identifying the potential deviations from
the design intentions; (iii) analyzing the reasons for the deviations from the
design intentions; (iv) exploring the consequences of the deviations; and (v)
exploring how the deviations and their consequences can be prevented, avoided
or reduced.

The results of the HAZOP analysis include the deviations, the possible causes
and consequences, and the mitigating actions that are devised with resilience in
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mind. The management of margins is a key focus area in resilience engineering.
Thus, the testing of boundary conditions and other resilience principles should
be elaborated.

The main results of the activities related to resilience during the design phase
are:

List of major hazards in the system.

Documentation of the critical margins, proactive indicators, and the in-
formation and reporting needs related to proactive indicators.

Test plan focusing on the critical margins and the possibility of degraded
operations and recovery.

4.3 Implementation

During the implementation phase, resilience should be integrated in the tech-
nical solution, in the organizational routines and in the knowledge and ability
of the users of the system. The identified hazards and critical margins should
be updated based on decisions made during the implementation phase.

Testing is a key issue related to safety and resilience; it ensures that devia-
tions and degraded performance are handled properly. There should be at least
one safe shutdown state and the transition to and from a fully operational state
to each safe shutdown state should be defined and tested.

When the system has moved to a safe state, the ability to use the organiza-
tion and manual procedures on the degraded system should be examined. Also,
critical scenarios should be explored; these scenarios should be used in training
to enhance the perception and understanding of risk.

The main results of the activities related to resilience during the implemen-
tation phase are:

List of major hazards in the system.

Documentation of critical margins and proactive indicators.

Critical scenarios whose exploration increases safety and resilience, and
creates the appropriate risk perceptions.

4.4 Operations

Safety and resilience should be managed during the operations phase. Haz-
ards should be controlled and the consequences of variability or incidents should
be reduced or contained. Key issues related to increasing resilience are the con-
tinuous monitoring of the system, and the tracking of indicators that identify
boundary conditions and slow drift towards the boundaries.

An updated list of major hazards and indicators should be available to en-
hance risk perception and understanding. Dynamic indicators show the per-
formance related to network load, stress levels of individuals in key positions,
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levels of alarms and levels of gas emissions or small fires. Drift indicators, on
the other hand, show long-range slow drift.

Technical and organizational drift can both impact safety. In many systems,
minor daily modifications or small changes in operation can accumulate and
create a risky environment. Organizational drift occurs as a result of com-
placency with regard to risk perceptions in the workplace, which can lead to
serious incidents due to the erosion or ignorance of barriers. A safety climate
questionnaire [1], which provides data about worker perceptions of safety, is a
useful tool for evaluating drift.

It is important to measure and track the development of resilience in the
organization as well as the system. Management plays a key role in prioritizing
safety versus production. Scenario analyses [1] can be used to examine man-
agement prioritization in upward appraisals or managerial scripts. Safety cases
should be used to explore emergency preparedness in the organization. Peri-
odic audits and assessments of risk and resilience should be conducted based
on unwanted incidents and successful recovery from incidents.

The main results of the activities related to resilience during the operations
phase are:

List of major hazards.

Documentation of the critical margins and the relevant proactive indica-
tors.

Subjective assessment of risk.

Audit of risks and resilience.

5. Discussion

This paper has attempted to answer two questions: (i) how can resilience
be specified in more detail? and (ii) how can resilience be specified in order
to enhance safety and security? With regard to the first question, based on a
literature review, we have suggested a more detailed specification of resilience
that describes root causes. The identification of resilience principles is based on
accidents (brittle practices) and successful recovery (resilient practices). The
three steps in identifying the resilience principles are:

Identify a chain of events.

Identify the conditions and lack of conditions.

Identify the underlying constraints and root causes.

Different root causes are identified based on different perceptions. Thus, dif-
ferent approaches may engage different interpretations of resilience and identify
different resilience principles. Clearly, there is no consensus on the list of re-
silience principles. It is, therefore, important that the principles be considered
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as a set, not as individual standalone concepts. Two of the principles mentioned
in this paper are also described by Rasmussen [13]: the ability to manage mar-
gins close to the performance boundaries, and the ability to achieve graceful
and controlled degradation and rebound from adverse situations. These princi-
ples embody key issues related to resilience and their presence in the literature
provides a degree of validation for our approach.

With regard to the second question of how resilience can be specified to en-
hance safety and security, we believe that the key is to consider the resilience
principles during systems development and as a part of safety management.
The resilience perspective improves the quality of a risk analysis. This is based
on three arguments. First, the scope of past incidents explored in the risk
analysis is increased; the understanding of how to avoid accidents and en-
hance recovery improves resilience and reduces the risk of future accidents.
Second, considering current challenges in the analysis of future risk helps make
the unexpected expected, leading to increased focus on graceful degradation
and recovery. Note, however, that the ability to rebound and other resilience
properties may increase system complexity, which can lead to accidents. Con-
sequently, to avoid increased risk, resilience should be considered during risk
analysis just like other mitigating actions. Third, there is increased focus on the
management of margins and boundary conditions through the use of proactive
indicators; this enhances the understanding of the key processes that influence
safety.

Performing risk analyses with and without the consideration of resilience
provides an opportunity to compare perspectives and mitigating actions and to
identify differences. As suggested by Hale and Heijer [2], the results obtained
should be measured in terms of the safety performance of the organization as
well as productivity and quality gains.

6. Oil and Gas Production Systems

Safety and automation systems (SAS) are commonly used in integrated op-
erations in the oil and gas sector. These systems comprise production control
systems, process shutdown systems and safety instrumented systems. Undesir-
able ICT/SAS incidents typically involve general virus attacks or unanticipated
network traffic. However, it is expected that directed attacks on the oil and
gas infrastructure will be encountered in the future.

Key hazards impacting ICT/SAS used in integrated operations are the result
of organizational, technical and human factors [8]. The hazards along with their
mitigating resilience principles and associated resilience techniques are:

Common Failures: Common failures impacting ICT/SAS are mitigated
by graceful degradation. A technical assessment should be conducted to
analyze the possibility of common failures due to the loss of power, com-
munications and other common items. Graceful degradation should be
achieved using redundant solutions. An organizational assessment should
be conducted to identify structures that support graceful degradation.
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High Network Traffic: Large amounts of ICT network traffic that
potentially impact SAS can be mitigated by graceful degradation. A
technical assessment should be conducted to ensure that SAS can handle
unanticipated ICT traffic.

Poor Collaboration: Poor collaboration between ICT and SAS pro-
fessionals can be mitigated by using a common mental model. An orga-
nizational assessment should be conducted with the goal of establishing
design teams with cross-functional ICT and SAS competence. It is nec-
essary to improve risk perceptions and awareness of the challenges when
developing critical software that spans ICT and SAS. Also, it is necessary
to conduct hazard analysis involving ICT and SAS personnel.

Virus Attacks: Directed virus attacks that halt production can be mit-
igated by reducing complexity. A technical assessment should focus on
hardening computers and reducing services that are connected to crit-
ical infrastructure components such as SAS. Virus attacks can also be
mitigated by managing margins. A technical assessment should focus on
establishing proactive indicators that identify hazard levels.

Communication Infrastructure Breakdown: A communication in-
frastructure breakdown that causes the loss of connectivity to onshore
facilities can be mitigated by graceful degradation. A technical assess-
ment should be conducted to analyze the availability of an independent
communication infrastructure. An organizational assessment should es-
tablish clear responsibility and routines; scenarios involving the loss of
communications should also be tested. A communication infrastructure
breakdown can also be mitigated by managing margins. In this case, a
technical assessment should be conducted with a focus on indicators and
reporting network traffic and loads.

An assessment of frequency and severity must be performed to prioritize
the mitigating actions. Using the identified resilience principles tends to make
the list of mitigating actions more complete and helps cover more of the rele-
vant issues. This approach can also be used to improve hazard analysis when
resilience is required.

7. Conclusions

Resilience is a highly desirable property for critical infrastructure assets.
Resilient systems can react to and recover from disturbances with minimal
effects on dynamic stability. Our strategy for incorporating resilience in sys-
tem development and operations is accomplished by considering organizational,
technological and human factors issues. The stragegy is also promising because
it engages known strengths and weaknesses in risk analysis to enhance safety,
security and resilience.
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Chapter 16

A MANUFACTURER-SPECIFIC
SECURITY ASSESSMENT
METHODOLOGY FOR CRITICAL
INFRASTRUCTURE COMPONENTS

Thomas Brandstetter, Konstantin Knorr and Ute Rosenbaum

Abstract Protecting critical infrastructure assets such as telecommunications net-
works and energy generation and distribution facilities from cyber at-
tacks is a major challenge. However, because security is a complex and
multi-layered topic, a foundation for manufacturers to assess the secu-
rity of products used in critical infrastructures is often missing. This
paper describes a structured security assessment methodology that is
specifically designed for use by manufacturers during product develop-
ment. The methodology, which incorporates risk analysis, theoretical
assessment and practical assessment, anticipates operational security
challenges before products are deployed in critical infrastructures.

Keywords: Critical infrastructure components, security assessment, risk analysis

1. Introduction

Security assessments of critical infrastructure components (CICs) differ from
those of classical IT systems in that availability and integrity of the compo-
nents trump confidentiality [18]. Also, it is often impossible to perform regular
patching for these components; consequently, the patching cycles typically fol-
low planned maintenance schedules.

Manufacturers of CICs such as control systems for energy generation are
facing increasing security demands for their products from customers and reg-
ulatory bodies. The central question to be answered is: what security problems
related to the products should be remediated? This paper describes a three-
step security assessment methodology to help answer this question. The steps
are: (i) evaluate the individual security risks associated with the design and
architecture of the product, and identify the risks that cannot be tolerated and

T. Moore and S. Shenoi (Eds.): Critical Infrastructure Protection IV, IFIP AICT 342, pp. 229–244, 2010.
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Figure 1. Security assessment methodology phases.

must be mitigated, accepted or transferred; (ii) determine how the product
ranks with regard to security requirements published by potential customers
and regulatory bodies; and (iii) perform practical tests of the CIC in operational
environments to uncover implementation and configuration flaws.

The security assessment methodology described in this paper is intended
to address the needs of manufacturers during the development of CICs. The
methodology, which is pragmatic, cost-effective, generic, flexible and built on
CIC industry standards, has been successfully applied to several CICs.

2. Security Assessment Methodology

Figure 1 presents a high-level overview of the security assessment methodol-
ogy. The methodology starts with the pre-assessment phase, which involves the
preparation and signing of the project agreement, and includes a definition of
the assessment scope (CIC version and release), milestones, location, timeline,
costs, staffing, liability, etc. The subsequent risk analysis phase determines
the individual information security risk levels arising from the technical design
and architecture of the CIC by performing a risk analysis and deriving spe-
cific security measures for the CIC. The theoretical assessment phase examines
how far security measures mandated by standards, regulatory requirements and
generic customer requirements are implemented in the CIC. This typically in-
cludes technical, organizational and process aspects. Security measures specific
to the standard, but not specific to the component under test, are checked. The
practical assessment phase involves the application of manual procedures and
automated tools in a suitable testing environment to determine the potential
for exploiting vulnerabilities. The final post-assessment activities involve pre-
senting a final report to the product manager, issuing a security assessment
methodology confirmation and suggesting solutions for the security flaws.

In recent years, many manufacturers have begun to tie security activities to
the product development process. Our security assessment methodology follows
this approach. The various phases can be performed during different develop-
ment milestones of a CIC. Risk analysis and theoretical assessment should be
completed as early as possible (e.g., during product planning or design). In
the case of a practical assessment, the product must be in a “testable” state,
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i.e., a suitable test environment must be available. Note that it is possible to
perform only selected parts of the methodology, e.g., risk analysis and practi-
cal assessment, or theoretical assessment and practical assessment. However,
partial assessment is not recommended because important synergies are lost.

2.1 Pre-Assessment

The pre-assessment phase is the preparatory phase of a security assessment.
During this phase, the various participants agree on the project details. After
an initial discussion and using a predefined questionnaire, the proposed target
of evaluation (TOE) is briefly analyzed. This analysis identifies the security
goals and the scope and depth of the assessment, which must be agreed upon
by all the involved parties. The detailed specifications of all the subsequent
assessment phases are determined in this initial analysis. Depending on the
security goals of the TOE and its market placement, it is necessary to decide
on the standards to be included in the theoretical assessment and the tests to
be included in the practical assessment. This helps determine the overall effort
for conducting the assessment and a realistic cost estimate and timeline, all of
which assist in planning the subsequent phases.

2.2 Risk Analysis

ISO/IEC 27005:2008(E) defines information security risk as the potential
that a given threat will exploit vulnerabilities in an asset or group of assets
and thereby cause harm to the organization. It is measured in terms of a
combination of the likelihood of an event and its consequence. Risk analysis
is the practice of determining the threats to which an organization or system
is exposed and the potential harm. The risk analysis approach in our security
assessment methodology is based on established risk analysis techniques [9,
17], but is adapted to the specific needs of CIC manufacturers by defining a
risk management framework that is designed to be cost-effective by using a
workshop to conduct the analysis.

Risk Analysis Steps The risk analysis steps follow the ISO and NIST
standards [9, 17]. First, the CIC assets are identified. Next, threats that
exploit asset vulnerabilities are determined and the probability of a successful
attack is estimated. Finally, the impact of an attack is described and classified.
The associated risk is computed by combining the probability of a successful
attack and its impact.

During these steps, the CIC risk must be seen from two points of view. First,
what risks does the CIC pose to the manufacturer’s business model? Second,
what risks arise during CIC operation due to its technical architecture?

Both views have to be considered during risk analysis. Depending on the
point of view, the assets are quite different. To the manufacturer, the assets
may represent intellectual property and licensing schemes; often, considerable
threats and associated risks can be identified for these assets. To the operator,
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Table 1. List of potential attackers.

Attacker Comment

Third-party consulting vendor Attacks against licensing scheme, e.g., by sell-
ing high-end products to the customer but or-
dering and paying for low-end products with
less functionality.

Competitor Competitor seeks proprietary information
about a product, e.g., to better position his
products, or to copy the product or some of
its functionality.

Hacker (organized) Hacker attempts to control a CIC on behalf of
a third party.

Hacker (curious) Hacker accidentally breaks into a system and
tries to gather information.

Malware Malware infects a CIC network accidentally or
intentionally.

Employee (manufacturer) Employee with access to confidential develop-
ment data steals or destroys the data.

Cyberterrorist Cyberterrorist disrupts CIC service to cause
panic or to extort money.

the assets are quite different; they may, for example, correspond to personal
data that has to be kept confidential or systems whose availability must be
maintained. Because the risk analysis is performed by the manufacturer and not
by the system operator, several deployment scenarios may have to be analyzed
to determine the possible impact to an operator.

Practical Risk Analysis As with all the phases of the security assessment
methodology, security efforts are balanced with economic aspects. Therefore,
the risk analysis is conducted in the form of a group workshop, which is typ-
ically one to three days long, depending on the complexity of the CIC. The
workshop is conducted by an experienced assessor who is a security expert and
can serve effectively as a moderator. The workshop participants represent all
the various phases of the product lifecycle, e.g., product development, system
testing, service, sales and marketing, and product management. Ideal par-
ticipants would have comprehensive knowledge and significant experience in
product design and architecture (product development); use cases and deploy-
ment in customer environments (service); and competitors and sales channels
(sales and marketing) necessary to understand the risks related to intellectual
property and license fraud related risks.

Predefined lists of potential attackers, targets, threats and impacts are used
to provide examples, raise discussion and check for completeness. The list in
Table 1 is derived from generic lists [9, 11] that are adapted to CIC needs.
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Figure 2. Sample risk analysis results.

Experience has shown that this approach yields an efficient and useful risk
analysis in a relatively short amount of time.

Risk Management In order to reduce the effort involved in risk analysis,
a predefined risk management model is used following a qualitative rating.
Four categories are defined for rating the probability of a successful attack
and the impact; these categories take into account CIC-specific aspects such
as availability. If necessary, the descriptions of the categories may be clarified
and amended by product-specific aspects during the workshop. The results of
the risk analysis are presented as a 4 × 4 risk matrix. The ratings of the risks,
i.e., the definitions of the risks that are considered to be acceptable and those
that need to be mitigated, are also predefined.

Figure 2 shows the results of a threat analysis of an energy management
system. Initially, several non-acceptable risks were identified, one is classified
as “Probability: Very Likely” and “Harm: Disastrous.” However, the risk may
be reduced to an acceptable level after selecting and implementing countermea-
sures. The initial analysis can be completed in a two-day workshop.

Four categories for the probability of a successful attack and the resulting
impact are offered. Using an even number of values ensures that no midpoint
value can be chosen, which eliminates indecision in arriving at an assessment.

Risk Analysis Results For the workshop participants, the immediate re-
sults provide a better understanding of the threats to which the CIC is exposed,
because the participants themselves “discover” the threats to the CIC. They
gain understanding of the need for security measures and learn to act accord-
ingly. The workshop gives them a forum to discuss security aspects. Also, the
workshop provides training and awareness opportunities for non-expert par-
ticipants. The overall effect of the workshop is far superior to that of a risk
assessment conducted by an external consultant, which is based entirely on
technical input from the development team.

The risk analysis provides the project manager with a list of the identified
risks along with their ratings, identifying the risks that must be mitigated
according to their priority. The risk analysis also provides valuable inputs to
the other phases of the security assessment (e.g., the list of critical assets and
identified risks that form the basis of the practical assessment). Note, however,
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that it is sometimes the case that the threats identified by the theoretical
assessment and the practical assessment have to be added to the risk analysis.

2.3 Theoretical Assessment

This section discusses the theoretical assessment approach, which is designed
to assess the security level of CICs with regard to generic security standards.
Note that the term “standard” does not accurately fit the documents (guide-
lines, recommendations, regulatory documents and laws) referred to in this
work. However, for the sake of simplicity we use this term throughout the
paper.

In general, customers who operate critical infrastructure assets have pub-
lished their own generic security requirements; sometimes based on regulatory
requirements for operation, sometimes directly referring to existing standards.
Fulfilling customer requirements is a prerequisite for selling products. Con-
sequently, it is important for a manufacturer to know how well its products
satisfy the requirements. The first step in the theoretical assessment approach
is to decide which standard is relevant to the CIC. Next, a questionnaire is cre-
ated based on the selected security standard if one is not yet available. Finally,
the approach uses the results of the interviews of CIC experts based on the
questionnaire to arrive at a security assessment.

Selecting Standards Numerous CIC-related security standards have been
published (see, e.g., [5, 21] for a list of more than 50 important standards). For
example, the NERC CIP standard [10] is published by an industry regulatory
body and focuses on the operation of CICs. A U.S. information sharing center
has published a “procurement language” [8] that focuses on the development
of CICs. From the point of view of product management, the diversity of
security documents presents a challenge and an opportunity. On the one hand,
it complicates the task of selecting the standards used in an assessment. On the
other hand, many of the documents contain agreed-upon security requirements
that are seen in many tenders.

Developing Questionnaires A theoretical assessment uses one question-
naire per standard. A questionnaire has a generic structure that is independent
of the standard, but its content is structured according to the pattern of the
underlying standard. The content reflects the requirements of the standard
being assessed.

Relevant requirements have to be derived when a standard does not specifi-
cally address a manufacturer’s product. For example, NERC CIP [10], a stan-
dard for operators of bulk electric systems, requires that operators maintain
logs of security events for 90 calendar days and that these logs be reviewed
regularly. Merely checking if a product supports logging is insufficient because
most systems already support logging. The intent of the standard is for prod-
ucts to incorporate state-of-the-art logging technology.
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In contrast with the NERC CIP standard, the U.S. Cyber Security Procure-
ment Language for Control Systems [8] summarizes security principles that
should be considered when designing and procuring control system products.
Therefore, it is well-suited as direct input for a questionnaire. Because the scope
of the document is broad, some requirements will not be applicable to a given
product and have to be marked as not applicable during the assessment. For
each requirement of the selected standard, one or more corresponding questions
are derived so that they can be answered with “Yes,” “No” or “Not Applica-
ble.” Predefined intermediate answers such as “Dependent on Contract” are
also permitted. It expresses the fact that a requirement is not fulfilled by the
default product offering but, depending on the contract, can be offered as an
additional feature. Without this option, different answers are possible: the
answer “Yes” because the requirement can be fulfilled, and “No” because the
standard offering does not fulfill the requirement. In the case of automatic eval-
uation, the predefined answers are mapped to a value in a predefined range and
are used to calculate the “average compliance.” Additionally, a comments field
is provided for each question to enable respondents to clarify their answers.

Conducting Interviews The theoretical assessment is conducted in a
workshop environment where experienced security assessors (who are not in-
volved product development) conduct interviews of product experts and guide
them through the questionnaire. Depending on the goal, different assessment
depths are possible: (i) merely documenting the oral statements of the intervie-
wees; (ii) checking and analyzing the available documentation; or (iii) deriving
tests for the subsequent practical assessment phase. The assessment depth can
be varied on a per-requirement or per-section basis.

In practice, we perform spot tests for some topics and also use some of the
theoretical assessment topics to derive topics for the practical security assess-
ment. This combination ensures that all the intended security mechanisms
exist and are implemented securely, thereby raising the level of confidence of
the assessment.

Analyzing and Reporting Results The results of the theoretical as-
sessment include the level of compliance with the requirements and the identi-
fied deviations. The results support a detailed analysis of the shortcomings of
the product, and are suitable for presentation to management. The degree of
deviation is apparent without delving into the technical details; also, security
becomes measurable.

Figure 3 shows the results for a NERC CIP benchmark of two versions of
a CIC. The initial version of the product incorporates backup functionality
without a documented recovery concept. The new version incorporates addi-
tional security functionality and documentation, with the documentation, in
particular, improving the CIP 009 rating.
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Figure 3. Sample NERC CIP compliance theoretical assessment results.

2.4 Practical Assessment

Practical assessment, the next phase of the security assessment methodology,
evaluates the resilience of a CIC to hacking attacks. This phase is introduced to
detect exploitable vulnerabilities and potential security flaws in a CIC taking
into account state-of-the-art hacking techniques and tools. The results of the
risk analysis and theoretical assessment phases are used as input when generat-
ing attack patterns and testing tasks. Practical assessment complements these
phases by verifying the actual implementation of the security features.

We begin by discussing a sample test task to explain how a practical assess-
ment works. NERC CIP 005-1 R4 requires a review of controls for default ac-
counts, passwords and network management community strings. The first task
is to identify the credentials in a target system; this is typically performed using
an automated tool (e.g., Nessus Security Scanner [19]) or by manually reviewing
the credential store on the system. Next, the credentials are reviewed for known
default values or easily guessed credentials. Insecure credential combinations
are then documented. Finally, the identified username/password combinations
are tested to determine if they permit access to the system.

A suitable test system is necessary to conduct a practical assessment. A test
system at a manufacturer is suitable for conducting in-house tests. Factory
and site acceptance tests are typically performed during the handover of a CIC
from the manufacturer to the customer; these tests also provide an excellent
environment for a practical assessment. Alternatively, a practical assessment
can be performed at the customer site. In this case, special care must be taken
to define the testing tasks as they must not affect normal operations. As with
the entire security assessment methodology, the practical assessment follows a
structured process, which is presented in Figure 4.

Planning and Preparation The practical assessment test tasks are ini-
tially collected and categorized based on input from the preceding risk analysis
and theoretical assessment phases, and on an agreement between the project
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Figure 4. Practical assessment steps (with optional attack step).

manager and the assessment team. In this step, the assessor uses a struc-
tured assessment plan (Table 2) to evaluate the scope of the subsequent tasks,
enabling the depth and intrusiveness of the assessment to be controlled.

Assessment The practical assessment process closely follows the steps used
by real hackers. A hacker initially tries to gather information about the target
via discovery and reconnaissance activities. This information is reviewed and
analyzed for potential vulnerabilities during the vulnerability analysis phase.
Finally, in the attack step, the hacker attempts to exploit certain vulnerabilities
and launch real attacks against the system.

A practical assessment begins with the discovery step, where information
gathering tasks are carried out to collect information about the target using
active or passive tools. A vulnerability analysis is conducted using the collected
information; this is done by manually reviewing the information for indications
of potential flaws. For each flaw, the assessor attempts to estimate the potential
of successful exploitation and the criticality. This must be done because hackers
typically work their way from “low hanging fruit” to more complex attacks. The
review helps identify the most promising entry points for further attacks.

In the practical attack step, the assessor attempts to exploit an identified
vulnerability and document the extent to which the intrusion attempt is suc-
cessful. The attack step involves both active and passive testing. Active testing
uses invasive tools and techniques to gain access to the target or to crash a cer-
tain service. Passive testing mainly involves a configuration review (invasive
tools may not be used because they can impact system availability). Strong
dependencies exist between all the steps as new findings are fed back into suc-
ceeding test activities. The practical attack step is optional because it may be
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Table 2. Sample practical assessment plan (N: network; P: platform).

ID Sect. Module Task Tool

101 N Network survey System enumeration ipconfig/ifconfig
102 N Network survey System identification nmap
103 N Network survey Information leaks Wireshark
104 N Port scan Service enumeration Nessus
105 N Port scan Service identification Nessus
106 N Port scan Error checking hping
107 N Port scan Protocol response verification nmap
108 N Port scan Packet response verification nmap
109 N Port scan Distributed TCP/IP analysis Unicornscan
110 N Perimeter review Security analysis (Level 1) cisecurity (rat)
111 N Perimeter review Network security review Checklist
113 N Perimeter review Switch security configuration Checklist
114 N Perimeter review Router hardening test Cisco Torch
115 N Perimeter review Router security configuration Checklist
116 N Perimeter review Firewall hardening test ccsat
117 N Perimeter review Firewall security configuration Checklist
118 N Perimeter review IDS security analysis Manual checking
119 N Perimeter review Trusted sys. security analysis Manual checking
121 N DoS test DoS vulnerability analysis Manual checking
122 N DoS test DoS testing datapool 3.3
123 N DoS test DoS testing netcat
124 N DoS test DoS risk analysis Manual checking
201 P Windows/all Baseline security analysis MBSA
202 P Windows/all Security analysis (Level 1) cisecurity (win)
203 P Windows/all Security testing (Level 1) Manual testing
204 P Windows/all Security analysis (Level 2) GFI Languard
205 P Windows/Svr2003 Security testing (Level 2) MS SCW
208 P Unix/all Security analysis (Level 1) cisecurity (Unix)
209 P Unix/all Security testing (Level 1) Manual testing
210 P Unix/all Security analysis (Level 2) COPS
211 P Unix/all Security testing (Level 2) Bastille
214 P All Login credential verification John the Ripper

sufficient to gather information about the target and review it for indications
of vulnerabilities rather than executing an attack.

Finally, note that each test task has two possible outcomes: the intrusion
attempt either succeeds or it fails. Both outcomes must be noted to compre-
hensively document the test; this also gives product developers a better view
of the security aspects of the product that have been addressed properly.

Reporting The findings (i.e., discovered security flaws) are documented in a
report using a predefined structure. Table 3 presents example findings from the
energy management system assessment described above. The example focuses
on a test of the ability to log security-relevant information such as brute-force
attacks on accounts at the operating system level. During the discovery phase,
a port scan revealed typical server message block (SMB) ports in the TCP
range of 135–139 and 445. During the subsequent vulnerability analysis phase,
the ports were tested for the null-session feature, which enables an attacker
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Table 3. Sample practical assessment finding.

Headline Account login auditing disabled on application server.

Criticality HIGH

Vulnerability Location Windows OS auditing policy of application server
with hostname appserver.localdomain.

Description Logging and auditing settings at the OS level were
reviewed to check for proper audit trail generation.
During the review it was noted that login attempts at
the OS level were not audited, regardless of whether
they were successful or not. This enables an attacker
to conduct a brute-force attack on an account with-
out being detected. If security-critical information is
not recorded, there is no trail for forensic analysis.
Discovering the cause of problem or the source of the
attack may become more difficult or impossible.

Prerequisites For an actual attack (e.g., brute-forcing an account),
the attacker would need network access to the system.

Standards Violated NERC CIP 007-1 R 5.1.2; NERC CIP 007-1 R 6.3

CWE 778

Countermeasure The logging level must be set appropriately for
security-relevant items like account login activity.
Enable account logging at the OS level.

to gather information about user account names and other account details at
the operating system level. With this information, a brute-force attack for
determining the passwords of existing user accounts was started, upon which
the log entries were reviewed for appropriate tracking details. In the example,
the logging subsystem failed to document the existence of the attack because
of an inappropriate configuration.

The report is an important tool for quality control because it verifiably
demonstrates that all the sections chosen in the planning step have been covered
during the practical assessment. Also, it proves that the entire scope of the
practical assessment phase has been completed.

2.5 Post-Assessment

The post-assessment activities of the security assessment methodology in-
clude, but are not limited to, the final report, the communication of the findings,
the issuance of a security assessment methodology confirmation, and support
for addressing the security flaws identified in the assessment. The security as-
sessment methodology results are documented in a final report comprising the
three sub-reports from the risk analysis, theoretical assessment and practical
assessment phases along with their relationships. The content of the final report
is typically confidential and is, therefore, delivered only to the project manager,
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who then becomes the owner of the report. If required, a confirmation about
the assessment is generated for the project manager that states the detailed
CIC version, size and date of the assessment, and confirms that the CIC was
assessed and describes the security issues addressed in the product.

The next step for the project manager is to decide how to proceed with the
results of the security assessment, especially the identified risks, the shortcom-
ings related to the standards, and the implementation and configuration flaws.
Entries in the error tracking database corresponding to the product have been
successfully used for emergency (short-term) mitigation projects. Other find-
ings can be addressed via change requests and subsequently by new security
requirements for the product. Support for these activities is not part of the
security assessment methodology, but they are, nevertheless, very important to
enhance product security.

3. Discussion

This section discusses the applicability of the security assessment method-
ology to CICs, compares the methodology with related work in the field and
identifies future areas of research.

3.1 CIC Applicability

The risk analysis phase of the security assessment methodology uses generic
security standards (e.g., [9, 17]). This has been done on purpose because the
generic method described in these standards is well-suited to CICs. The general
principle followed in designing the security assessment methodology was to re-
use as much as possible of existing methodologies and adapt them to CIC
needs where necessary. The adaptations for the three phases of the security
assessment methodology are:

Risk Analysis: While the risk analysis phase is based on [9, 17], the
workshop and, in particular, its inclusion of participants with experience
in CIC development and management are CIC-specific.

Theoretical Assessment: The use of CIC-related standards [4, 8, 10]
in the questionnaires makes this phase CIC-specific. In most critical
infrastructure domains, the main standardization bodies have decided
not to use generic security standards such as the ISO 2700x series, but to
adapt these standards to reflect specific domain requirements.

Practical Assessment: The tools and test cases are, by necessity, CIC-
specific. For example, CIC-specific protocol fuzzers have to be used be-
cause CICs engage proprietary protocols.

3.2 Related Work

To our knowledge, this is the first security assessment methodology that
combines the three phases, risk analysis, theoretical assessment and practical
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assessment, in a pragmatic and cost-effective manner for use by CIC manufac-
turers.

Risk analysis is a fairly mature area (see, e.g., [9, 17]). The main focus
of risk analysis as used in our work is to identify risks stemming from the
design and architecture of a product. This is in contrast to other published
methodologies, such as OCTAVE [1] and CRAMM [16], which deal with the
risks faced by organizations that operate IT systems. Some risk assessment
approaches created for operators of critical infrastructures (e.g., [12]) share the
basic aspects of our risk analysis approach, but they cannot be directly applied
by CIC manufacturers.

With regard to the theoretical assessment phase, certain parallels exist with
the recommended use of the Control System Cyber Security Self-Assessment
Tool (CS2SAT) [20], which includes a self-assessment step based on a question-
naire using recommended standards. Note, however, that CS2SAT is designed
primarily for use by operators, and cannot be directly applied by CIC manu-
facturers.

Considerable work has been performed in the area of practical assessment.
Several approaches either compete with or overlap with our practical assessment
approach. Interested readers are referred to [2] for a detailed discussion of
practical assessment approaches.

3.3 Future Work

Future work related to the security assessment methodology will focus on
enhancing the risk analysis, theoretical assessment and practical assessment
phases. The current risk analysis approach is relatively stable, but the oppor-
tunity exists to streamline and optimize the underlying process. Our future
work related to theoretical assessment will address the identification and inclu-
sion of new standards, and corresponding updates to the questionnaire; another
research thrust is to devise approaches for leveraging the synergies existing in
overlapping standards. Refinements to the practical assessment phase will con-
centrate on extending the assessment plan with new attacks and tools, and
improving the test task descriptions.

Deficiencies identified by the security assessment methodology create new
security requirements for the CIC, which should be implemented according to
a requirements engineering process. Our future work will attempt to align the
security assessment methodology findings with those obtained using common
requirements engineering methods.

The security assessment methodology has been developed based on our
experience with security assessments of CICs and CIC security needs. The
methodology has been applied successfully to several CIC products. Because
the methodology is generic, it can, in principle, be applied to other systems
(e.g., corporate IT systems). However, it will be necessary to identify relevant
security standards for these systems before the security assessment methodol-
ogy can be applied.
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4. Conclusions

The security assessment methodology presented in this paper has been ap-
plied to more than fifty products, including control systems, substation au-
tomation devices, and field devices in industrial and energy environments. The
results indicate that the methodology is flexible and well-suited to assessing the
security levels of CICs within a matter of man-days as opposed to man-weeks.

A key advantage of the methodology is that the security level of a CIC
can be measured and quantified. This is accomplished by constructing a risk
matrix. Changes to the risk matrix caused by implementing countermeasures
as a result of risk analysis quantifies the resilience against the documented risks.
Also, security capabilities are measured in the form of a benchmark against the
requirements derived from relevant industry standards. This provides excellent
input for subsequent security decisions.

The security assessment methodology is generic and can be adjusted to differ-
ent CICs by using the relevant CIC security standards as the basis and applying
the methodology to the CIC specifics. Finally, the security assessment method-
ology is lightweight and cost-effective in comparison with evaluation methods
such as the Common Criteria [6]. In most cases, one to three assessors require
a few weeks to complete a security assessment of a large CIC.
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Chapter 17

AN ADVANCED DECISION-SUPPORT
TOOL FOR ELECTRICITY
INFRASTRUCTURE OPERATIONS

Yousu Chen, Zhenyu Huang, Pak-Chung Wong, Patrick Mackey, Craig
Allwardt, Jian Ma and Frank Greitzer

Abstract A major failure in the electricity infrastructure would almost certainly
lead to significant societal disruption and massive economic losses. The
reliable operation of the electricity infrastructure is an extremely chal-
lenging task because human operators have to consider thousands of
possible configurations in near real time to choose the best option. Nev-
ertheless, the operation of the electricity infrastructure is largely based
on operator experience with limited real-time decision support. This
makes it difficult for operators to anticipate, recognize and respond to
anomalies caused by human error, natural disasters or cyber attacks.

This paper proposes an advanced decision-support tool for electricity
infrastructure operations. The tool converts large amounts of data into
actionable information to help operators monitor the power grid status
in real time. It performs trend analysis at the regional or system level
to enable operators to foresee and discern emergencies; it performs clus-
ter analysis to help operators identify the relationships between system
configurations and affected assets; and it interactively assesses candidate
actions to assist operators in making effective and timely decisions.

Keywords: Electricity infrastructure, decision support, visual analytics

1. Introduction

The U.S. electricity infrastructure has been called the most complex machine
on earth [1]. However, much of the infrastructure was designed more than 50
years ago. A failure of the electricity infrastructure can lead to significant
disruptions of people’s lives and industrial and commercial activities, causing
massive economic losses. Incidents such as the Western North America blackout
of 1996 [4] and the Northeast blackout of 2003 [7] underscore the need to have
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a reliable power grid. The prediction, prevention and mitigation of blackouts
have become the primary focus of the DOE Office of Electricity Delivery and
Energy Reliability (DOE-OE) [8] as well as the central topic of power systems
research.

The operation of the electricity infrastructure is an extremely challenging
task due to its complex structure, geographical coverage, complex database and
information technology systems, and highly dynamic and nonlinear behavior.
The operation is also affected by a number of external factors, including physical
attacks, cyber threats, human error and natural disasters. Because of the
complex nature of the electricity infrastructure, large amounts of data and
information have to be processed to gain adequate situational awareness and
to adapt to emergency situations. Managing this complexity is a critical issue
in electricity infrastructure operations.

Electricity infrastructure operations are largely driven by human operator
experience and occur with little real-time decision support. The lack of effective
systems that can manage the complexity of operations translates to an inability
on the part of human operators to anticipate, recognize and respond to adverse
and unexpected situations.

This paper presents an advanced decision-support tool that is designed to
meet the immediate needs of electricity infrastructure operators. In particular,
the tool improves situational awareness, enabling operators to recognize current
and potential failures; it helps predict the consequences of potential failures;
and assists in evaluating the effect of candidate actions. The tool has been
successfully applied to real-world power grid models and data.

2. Enhanced Operational Framework

Electricity infrastructure operations involve highly complex computational
processes and power grid models. Figure 1 presents a functional view of real-
time power grid operations [2].

This paper focuses on two key functions: state estimation and contingency
analysis. State estimation computes the various system parameters that are
input to other operational functions, including contingency analysis. Contin-
gency analysis studies “what-if” conditions in anticipation of potential power
grid failures. It identifies operational violations that occur when certain oper-
ational limits, such as transmission line load capacity and substation voltage
thresholds, are exceeded. The violations are presented to operators for review
and to determine the appropriate candidate actions.

The North American Electric Reliability Corporation (NERC) operating
standards [6] require that the loss of any single element in the power grid
should not cause system instability. Networks that meet this standard are
rated as “N-1 Secure.” If the loss of one or more elements does not result in
any limit violations, the system is deemed to be secure for the corresponding
contingency. The contingencies that result in violations of operating limits are
flagged and placed in a list for the operators to inspect. When contingency



Chen, et al. 247

Substation
RTU

Substation
RTU

Substation
RTU

Substation
RTU

SCADA DATA
Telemetry &

Communications 
Equipment

Network
Topology
Program

Network
Topology
Program

State
Estimator

State
Estimator

Operator
Review

Operator
Review

Security 
Constrained

Security
Constrained

Contingency 
Analysis

Contingency 
Analysis

Contingency 
Selection

Contingency 
Selection

OPFOPF

Economic 
Dispatch

Calculation

Economic 
Dispatch

Calculation

AGCAGC

Potential
Overloads
& Voltage

Analog Measurements

Overloads & 
Voltage Problems

Overloads & 
Voltage Problems

Display to Operator
Bad Measurement 

Alarms

Display to  Operator
Power Flows, 
Voltages, etc.Breaker/ Switch

Status Indications

Generation
Raise/Lower Signals

State Estim
ator

O
utput

Updated System
Electrical Model

System Model 
Description

Figure 1. Electricity infrastructure operations.

violations occur, NERC mandates that operators take actions to mitigate the
situation in a timely manner.

Due to the size and complexity of the modern power grid, the number of
contingencies to be analyzed can be very large – it is not uncommon for several
hundred contingencies or more to be examined. Conveying the contingency
outputs to system operators in a meaningful and easy-to-understand manner is
a real challenge. State-of-the-art commercial tools use a tabular form to display
contingency violations (Figure 2). Each violation corresponds to a row in the
form; note that no information is provided about the geographical context
and relative severity of the violation. The tabular display may be adequate
when few contingency violations are present. However, when the system is
heavily stressed and there are many contingency violations, operators can be
overwhelmed by the information presented in the tabular display. In such cases,
it is almost impossible for operators to sift through large amounts of violation
data and understand the system situation in minutes, let alone seconds. Of
course, it is during these situations that operators need the information the
most.

To address these challenges, we have developed an advanced decision-support
tool that is intended to assist three important aspects of power grid operations:

Improved situational awareness by visualizing and analyzing the change
in risk levels as a result of violations.

Prediction of the consequences of potential problems by analyzing the
pattern of impact.
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Figure 2. Tabular representation of violation data.

Assessment of the effects of candidate actions by interactively analyzing
the collective severity level.

The advanced decision-support tool is designed to provide information about
the status of the electricity infrastructure, analyze historical data, generate
system-trending information for prediction, identify relationships between sys-
tem configurations and affected assets, and interactively assess candidate ac-
tions to determine the best solution. The tool presents operators with action-
able information about the current system status and trends, enabling them to
comprehend the situation and identify the best candidate actions in a timely
manner.

3. Improving Situational Awareness

Operator situational awareness is enhanced using visual analytic and graph-
ical trending techniques. The visual analytic technique converts large amounts
of raw operational data to actionable information. The graphical trending
technique provides operators with information about system trends at mul-
tiple levels of abstraction, enabling them to foresee and discern emergencies.
Interested readers are referred to [3] for details about these two techniques.
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3.1 Visual Analytic Technique

The visual analytic technique involves two steps: (i) defining and computing
the risk level of contingency violations; and (ii) converting the risk level to a
contoured map by adapting a novel visual analytic technique developed by the
National Visualization and Analytics Center [5].

Instead of using the tabular form in Figure 2 to convey the status of the
power system, contingency data is converted into a quantitative risk level that
is presented to operators. The risk level of contingency violations is given by:

Rik ∈
⎧
⎨

⎩

[0, RT ) Safe
[RT , 100) Alert
[100,∞) Violation

(1)

where RT is the pre-specified alert risk level (expressed as a percentage) for
each transmission line and substation. Note that RT = 97.5% in our study.

The risk levels (expressed as percentages) for transmission lines (Equation
(2)) and substations (Equation (3)) are defined in terms of the capacities of
their power loading and voltage level parameters, respectively:

Rik =
Pik

Pimax
× 100 (2)

Rik =

∣∣∣∣
(Vik − Vimin) − (Vimax − Vimin)/2

(Vimax − Vimin)/2

∣∣∣∣× 100 (3)

where ik denotes the ith line or ith substation for the kth contingency; Pik is
the loading in the ith line for the kth contingency; Pimax is the loading limit of
in the ith line; Vik is the voltage of the ith substation for the kth contingency;
Vimin is the lower voltage limit of the ith substation; and Vimax is the upper
voltage limit of the ith substation.

Note that the risk level definitions apply to the tabular violation data shown
in Figure 2. Also, they specify how close the operational parameters are to the
corresponding limits, even when no violations exist.

Because each contingency generates a set of contingency risk levels as defined
by Equations (1–3), there will be k sets of risk levels for k contingency cases.
Across all the contingencies, the risk level of the ith element is defined as the
maximum value over the set of risk levels:

Ri = max(Rik); k = 1, 2, . . . ,K (4)

Note that the tool permits the use of other functions (e.g., mean or sum)
instead of maximum. Also, the risk Rik can be multiplied by the probabilities
of the contingencies to obtain the risks in combination with the likelihood of
the occurrence of failures. For simplicity, this paper assumes a unit probability
for all contingencies.

The next step is to convert the risk levels as defined in Equation (4) to a
contoured map with colors indicating different risk levels. The system status
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Figure 3. Collective risk area with superposition of individual risk areas.

is visualized as fading colors from the center as shown in Figure 3. The impact
area of a substation has a circular shape, while that of a line has an elliptical
shape. Individual risk areas are superimposed to form the collective risk area.
The risk maps are overlaid to represent the collective risk of multiple possible
configurations.

Figure 4. Gaussian color filter and color map.

The implementation uses a hash table to store all the pixels of the substations
and lines, and a Gaussian color filter to display the collective risk. In the hash
table, each pixel has a value determined by the contingency risk level of the
substation or line. Only the largest value is retained in the table in order to
represent the highest risk. The Gaussian color filter is circular with values
conforming with a Gaussian curve (Figure 4). The output of the filter is the
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Figure 5. Risk map of the Western North American power grid.

output matrix M , which associates each point in the map with a floating point
number (color value); each value is assigned to a color map to obtain the final
contour. The colors, green, gray and red, in the color map correspond to the
risk categories, safe, alert and violation, respectively.

The final visual representation uses HaveGreen [10] as the application frame-
work, which provides an interface for navigating and zooming over the power
grid. Figure 5 is created using the model and data from the 2005 HS2A
Approved Operating Case of the Western Electricity Coordinating Council
(WECC) [9]. The figure shows the Western North American power grid with
50 sets of contingency results overlaid on a single risk map to visualize the
collective risk of the contingencies. Unlike the tabular representation in Figure
2, the color-contoured map enables operators to quickly identify the vulnerable
portions of the power grid (represented in red).

3.2 Graphical Trending Technique

Trending analysis involves the observation and examination of the change in
risk over time, and the prediction of whether or not the network is becoming
more vulnerable, more compromised or more robust. Increases in the risk
indices, which are expressed by the size of the region and color intensity in the
risk map, indicate developing problems.
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Figure 6. System risk level and stress level over time.

A trend analysis chart uses one line to represent the overall size and intensity
of the critical regions in the power grid visualization; and multiple lines to
represent the size and intensity of individual critical regions. A critical region
is defined as a contiguous set of pixels where each pixel has a color value no
less than a particular threshold. Each value is taken from the corresponding
element in the output matrix M generated by the Gaussian color filter.

The first step in trending analysis is to find the calculated risk level for each
individual region using a non-recursive breadth-first search. If the value of
an element meets or exceeds the threshold, then all its neighboring elements
are examined and marked if they meet the threshold. All the values in this
contiguous region are added to produce the current regional risk value. After
the breadth-first search is complete, a normalized regional risk value is obtained
by dividing the regional risk value by the number of pixels in the image. Once
all of the regions are found, the total risk value is calculated by summing the
risk values of the individual regions.

Figure 6 presents the risk levels of the Western North American power grid
during the morning load pick-up period. When the total power consumption
is low at the beginning of the period, increasing the load does not increase
the risk levels as much as when the total load is high (towards the end of the
period). This is consistent with operational experience. To further validate the
system risk levels, the contingency risk levels Rik that are higher than 100% are
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Table 1. System risk level and summation of contingency risk levels.

Time Risk Level ΣRik Time Risk Level ΣRik

7:00 12.68 169.47 8:10 13.21 179.65
7:10 13.05 178.60 8:20 13.32 182.82
7:20 13.06 178.49 8:20 13.32 182.82
7:30 13.08 179.48 8:30 13.67 212.92
7:40 13.12 179.53 8:40 14.33 251.49
7:50 13.16 179.58 8:50 15.60 353.09
8:00 13.19 179.62 9:00 17.48 488.23

summed (Table 1). The results show that the system risk levels are consistent
with the results of the contingency analysis.

Past Now Future time

R%

Figure 7. Illustration of visual trending analysis.

The next step is to conduct a visual trending analysis based on the system
and regional risk levels. The trend is obtained by fitting a curve to the historical
risk levels of the network or regions, and extrapolating them to predict the
future system situation (Figure 7).

The green dashed line in Figure 6 is the predicted system risk level, where
each point is computed based on the three preceding risk levels. Note that the
prediction is reasonably close to the actual system risk level (i.e., within a 2.8%
error range).

Complex evolving patterns may exist in the power grid network. As the risk
values of different regions are computed, they are tracked to see how they relate
to the previous risk regions. This helps determine if two new regions come from
a previous region (defined as whether or not a region overlaps with a previous
region). A region can originate from multiple regions, and a region can spawn
multiple regions. This feature is depicted in the trend analysis chart as a line
splitting into multiple new lines or combining multiple lines into one new line.
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Figure 8. Complex evolving patterns of network risk impact areas.

Figure 8 shows an example of one area splitting into two areas (Region A splits
to Regions C and D at Time 5). Note that the y-axis represents the risk level.
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Figure 9. Regional risk trends in the Western North American power grid.

Figure 9 shows the trends for the five most critical regions for the same
system conditions as in Figure 6. The overall system trend gives an overview
of the system status. However, the system trend can be relatively flat because
changes in different regions may cancel each other’s impact. Therefore, it is
important to observe regional trends to identify critical regions that demand
immediate operator attention.
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Figure 10. Clustering analysis.

4. Recognizing Failure Patterns

Power grids can have numerous configurations that result in stresses on sub-
stations and transmission lines. With the help of visual analytic techniques
and visual trend analysis, operators can quickly gain wide-area situational
awareness. To enable operators to focus on important information during net-
work emergencies, clustering analysis is needed to identify system patterns and
present them in association with the risk contour map. Clustering analysis can
help operators identify the relationships between system configurations and
affected assets. The criteria for configuration clustering are based on geograph-
ical characteristics, configuration types and impact types. Clustering analysis
is combined with the contoured map to provide operators with a quick overview
of the grid status while enabling them to drill down to the details if needed.

Figure 10 shows how clustering analysis can help reveal the relationships be-
tween network configurations and affected network assets. C1–C4 are critical
contingency cases that cause violations (shown in the bar charts) in different
locations. If an operator wishes to see more information in a specific area, he
can go to a deeper level to investigate the contingency impact within the area.
By applying the same method to multiple levels, a hierarchy of related contin-
gencies from the area level all the way down to the individual configuration can
be constructed. For example, in Figure 10, C2 causes violations in the BPA
and California areas. An operator wishing to see more detail in the California
area may use the hierarchy structure. At the same time, he has the option to
study multiple configurations concurrently and to compare scenarios.

Figure 11 shows an example of clustering analysis. The yellow highlighted
lines in the figure indicate the locations of the contingencies, which correspond
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Figure 11. Clustering analysis function in the decision-support tool.

to the purple dots in the “spider web” plot in the lower-right corner. The
location of a contingency is found by clicking the purple dot in the spider web.
The blue circles in the spider web are the substation voltage violations, while
the orange circles are the line loading violations. The shaded areas in the
blue circles and orange circles indicate the severity of violations: the larger the
shaded area, the more severe the violation. By clicking on different elements
in the spider web, operators can easily identify the system patterns and focus
on important information. The cutoff severity slider below the spider web can
be used to change the minimum severity level to be shown, enabling only the
more severe violations to be presented in a less crowded spider web.

The simple spider web example clearly shows how a contingency affects grid
assets and how an asset is affected by various contingencies. A purple dot with
many links to blue or orange circles indicates a critical contingency because it
affects many power grid assets. These contingencies, if they occur, would have
significant consequences; therefore, security enhancements or mitigation plans
should be in place to ensure that the consequences are contained to acceptable
levels. On the other hand, a blue or orange circle with many links to purple dots
indicates a vulnerable asset because it can be affected by many contingencies.
These assets should be protected by reliable backups or should be reinforced
through new network development.

5. Assessing Candidate Actions

The interactive assessment of candidate actions provides additional decision
support for power grid operators. With the help of visual analytic techniques,
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graphical trend analysis and clustering analysis, problems can be recognized
and their consequences identified. Normally, there are multiple options for re-
sponding to a specific problem and choosing the best action is a challenging
task for operators. Operators often make their decisions based on their experi-
ence because there is little decision support to enable them to identify the best
option. Consequently, there is no guarantee that the action will be successful;
in many cases, an action worsens the situation or causes new problems.

The interactive assessment of candidate actions helps determine the effect
of operator actions. Operator actions may include power grid reconfiguration,
generator re-dispatch, load shedding, etc. Before the operator chooses a specific
action to implement, the candidate options may be tested in a model simulation,
and the new grid status visualized in the color-contoured map. The collective
severity level (CSL) is used to quantify the effect of the candidate actions and
rank them in a prioritized list. The CSL is defined as:

CSL =

N∑

i=1

⎧
⎪⎪⎩
max(Pik)

Pimax

⎫
⎪⎪⎭

2

where max(Pik) > Pimax (5)

Note that i denotes the ith transmission line; k denotes the kth contingency
case; N is the number of transmission lines; Pimax is the capacity of the ith

transmission line; and Pik is the power carried on the ith transmission line for
the kth contingency case.

Figure 12 presents an example of interactive assessment. The figure shows a
Western North American power grid risk map with an overlay of the results of
50 contingencies. For simplicity, only the line loading violations are shown. The
power grid is clearly stressed because many violations exist (indicated by red
regions). Note that only simple load shedding actions are considered as operator
actions to illustrate the functionality of the tool. More realistic actions such as
generator re-dispatch, reactive compensation and network reconfiguration will
be investigated in future work.

Consider a situation where an operator has five candidate actions labeled
A through E, which represent five different load reductions: –8.4%, –7.7%, –
4.9%, –3.0% and –1.0%. The tool provides an interactive function as a menu
item. An operator can select the menu item and simulate the candidate actions
and update the contoured map. Figure 13 displays the results of the interactive
assessment of the five candidate actions with line loading violations only. These
actions are sorted based on their effectiveness from best to worst.

Table 2 lists the actions, their collective severity levels and rankings. By
referencing Figure 13, an operator can easily identify A as the best action
because it removes almost all the red color from the map and it has the lowest
CSL (0.00). This is expected because a load reduction will better alleviate the
system stress level.

The same methodology can be applied to other operator actions. Indeed,
Figure 13 helps operators identify the violations that remain along with their
locations, enabling them to judge if an option is satisfactory without relying
solely on the CSL metric (Table 2). An operator can also choose to fine-tune the
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Figure 12. Western North American power grid risk map.

Table 2. Candidate actions and assessment results.

Option Description CSL Ranking

A 8.4% load reduction off the current condition 0.00 1
B 7.7% load reduction off the current condition 53.30 2
C 4.9% load reduction off the current condition 74.03 3
D 3.0% load reduction off the current condition 90.28 4
E 1.0% load reduction off the current condition 117.23 5

options if none are deemed adequate. By adjusting the actions, the operator
can reevaluate the option using the interactive function until a satisfactory
option is determined.

6. Conclusions

Visual analytics techniques as implemented in the decision-support tool can
significantly enhance power grid operations by converting large amounts of
operational data into actionable information, translating the operational data
into risk levels and presenting the risk levels in a color-contoured map. These
features enable operators to quickly gain situational awareness of the power
grid without sifting through large amounts of raw data. A predictive capability
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Figure 13. Sorted interactive assessment of candidate actions (from best to worst).

is established by analyzing network risk level trends using an approach that
combines structural and statistical analyses; this assists operators in identifying
system trends and foreseeing and discerning emergencies. The decision-support
tool also performs clustering analysis to help operators identify the relationships
between system configurations and affected assets. Additionally, operators can
interactively evaluate candidate actions to identify the best action in a given
situation.

The tool has received favorable reviews from power grid operators. It is
currently being evaluated in collaboration with the WECC, which oversees the
Western North American power grid. The results of the evaluation will be used
to drive the refinement of the tool prior to its use in power grid control centers.

The decision-support tool engages a generic framework. Thus, it can be
applied to other applications such as system planning and sensor data quality
assessment. The tool can also be extended for use in other complex networks,
including gas pipeline systems, telecommunications systems and aviation net-
works. Our future work will implement the hierarchical organization chart for
clustering analysis, apply more realistic actions for interactive assessment, con-
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duct usability studies to validate the utility of the tool, and integrate the tool
with current commercial tools.
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