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Comments from readers:

Much better than any other Java book I've seen. Make that “by an order of
magnitude”... very complete, with excellent right-to-the-point examples
and intelligent, not dumbed-down, explanations ... In contrast to many
other Java books I found it to be unusually mature, consistent,
intellectually honest, well-written and precise. IMHO, an ideal book for
studying Java. Anatoly Vorobey, Technion University, Haifa,
Israel

One of the absolutely best programming tutorials I've seen for any
language. Joakim Ziegler, FIX sysop

Thank you for your wonderful, wonderful book on Java. Dr. Gavin
Pillay, Registrar, King Edward V111 Hospital, South Africa

Thank you again for your awesome book. | was really floundering (being a
non-C programmer), but your book has brought me up to speed as fast as
I could read it. It’s really cool to be able to understand the underlying
principles and concepts from the start, rather than having to try to build
that conceptual model through trial and error. Hopefully I will be able to
attend your seminar in the not-too-distant future. Randall R. Hawley,
Automation Technician, Eli Lilly & Co.

The best computer book writing I have seen. Tom Holland

This is one of the best books I've read about a programming language...
The best book ever written on Java. Ravindra Pai, Oracle
Corporation, SUNOS product line

This is the best book on Java that | have ever found! You have done a
great job. Your depth is amazing. | will be purchasing the book when it is
published. I have been learning Java since October 96. | have read a few
books, and consider yours a “MUST READ.” These past few months we
have been focused on a product written entirely in Java. Your book has
helped solidify topics | was shaky on and has expanded my knowledge
base. | have even used some of your explanations as information in
interviewing contractors to help our team. | have found how much Java
knowledge they have by asking them about things I have learned from
reading your book (e.g., the difference between arrays and Vectors). Your



book is great! Steve Wilkinson, Senior Staff Specialist, MCI
Telecommunications

Great book. Best book on Java | have seen so far. Jeff Sinclair,
Software Engineer, Kestral Computing

Thank you for Thinking in Java. It’'s time someone went beyond mere
language description to a thoughtful, penetrating analytic tutorial that
doesn’t kowtow to The Manufacturers. I've read almost all the others—
only yours and Patrick Winston'’s have found a place in my heart. I'm
already recommending it to customers. Thanks again. Richard Brooks,
Java Consultant, Sun Professional Services, Dallas

Other books cover the WHAT of Java (describing the syntax and the
libraries) or the HOW of Java (practical programming examples).
Thinking in Java is the only book I know that explains the WHY of Java;
why it was designed the way it was, why it works the way it does, why it
sometimes doesn’t work, why it’s better than C++, why it's not. Although
it also does a good job of teaching the what and how of the language,
Thinking in Java is definitely the thinking person’s choice in a Java book.
Robert S. Stephenson

Thanks for writing a great book. The more | read it the better I like it. My
students like it, too. Chuck Iverson

I just want to commend you for your work on Thinking in Java. It is
people like you that dignify the future of the Internet and I just want to
thank you for your effort. It is very much appreciated. Patrick Barrell,
Network Officer Mamco, QAF Mfg. Inc.

Most of the Java books out there are fine for a start, and most just have
beginning stuff and a lot of the same examples. Yours is by far the best
advanced thinking book I've seen. Please publish it soon! ... I also bought
Thinking in C++ just because | was so impressed with Thinking in Java.
George Laframboise, LightWorx Technology Consulting, Inc.

I wrote to you earlier about my favorable impressions regarding your
Thinking in C++ (a book that stands prominently on my shelf here at
work). And today I've been able to delve into Java with your e-book in my
virtual hand, and | must say (in my best Chevy Chase from Modern
Problems) “I like it!” Very informative and explanatory, without reading



like a dry textbook. You cover the most important yet the least covered
concepts of Java development: the whys. Sean Brady

Your examples are clear and easy to understand. You took care of many
important details of Java that can’t be found easily in the weak Java
documentation. And you don’t waste the reader’s time with the basic facts
a programmer already knows. Kai Engert, Innovative Software,
Germany

I’'m a great fan of your Thinking in C++ and have recommended it to
associates. As I go through the electronic version of your Java book, I'm
finding that you've retained the same high level of writing. Thank you!
Peter R. Neuwald

VERY well-written Java book...I think you've done a GREAT job on it. As
the leader of a Chicago-area Java special interest group, I've favorably
mentioned your book and Web site several times at our recent meetings. |
would like to use Thinking in Java as the basis for a part of each monthly
SIG meeting, in which we review and discuss each chapter in succession.
Mark Ertes

I really appreciate your work and your book is good. | recommend it here
to our users and Ph.D. students. Hugues Leroy // Irisa-Inria Rennes
France, Head of Scientific Computing and Industrial Tranfert

OK, I've only read about 40 pages of Thinking in Java, but I've already
found it to be the most clearly written and presented programming book
I’'ve come across...and I'm a writer, myself, so | am probably a little
critical. I have Thinking in C++ on order and can’t wait to crack it—I'm
fairly new to programming and am hitting learning curves head-on
everywhere. So this is just a quick note to say thanks for your excellent
work. | had begun to burn a little low on enthusiasm from slogging
through the mucky, murky prose of most computer books—even ones that
came with glowing recommendations. | feel a whole lot better now.
Glenn Becker, Educational Theatre Association

Thank you for making your wonderful book available. | have found it
immensely useful in finally understanding what | experienced as
confusing in Java and C++. Reading your book has been very satisfying.
Felix Bizaoui, Twin Oaks Industries, Louisa, Va.



I must congratulate you on an excellent book. | decided to have a look at
Thinking in Java based on my experience with Thinking in C++, and |
was not disappointed. Jaco van der Merwe, Software Specialist,
DataFusion Systems Ltd, Stellenbosch, South Africa

This has to be one of the best Java books I've seen. E.F. Pritchard,
Senior Software Engineer, Cambridge Animation Systems Ltd.,
United Kingdom

Your book makes all the other Java books I've read or flipped through
seem doubly useless and insulting. Brett g Porter, Senior
Programmer, Art & Logic

I have been reading your book for a week or two and compared to the
books I have read earlier on Java, your book seems to have given me a
great start. | have recommended this book to a lot of my friends and they
have rated it excellent. Please accept my congratulations for coming out
with an excellent book. Rama Krishna Bhupathi, Software
Engineer, TCSI Corporation, San Jose

Just wanted to say what a “brilliant” piece of work your book is. I've been
using it as a major reference for in-house Java work. | find that the table
of contents is just right for quickly locating the section that is required.
It's also nice to see a book that is not just a rehash of the API nor treats
the programmer like a dummy. Grant Sayer, Java Components
Group Leader, Ceedata Systems Pty Ltd, Australia

Wow! A readable, in-depth Java book. There are a lot of poor (and
admittedly a couple of good) Java books out there, but from what I've
seen yours is definitely one of the best. John Root, Web Developer,
Department of Social Security, London

I've *just* started Thinking in Java. | expect it to be very good because |
really liked Thinking in C++ (which I read as an experienced C++
programmer, trying to stay ahead of the curve). I'm somewhat less
experienced in Java, but expect to be very satisfied. You are a wonderful
author. Kevin K. Lewis, Technologist, ObjectSpace, Inc.

I think it's a great book. I learned all I know about Java from this book.
Thank you for making it available for free over the Internet. If you
wouldn’t have I'd know nothing about Java at all. But the best thing is



that your book isn’t a commercial brochure for Java. It also shows the bad
sides of Java. YOU have done a great job here. Frederik Fix, Belgium

I have been hooked to your books all the time. A couple of years ago, when
I wanted to start with C++, it was C++ Inside & Out which took me
around the fascinating world of C++. It helped me in getting better
opportunities in life. Now, in pursuit of more knowledge and when |
wanted to learn Java, | bumped into Thinking in Java—no doubts in my
mind as to whether | need some other book. Just fantastic. It is more like
rediscovering myself as I get along with the book. It is just a month since |
started with Java, and heartfelt thanks to you, | am understanding it
better now. Anand Kumar S., Software Engineer,
Computervision, India

Your book stands out as an excellent general introduction. Peter
Robinson, University of Cambridge Computer Laboratory

It's by far the best material | have come across to help me learn Java and |
just want you to know how lucky I feel to have found it. THANKS! Chuck
Peterson, Product Leader, Internet Product Line, IVIS
International

The book is great. It's the third book on Java I've started and I'm about
two-thirds of the way through it now. I plan to finish this one. | found out
about it because it is used in some internal classes at Lucent Technologies
and a friend told me the book was on the Net. Good work. Jerry Nowlin,
MTS, Lucent Technologies

Of the six or so Java books I've accumulated to date, your Thinking in
Java is by far the best and clearest. Michael Van Waas, Ph.D.,
President, TMR Associates

I just want to say thanks for Thinking in Java. What a wonderful book
you've made here! Not to mention downloadable for free! As a student |
find your books invaluable (I have a copy of C++ Inside Out, another great
book about C++), because they not only teach me the how-to, but also the
whys, which are of course very important in building a strong foundation
in languages such as C++ or Java. | have quite a lot of friends here who
love programming just as | do, and I've told them about your books. They
think it's great! Thanks again! By the way, I'm Indonesian and I live in



Java. Ray Frederick Djajadinata, Student at Trisakti University,
Jakarta

The mere fact that you have made this work free over the Net puts me into
shock. I thought I'd let you know how much | appreciate and respect what
you're doing. Shane LeBouthillier, Computer Engineering
student, University of Alberta, Canada

I have to tell you how much I look forward to reading your monthly
column. As a newbie to the world of object oriented programming, |
appreciate the time and thoughtfulness that you give to even the most
elementary topic. | have downloaded your book, but you can bet that I will
purchase the hard copy when it is published. Thanks for all of your help.
Dan Cashmer, B. C. Ziegler & Co.

Just want to congratulate you on a job well done. First | stumbled upon
the PDF version of Thinking in Java. Even before | finished reading it, |
ran to the store and found Thinking in C++. Now, | have been in the
computer business for over eight years, as a consultant, software
engineer, teacher/trainer, and recently as self-employed, so I'd like to
think that I have seen enough (not “have seen it all,” mind you, but
enough). However, these books cause my girlfriend to call me a "geek.”
Not that | have anything against the concept—it is just that | thought this
phase was well beyond me. But I find myself truly enjoying both books,
like no other computer book | have touched or bought so far. Excellent
writing style, very nice introduction of every new topic, and lots of
wisdom in the books. Well done. Simon Goland,
simonsez@smartt.com, Simon Says Consulting, Inc.

I must say that your Thinking in Java is great! That is exactly the kind of
documentation | was looking for. Especially the sections about good and
poor software design using Java. Dirk Duehr, Lexikon Verlag,
Bertelsmann AG, Germany

Thank you for writing two great books (Thinking in C++, Thinking in
Java). You have helped me immensely in my progression to object
oriented programming. Donald Lawson, DCL Enterprises

Thank you for taking the time to write a really helpful book on Java. If
teaching makes you understand something, by now you must be pretty
pleased with yourself. Dominic Turner, GEAC Support



It's the best Java book | have ever read—and | read some. Jean-Yves
MENGANT, Chief Software Architect NAT-SYSTEM, Paris,
France

Thinking in Java gives the best coverage and explanation. Very easy to
read, and | mean the code fragments as well. Ron Chan, Ph.D., Expert
Choice, Inc., Pittsburgh PA

Your book is great. | have read lots of programming books and your book
still adds insights to programming in my mind. Ningjian Wang,
Information System Engineer, The Vanguard Group

Thinking in Java is an excellent and readable book. I recommend it to all
my students. Dr. Paul Gorman, Department of Computer Science,
University of Otago, Dunedin, New Zealand

You make it possible for the proverbial free lunch to exist, not just a soup
kitchen type of lunch but a gourmet delight for those who appreciate good
software and books about it. Jose Suriol, Scylax Corporation

Thanks for the opportunity of watching this book grow into a masterpiece!
IT IS THE BEST book on the subject that I've read or browsed. Jeff
Lapchinsky, Programmer, Net Results Technologies

Your book is concise, accessible and a joy to read. Keith Ritchie, Java
Research & Development Team, KL Group Inc.

It truly is the best book I've read on Java! Daniel Eng

The best book | have seen on Java! Rich Hoffarth, Senior Architect,
West Group

Thank you for a wonderful book. I'm having a lot of fun going through the
chapters. Fred Trimble, Actium Corporation

You have mastered the art of slowly and successfully making us grasp the
details. You make learning VERY easy and satisfying. Thank you for a
truly wonderful tutorial. Rajesh Rau, Software Consultant

Thinking in Java rocks the free world! Miko O’Sullivan, President,
Idocs Inc.



About Thinking in C++:

Best Book! Winner of the
1995 Software Development Magazine Jolt Award!

“This book is a tremendous achievement. You owe it to yourself to
have a copy on your shelf. The chapter on iostreams is the most
comprehensive and understandable treatment of that subject I've seen
to date.”

Al Stevens

Contributing Editor, Doctor Dobbs Journal

“Eckel’s book is the only one to so clearly explain how to rethink
program construction for object orientation. That the book is also an
excellent tutorial on the ins and outs of C++ is an added bonus.”

Andrew Binstock
Editor, Unix Review

“Bruce continues to amaze me with his insight into C++, and Thinking
in C++ is his best collection of ideas yet. If you want clear answers to
difficult questions about C++, buy this outstanding book.”

Gary Entsminger
Author, The Tao of Objects

“Thinking in C++ patiently and methodically explores the issues of
when and how to use inlines, references, operator overloading,
inheritance, and dynamic objects, as well as advanced topics such as
the proper use of templates, exceptions and multiple inheritance. The
entire effort is woven in a fabric that includes Eckel’s own philosophy
of object and program design. A must for every C++ developer’s
bookshelf, Thinking in C++ is the one C++ book you must have if
you’re doing serious development with C++.”

Richard Hale Shaw
Contributing Editor, PC Magazine
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Preface

| suggested to my brother Todd, who is making the leap
from hardware into programming, that the next big
revolution will be in genetic engineering.

We'll have microbes designed to make food, fuel, and plastic; they’ll clean
up pollution and in general allow us to master the manipulation of the
physical world for a fraction of what it costs now. I claimed that it would
make the computer revolution look small in comparison.

Then | realized | was making a mistake common to science fiction writers:
getting lost in the technology (which is of course easy to do in science
fiction). An experienced writer knows that the story is never about the
things; it's about the people. Genetics will have a very large impact on our
lives, but I'm not so sure it will dwarf the computer revolution (which
enables the genetic revolution)—or at least the information revolution.
Information is about talking to each other: yes, cars and shoes and
especially genetic cures are important, but in the end those are just
trappings. What truly matters is how we relate to the world. And so much
of that is about communication.

This book is a case in point. A majority of folks thought | was very bold or
a little crazy to put the entire thing up on the Web. “Why would anyone
buy it?” they asked. If | had been of a more conservative nature | wouldn’t
have done it, but I really didn’t want to write another computer book in
the same old way. | didn’t know what would happen but it turned out to
be the smartest thing I've ever done with a book.

For one thing, people started sending in corrections. This has been an
amazing process, because folks have looked into every nook and cranny
and caught both technical and grammatical errors, and I've been able to
eliminate bugs of all sorts that | know would have otherwise slipped
through. People have been simply terrific about this, very often saying
“Now, | don't mean this in a critical way...” and then giving me a
collection of errors I'm sure | never would have found. I feel like this has



been a kind of group process and it has really made the book into
something special.

But then | started hearing “OK, fine, it’s nice you’ve put up an electronic
version, but I want a printed and bound copy from a real publisher.” |
tried very hard to make it easy for everyone to print it out in a nice looking
format but that didn’t stem the demand for the published book. Most
people don't want to read the entire book on screen, and hauling around a
sheaf of papers, no matter how nicely printed, didn't appeal to them
either. (Plus, I think it's not so cheap in terms of laser printer toner.) It
seems that the computer revolution won’t put publishers out of business,
after all. However, one student suggested this may become a model for
future publishing: books will be published on the Web first, and only if
sufficient interest warrants it will the book be put on paper. Currently, the
great majority of all books are financial failures, and perhaps this new
approach could make the publishing industry more profitable.

This book became an enlightening experience for me in another way. |
originally approached Java as “just another programming language,”
which in many senses it is. But as time passed and | studied it more
deeply, I began to see that the fundamental intention of this language is
different from all the other languages | have seen.

Programming is about managing complexity: the complexity of the
problem you want to solve, laid upon the complexity of the machine in
which it is solved. Because of this complexity, most of our programming
projects fail. And yet, of all the programming languages of which I am
aware, none of them have gone all-out and decided that their main design
goal would be to conquer the complexity of developing and maintaining
programs?. Of course, many language design decisions were made with
complexity in mind, but at some point there were always some other
issues that were considered essential to be added into the mix. Inevitably,
those other issues are what cause programmers to eventually “hit the
wall” with that language. For example, C++ had to be backwards-
compatible with C (to allow easy migration for C programmers), as well as

1| take this back on the 2nd edition: I believe that the Python language comes closest to
doing exactly that. See www.Python.org.
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efficient. Those are both very useful goals and account for much of the
success of C++, but they also expose extra complexity that prevents some
projects from being finished (certainly, you can blame programmers and
management, but if a language can help by catching your mistakes, why
shouldn’t it?). As another example, Visual Basic (VB) was tied to BASIC,
which wasn’t really designed to be an extensible language, so all the
extensions piled upon VB have produced some truly horrible and
unmaintainable syntax. Perl is backwards-compatible with Awk, Sed,
Grep, and other Unix tools it was meant to replace, and as a result is often
accused of producing “write-only code” (that is, after a few months you
can’'t read it). On the other hand, C++, VB, Perl, and other languages like
Smalltalk had some of their design efforts focused on the issue of
complexity and as a result are remarkably successful in solving certain
types of problems.

What has impressed me most as | have come to understand Java is what
seems like an unflinching goal of reducing complexity for the
programmer. As if to say “we don’t care about anything except reducing
the time and difficulty of producing robust code.” In the early days, this
goal has resulted in code that doesn’t run very fast (although there have
been many promises made about how quickly Java will someday run) but
it has indeed produced amazing reductions in development time; half or
less of the time that it takes to create an equivalent C++ program. This
result alone can save incredible amounts of time and money, but Java
doesn’t stop there. It goes on to wrap all the complex tasks that have
become important, such as multithreading and network programming, in
language features or libraries that can at times make those tasks trivial.
And finally, it tackles some really big complexity problems: cross-platform
programs, dynamic code changes, and even security, each of which can fit
on your complexity spectrum anywhere from “impediment” to “show-
stopper.” So despite the performance problems we’ve seen, the promise of
Java is tremendous: it can make us significantly more productive
programmers.

One of the places I see the greatest impact for this is on the Web. Network
programming has always been hard, and Java makes it easy (and the Java
language designers are working on making it even easier). Network
programming is how we talk to each other more effectively and cheaper
than we ever have with telephones (email alone has revolutionized many
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businesses). As we talk to each other more, amazing things begin to
happen, possibly more amazing even than the promise of genetic
engineering.

In all ways—creating the programs, working in teams to create the
programs, building user interfaces so the programs can communicate
with the user, running the programs on different types of machines, and
easily writing programs that communicate across the Internet—Java
increases the communication bandwidth between people. | think that
perhaps the results of the communication revolution will not be seen from
the effects of moving large quantities of bits around; we shall see the true
revolution because we will all be able to talk to each other more easily:
one-on-one, but also in groups and, as a planet. I've heard it suggested
that the next revolution is the formation of a kind of global mind that
results from enough people and enough interconnectedness. Java may or
may not be the tool that foments that revolution, but at least the
possibility has made me feel like I'm doing something meaningful by
attempting to teach the language.

Preface to the 2" edition

People have made many, many wonderful comments about the first
edition of this book, which has naturally been very pleasant for me.
However, every now and then someone will have complaints, and for
some reason one complaint that comes up periodically is “the book is too
big.” In my mind it is faint damnation indeed if “too many pages” is your
only complaint. (One is reminded of the Emperor of Austria’s complaint
about Mozart’s work: “Too many notes!” Not that | am in any way trying
to compare myself to Mozart.) In addition, I can only assume that such a
complaint comes from someone who is yet to be acquainted with the
vastness of the Java language itself, and has not seen the rest of the books
on the subject—for example, my favorite reference is Cay Horstmann &
Gary Cornell’s Core Java (Prentice-Hall), which grew so big it had to be
broken into two volumes. Despite this, one of the things | have attempted
to do in this edition is trim out the portions that have become obsolete, or
at least nonessential. | feel comfortable doing this because the original
material remains on the Web site and the CD ROM that accompanies this
book, in the form of the freely-downloadable first edition of the book (at
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www.BruceEckel.com). If you want the old stuff, it’s still there, and this is
a wonderful relief for an author. For example, you may notice that the
original last chapter, “Projects,” is no longer here; two of the projects have
been integrated into other chapters, and the rest were no longer
appropriate. Also, the “Design Pattens” chapter became too big and has
been moved into a book of its own (also downloadable at the Web site).
So, by all rights the book should be thinner.

But alas, it is not to be.

The biggest issue is the continuing development of the Java language
itself, and in particular the expanding APIs that promise to provide
standard interfaces for just about everything you’d like to do (and | won't
be surprised to see the “JToaster” APl eventually appear). Covering all
these APIs is obviously beyond the scope of this book and is a task
relegated to other authors, but some issues cannot be ignored. The biggest
of these include server-side Java (primarily Servlets & Java Server pages,
or JSPs), which is truly an excellent solution to the World Wide Web
problem, wherein we’ve discovered that the various Web browser
platforms are just not consistent enough to support client-side
programming. In addition, there is the whole problem of easily creating
applications to interact with databases, transactions, security, and the
like, which is involved with Enterprise Java Beans (EJBs). These topics
are wrapped into the chapter formerly called “Network Programming”
and now called “Distributed Computing,” a subject that is becoming
essential to everyone. You'll also find this chapter has been expanded to
include an overview of Jini (pronounced “genie,” and it isn’t an acronym,
just a name), which is a cutting-edge technology that allows us to change
the way we think about interconnected applications. And of course the
book has been changed to use the Swing GUI library throughout. Again, if
you want the old Java 1.0/1.1 stuff you can get it from the freely-
downloadable book at www.BruceEckel.com (it is also included on this
edition’s new CD ROM, bound into the book; more on that a little later).

Aside from additional small language features added in Java 2 and
corrections made throughout the book, the other major change is in the
collections chapter (9), which now focuses on the Java 2 collections used
throughout the book. I've also improved that chapter to more deeply go
into some of the important issues of collections, in particular how a hash
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function works (so that you can know how to properly create one). There
have been other movements and changes, including a rewrite of Chapter
1, and removal of some appendices and other material that | consider no
longer necessary for the printed book, but those are the bulk of them. In
general, I've tried to go over everything, remove from the 27 edition what
is no longer necessary (but which still exists in the electronic first edition),
include changes, and improve everything I could. As the language
continues to change—albeit not quite at the same breakneck pace as
before—there will no doubt be further editions of this book.

For those of you who still can’t stand the size of the book, | do apologize.
Believe it or not, I have worked hard to keep it small. Despite the bulk, I
feel like there may be enough alternatives to satisfy you. For one thing,
the book is available electronically (from the Web site, and also on the CD
ROM that accompanies this book), so if you carry your laptop you can
carry the book on that with no extra weight. If you're really into slimming
down, there are actually Palm Pilot versions of the book floating around.
(One person told me he would read the book in bed on his Palm with the
backlighting on to keep from annoying his wife. I can only hope that it
helps send him to slumberland.) If you need it on paper, | know of people
who print a chapter at a time and carry it in their briefcase to read on the
train.

Java 2

At this writing, the release of Sun’s Java Development Kit (JDK) 1.3 is
imminent, and the proposed changes for JDK 1.4 have been publicized.
Although these version numbers are still in the “ones,” the standard way
to refer to any version of the language that is JDK 1.2 or greater is to call it
“Java 2.” This indicates the very significant changes between “old Java”—
which had many warts that | complained about in the first edition of this
book—and this more modern and improved version of the language,
which has far fewer warts and many additions and nice designs.

This book is written for Java 2. | have the great luxury of getting rid of all
the old stuff and writing to only the new, improved language because the
old information still exists in the electronic 1st edition on the Web and on
the CD ROM (which is where you can go if you're stuck using a pre-Java-2
version of the language). Also, because anyone can freely download the
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JDK from java.sun.com, it means that by writing to Java 2 I'm not
imposing a financial hardship on someone by forcing them to upgrade.

There is a bit of a catch, however. JDK 1.3 has some improvements that
I'd really like to use, but the version of Java that is currently being
released for Linux is JDK 1.2.2. Linux (see www.Linux.org) is a very
important development in conjunction with Java, because it is fast
becoming the most important server platform out there—fast, reliable,
robust, secure, well-maintained, and free, a true revolution in the history
of computing (I don’t think we've ever seen all of those features in any
tool before). And Java has found a very important niche in server-side
programming in the form of Servlets, a technology that is a huge
improvement over the traditional CGI programming (this is covered in
the “Distributed Programming” chapter).

So although I would like to only use the very newest features, it’s critical
that everything compiles under Linux, and so when you unpack the source
code and compile it under that OS (with the latest JDK) you’ll discover
that everything will compile. However, you will find that I've put notes
about features in JDK 1.3 here and there.

The CD ROM

Another bonus with this edition is the CD ROM that is packaged in the
back of the book. I've resisted putting CD ROMs in the back of my books
in the past because | felt the extra charge for a few Kbytes of source code
on this enormous CD was not justified, preferring instead to allow people
to download such things from my Web site. However, you'll soon see that
this CD ROM is different.

The CD does contain the source code from the book, but it also contains
the book in its entirety, in several electronic formats. My favorite of these
is the HTML format, because it is fast and fully indexed—you just click on
an entry in the index or table of contents and you're immediately at that
portion of the book.

The bulk of the 300+ Megabytes of the CD, however, is a full multimedia
course called Thinking in C: Foundations for C++ & Java. | originally
commissioned Chuck Allison to create this seminar-on-CD ROM as a
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stand-alone product, but decided to include it with the second editions of
both Thinking in C++ and Thinking in Java because of the consistent
experience of having people come to seminars without an adequate
background in C. The thinking apparently goes “I’m a smart programmer
and | don’t want to learn C, but rather C++ or Java, so I'll just skip C and
go directly to C++/Java.” After arriving at the seminar, it slowly dawns on
folks that the prerequisite of understanding C syntax is there for a very
good reason. By including the CD ROM with the book, we can ensure that
everyone attends a seminar with adequate preparation.

The CD also allows the book to appeal to a wider audience. Even though
Chapter 3 (Controlling program flow) does cover the fundamentals of the
parts of Java that come from C, the CD is a gentler introduction, and
assumes even less about the student’s programming background than
does the book. It is my hope that by including the CD more people will be
able to be brought into the fold of Java programming.
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Introduction

Like any human language, Java provides a way to express
concepts. If successful, this medium of expression will be
significantly easier and more flexible than the alternatives
as problems grow larger and more complex.

You can’t look at Java as just a collection of features—some of the features
make no sense in isolation. You can use the sum of the parts only if you
are thinking about design, not simply coding. And to understand Java in
this way, you must understand the problems with it and with
programming in general. This book discusses programming problems,
why they are problems, and the approach Java has taken to solve them.
Thus, the set of features | explain in each chapter are based on the way |
see a particular type of problem being solved with the language. In this
way | hope to move you, a little at a time, to the point where the Java
mindset becomes your native tongue.

Throughout, I'll be taking the attitude that you want to build a model in
your head that allows you to develop a deep understanding of the
language; if you encounter a puzzle you'll be able to feed it to your model
and deduce the answer.

Prerequisites

This book assumes that you have some programming familiarity: you
understand that a program is a collection of statements, the idea of a
subroutine/function/macro, control statements such as “if” and looping
constructs such as “while,” etc. However, you might have learned this in
many places, such as programming with a macro language or working
with a tool like Perl. As long as you've programmed to the point where you
feel comfortable with the basic ideas of programming, you'll be able to
work through this book. Of course, the book will be easier for the C
programmers and more so for the C++ programmers, but don’t count
yourself out if you're not experienced with those languages (but come



willing to work hard; also, the multimedia CD that accompanies this book
will bring you up to speed on the basic C syntax necessary to learn Java).
I'll be introducing the concepts of object-oriented programming (OOP)
and Java'’s basic control mechanisms, so you'll be exposed to those, and
the first exercises will involve the basic control-flow statements.

Although references will often be made to C and C++ language features,
these are not intended to be insider comments, but instead to help all
programmers put Java in perspective with those languages, from which,
after all, Java is descended. | will attempt to make these references simple
and to explain anything that I think a non- C/C++ programmer would not
be familiar with.

Learning Java

At about the same time that my first book Using C++ (Osborne/McGraw-
Hill, 1989) came out, | began teaching that language. Teaching
programming languages has become my profession; I've seen nodding
heads, blank faces, and puzzled expressions in audiences all over the
world since 1989. As | began giving in-house training with smaller groups
of people, I discovered something during the exercises. Even those people
who were smiling and nodding were confused about many issues. | found
out, by chairing the C++ track at the Software Development Conference
for a number of years (and later the Java track), that | and other speakers
tended to give the typical audience too many topics too fast. So eventually,
through both variety in the audience level and the way that | presented
the material, I would end up losing some portion of the audience. Maybe
it's asking too much, but because I am one of those people resistant to
traditional lecturing (and for most people, | believe, such resistance
results from boredom), | wanted to try to keep everyone up to speed.

For a time, | was creating a number of different presentations in fairly
short order. Thus, | ended up learning by experiment and iteration (a
technique that also works well in Java program design). Eventually |
developed a course using everything | had learned from my teaching
experience—one that I would be happy giving for a long time. It tackles
the learning problem in discrete, easy-to-digest steps, and in a hands-on
seminar (the ideal learning situation) there are exercises following each of
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the short lessons. I now give this course in public Java seminars, which
you can find out about at www.BruceEckel.com. (The introductory
seminar is also available as a CD ROM. Information is available at the
same Web site.)

The feedback that I get from each seminar helps me change and refocus
the material until I think it works well as a teaching medium. But this
book isn’t just seminar notes—I tried to pack as much information as |
could within these pages, and structured it to draw you through onto the
next subject. More than anything, the book is designed to serve the
solitary reader who is struggling with a new programming language.

Goals

Like my previous book Thinking in C++, this book has come to be
structured around the process of teaching the language. In particular, my
motivation is to create something that provides me with a way to teach the
language in my own seminars. When | think of a chapter in the book, I
think in terms of what makes a good lesson during a seminar. My goal is
to get bite-sized pieces that can be taught in a reasonable amount of time,
followed by exercises that are feasible to accomplish in a classroom
situation.

My goals in this book are to:

1. Present the material one simple step at a time so that you can easily
digest each concept before moving on.

2. Use examples that are as simple and short as possible. This
sometimes prevents me from tackling “real world” problems, but
I've found that beginners are usually happier when they can
understand every detail of an example rather than being impressed
by the scope of the problem it solves. Also, there’s a severe limit to
the amount of code that can be absorbed in a classroom situation.
For this I will no doubt receive criticism for using “toy examples,”
but I'm willing to accept that in favor of producing something
pedagogically useful.
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3. Carefully sequence the presentation of features so that you aren’t
seeing something that you haven't been exposed to. Of course, this
isn’t always possible; in those situations, a brief introductory
description is given.

4. Give you what | think is important for you to understand about the
language, rather than everything | know. I believe there is an
information importance hierarchy, and that there are some facts
that 95 percent of programmers will never need to know and that
just confuse people and adds to their perception of the complexity
of the language. To take an example from C, if you memorize the
operator precedence table (I never did), you can write clever code.
But if you need to think about it, it will also confuse the
reader/maintainer of that code. So forget about precedence, and
use parentheses when things aren’t clear.

5. Keep each section focused enough so that the lecture time—and the
time between exercise periods—is small. Not only does this keep
the audience’s minds more active and involved during a hands-on
seminar, but it gives the reader a greater sense of accomplishment.

6. Provide you with a solid foundation so that you can understand the
issues well enough to move on to more difficult coursework and
books.

Online documentation

The Java language and libraries from Sun Microsystems (a free download)
come with documentation in electronic form, readable using a Web
browser, and virtually every third party implementation of Java has this
or an equivalent documentation system. Almost all the books published
on Java have duplicated this documentation. So you either already have it
or you can download it, and unless necessary, this book will not repeat
that documentation because it’s usually much faster if you find the class
descriptions with your Web browser than if you look them up in a book
(and the on-line documentation is probably more up-to-date). This book
will provide extra descriptions of the classes only when it’s necessary to
supplement the documentation so you can understand a particular
example.
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Chapters

This book was designed with one thing in mind: the way people learn the
Java language. Seminar audience feedback helped me understand the
difficult parts that needed illumination. In the areas where | got ambitious
and included too many features all at once, | came to know—through the
process of presenting the material—that if you include a lot of new
features, you need to explain them all, and this easily compounds the
student’s confusion. As a result, I've taken a great deal of trouble to
introduce the features as few at a time as possible.

The goal, then, is for each chapter to teach a single feature, or a small
group of associated features, without relying on additional features. That
way you can digest each piece in the context of your current knowledge
before moving on.

Here is a brief description of the chapters contained in the book, which
correspond to lectures and exercise periods in my hands-on seminars.

Chapter 1:  Introduction to Objects
This chapter is an overview of what object-oriented
programming is all about, including the answer to the basic
guestion “What’s an object?”, interface vs. implementation,
abstraction and encapsulation, messages and functions,
inheritance and composition, and the all-important
polymorphism. You'll also get an overview of issues of object
creation such as constructors, where the objects live, where to
put them once they’re created, and the magical garbage
collector that cleans up the objects that are no longer needed.
Other issues will be introduced, including error handling with
exceptions, multithreading for responsive user interfaces, and
networking and the Internet. You'll learn what makes Java
special, why it's been so successful, and about object-oriented
analysis and design.

Chapter 2: Everything is an Object
This chapter moves you to the point where you can write your
first Java program, so it must give an overview of the
essentials, including the concept of a reference to an object;
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Chapter 3:

Chapter 4:

how to create an object; an introduction to primitive types
and arrays; scoping and the way objects are destroyed by the
garbage collector; how everything in Java is a new data type
(class) and how to create your own classes; functions,
arguments, and return values; name visibility and using
components from other libraries; the static keyword; and
comments and embedded documentation.

Controlling Program Flow

This chapter begins with all of the operators that come to Java
from C and C++. In addition, you'll discover common
operator pitfalls, casting, promotion, and precedence. This is
followed by the basic control-flow and selection operations
that you get with virtually any programming language: choice
with if-else; looping with for and while; quitting a loop with
break and continue as well as Java’s labeled break and labeled
continue (which account for the “missing goto” in Java); and
selection using switch. Although much of this material has
common threads with C and C++ code, there are some
differences. In addition, all the examples will be full Java
examples so you’ll get more comfortable with what Java looks
like.

Initialization & Cleanup

This chapter begins by introducing the constructor, which
guarantees proper initialization. The definition of the
constructor leads into the concept of function overloading
(since you might want several constructors). This is followed
by a discussion of the process of cleanup, which is not always
as simple as it seems. Normally, you just drop an object when
you’re done with it and the garbage collector eventually comes
along and releases the memory. This portion explores the
garbage collector and some of its idiosyncrasies. The chapter
concludes with a closer look at how things are initialized:
automatic member initialization, specifying member
initialization, the order of initialization, static initialization
and array initialization.
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Chapter 5:

Chapter 6:

Chapter 7:

Chapter 8:

Hiding the Implementation

This chapter covers the way that code is packaged together,
and why some parts of a library are exposed while other parts
are hidden. It begins by looking at the package and import
keywords, which perform file-level packaging and allow you
to build libraries of classes. It then examines subject of
directory paths and file names. The remainder of the chapter
looks at the public, private, and protected keywords, the
concept of “friendly” access, and what the different levels of
access control mean when used in various contexts.

Reusing Classes

The concept of inheritance is standard in virtually all OOP
languages. It's a way to take an existing class and add to its
functionality (as well as change it, the subject of Chapter 7).
Inheritance is often a way to reuse code by leaving the “base
class” the same, and just patching things here and there to
produce what you want. However, inheritance isn’'t the only
way to make new classes from existing ones. You can also
embed an object inside your new class with composition. In
this chapter you'll learn about these two ways to reuse code in
Java, and how to apply them.

Polymorphism

On your own, you might take nine months to discover and
understand polymorphism, a cornerstone of OOP. Through
small, simple examples you’ll see how to create a family of
types with inheritance and manipulate objects in that family
through their common base class. Java’s polymorphism
allows you to treat all objects in this family generically, which
means the bulk of your code doesn’t rely on specific type
information. This makes your programs extensible, so
building programs and code maintenance is easier and
cheaper.

Interfaces & Inner Classes

Java provides a third way to set up a reuse relationship,
through the interface, which is a pure abstraction of the
interface of an object. The interface is more than just an
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Chapter 9:

Chapter 10:

abstract class taken to the extreme, since it allows you to
perform a variation on C++'s “multiple inheritance,” by
creating a class that can be upcast to more than one base type.

At first, inner classes look like a simple code hiding
mechanism: you place classes inside other classes. You'll
learn, however, that the inner class does more than that—it
knows about and can communicate with the surrounding
class—and that the kind of code you can write with inner
classes is more elegant and clear, although it is a new concept
to most and takes some time to become comfortable with
design using inner classes.

Holding your Objects

It's a fairly simple program that has only a fixed quantity of
objects with known lifetimes. In general, your programs will
always be creating new objects at a variety of times that will
be known only while the program is running. In addition, you
won't know until run-time the quantity or even the exact type
of the objects you need. To solve the general programming
problem, you need to create any number of objects, anytime,
anywhere. This chapter explores in depth the container
library that Java 2 supplies to hold objects while you're
working with them: the simple arrays and more sophisticated
containers (data structures) such as ArrayList and
HashMap.

Error Handling with Exceptions

The basic philosophy of Java is that badly-formed code will
not be run. As much as possible, the compiler catches
problems, but sometimes the problems—either programmer
error or a natural error condition that occurs as part of the
normal execution of the program—can be detected and dealt
with only at run-time. Java has exception handling to deal
with any problems that arise while the program is running.
This chapter examines how the keywords try, catch, throw,
throws, and finally work in Java; when you should throw
exceptions and what to do when you catch them. In addition,
you’ll see Java’'s standard exceptions, how to create your own,
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Chapter 11:

Chapter 12:

Chapter 13:

what happens with exceptions in constructors, and how
exception handlers are located.

The Java I/0 System

Theoretically, you can divide any program into three parts:
input, process, and output. This implies that 1/0
(input/output) is an important part of the equation. In this
chapter you'll learn about the different classes that Java
provides for reading and writing files, blocks of memory, and
the console. The distinction between “old” 1/0 and “new”
Java 1/0 will be shown. In addition, this chapter examines the
process of taking an object, “streaming” it (so that it can be
placed on disk or sent across a network) and reconstructing it,
which is handled for you with Java’s object serialization. Also,
Java’s compression libraries, which are used in the Java
ARchive file format (JAR), are examined.

Run-Time Type lIdentification

Java run-time type identification (RTTI) lets you find the
exact type of an object when you have a reference to only the
base type. Normally, you’ll want to intentionally ignore the
exact type of an object and let Java’s dynamic binding
mechanism (polymorphism) implement the correct behavior
for that type. But occasionally it is very helpful to know the
exact type of an object for which you have only a base
reference. Often this information allows you to perform a
special-case operation more efficiently. This chapter explains
what RTTI is for, how to use it, and how to get rid of it when it
doesn’t belong there. In addition, this chapter introduces the
Java reflection mechanism.

Creating Windows and Applets

Java comes with the “Swing” GUI library, which is a set of
classes that handle windowing in a portable fashion. These
windowed programs can either be applets or stand-alone
applications. This chapter is an introduction to Swing and the
creation of World Wide Web applets. The important
“JavaBeans” technology is introduced. This is fundamental

Introduction
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Chapter 14:

Chapter 15:

Appendix A:

Appendix B:

for the creation of Rapid-Application Development (RAD)
program-building tools.

Multiple Threads

Java provides a built-in facility to support multiple
concurrent subtasks, called threads, running within a single
program. (Unless you have multiple processors on your
machine, this is only the appearance of multiple subtasks.)
Although these can be used anywhere, threads are most
apparent when trying to create a responsive user interface so,
for example, a user isn't prevented from pressing a button or
entering data while some processing is going on. This chapter
looks at the syntax and semantics of multithreading in Java.

Distributed Computing

All the Java features and libraries seem to really come
together when you start writing programs to work across
networks. This chapter explores communication across
networks and the Internet, and the classes that Java provides
to make this easier. It introduces the very important concepts
of Servlets and JSPs (for server-side programming), along
with Java DataBase Connectivity (JDBC), and Remote
Method Invocation (RMI). Finally, there’s an introduction to
the new technologies of JINI, JavaSpaces, and Enterprise
JavaBeans (EJBS).

Passing & Returning Objects

Since the only way you talk to objects in Java is through
references, the concepts of passing an object into a function
and returning an object from a function have some interesting
consequences. This appendix explains what you need to know
to manage objects when you’re moving in and out of
functions, and also shows the String class, which uses a
different approach to the problem.

The Java Native Interface (JNI)

A totally portable Java program has serious drawbacks: speed
and the inability to access platform-specific services. When
you know the platform that you're running on, it’s possible to
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dramatically speed up certain operations by making them
native methods, which are functions that are written in
another programming language (currently, only C/C++ is
supported). This appendix gives you enough of an
introduction to this feature that you should be able to create
simple examples that interface with non-Java code.

Appendix C: Java Programming Guidelines
This appendix contains suggestions to help guide you while
performing low-level program design and writing code.

Appendix D: Recommended Reading
A list of some of the Java books I've found particularly useful.

Exercises

I've discovered that simple exercises are exceptionally useful to complete
a student’s understanding during a seminar, so you'll find a set at the end
of each chapter.

Most exercises are designed to be easy enough that they can be finished in
a reasonable amount of time in a classroom situation while the instructor
observes, making sure that all the students are absorbing the material.
Some exercises are more advanced to prevent boredom for experienced
students. The majority are designed to be solved in a short time and test
and polish your knowledge. Some are more challenging, but none present
major challenges. (Presumably, you’ll find those on your own—or more
likely they’ll find you).

Solutions to selected exercises can be found in the electronic document
The Thinking in Java Annotated Solution Guide, available for a small fee
from www.BruceEckel.com.

Multimedia CD ROM

There are two multimedia CDs associated with this book. The first is
bound into the book itself: Thinking in C, described at the end of the
preface, which prepares you for the book by bringing you up to speed on
the necessary C syntax you need to be able to understand Java.
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A second Multimedia CD ROM is available, which is based on the contents
of the book. This CD ROM is a separate product and contains the entire
contents of the week-long “Hands-On Java” training seminar. This is
more than 15 hours of lectures that I have recorded, synchronized with
hundreds of slides of information. Because the seminar is based on this
book, it is an ideal accompaniment.

The CD ROM contains all the lectures (with the important exception of
personalized attention!) from the five-day full-immersion training
seminars. We believe that it sets a new standard for quality.

The Hands-On Java CD ROM is available only by ordering directly from
the Web site www.BruceEckel.com.

Source code

All the source code for this book is available as copyrighted freeware,
distributed as a single package, by visiting the Web site
www.BruceEckel.com. To make sure that you get the most current
version, this is the official site for distribution of the code and the
electronic version of the book. You can find mirrored versions of the
electronic book and the code on other sites (some of these sites are found
at www.BruceEckel.com), but you should check the official site to ensure
that the mirrored version is actually the most recent edition. You may
distribute the code in classroom and other educational situations.

The primary goal of the copyright is to ensure that the source of the code
is properly cited, and to prevent you from republishing the code in print
media without permission. (As long as the source is cited, using examples
from the book in most media is generally not a problem.)

In each source code file you will find a reference to the following copyright
notice:

/1:1 :CopyRi ght.txt

Copyright ©2000 Bruce Eckel

Source code file fromthe 2nd edition of the book
"Thinking in Java." Al rights reserved EXCEPT as
al l owed by the follow ng statenents:

You can freely use this file
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for your own work (personal or conmercial),

i ncluding nodifications and distribution in
executable formonly. Permission is granted to use
this file in classroomsituations, including its
use in presentation materials, as long as the book
"Thinking in Java" is cited as the source

Except in classroom situations, you cannot copy
and distribute this code; instead, the sole
distribution point is http://ww. BruceEckel.com
(and official mrror sites) where it is

freely available. You cannot renove this

copyright and notice. You cannot distribute

nmodi fied versions of the source code in this
package. You cannot use this file in printed

medi a wi thout the express pernmission of the

aut hor. Bruce Eckel nakes no representation about
the suitability of this software for any purpose.
It is provided "as is" w thout express or inplied
warranty of any kind, including any inplied
warranty of merchantability, fitness for a
particul ar purpose or non-infringement. The entire
risk as to the quality and performance of the
software is with you. Bruce Eckel and the
publ i sher shall not be liable for any damages
suffered by you or any third party as a result of
using or distributing software. In no event wll
Bruce Eckel or the publisher be liable for any

| ost revenue, profit, or data, or for direct,
indirect, special, consequential, incidental, or
punitive damages, however caused and regardl ess of
the theory of liability, arising out of the use of
or inability to use software, even if Bruce Eckel
and the publisher have been advi sed of the
possibility of such damages. Should the software
prove defective, you assunme the cost of al
necessary servicing, repair, or correction. If you
think you've found an error, please subnit the
correction using the formyou will find at

www. BruceEckel . com (Pl ease use the sane

formfor non-code errors found in the book.)
[~
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You may use the code in your projects and in the classroom (including
your presentation materials) as long as the copyright notice that appears
in each source file is retained.

Coding standards

In the text of this book, identifiers (function, variable, and class names)
are set in bold. Most keywords are also set in bold, except for those
keywords that are used so much that the bolding can become tedious,
such as “class.”

I use a particular coding style for the examples in this book. This style
follows the style that Sun itself uses in virtually all of the code you will
find at its site (see java.sun.com/docs/codeconv/index.html), and seems
to be supported by most Java development environments. If you've read
my other works, you'll also notice that Sun’s coding style coincides with
mine—this pleases me, although I had nothing to do with it. The subject of
formatting style is good for hours of hot debate, so I'll just say I'm not
trying to dictate correct style via my examples; | have my own motivation
for using the style that | do. Because Java is a free-form programming
language, you can continue to use whatever style you're comfortable with.

The programs in this book are files that are included by the word
processor in the text, directly from compiled files. Thus, the code files
printed in the book should all work without compiler errors. The errors
that should cause compile-time error messages are commented out with
the comment //! so they can be easily discovered and tested using
automatic means. Errors discovered and reported to the author will
appear first in the distributed source code and later in updates of the book
(which will also appear on the Web site www.BruceEckel.com).

Java versions

I generally rely on the Sun implementation of Java as a reference when
determining whether behavior is correct.

Over time, Sun has released three major versions of Java: 1.0, 1.1 and 2
(which is called version 2 even though the releases of the JDK from Sun
continue to use the numbering scheme of 1.2, 1.3, 1.4, etc.). Version 2
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seems to finally bring Java into the prime time, in particular where user
interface tools are concerned. This book focuses on and is tested with Java
2, although | do sometimes make concessions to earlier features of Java 2
so that the code will compile under Linux (via the Linux JDK that was
available at this writing).

If you need to learn about earlier releases of the language that are not
covered in this edition, the first edition of the book is freely downloadable
at www.BruceEckel.com and is also contained on the CD that is bound in
with this book.

One thing you'll notice is that, when I do need to mention earlier versions
of the language, | don’t use the sub-revision numbers. In this book I will
refer to Java 1.0, Java 1.1, and Java 2 only, to guard against typographical
errors produced by further sub-revisioning of these products.

Seminars and mentoring

My company provides five-day, hands-on, public and in-house training
seminars based on the material in this book. Selected material from each
chapter represents a lesson, which is followed by a monitored exercise
period so each student receives personal attention. The audio lectures and
slides for the introductory seminar are also captured on CD ROM to
provide at least some of the experience of the seminar without the travel
and expense. For more information, go to www.BruceEckel.com.

My company also provides consulting, mentoring and walkthrough
services to help guide your project through its development cycle—
especially your company’s first Java project.

Errors

No matter how many tricks a writer uses to detect errors, some always
creep in and these often leap off the page for a fresh reader.

There is an error submission form linked from the beginning of each
chapter in the HTML version of this book (and on the CD ROM bound
into the back of this book, and downloadable from www.BruceEckel.com)
and also on the Web site itself, on the page for this book. If you discover
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anything you believe to be an error, please use this form to submit the
error along with your suggested correction. If necessary, include the
original source file and note any suggested modifications. Your help is
appreciated.

Note on the cover design

The cover of Thinking in Java is inspired by the American Arts & Crafts
Movement, which began near the turn of the century and reached its
zenith between 1900 and 1920. It began in England as a reaction to both
the machine production of the Industrial Revolution and the highly
ornamental style of the Victorian era. Arts & Crafts emphasized spare
design, the forms of nature as seen in the art nouveau movement, hand-
crafting, and the importance of the individual craftsperson, and yet it did
not eschew the use of modern tools. There are many echoes with the
situation we have today: the turn of the century, the evolution from the
raw beginnings of the computer revolution to something more refined and
meaningful to individual persons, and the emphasis on software
craftsmanship rather than just manufacturing code.

I see Java in this same way: as an attempt to elevate the programmer
away from an operating-system mechanic and toward being a “software
craftsman.”

Both the author and the book/cover designer (who have been friends
since childhood) find inspiration in this movement, and both own
furniture, lamps, and other pieces that are either original or inspired by
this period.

The other theme in this cover suggests a collection box that a naturalist
might use to display the insect specimens that he or she has preserved.
These insects are objects, which are placed within the box objects. The
box objects are themselves placed within the “cover object,” which
illustrates the fundamental concept of aggregation in object-oriented
programming. Of course, a programmer cannot help but make the
association with “bugs,” and here the bugs have been captured and
presumably Killed in a specimen jar, and finally confined within a small
display box, as if to imply Java’s ability to find, display, and subdue bugs
(which is truly one of its most powerful attributes).
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1: Introduction
to Objects

The genesis of the computer revolution was in a machine.
The genesis of our programming languages thus tends to
look like that machine.

But computers are not so much machines as they are mind amplification
tools (“bicycles for the mind,” as Steve Jobs is fond of saying) and a
different kind of expressive medium. As a result, the tools are beginning
to look less like machines and more like parts of our minds, and also like
other forms of expression such as writing, painting, sculpture, animation,
and filmmaking. Object-oriented programming (OOP) is part of this
movement toward using the computer as an expressive medium.

This chapter will introduce you to the basic concepts of OOP, including an
overview of development methods. This chapter, and this book, assume
that you have had experience in a procedural programming language,
although not necessarily C. If you think you need more preparation in
programming and the syntax of C before tackling this book, you should
work through the Thinking in C: Foundations for C++ and Java training
CD ROM, bound in with this book and also available at
www.BruceEckel.com.

This chapter is background and supplementary material. Many people do
not feel comfortable wading into object-oriented programming without
understanding the big picture first. Thus, there are many concepts that
are introduced here to give you a solid overview of OOP. However, many
other people don'’t get the big picture concepts until they’'ve seen some of
the mechanics first; these people may become bogged down and lost
without some code to get their hands on. If you're part of this latter group
and are eager to get to the specifics of the language, feel free to jump past
this chapter—skipping it at this point will not prevent you from writing
programs or learning the language. However, you will want to come back
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here eventually to fill in your knowledge so you can understand why
objects are important and how to design with them.

The progress of

abstraction

All programming languages provide abstractions. It can be argued that
the complexity of the problems you're able to solve is directly related to
the kind and quality of abstraction. By “kind” I mean, “What is it that you
are abstracting?” Assembly language is a small abstraction of the
underlying machine. Many so-called “imperative” languages that followed
(such as Fortran, BASIC, and C) were abstractions of assembly language.
These languages are big improvements over assembly language, but their
primary abstraction still requires you to think in terms of the structure of
the computer rather than the structure of the problem you are trying to
solve. The programmer must establish the association between the
machine model (in the “solution space,” which is the place where you’re
modeling that problem, such as a computer) and the model of the
problem that is actually being solved (in the “problem space,” which is the
place where the problem exists). The effort required to perform this
mapping, and the fact that it is extrinsic to the programming language,
produces programs that are difficult to write and expensive to maintain,
and as a side effect created the entire “programming methods” industry.

The alternative to modeling the machine is to model the problem you're
trying to solve. Early languages such as LISP and APL chose particular
views of the world (“All problems are ultimately lists” or “All problems are
algorithmic,” respectively). PROLOG casts all problems into chains of
decisions. Languages have been created for constraint-based
programming and for programming exclusively by manipulating graphical
symbols. (The latter proved to be too restrictive.) Each of these
approaches is a good solution to the particular class of problem they're
designed to solve, but when you step outside of that domain they become
awkward.

The object-oriented approach goes a step further by providing tools for
the programmer to represent elements in the problem space. This
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representation is general enough that the programmer is not constrained
to any particular type of problem. We refer to the elements in the problem
space and their representations in the solution space as “objects.” (Of
course, you will also need other objects that don’t have problem-space
analogs.) The idea is that the program is allowed to adapt itself to the
lingo of the problem by adding new types of objects, so when you read the
code describing the solution, you're reading words that also express the
problem. This is a more flexible and powerful language abstraction than
what we’ve had before. Thus, OOP allows you to describe the problem in
terms of the problem, rather than in terms of the computer where the
solution will run. There’s still a connection back to the computer, though.
Each object looks quite a bit like a little computer; it has a state, and it has
operations that you can ask it to perform. However, this doesn’t seem like
such a bad analogy to objects in the real world—they all have
characteristics and behaviors.

Some language designers have decided that object-oriented programming
by itself is not adequate to easily solve all programming problems, and
advocate the combination of various approaches into multiparadigm
programming languages.!

Alan Kay summarized five basic characteristics of Smalltalk, the first
successful object-oriented language and one of the languages upon which
Java is based. These characteristics represent a pure approach to object-
oriented programming:

1. Everything is an object. Think of an object as a fancy
variable; it stores data, but you can “make requests” to that object,
asking it to perform operations on itself. In theory, you can take
any conceptual component in the problem you’re trying to solve
(dogs, buildings, services, etc.) and represent it as an object in your
program.

2. A program is a bunch of objects telling each other
what to do by sending messages. To make a request of an
object, you “send a message” to that object. More concretely, you

1see Multiparadigm Programming in Leda by Timothy Budd (Addison-Wesley 1995).
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can think of a message as a request to call a function that belongs
to a particular object.

3. Each object has its own memory made up of other
objects. Put another way, you create a new kind of object by
making a package containing existing objects. Thus, you can build
complexity in a program while hiding it behind the simplicity of
objects.

4. Every object has a type. Using the parlance, each object is an
instance of a class, in which “class” is synonymous with “type.” The
most important distinguishing characteristic of a class is “What
messages can you send to it?”

5. All objects of a particular type can receive the same
messages. This is actually a loaded statement, as you will see
later. Because an object of type “circle” is also an object of type
“shape,” a circle is guaranteed to accept shape messages. This
means you can write code that talks to shapes and automatically
handle anything that fits the description of a shape. This
substitutability is one of the most powerful concepts in OOP.

An object has an interface

Aristotle was probably the first to begin a careful study of the concept of
type; he spoke of “the class of fishes and the class of birds.” The idea that
all objects, while being unique, are also part of a class of objects that have
characteristics and behaviors in common was used directly in the first
object-oriented language, Simula-67, with its fundamental keyword class
that introduces a new type into a program.

Simula, as its name implies, was created for developing simulations such
as the classic “bank teller problem.” In this, you have a bunch of tellers,
customers, accounts, transactions, and units of money—a lot of “objects.”
Objects that are identical except for their state during a program’s
execution are grouped together into “classes of objects” and that’'s where
the keyword class came from. Creating abstract data types (classes) is a
fundamental concept in object-oriented programming. Abstract data
types work almost exactly like built-in types: You can create variables of a
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type (called objects or instances in object-oriented parlance) and
manipulate those variables (called sending messages or requests; you
send a message and the object figures out what to do with it). The
members (elements) of each class share some commonality: every account
has a balance, every teller can accept a deposit, etc. At the same time, each
member has its own state, each account has a different balance, each
teller has a name. Thus, the tellers, customers, accounts, transactions,
etc., can each be represented with a unique entity in the computer
program. This entity is the object, and each object belongs to a particular
class that defines its characteristics and behaviors.

So, although what we really do in object-oriented programming is create
new data types, virtually all object-oriented programming languages use
the “class” keyword. When you see the word “type” think “class” and vice
versaZ.

Since a class describes a set of objects that have identical characteristics
(data elements) and behaviors (functionality), a class is really a data type
because a floating point number, for example, also has a set of
characteristics and behaviors. The difference is that a programmer defines
a class to fit a problem rather than being forced to use an existing data
type that was designed to represent a unit of storage in a machine. You
extend the programming language by adding new data types specific to
your needs. The programming system welcomes the new classes and gives
them all the care and type-checking that it gives to built-in types.

The object-oriented approach is not limited to building simulations.
Whether or not you agree that any program is a simulation of the system
you’'re designing, the use of OOP techniques can easily reduce a large set
of problems to a simple solution.

Once aclass is established, you can make as many objects of that class as
you like, and then manipulate those objects as if they are the elements
that exist in the problem you are trying to solve. Indeed, one of the
challenges of object-oriented programming is to create a one-to-one

230me people make a distinction, stating that type determines the interface while class is
a particular implementation of that interface.
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mapping between the elements in the problem space and objects in the
solution space.

But how do you get an object to do useful work for you? There must be a
way to make a request of the object so that it will do something, such as
complete a transaction, draw something on the screen, or turnon a
switch. And each object can satisfy only certain requests. The requests you
can make of an object are defined by its interface, and the type is what
determines the interface. A simple example might be a representation of a
light bulb:

Light
Type Name
on()
Interface Off_o
brighten()
dimQ 2

Light It = new Light();
It.on();

The interface establishes what requests you can make for a particular
object. However, there must be code somewhere to satisfy that request.
This, along with the hidden data, comprises the implementation. From a
procedural programming standpoint, it’s not that complicated. A type has
a function associated with each possible request, and when you make a
particular request to an object, that function is called. This process is
usually summarized by saying that you “send a message” (make a request)
to an object, and the object figures out what to do with that message (it
executes code).

Here, the name of the type/class is Light, the name of this particular
Light object is It, and the requests that you can make of a Light object
are to turn it on, turn it off, make it brighter, or make it dimmer. You
create a Light object by defining a “reference” (It) for that object and
calling new to request a new object of that type. To send a message to the
object, you state the name of the object and connect it to the message
request with a period (dot). From the standpoint of the user of a
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predefined class, that’s pretty much all there is to programming with
objects.

The diagram shown above follows the format of the Unified Modeling
Language (UML). Each class is represented by a box, with the type name
in the top portion of the box, any data members that you care to describe
in the middle portion of the box, and the member functions (the functions
that belong to this object, which receive any messages you send to that
object) in the bottom portion of the box. Often, only the name of the class
and the public member functions are shown in UML design diagrams, and
so the middle portion is not shown. If you're interested only in the class
name, then the bottom portion doesn’t need to be shown, either.

The hidden
Implementation

It is helpful to break up the playing field into class creators (those who
create new data types) and client programmers3 (the class consumers
who use the data types in their applications). The goal of the client
programmer is to collect a toolbox full of classes to use for rapid
application development. The goal of the class creator is to build a class
that exposes only what's necessary to the client programmer and keeps
everything else hidden. Why? Because if it's hidden, the client
programmer can’t use it, which means that the class creator can change
the hidden portion at will without worrying about the impact to anyone
else. The hidden portion usually represents the tender insides of an object
that could easily be corrupted by a careless or uninformed client
programmer, so hiding the implementation reduces program bugs. The
concept of implementation hiding cannot be overemphasized.

In any relationship it’'s important to have boundaries that are respected by
all parties involved. When you create a library, you establish a
relationship with the client programmer, who is also a programmer, but

3 I'm indebted to my friend Scott Meyers for this term.
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one who is putting together an application by using your library, possibly
to build a bigger library.

If all the members of a class are available to everyone, then the client
programmer can do anything with that class and there’s no way to enforce
rules. Even though you might really prefer that the client programmer not
directly manipulate some of the members of your class, without access
control there’s no way to prevent it. Everything’s naked to the world.

So the first reason for access control is to keep client programmers’ hands
off portions they shouldn’t touch—parts that are necessary for the internal
machinations of the data type but not part of the interface that users need
in order to solve their particular problems. This is actually a service to
users because they can easily see what’s important to them and what they
can ignore.

The second reason for access control is to allow the library designer to
change the internal workings of the class without worrying about how it
will affect the client programmer. For example, you might implement a
particular class in a simple fashion to ease development, and then later
discover that you need to rewrite it in order to make it run faster. If the
interface and implementation are clearly separated and protected, you
can accomplish this easily.

Java uses three explicit keywords to set the boundaries in a class: public,
private, and protected. Their use and meaning are quite
straightforward. These access specifiers determine who can use the
definitions that follow. public means the following definitions are
available to everyone. The private keyword, on the other hand, means
that no one can access those definitions except you, the creator of the
type, inside member functions of that type. private is a brick wall
between you and the client programmer. If someone tries to access a
private member, they’ll get a compile-time error. protected acts like
private, with the exception that an inheriting class has access to
protected members, but not private members. Inheritance will be
introduced shortly.

Java also has a “default” access, which comes into play if you don’t use
one of the aforementioned specifiers. This is sometimes called “friendly”
access because classes can access the friendly members of other classes in
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the same package, but outside of the package those same friendly
members appear to be private.

Reusing the
Implementation

Once a class has been created and tested, it should (ideally) represent a
useful unit of code. It turns out that this reusability is not nearly so easy to
achieve as many would hope; it takes experience and insight to produce a
good design. But once you have such a design, it begs to be reused. Code
reuse is one of the greatest advantages that object-oriented programming
languages provide.

The simplest way to reuse a class is to just use an object of that class
directly, but you can also place an object of that class inside a new class.
We call this “creating a member object.” Your new class can be made up of
any number and type of other objects, in any combination that you need
to achieve the functionality desired in your new class. Because you are
composing a new class from existing classes, this concept is called
composition (or more generally, aggregation). Composition is often
referred to as a “has-a” relationship, as in “a car has an engine.”

Car Engine

(The above UML diagram indicates composition with the filled diamond,
which states there is one car. | will typically use a simpler form: just a line,
without the diamond, to indicate an association.4)

Composition comes with a great deal of flexibility. The member objects of
your new class are usually private, making them inaccessible to the client
programmers who are using the class. This allows you to change those

4 This is usually enough detail for most diagrams, and you don’t need to get specific about
whether you're using aggregation or composition.
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members without disturbing existing client code. You can also change the
member objects at run-time, to dynamically change the behavior of your
program. Inheritance, which is described next, does not have this
flexibility since the compiler must place compile-time restrictions on
classes created with inheritance.

Because inheritance is so important in object-oriented programming it is
often highly emphasized, and the new programmer can get the idea that
inheritance should be used everywhere. This can result in awkward and
overly complicated designs. Instead, you should first look to composition
when creating new classes, since it is simpler and more flexible. If you
take this approach, your designs will be cleaner. Once you've had some
experience, it will be reasonably obvious when you need inheritance.

Inheritance:

reusing the interface

By itself, the idea of an object is a convenient tool. It allows you to
package data and functionality together by concept, so you can represent
an appropriate problem-space idea rather than being forced to use the
idioms of the underlying machine. These concepts are expressed as
fundamental units in the programming language by using the class
keyword.

It seems a pity, however, to go to all the trouble to create a class and then
be forced to create a brand new one that might have similar functionality.
It's nicer if we can take the existing class, clone it, and then make
additions and modifications to the clone. This is effectively what you get
with inheritance, with the exception that if the original class (called the
base or super or parent class) is changed, the modified “clone” (called the
derived or inherited or sub or child class) also reflects those changes.
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Base

!

Derived

(The arrow in the above UML diagram points from the derived class to the
base class. As you will see, there can be more than one derived class.)

A type does more than describe the constraints on a set of objects; it also
has a relationship with other types. Two types can have characteristics
and behaviors in common, but one type may contain more characteristics
than another and may also handle more messages (or handle them
differently). Inheritance expresses this similarity between types using the
concept of base types and derived types. A base type contains all of the
characteristics and behaviors that are shared among the types derived
from it. You create a base type to represent the core of your ideas about
some objects in your system. From the base type, you derive other types to
express the different ways that this core can be realized.

For example, a trash-recycling machine sorts pieces of trash. The base
type is “trash,” and each piece of trash has a weight, a value, and so on,
and can be shredded, melted, or decomposed. From this, more specific
types of trash are derived that may have additional characteristics (a
bottle has a color) or behaviors (an aluminum can may be crushed, a steel
can is magnetic). In addition, some behaviors may be different (the value
of paper depends on its type and condition). Using inheritance, you can
build a type hierarchy that expresses the problem you’re trying to solve in
terms of its types.

A second example is the classic “shape” example, perhaps used in a
computer-aided design system or game simulation. The base type is
“shape,” and each shape has a size, a color, a position, and so on. Each
shape can be drawn, erased, moved, colored, etc. From this, specific types
of shapes are derived (inherited): circle, square, triangle, and so on, each
of which may have additional characteristics and behaviors. Certain
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shapes can be flipped, for example. Some behaviors may be different, such
as when you want to calculate the area of a shape. The type hierarchy
embodies both the similarities and differences between the shapes.

Shape

draw()
erase()
move()
getColor()
setColor()

N\

Circle Square Triangle

Casting the solution in the same terms as the problem is tremendously
beneficial because you don’t need a lot of intermediate models to get from
a description of the problem to a description of the solution. With objects,
the type hierarchy is the primary model, so you go directly from the
description of the system in the real world to the description of the system
in code. Indeed, one of the difficulties people have with object-oriented
design is that it's too simple to get from the beginning to the end. A mind
trained to look for complex solutions is often stumped by this simplicity at
first.

When you inherit from an existing type, you create a new type. This new
type contains not only all the members of the existing type (although the
private ones are hidden away and inaccessible), but more important, it
duplicates the interface of the base class. That is, all the messages you can
send to objects of the base class you can also send to objects of the derived
class. Since we know the type of a class by the messages we can send to it,
this means that the derived class is the same type as the base class. In the
previous example, “a circle is a shape.” This type equivalence via
inheritance is one of the fundamental gateways in understanding the
meaning of object-oriented programming.
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Since both the base class and derived class have the same interface, there
must be some implementation to go along with that interface. That is,
there must be some code to execute when an object receives a particular
message. If you simply inherit a class and don’t do anything else, the
methods from the base-class interface come right along into the derived
class. That means objects of the derived class have not only the same type,
they also have the same behavior, which isn’t particularly interesting.

You have two ways to differentiate your new derived class from the
original base class. The first is quite straightforward: You simply add
brand new functions to the derived class. These new functions are not
part of the base class interface. This means that the base class simply
didn’t do as much as you wanted it to, so you added more functions. This
simple and primitive use for inheritance is, at times, the perfect solution
to your problem. However, you should look closely for the possibility that
your base class might also need these additional functions. This process of
discovery and iteration of your design happens regularly in object-
oriented programming.

Shape

draw()
erase()
move()
getColor()
setColor()

N\

Circle Square Triangle

FlipVertical )
FlipHorizontal )

Although inheritance may sometimes imply (especially in Java, where the
keyword that indicates inheritance is extends) that you are going to add
new functions to the interface, that’s not necessarily true. The second and
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more important way to differentiate your new class is to change the
behavior of an existing base-class function. This is referred to as
overriding that function.

Shape

draw()
erase()
move()
getColor()
setColor()

1\

Circle Square Triangle

draw() draw() draw()
erase() erase() erase()

To override a function, you simply create a new definition for the function
in the derived class. You're saying, “I’'m using the same interface function
here, but I want it to do something different for my new type.”

Is-a vs. is-like-a relationships

There’s a certain debate that can occur about inheritance: Should
inheritance override only base-class functions (and not add new member
functions that aren’t in the base class)? This would mean that the derived
type is exactly the same type as the base class since it has exactly the same
interface. As a result, you can exactly substitute an object of the derived
class for an object of the base class. This can be thought of as pure
substitution, and it’s often referred to as the substitution principle. In a
sense, this is the ideal way to treat inheritance. We often refer to the
relationship between the base class and derived classes in this case as an
is-a relationship, because you can say “a circle is a shape.” A test for
inheritance is to determine whether you can state the is-a relationship
about the classes and have it make sense.
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There are times when you must add new interface elements to a derived
type, thus extending the interface and creating a new type. The new type
can still be substituted for the base type, but the substitution isn't perfect
because your new functions are not accessible from the base type. This
can be described as an is-like-a® relationship; the new type has the
interface of the old type but it also contains other functions, so you can't
really say it’s exactly the same. For example, consider an air conditioner.
Suppose your house is wired with all the controls for cooling; that is, it has
an interface that allows you to control cooling. Imagine that the air
conditioner breaks down and you replace it with a heat pump, which can
both heat and cool. The heat pump is-like-an air conditioner, but it can do
more. Because the control system of your house is designed only to
control cooling, it is restricted to communication with the cooling part of
the new object. The interface of the new object has been extended, and the
existing system doesn’t know about anything except the original interface.

Thermostat Controls Cooling System

P

lowerTemperature() cool()

Air Conditioner Heat Pump
cool() cool()
heat()

Of course, once you see this design it becomes clear that the base class
“cooling system” is not general enough, and should be renamed to
“temperature control system” so that it can also include heating—at which
point the substitution principle will work. However, the diagram above is
an example of what can happen in design and in the real world.

5 My term.
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When you see the substitution principle it’'s easy to feel like this approach
(pure substitution) is the only way to do things, and in fact it is nice if
your design works out that way. But you'll find that there are times when
it'’s equally clear that you must add new functions to the interface of a
derived class. With inspection both cases should be reasonably obvious.

Interchangeable objects

with polymorphism

When dealing with type hierarchies, you often want to treat an object not
as the specific type that it is, but instead as its base type. This allows you
to write code that doesn’t depend on specific types. In the shape example,
functions manipulate generic shapes without respect to whether they're
circles, squares, triangles, or some shape that hasn’t even been defined
yet. All shapes can be drawn, erased, and moved, so these functions
simply send a message to a shape object; they don’'t worry about how the
object copes with the message.

Such code is unaffected by the addition of new types, and adding new
types is the most common way to extend an object-oriented program to
handle new situations. For example, you can derive a new subtype of
shape called pentagon without modifying the functions that deal only with
generic shapes. This ability to extend a program easily by deriving new
subtypes is important because it greatly improves designs while reducing
the cost of software maintenance.

There’s a problem, however, with attempting to treat derived-type objects
as their generic base types (circles as shapes, bicycles as vehicles,
cormorants as birds, etc.). If a function is going to tell a generic shape to
draw itself, or a generic vehicle to steer, or a generic bird to move, the
compiler cannot know at compile-time precisely what piece of code will be
executed. That's the whole point—when the message is sent, the
programmer doesn’t want to know what piece of code will be executed;
the draw function can be applied equally to a circle, a square, or a triangle,
and the object will execute the proper code depending on its specific type.
If you don’t have to know what piece of code will be executed, then when
you add a new subtype, the code it executes can be different without
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requiring changes to the function call. Therefore, the compiler cannot
know precisely what piece of code is executed, so what does it do? For
example, in the following diagram the BirdController object just works
with generic Bird objects, and does not know what exact type they are.
This is convenient from BirdController’s perspective because it doesn’t
have to write special code to determine the exact type of Bird it's working
with, or that Bird’s behavior. So how does it happen that, when move()
is called while ignoring the specific type of Bird, the right behavior will
occur (a Goose runs, flies, or swims, and a Penguin runs or swims)?

BirdController Bird
What happens
reLocate() when move() is move()
called? 4
Goose Penguin
move() move()

The answer is the primary twist in object-oriented programming: the
compiler cannot make a function call in the traditional sense. The
function call generated by a non-OOP compiler causes what is called early
binding, a term you may not have heard before because you've never
thought about it any other way. It means the compiler generates a call to a
specific function name, and the linker resolves this call to the absolute
address of the code to be executed. In OOP, the program cannot
determine the address of the code until run-time, so some other scheme is
necessary when a message is sent to a generic object.

To solve the problem, object-oriented languages use the concept of late
binding. When you send a message to an object, the code being called isn’t
determined until run-time. The compiler does ensure that the function
exists and performs type checking on the arguments and return value (a
language in which this isn’t true is called weakly typed), but it doesn’t
know the exact code to execute.
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To perform late binding, Java uses a special bit of code in lieu of the
absolute call. This code calculates the address of the function body, using
information stored in the object (this process is covered in great detail in
Chapter 7). Thus, each object can behave differently according to the
contents of that special bit of code. When you send a message to an object,
the object actually does figure out what to do with that message.

In some languages (C++, in particular) you must explicitly state that you
want a function to have the flexibility of late-binding properties. In these
languages, by default, member functions are not dynamically bound. This
caused problems, so in Java dynamic binding is the default and you don’t
need to remember to add any extra keywords in order to get
polymorphism.

Consider the shape example. The family of classes (all based on the same
uniform interface) was diagrammed earlier in this chapter. To
demonstrate polymorphism, we want to write a single piece of code that
ignores the specific details of type and talks only to the base class. That
code is decoupled from type-specific information, and thus is simpler to
write and easier to understand. And, if a new type—a Hexagon, for
example—is added through inheritance, the code you write will work just
as well for the new type of Shape as it did on the existing types. Thus, the
program is extensible.

If you write a method in Java (as you will soon learn how to do):

voi d doSt uff (Shape s) {

s.erase();

...

s.draw();
}
This function speaks to any Shape, so it is independent of the specific
type of object that it's drawing and erasing. If in some other part of the
program we use the doStuff() function:

Crcle c =new Crcle();
Triangle t = new Triangle();
Line I = new Line();
doStuff(c);

doStuff(t);
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doSt uff (1)

The calls to doStuff( ) automatically work correctly, regardless of the
exact type of the object.

This is actually a pretty amazing trick. Consider the line:
doStuff(c);

What's happening here is that a Circle is being passed into a function
that’'s expecting a Shape. Since a Circle is a Shape it can be treated as
one by doStuff( ). That is, any message that doStuff( ) can send to a
Shape, a Circle can accept. So it is a completely safe and logical thing to
do.

We call this process of treating a derived type as though it were its base
type upcasting. The name cast is used in the sense of casting into a mold
and the up comes from the way the inheritance diagram is typically
arranged, with the base type at the top and the derived classes fanning out
downward. Thus, casting to a base type is moving up the inheritance
diagram: “upcasting.”

A Shape
"Upcasting” :
_______ : A
|
|
|
______ |
|
|
|
L Circle Square Triangle

An object-oriented program contains some upcasting somewhere, because
that’s how you decouple yourself from knowing about the exact type
you're working with. Look at the code in doStuff():

s.erase();
11

s.draw();
Notice that it doesn’t say “If you're a Circle, do this, if you're a Square,
do that, etc.” If you write that kind of code, which checks for all the
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possible types that a Shape can actually be, it's messy and you need to
change it every time you add a new kind of Shape. Here, you just say
“You're a shape, | know you can erase( ) and draw( ) yourself, do it, and
take care of the details correctly.”

What's impressive about the code in doStuff() is that, somehow, the
right thing happens. Calling draw( ) for Circle causes different code to
be executed than when calling draw/( ) for a Square or a Line, but when
the draw( ) message is sent to an anonymous Shape, the correct
behavior occurs based on the actual type of the Shape. This is amazing
because, as mentioned earlier, when the Java compiler is compiling the
code for doStuff( ), it cannot know exactly what types it is dealing with.
So ordinarily, you'd expect it to end up calling the version of erase( ) and
draw() for the base class Shape, and not for the specific Circle,
Square, or Line. And yet the right thing happens because of
polymorphism. The compiler and run-time system handle the details; all
you need to know is that it happens, and more important how to design
with it. When you send a message to an object, the object will do the right
thing, even when upcasting is involved.

Abstract base classes and
interfaces

Often in a design, you want the base class to present only an interface for
its derived classes. That is, you don’t want anyone to actually create an
object of the base class, only to upcast to it so that its interface can be
used. This is accomplished by making that class abstract using the
abstract keyword. If anyone tries to make an object of an abstract class,
the compiler prevents them. This is a tool to enforce a particular design.

You can also use the abstract keyword to describe a method that hasn’'t
been implemented yet—as a stub indicating “here is an interface function
for all types inherited from this class, but at this point | don’t have any
implementation for it.” An abstract method may be created only inside
an abstract class. When the class is inherited, that method must be
implemented, or the inheriting class becomes abstract as well. Creating
an abstract method allows you to put a method in an interface without
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being forced to provide a possibly meaningless body of code for that
method.

The interface keyword takes the concept of an abstract class one step
further by preventing any function definitions at all. The interface is a
very handy and commonly used tool, as it provides the perfect separation
of interface and implementation. In addition, you can combine many
interfaces together, if you wish, whereas inheriting from multiple regular
classes or abstract classes is not possible.

Object landscapes and
lifetimes

Technically, OOP is just about abstract data typing, inheritance, and
polymorphism, but other issues can be at least as important. The
remainder of this section will cover these issues.

One of the most important factors is the way objects are created and
destroyed. Where is the data for an object and how is the lifetime of the
object controlled? There are different philosophies at work here. C++
takes the approach that control of efficiency is the most important issue,
so it gives the programmer a choice. For maximum run-time speed, the
storage and lifetime can be determined while the program is being
written, by placing the objects on the stack (these are sometimes called
automatic or scoped variables) or in the static storage area. This places a
priority on the speed of storage allocation and release, and control of
these can be very valuable in some situations. However, you sacrifice
flexibility because you must know the exact quantity, lifetime, and type of
objects while you're writing the program. If you are trying to solve a more
general problem such as computer-aided design, warehouse management,
or air-traffic control, this is too restrictive.

The second approach is to create objects dynamically in a pool of memory
called the heap. In this approach, you don't know until run-time how
many objects you need, what their lifetime is, or what their exact type is.
Those are determined at the spur of the moment while the program is
running. If you need a new object, you simply make it on the heap at the
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point that you need it. Because the storage is managed dynamically, at
run-time, the amount of time required to allocate storage on the heap is
significantly longer than the time to create storage on the stack. (Creating
storage on the stack is often a single assembly instruction to move the
stack pointer down, and another to move it back up.) The dynamic
approach makes the generally logical assumption that objects tend to be
complicated, so the extra overhead of finding storage and releasing that
storage will not have an important impact on the creation of an object. In
addition, the greater flexibility is essential to solve the general
programming problem.

Java uses the second approach, exclusively®. Every time you want to
create an object, you use the new keyword to build a dynamic instance of
that object.

There's another issue, however, and that's the lifetime of an object. With
languages that allow objects to be created on the stack, the compiler
determines how long the object lasts and can automatically destroy it.
However, if you create it on the heap the compiler has no knowledge of its
lifetime. In a language like C++, you must determine programmatically
when to destroy the object, which can lead to memory leaks if you don’t
do it correctly (and this is a common problem in C++ programs). Java
provides a feature called a garbage collector that automatically discovers
when an object is no longer in use and destroys it. A garbage collector is
much more convenient because it reduces the number of issues that you
must track and the code you must write. More important, the garbage
collector provides a much higher level of insurance against the insidious
problem of memory leaks (which has brought many a C++ project to its
knees).

The rest of this section looks at additional factors concerning object
lifetimes and landscapes.

6 primitive types, which you'll learn about later, are a special case.
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Collections and iterators

If you don’t know how many objects you're going to need to solve a
particular problem, or how long they will last, you also don’'t know how to
store those objects. How can you know how much space to create for
those objects? You can't, since that information isn’t known until run-
time.

The solution to most problems in object-oriented design seems flippant:
you create another type of object. The new type of object that solves this
particular problem holds references to other objects. Of course, you can
do the same thing with an array, which is available in most languages. But
there’s more. This new object, generally called a container (also called a
collection, but the Java library uses that term in a different sense so this
book will use “container™), will expand itself whenever necessary to
accommodate everything you place inside it. So you don’t need to know
how many objects you're going to hold in a container. Just create a
container object and let it take care of the details.

Fortunately, a good OOP language comes with a set of containers as part
of the package. In C++, it’s part of the Standard C++ Library and is
sometimes called the Standard Template Library (STL). Object Pascal has
containers in its Visual Component Library (VCL). Smalltalk has a very
complete set of containers. Java also has containers in its standard
library. In some libraries, a generic container is considered good enough
for all needs, and in others (Java, for example) the library has different
types of containers for different needs: a vector (called an ArrayListin
Java) for consistent access to all elements, and a linked list for consistent
insertion at all elements, for example, so you can choose the particular
type that fits your needs. Container libraries may also include sets,
gueues, hash tables, trees, stacks, etc.

All containers have some way to put things in and get things out; there are
usually functions to add elements to a container, and others to fetch those
elements back out. But fetching elements can be more problematic,
because a single-selection function is restrictive. What if you want to
manipulate or compare a set of elements in the container instead of just
one?
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The solution is an iterator, which is an object whose job is to select the
elements within a container and present them to the user of the iterator.
As a class, it also provides a level of abstraction. This abstraction can be
used to separate the details of the container from the code that’s accessing
that container. The container, via the iterator, is abstracted to be simply a
sequence. The iterator allows you to traverse that sequence without
worrying about the underlying structure—that is, whether it's an
ArraylList, a LinkedList, a Stack, or something else. This gives you the
flexibility to easily change the underlying data structure without
disturbing the code in your program. Java began (in version 1.0 and 1.1)
with a standard iterator, called Enumeration, for all of its container
classes. Java 2 has added a much more complete container library that
contains an iterator called Iterator that does more than the older
Enumeration.

From a design standpoint, all you really want is a sequence that can be
manipulated to solve your problem. If a single type of sequence satisfied
all of your needs, there’d be no reason to have different kinds. There are
two reasons that you need a choice of containers. First, containers provide
different types of interfaces and external behavior. A stack has a different
interface and behavior than that of a queue, which is different from that of
a set or a list. One of these might provide a more flexible solution to your
problem than the other. Second, different containers have different
efficiencies for certain operations. The best example is an ArrayList and
a LinkedList. Both are simple sequences that can have identical
interfaces and external behaviors. But certain operations can have
radically different costs. Randomly accessing elements in an ArrayList is
a constant-time operation; it takes the same amount of time regardless of
the element you select. However, in a LinkedList it is expensive to move
through the list to randomly select an element, and it takes longer to find
an element that is further down the list. On the other hand, if you want to
insert an element in the middle of a sequence, it's much cheaper in a
LinkedList than in an ArrayList. These and other operations have
different efficiencies depending on the underlying structure of the
sequence. In the design phase, you might start with a LinkedL.ist and,
when tuning for performance, change to an ArrayL.ist. Because of the
abstraction via iterators, you can change from one to the other with
minimal impact on your code.
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In the end, remember that a container is only a storage cabinet to put
objects in. If that cabinet solves all of your needs, it doesn’t really matter
how it is implemented (a basic concept with most types of objects). If
you’re working in a programming environment that has built-in overhead
due to other factors, then the cost difference between an ArrayList and a
LinkedList might not matter. You might need only one type of sequence.
You can even imagine the “perfect” container abstraction, which can
automatically change its underlying implementation according to the way
itis used.

The singly rooted hierarchy

One of the issues in OOP that has become especially prominent since the
introduction of C++ is whether all classes should ultimately be inherited
from a single base class. In Java (as with virtually all other OOP
languages) the answer is “yes” and the name of this ultimate base class is
simply Object. It turns out that the benefits of the singly rooted hierarchy
are many.

All objects in a singly rooted hierarchy have an interface in common, so
they are all ultimately the same type. The alternative (provided by C++) is
that you don’t know that everything is the same fundamental type. From a
backward-compatibility standpoint this fits the model of C better and can
be thought of as less restrictive, but when you want to do full-on object-
oriented programming you must then build your own hierarchy to provide
the same convenience that'’s built into other OOP languages. And in any
new class library you acquire, some other incompatible interface will be
used. It requires effort (and possibly multiple inheritance) to work the
new interface into your design. Is the extra “flexibility” of C++ worth it? If
you need it—if you have a large investment in C—it’s quite valuable. If
you're starting from scratch, other alternatives such as Java can often be
more productive.

All objects in a singly rooted hierarchy (such as Java provides) can be
guaranteed to have certain functionality. You know you can perform
certain basic operations on every object in your system. A singly rooted
hierarchy, along with creating all objects on the heap, greatly simplifies
argument passing (one of the more complex topics in C++).
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A singly rooted hierarchy makes it much easier to implement a garbage
collector (which is conveniently built into Java). The necessary support
can be installed in the base class, and the garbage collector can thus send
the appropriate messages to every object in the system. Without a singly
rooted hierarchy and a system to manipulate an object via a reference, it is
difficult to implement a garbage collector.

Since run-time type information is guaranteed to be in all objects, you'll
never end up with an object whose type you cannot determine. This is
especially important with system level operations, such as exception
handling, and to allow greater flexibility in programming.

Collection libraries and support for
easy collection use

Because a container is a tool that you'll use frequently, it makes sense to
have a library of containers that are built in a reusable fashion, so you can
take one off the shelf and plug it into your program. Java provides such a
library, which should satisfy most needs.

Downcasting vs. templates/generics

To make these containers reusable, they hold the one universal type in
Java that was previously mentioned: Object. The singly rooted hierarchy
means that everything is an Object, so a container that holds Objects
can hold anything. This makes containers easy to reuse.

To use such a container, you simply add object references to it, and later
ask for them back. But, since the container holds only Objects, when you
add your object reference into the container it is upcast to Object, thus
losing its identity. When you fetch it back, you get an Object reference,
and not a reference to the type that you put in. So how do you turn it back
into something that has the useful interface of the object that you put into
the container?

Here, the cast is used again, but this time you’re not casting up the
inheritance hierarchy to a more general type, you cast down the hierarchy
to a more specific type. This manner of casting is called downcasting.
With upcasting, you know, for example, that a Circle is a type of Shape
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so it’s safe to upcast, but you don’t know that an Object is necessarily a
Circle or a Shape so it's hardly safe to downcast unless you know that’s
what you're dealing with.

It's not completely dangerous, however, because if you downcast to the
wrong thing you'll get a run-time error called an exception, which will be
described shortly. When you fetch object references from a container,
though, you must have some way to remember exactly what they are so
you can perform a proper downcast.

Downcasting and the run-time checks require extra time for the running
program, and extra effort from the programmer. Wouldn’t it make sense
to somehow create the container so that it knows the types that it holds,
eliminating the need for the downcast and a possible mistake? The
solution is parameterized types, which are classes that the compiler can
automatically customize to work with particular types. For example, with
a parameterized container, the compiler could customize that container so
that it would accept only Shapes and fetch only Shapes.

Parameterized types are an important part of C++, partly because C++
has no singly rooted hierarchy. In C++, the keyword that implements
parameterized types is “template.” Java currently has no parameterized
types since it is possible for it to get by—however awkwardly—using the
singly rooted hierarchy. However, a current proposal for parameterized
types uses a syntax that is strikingly similar to C++ templates.

The housekeeping dilemma: who
should clean up?

Each object requires resources in order to exist, most notably memory.
When an object is no longer needed it must be cleaned up so that these
resources are released for reuse. In simple programming situations the
guestion of how an object is cleaned up doesn’t seem too challenging: you
create the object, use it for as long as it's needed, and then it should be
destroyed. It’s not hard, however, to encounter situations in which the
situation is more complex.

Suppose, for example, you are designing a system to manage air traffic for
an airport. (The same model might also work for managing crates in a
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warehouse, or a video rental system, or a kennel for boarding pets.) At
first it seems simple: make a container to hold airplanes, then create a
new airplane and place it in the container for each airplane that enters the
air-traffic-control zone. For cleanup, simply delete the appropriate
airplane object when a plane leaves the zone.

But perhaps you have some other system to record data about the planes;
perhaps data that doesn’t require such immediate attention as the main
controller function. Maybe it's a record of the flight plans of all the small
planes that leave the airport. So you have a second container of small
planes, and whenever you create a plane object you also put it in this
second container if it's a small plane. Then some background process
performs operations on the objects in this container during idle moments.

Now the problem is more difficult: how can you possibly know when to
destroy the objects? When you're done with the object, some other part of
the system might not be. This same problem can arise in a number of
other situations, and in programming systems (such as C++) in which you
must explicitly delete an object when you’re done with it this can become
quite complex.

With Java, the garbage collector is designed to take care of the problem of
releasing the memory (although this doesn’t include other aspects of
cleaning up an object). The garbage collector “knows” when an object is
no longer in use, and it then automatically releases the memory for that
object. This (combined with the fact that all objects are inherited from the
single root class Object and that you can create objects only one way, on
the heap) makes the process of programming in Java much simpler than
programming in C++. You have far fewer decisions to make and hurdles
to overcome.

Garbage collectors vs. efficiency and
flexibility

If all this is such a good idea, why didn’t they do the same thing in C++?
Well of course there’s a price you pay for all this programming
convenience, and that price is run-time overhead. As mentioned before, in
C++ you can create objects on the stack, and in this case they’re
automatically cleaned up (but you don’t have the flexibility of creating as
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many as you want at run-time). Creating objects on the stack is the most
efficient way to allocate storage for objects and to free that storage.
Creating objects on the heap can be much more expensive. Always
inheriting from a base class and making all function calls polymorphic
also exacts a small toll. But the garbage collector is a particular problem
because you never quite know when it’s going to start up or how long it
will take. This means that there’s an inconsistency in the rate of execution
of a Java program, so you can’t use it in certain situations, such as when
the rate of execution of a program is uniformly critical. (These are
generally called real time programs, although not all real time
programming problems are this stringent.)

The designers of the C++ language, trying to woo C programmers (and
most successfully, at that), did not want to add any features to the
language that would impact the speed or the use of C++ in any situation
where programmers might otherwise choose C. This goal was realized, but
at the price of greater complexity when programming in C++. Java is
simpler than C++, but the trade-off is in efficiency and sometimes
applicability. For a significant portion of programming problems,
however, Java is the superior choice.

Exception handling:
dealing with errors

Ever since the beginning of programming languages, error handling has
been one of the most difficult issues. Because it’s so hard to design a good
error handling scheme, many languages simply ignore the issue, passing
the problem on to library designers who come up with halfway measures
that can work in many situations but can easily be circumvented,
generally by just ignoring them. A major problem with most error
handling schemes is that they rely on programmer vigilance in following
an agreed-upon convention that is not enforced by the language. If the
programmer is not vigilant—often the case if they are in a hurry—these
schemes can easily be forgotten.

Exception handling wires error handling directly into the programming
language and sometimes even the operating system. An exception is an
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object that is “thrown” from the site of the error and can be “caught” by an
appropriate exception handler designed to handle that particular type of
error. It’s as if exception handling is a different, parallel path of execution
that can be taken when things go wrong. And because it uses a separate
execution path, it doesn’t need to interfere with your normally executing
code. This makes that code simpler to write since you aren’t constantly
forced to check for errors. In addition, a thrown exception is unlike an
error value that's returned from a function or a flag that’s set by a function
in order to indicate an error condition—these can be ignored. An
exception cannot be ignored, so it’s guaranteed to be dealt with at some
point. Finally, exceptions provide a way to reliably recover from a bad
situation. Instead of just exiting you are often able to set things right and
restore the execution of a program, which produces much more robust
programs.

Java’s exception handling stands out among programming languages,
because in Java, exception handling was wired in from the beginning and
you’re forced to use it. If you don’t write your code to properly handle
exceptions, you’ll get a compile-time error message. This guaranteed
consistency makes error handling much easier.

It’s worth noting that exception handling isn’t an object-oriented feature,
although in object-oriented languages the exception is normally
represented with an object. Exception handling existed before object-
oriented languages.

Multithreading

A fundamental concept in computer programming is the idea of handling
more than one task at a time. Many programming problems require that
the program be able to stop what it’s doing, deal with some other
problem, and then return to the main process. The solution has been
approached in many ways. Initially, programmers with low-level
knowledge of the machine wrote interrupt service routines and the
suspension of the main process was initiated through a hardware
interrupt. Although this worked well, it was difficult and nonportable, so
it made moving a program to a new type of machine slow and expensive.
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Sometimes interrupts are necessary for handling time-critical tasks, but
there’s a large class of problems in which you’re simply trying to partition
the problem into separately running pieces so that the whole program can
be more responsive. Within a program, these separately running pieces
are called threads, and the general concept is called multithreading. A
common example of multithreading is the user interface. By using
threads, a user can press a button and get a quick response rather than
being forced to wait until the program finishes its current task.

Ordinarily, threads are just a way to allocate the time of a single
processor. But if the operating system supports multiple processors, each
thread can be assigned to a different processor and they can truly run in
parallel. One of the convenient features of multithreading at the language
level is that the programmer doesn’t need to worry about whether there
are many processors or just one. The program is logically divided into
threads and if the machine has more than one processor then the program
runs faster, without any special adjustments.

All this makes threading sound pretty simple. There is a catch: shared
resources. If you have more than one thread running that’s expecting to
access the same resource you have a problem. For example, two processes
can’t simultaneously send information to a printer. To solve the problem,
resources that can be shared, such as the printer, must be locked while
they are being used. So a thread locks a resource, completes its task, and
then releases the lock so that someone else can use the resource.

Java’s threading is built into the language, which makes a complicated
subject much simpler. The threading is supported on an object level, so
one thread of execution is represented by one object. Java also provides
limited resource locking. It can lock the memory of any object (which is,
after all, one kind of shared resource) so that only one thread can use it at
a time. This is accomplished with the synchronized keyword. Other
types of resources must be locked explicitly by the programmer, typically
by creating an object to represent the lock that all threads must check
before accessing that resource.
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Persistence

When you create an object, it exists for as long as you need it, but under
no circumstances does it exist when the program terminates. While this
makes sense at first, there are situations in which it would be incredibly
useful if an object could exist and hold its information even while the
program wasn’t running. Then the next time you started the program, the
object would be there and it would have the same information it had the
previous time the program was running. Of course, you can get a similar
effect by writing the information to a file or to a database, but in the spirit
of making everything an object it would be quite convenient to be able to
declare an object persistent and have all the details taken care of for you.

Java provides support for “lightweight persistence,” which means that you
can easily store objects on disk and later retrieve them. The reason it’s
“lightweight” is that you're still forced to make explicit calls to do the
storage and retrieval. In addition, JavaSpaces (described in Chapter 15)
provide for a kind of persistent storage of objects. In some future release
more complete support for persistence might appear.

Java and the Internet

If Java is, in fact, yet another computer programming language, you may
guestion why it is so important and why it is being promoted as a
revolutionary step in computer programming. The answer isn't
immediately obvious if you're coming from a traditional programming
perspective. Although Java is very useful for solving traditional stand-
alone programming problems, it is also important because it will solve
programming problems on the World Wide Web.

What is the Web?

The Web can seem a bit of a mystery at first, with all this talk of “surfing,”
“presence,” and “home pages.” There has even been a growing reaction
against “Internet-mania,” questioning the economic value and outcome of
such a sweeping movement. It’s helpful to step back and see what it really
is, but to do this you must understand client/server systems, another
aspect of computing that’s full of confusing issues.
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Client/Server computing

The primary idea of a client/server system is that you have a central
repository of information—some kind of data, often in a database—that
you want to distribute on demand to some set of people or machines. A
key to the client/server concept is that the repository of information is
centrally located so that it can be changed and so that those changes will
propagate out to the information consumers. Taken together, the
information repository, the software that distributes the information, and
the machine(s) where the information and software reside is called the
server. The software that resides on the remote machine, communicates
with the server, fetches the information, processes it, and then displays it
on the remote machine is called the client.

The basic concept of client/server computing, then, is not so complicated.
The problems arise because you have a single server trying to serve many
clients at once. Generally, a database management system is involved so
the designer “balances” the layout of data into tables for optimal use. In
addition, systems often allow a client to insert new information into a
server. This means you must ensure that one client’s new data doesn’t
walk over another client’s new data, or that data isn’t lost in the process of
adding it to the database. (This is called transaction processing.) As client
software changes, it must be built, debugged, and installed on the client
machines, which turns out to be more complicated and expensive than
you might think. It’s especially problematic to support multiple types of
computers and operating systems. Finally, there’s the all-important
performance issue: you might have hundreds of clients making requests
of your server at any one time, and so any small delay is crucial. To
minimize latency, programmers work hard to offload processing tasks,
often to the client machine, but sometimes to other machines at the server
site, using so-called middleware. (Middleware is also used to improve
maintainability.)

The simple idea of distributing information to people has so many layers
of complexity in implementing it that the whole problem can seem
hopelessly enigmatic. And yet it’s crucial: client/server computing
accounts for roughly half of all programming activities. It’'s responsible for
everything from taking orders and credit-card transactions to the
distribution of any kind of data—stock market, scientific, government, you
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name it. What we’ve come up with in the past is individual solutions to
individual problems, inventing a new solution each time. These were hard
to create and hard to use, and the user had to learn a new interface for
each one. The entire client/server problem needs to be solved in a big
way.

The Web as a giant server

The Web is actually one giant client/server system. It’s a bit worse than
that, since you have all the servers and clients coexisting on a single
network at once. You don’t need to know that, since all you care about is
connecting to and interacting with one server at a time (even though you
might be hopping around the world in your search for the correct server).

Initially it was a simple one-way process. You made a request of a server
and it handed you a file, which your machine’s browser software (i.e., the
client) would interpret by formatting onto your local machine. But in
short order people began wanting to do more than just deliver pages from
a server. They wanted full client/server capability so that the client could
feed information back to the server, for example, to do database lookups
on the server, to add new information to the server, or to place an order
(which required more security than the original systems offered). These
are the changes we've been seeing in the development of the Web.

The Web browser was a big step forward: the concept that one piece of
information could be displayed on any type of computer without change.
However, browsers were still rather primitive and rapidly bogged down by
the demands placed on them. They weren’t particularly interactive, and
tended to clog up both the server and the Internet because any time you
needed to do something that required programming you had to send
information back to the server to be processed. It could take many
seconds or minutes to find out you had misspelled something in your
request. Since the browser was just a viewer it couldn’t perform even the
simplest computing tasks. (On the other hand, it was safe, since it couldn’t
execute any programs on your local machine that might contain bugs or
viruses.)

To solve this problem, different approaches have been taken. To begin
with, graphics standards have been enhanced to allow better animation
and video within browsers. The remainder of the problem can be solved
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only by incorporating the ability to run programs on the client end, under
the browser. This is called client-side programming.

Client-side programming

The Web'’s initial server-browser design provided for interactive content,
but the interactivity was completely provided by the server. The server
produced static pages for the client browser, which would simply interpret
and display them. Basic HTML contains simple mechanisms for data
gathering: text-entry boxes, check boxes, radio boxes, lists and drop-down
lists, as well as a button that can only be programmed to reset the data on
the form or “submit” the data on the form back to the server. This
submission passes through the Common Gateway Interface (CGl)
provided on all Web servers. The text within the submission tells CGI
what to do with it. The most common action is to run a program located
on the server in a directory that’s typically called “cgi-bin.” (If you watch
the address window at the top of your browser when you push a button on
a Web page, you can sometimes see “cgi-bin” within all the gobbledygook
there.) These programs can be written in most languages. Perl is a
common choice because it is designed for text manipulation and is
interpreted, so it can be installed on any server regardless of processor or
operating system.

Many powerful Web sites today are built strictly on CGI, and you can in
fact do nearly anything with it. However, Web sites built on CGI programs
can rapidly become overly complicated to maintain, and there is also the
problem of response time. The response of a CGI program depends on
how much data must be sent, as well as the load on both the server and
the Internet. (On top of this, starting a CGI program tends to be slow.)
The initial designers of the Web did not foresee how rapidly this
bandwidth would be exhausted for the kinds of applications people
developed. For example, any sort of dynamic graphing is nearly
impossible to perform with consistency because a GIF file must be created
and moved from the server to the client for each version of the graph. And
you’ve no doubt had direct experience with something as simple as
validating the data on an input form. You press the submit button on a
page; the data is shipped back to the server; the server starts a CGlI
program that discovers an error, formats an HTML page informing you of
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the error, and then sends the page back to you; you must then back up a
page and try again. Not only is this slow, it’s inelegant.

The solution is client-side programming. Most machines that run Web
browsers are powerful engines capable of doing vast work, and with the
original static HTML approach they are sitting there, just idly waiting for
the server to dish up the next page. Client-side programming means that
the Web browser is harnessed to do whatever work it can, and the result
for the user is a much speedier and more interactive experience at your
Web site.

The problem with discussions of client-side programming is that they
aren’t very different from discussions of programming in general. The
parameters are almost the same, but the platform is different: a Web
browser is like a limited operating system. In the end, you must still
program, and this accounts for the dizzying array of problems and
solutions produced by client-side programming. The rest of this section
provides an overview of the issues and approaches in client-side
programming.

Plug-ins

One of the most significant steps forward in client-side programming is
the development of the plug-in. This is a way for a programmer to add
new functionality to the browser by downloading a piece of code that
plugs itself into the appropriate spot in the browser. It tells the browser
“from now on you can perform this new activity.” (You need to download
the plug-in only once.) Some fast and powerful behavior is added to
browsers via plug-ins, but writing a plug-in is not a trivial task, and isn’t
something you'd want to do as part of the process of building a particular
site. The value of the plug-in for client-side programming is that it allows
an expert programmer to develop a new language and add that language
to a browser without the permission of the browser manufacturer. Thus,
plug-ins provide a “back door” that allows the creation of new client-side
programming languages (although not all languages are implemented as

plug-ins).
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Scripting languages

Plug-ins resulted in an explosion of scripting languages. With a scripting
language you embed the source code for your client-side program directly
into the HTML page, and the plug-in that interprets that language is
automatically activated while the HTML page is being displayed. Scripting
languages tend to be reasonably easy to understand and, because they are
simply text that is part of an HTML page, they load very quickly as part of
the single server hit required to procure that page. The trade-off is that
your code is exposed for everyone to see (and steal). Generally, however,
you aren’t doing amazingly sophisticated things with scripting languages
so this is not too much of a hardship.

This points out that the scripting languages used inside Web browsers are
really intended to solve specific types of problems, primarily the creation
of richer and more interactive graphical user interfaces (GUIs). However,
a scripting language might solve 80 percent of the problems encountered
in client-side programming. Your problems might very well fit completely
within that 80 percent, and since scripting languages can allow easier and
faster development, you should probably consider a scripting language
before looking at a more involved solution such as Java or ActiveX
programming.

The most commonly discussed browser scripting languages are JavaScript
(which has nothing to do with Java; it's named that way just to grab some
of Java’s marketing momentum), VBScript (which looks like Visual
Basic), and Tcl/Tk, which comes from the popular cross-platform GUI-
building language. There are others out there, and no doubt more in
development.

JavaScript is probably the most commonly supported. It comes built into
both Netscape Navigator and the Microsoft Internet Explorer (1E). In
addition, there are probably more JavaScript books available than there
are for the other browser languages, and some tools automatically create
pages using JavaScript. However, if you're already fluent in Visual Basic
or Tcl/Tk, you'll be more productive using those scripting languages
rather than learning a new one. (You’ll have your hands full dealing with
the Web issues already.)
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Java

If a scripting language can solve 80 percent of the client-side
programming problems, what about the other 20 percent—the “really
hard stuff?” The most popular solution today is Java. Not only is it a
powerful programming language built to be secure, cross-platform, and
international, but Java is being continually extended to provide language
features and libraries that elegantly handle problems that are difficult in
traditional programming languages, such as multithreading, database
access, nhetwork programming, and distributed computing. Java allows
client-side programming via the applet.

An applet is a mini-program that will run only under a Web browser. The
applet is downloaded automatically as part of a Web page (just as, for
example, a graphic is automatically downloaded). When the applet is
activated it executes a program. This is part of its beauty—it provides you
with a way to automatically distribute the client software from the server
at the time the user needs the client software, and no sooner. The user
gets the latest version of the client software without fail and without
difficult reinstallation. Because of the way Java is designed, the
programmer needs to create only a single program, and that program
automatically works with all computers that have browsers with built-in
Java interpreters. (This safely includes the vast majority of machines.)
Since Java is a full-fledged programming language, you can do as much
work as possible on the client before and after making requests of the
server. For example, you won’t need to send a request form across the
Internet to discover that you’ve gotten a date or some other parameter
wrong, and your client computer can quickly do the work of plotting data
instead of waiting for the server to make a plot and ship a graphic image
back to you. Not only do you get the immediate win of speed and
responsiveness, but the general network traffic and load on servers can be
reduced, preventing the entire Internet from slowing down.

One advantage a Java applet has over a scripted program is that it's in
compiled form, so the source code isn’t available to the client. On the
other hand, a Java applet can be decompiled without too much trouble,
but hiding your code is often not an important issue. Two other factors
can be important. As you will see later in this book, a compiled Java
applet can comprise many modules and take multiple server “hits”
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(accesses) to download. (In Java 1.1 and higher this is minimized by Java
archives, called JAR files, that allow all the required modules to be
packaged together and compressed for a single download.) A scripted
program will just be integrated into the Web page as part of its text (and
will generally be smaller and reduce server hits). This could be important
to the responsiveness of your Web site. Another factor is the all-important
learning curve. Regardless of what you’'ve heard, Java is not a trivial
language to learn. If you're a Visual Basic programmer, moving to
VBScript will be your fastest solution, and since it will probably solve
most typical client/server problems you might be hard pressed to justify
learning Java. If you're experienced with a scripting language you will
certainly benefit from looking at JavaScript or VBScript before
committing to Java, since they might fit your needs handily and you'll be
more productive sooner.

ActiveX

To some degree, the competitor to Java is Microsoft’s ActiveX, although it
takes a completely different approach. ActiveX was originally a Windows-
only solution, although it is now being developed via an independent
consortium to become cross-platform. Effectively, ActiveX says “if your
program connects to its environment just so, it can be dropped into a Web
page and run under a browser that supports ActiveX.” (1E directly
supports ActiveX and Netscape does so using a plug-in.) Thus, ActiveX
does not constrain you to a particular language. If, for example, you're
already an experienced Windows programmer using a language such as
C++, Visual Basic, or Borland’s Delphi, you can create ActiveX
components with almost no changes to your programming knowledge.
ActiveX also provides a path for the use of legacy code in your Web pages.

Security

Automatically downloading and running programs across the Internet can
sound like a virus-builder’s dream. ActiveX especially brings up the
thorny issue of security in client-side programming. If you click on a Web
site, you might automatically download any number of things along with
the HTML page: GIF files, script code, compiled Java code, and ActiveX
components. Some of these are benign; GIF files can’t do any harm, and
scripting languages are generally limited in what they can do. Java was
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also designed to run its applets within a “sandbox” of safety, which
prevents it from writing to disk or accessing memory outside the sandbox.

ActiveX is at the opposite end of the spectrum. Programming with
ActiveX is like programming Windows—you can do anything you want. So
if you click on a page that downloads an ActiveX component, that
component might cause damage to the files on your disk. Of course,
programs that you load onto your computer that are not restricted to
running inside a Web browser can do the same thing. Viruses downloaded
from Bulletin-Board Systems (BBSs) have long been a problem, but the
speed of the Internet amplifies the difficulty.

The solution seems to be “digital signatures,” whereby code is verified to
show who the author is. This is based on the idea that a virus works
because its creator can be anonymous, so if you remove the anonymity
individuals will be forced to be responsible for their actions. This seems
like a good plan because it allows programs to be much more functional,
and I suspect it will eliminate malicious mischief. If, however, a program
has an unintentional destructive bug it will still cause problems.

The Java approach is to prevent these problems from occurring, via the
sandbox. The Java interpreter that lives on your local Web browser
examines the applet for any untoward instructions as the applet is being
loaded. In particular, the applet cannot write files to disk or erase files
(one of the mainstays of viruses). Applets are generally considered to be
safe, and since this is essential for reliable client/server systems, any bugs
in the Java language that allow viruses are rapidly repaired. (It's worth
noting that the browser software actually enforces these security
restrictions, and some browsers allow you to select different security
levels to provide varying degrees of access to your system.)

You might be skeptical of this rather draconian restriction against writing
files to your local disk. For example, you may want to build a local
database or save data for later use offline. The initial vision seemed to be
that eventually everyone would get online to do anything important, but
that was soon seen to be impractical (although low-cost “Internet
appliances” might someday satisfy the needs of a significant segment of
users). The solution is the “signed applet” that uses public-key encryption
to verify that an applet does indeed come from where it claims it does. A
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signed applet can still trash your disk, but the theory is that since you can
now hold the applet creator accountable they won’t do vicious things. Java
provides a framework for digital signatures so that you will eventually be
able to allow an applet to step outside the sandbox if necessary.

Digital signatures have missed an important issue, which is the speed that
people move around on the Internet. If you download a buggy program
and it does something untoward, how long will it be before you discover
the damage? It could be days or even weeks. By then, how will you track
down the program that’s done it? And what good will it do you at that
point?

Internet vs. intranet

The Web is the most general solution to the client/server problem, so it
makes sense that you can use the same technology to solve a subset of the
problem, in particular the classic client/server problem within a
company. With traditional client/server approaches you have the problem
of multiple types of client computers, as well as the difficulty of installing
new client software, both of which are handily solved with Web browsers
and client-side programming. When Web technology is used for an
information network that is restricted to a particular company, it is
referred to as an intranet. Intranets provide much greater security than
the Internet, since you can physically control access to the servers within
your company. In terms of training, it seems that once people understand
the general concept of a browser it’s much easier for them to deal with
differences in the way pages and applets look, so the learning curve for
new kinds of systems seems to be reduced.

The security problem brings us to one of the divisions that seems to be
automatically forming in the world of client-side programming. If your
program is running on the Internet, you don’t know what platform it will
be working under, and you want to be extra careful that you don’t
disseminate buggy code. You need something cross-platform and secure,
like a scripting language or Java.

If you're running on an intranet, you might have a different set of
constraints. It’'s not uncommon that your machines could all be
Intel/Windows platforms. On an intranet, you're responsible for the
guality of your own code and can repair bugs when they’re discovered. In
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addition, you might already have a body of legacy code that you've been
using in a more traditional client/server approach, whereby you must
physically install client programs every time you do an upgrade. The time
wasted in installing upgrades is the most compelling reason to move to
browsers, because upgrades are invisible and automatic. If you are
involved in such an intranet, the most sensible approach to take is the
shortest path that allows you to use your existing code base, rather than
trying to recode your programs in a new language.

When faced with this bewildering array of solutions to the client-side
programming problem, the best plan of attack is a cost-benefit analysis.
Consider the constraints of your problem and what would be the shortest
path to your solution. Since client-side programming is still
programming, it's always a good idea to take the fastest development
approach for your particular situation. This is an aggressive stance to
prepare for inevitable encounters with the problems of program
development.

Server-side programming

This whole discussion has ignored the issue of server-side programming.
What happens when you make a request of a server? Most of the time the
request is simply “send me this file.” Your browser then interprets the file
in some appropriate fashion: as an HTML page, a graphic image, a Java
applet, a script program, etc. A more complicated request to a server
generally involves a database transaction. A common scenario involves a
request for a complex database search, which the server then formats into
an HTML page and sends to you as the result. (Of course, if the client has
more intelligence via Java or a scripting language, the raw data can be
sent and formatted at the client end, which will be faster and less load on
the server.) Or you might want to register your name in a database when
you join a group or place an order, which will involve changes to that
database. These database requests must be processed via some code on
the server side, which is generally referred to as server-side programming.
Traditionally, server-side programming has been performed using Perl
and CGI scripts, but more sophisticated systems have been appearing.
These include Java-based Web servers that allow you to perform all your
server-side programming in Java by writing what are called servlets.
Servlets and their offspring, JSPs, are two of the most compelling reasons
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that companies who develop Web sites are moving to Java, especially
because they eliminate the problems of dealing with differently abled
browsers.

A separate arena: applications

Much of the brouhaha over Java has been over applets. Java is actually a
general-purpose programming language that can solve any type of
problem—at least in theory. And as pointed out previously, there might be
more effective ways to solve most client/server problems. When you move
out of the applet arena (and simultaneously release the restrictions, such
as the one against writing to disk) you enter the world of general-purpose
applications that run standalone, without a Web browser, just like any
ordinary program does. Here, Java’s strength is not only in its portability,
but also its programmability. As you’ll see throughout this book, Java has
many features that allow you to create robust programs in a shorter
period than with previous programming languages.

Be aware that this is a mixed blessing. You pay for the improvements
through slower execution speed (although there is significant work going
on in this area—JDK 1.3, in particular, introduces the so-called “hotspot”
performance improvements). Like any language, Java has built-in
limitations that might make it inappropriate to solve certain types of
programming problems. Java is a rapidly evolving language, however, and
as each new release comes out it becomes more and more attractive for
solving larger sets of problems.

Analysis and design

The object-oriented paradigm is a new and different way of thinking
about programming. Many folks have trouble at first knowing how to
approach an OOP project. Once you know that everything is supposed to
be an object, and as you learn to think more in an object-oriented style,
you can begin to create “good” designs that take advantage of all the
benefits that OOP has to offer.

A method (often called a methodology) is a set of processes and heuristics
used to break down the complexity of a programming problem. Many
OOP methods have been formulated since the dawn of object-oriented
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programming. This section will give you a feel for what you’re trying to
accomplish when using a method.

Especially in OOP, methodology is a field of many experiments, so it is
important to understand what problem the method is trying to solve
before you consider adopting one. This is particularly true with Java, in
which the programming language is intended to reduce the complexity
(compared to C) involved in expressing a program. This may in fact
alleviate the need for ever-more-complex methodologies. Instead, simple
methodologies may suffice in Java for a much larger class of problems
than you could handle using simple methodologies with procedural
languages.

It's also important to realize that the term “methodology” is often too
grand and promises too much. Whatever you do now when you design
and write a program is a method. It may be your own method, and you
may not be conscious of doing it, but it is a process you go through as you
create. If it is an effective process, it may need only a small tune-up to
work with Java. If you are not satisfied with your productivity and the way
your programs turn out, you may want to consider adopting a formal
method, or choosing pieces from among the many formal methods.

While you’re going through the development process, the most important
issue is this: Don't get lost. It’s easy to do. Most of the analysis and design
methods are intended to solve the largest of problems. Remember that
most projects don't fit into that category, so you can usually have
successful analysis and design with a relatively small subset of what a
method recommends’. But some sort of process, no matter how limited,
will generally get you on your way in a much better fashion than simply
beginning to code.

It's also easy to get stuck, to fall into “analysis paralysis,” where you feel
like you can’'t move forward because you haven’t nailed down every little
detail at the current stage. Remember, no matter how much analysis you
do, there are some things about a system that won’t reveal themselves

7 An excellent example of this is UML Distilled, 2nd edition, by Martin Fowler (Addison-
Wesley 2000), which reduces the sometimes-overwhelming UML process to a manageable
subset.
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until design time, and more things that won’t reveal themselves until
you’'re coding, or not even until a program is up and running. Because of
this, it's crucial to move fairly quickly through analysis and design, and to
implement a test of the proposed system.

This point is worth emphasizing. Because of the history we’ve had with
procedural languages, it is commendable that a team will want to proceed
carefully and understand every minute detail before moving to design and
implementation. Certainly, when creating a DBMS, it pays to understand
a customer’s needs thoroughly. But a DBMS is in a class of problems that
is very well-posed and well-understood; in many such programs, the
database structure is the problem to be tackled. The class of programming
problem discussed in this chapter is of the “wild-card” (my term) variety,
in which the solution isn’t simply re-forming a well-known solution, but
instead involves one or more “wild-card factors”—elements for which
there is no well-understood previous solution, and for which research is
necessary8. Attempting to thoroughly analyze a wild-card problem before
moving into design and implementation results in analysis paralysis
because you don’'t have enough information to solve this kind of problem
during the analysis phase. Solving such a problem requires iteration
through the whole cycle, and that requires risk-taking behavior (which
makes sense, because you're trying to do something new and the potential
rewards are higher). It may seem like the risk is compounded by “rushing”
into a preliminary implementation, but it can instead reduce the risk in a
wild-card project because you're finding out early whether a particular
approach to the problem is viable. Product development is risk
management.

It's often proposed that you “build one to throw away.” With OOP, you
may still throw part of it away, but because code is encapsulated into
classes, during the first pass you will inevitably produce some useful class
designs and develop some worthwhile ideas about the system design that
do not need to be thrown away. Thus, the first rapid pass at a problem not

8 My rule of thumb for estimating such projects: If there’s more than one wild card, don't
even try to plan how long it's going to take or how much it will cost until you've created a
working prototype. There are too many degrees of freedom.
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only produces critical information for the next analysis, design, and
implementation pass, it also creates a code foundation.

That said, if you're looking at a methodology that contains tremendous
detail and suggests many steps and documents, it’s still difficult to know
when to stop. Keep in mind what you're trying to discover:

1. What are the objects? (How do you partition your project into its
component parts?)

2. What are their interfaces? (What messages do you need to send to
each object?)

If you come up with nothing more than the objects and their interfaces,
then you can write a program. For various reasons you might need more
descriptions and documents than this, but you can’t get away with any
less.

The process can be undertaken in five phases, and a Phase O that is just
the initial commitment to using some kind of structure.

Phase O0: Make a plan

You must first decide what steps you’re going to have in your process. It
sounds simple (in fact, all of this sounds simple), and yet people often
don’t make this decision before they start coding. If your plan is “let’s
jump in and start coding,” fine. (Sometimes that’s appropriate when you
have a well-understood problem.) At least agree that this is the plan.

You might also decide at this phase that some additional process structure
is necessary, but not the whole nine yards. Understandably, some
programmers like to work in “vacation mode,” in which no structure is
imposed on the process of developing their work; “It will be done when
it's done.” This can be appealing for a while, but I've found that having a
few milestones along the way helps to focus and galvanize your efforts
around those milestones instead of being stuck with the single goal of
“finish the project.” In addition, it divides the project into more bite-sized
pieces and makes it seem less threatening (plus the milestones offer more
opportunities for celebration).
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When | began to study story structure (so that I will someday write a
novel) I was initially resistant to the idea of structure, feeling that |1 wrote
best when I simply let it flow onto the page. But | later realized that when
I write about computers the structure is clear enough to me that | don’t
have to think about it very much. But I still structure my work, albeit only
semi-consciously in my head. Even if you think that your plan is to just
start coding, you still somehow go through the subsequent phases while
asking and answering certain questions.

The mission statement

Any system you build, no matter how complicated, has a fundamental
purpose; the business that it’s in, the basic need that it satisfies. If you can
look past the user interface, the hardware- or system-specific details, the
coding algorithms and the efficiency problems, you will eventually find
the core of its being—simple and straightforward. Like the so-called high
concept from a Hollywood movie, you can describe it in one or two
sentences. This pure description is the starting point.

The high concept is quite important because it sets the tone for your
project; it's a mission statement. You won’t necessarily get it right the first
time (you may be in a later phase of the project before it becomes
completely clear), but keep trying until it feels right. For example, in an
air-traffic control system you may start out with a high concept focused on
the system that you're building: “The tower program keeps track of the
aircraft.” But consider what happens when you shrink the system to a very
small airfield; perhaps there’s only a human controller, or none at all. A
more useful model won’t concern the solution you're creating as much as
it describes the problem: “Aircraft arrive, unload, service and reload, then
depart.”

Phase 1: What are we making?

In the previous generation of program design (called procedural design),
this is called “creating the requirements analysis and system
specification.” These, of course, were places to get lost; intimidatingly
named documents that could become big projects in their own right. Their
intention was good, however. The requirements analysis says “Make a list
of the guidelines we will use to know when the job is done and the
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customer is satisfied.” The system specification says “Here’s a description
of what the program will do (not how) to satisfy the requirements.” The
requirements analysis is really a contract between you and the customer
(even if the customer works within your company, or is some other object
or system). The system specification is a top-level exploration into the
problem and in some sense a discovery of whether it can be done and how
long it will take. Since both of these will require consensus among people
(and because they will usually change over time), | think it’s best to keep
them as bare as possible—ideally, to lists and basic diagrams—to save
time. You might have other constraints that require you to expand them
into bigger documents, but by keeping the initial document small and
concise, it can be created in a few sessions of group brainstorming with a
leader who dynamically creates the description. This not only solicits
input from everyone, it also fosters initial buy-in and agreement by
everyone on the team. Perhaps most importantly, it can kick off a project
with a lot of enthusiasm.

It's necessary to stay focused on the heart of what you're trying to
accomplish in this phase: determine what the system is supposed to do.
The most valuable tool for this is a collection of what are called “use
cases.” Use cases identify key features in the system that will reveal some
of the fundamental classes you'll be using. These are essentially
descriptive answers to questions like?:

e “Who will use this system?”
* “What can those actors do with the system?”
e “How does this actor do that with this system?”

* “How else might this work if someone else were doing this, or if
the same actor had a different objective?” (to reveal variations)

*  “What problems might happen while doing this with the system?”
(to reveal exceptions)

If you are designing an auto-teller, for example, the use case for a
particular aspect of the functionality of the system is able to describe what
the auto-teller does in every possible situation. Each of these “situations”

9 Thanks for help from James H Jarrett.

76

Thinking in Java www.BruceEckel.com



is referred to as a scenario, and a use case can be considered a collection
of scenarios. You can think of a scenario as a question that starts with:
“What does the system do if...?” For example, “What does the auto-teller
do if a customer has just deposited a check within the last 24 hours, and
there’s not enough in the account without the check having cleared to
provide a desired withdrawal?”

Use case diagrams are intentionally simple to prevent you from getting
bogged down in system implementation details prematurely:

Bank

Make
Deposit

Make
Withdrawal

Get Account
Balance

Transfer
Between
Accounts

Teller

Customer

ATM

Each stick person represents an “actor,” which is typically a human or
some other kind of free agent. (These can even be other computer
systems, as is the case with “ATM.”) The box represents the boundary of
your system. The ellipses represent the use cases, which are descriptions
of valuable work that can be performed with the system. The lines
between the actors and the use cases represent the interactions.

It doesn’t matter how the system is actually implemented, as long as it
looks like this to the user.

A use case does not need to be terribly complex, even if the underlying
system is complex. It is only intended to show the system as it appears to
the user. For example:
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Greenhouse

Maintain
Growing
Temperature

Gardener

The use cases produce the requirements specifications by determining all
the interactions that the user may have with the system. You try to
discover a full set of use cases for your system, and once you've done that
you have the core of what the system is supposed to do. The nice thing
about focusing on use cases is that they always bring you back to the
essentials and keep you from drifting off into issues that aren’t critical for
getting the job done. That is, if you have a full set of use cases, you can
describe your system and move onto the next phase. You probably won’t
get it all figured out perfectly on the first try, but that's OK. Everything
will reveal itself in time, and if you demand a perfect system specification
at this point you'll get stuck.

If you do get stuck, you can kick-start this phase by using a rough
approximation tool: describe the system in a few paragraphs and then
look for nouns and verbs. The nouns can suggest actors, context of the use
case (e.g., “lobby”), or artifacts manipulated in the use case. Verbs can
suggest interactions between actors and use cases, and specify steps
within the use case. You'll also discover that nouns and verbs produce
objects and messages during the design phase (and note that use cases
describe interactions between subsystems, so the “noun and verb”
technique can be used only as a brainstorming tool as it does not generate
use cases) 10,

The boundary between a use case and an actor can point out the existence
of a user interface, but it does not define such a user interface. For a
process of defining and creating user interfaces, see Software for Use by

10 More information on use cases can be found in Applying Use Cases by Schneider &
Winters (Addison-Wesley 1998) and Use Case Driven Object Modeling with UML by
Rosenberg (Addison-Wesley 1999).
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Larry Constantine and Lucy Lockwood, (Addison-Wesley Longman, 1999)
or go to www.ForUse.com.

Although it’s a black art, at this point some kind of basic scheduling is
important. You now have an overview of what you’re building, so you'll
probably be able to get some idea of how long it will take. A lot of factors
come into play here. If you estimate a long schedule then the company
might decide not to build it (and thus use their resources on something
more reasonable—that’s a good thing). Or a manager might have already
decided how long the project should take and will try to influence your
estimate. But it’s best to have an honest schedule from the beginning and
deal with the tough decisions early. There have been a lot of attempts to
come up with accurate scheduling techniques (much like techniques to
predict the stock market), but probably the best approach is to rely on
your experience and intuition. Get a gut feeling for how long it will really
take, then double that and add 10 percent. Your gut feeling is probably
correct; you can get something working in that time. The “doubling” will
turn that into something decent, and the 10 percent will deal with the
final polishing and details!l. However you want to explain it, and
regardless of the moans and manipulations that happen when you reveal
such a schedule, it just seems to work out that way.

Phase 2: How will we build it?

In this phase you must come up with a design that describes what the
classes look like and how they will interact. An excellent technique in
determining classes and interactions is the Class-Responsibility-
Collaboration (CRC) card. Part of the value of this tool is that it's so low-
tech: you start out with a set of blank 3 x 5 cards, and you write on them.
Each card represents a single class, and on the card you write:

1. The name of the class. It’'s important that this name capture the
essence of what the class does, so that it makes sense at a glance.

11 My personal take on this has changed lately. Doubling and adding 10 percent will give
you a reasonably accurate estimate (assuming there are not too many wild-card factors),
but you still have to work quite diligently to finish in that time. If you want time to really
make it elegant and to enjoy yourself in the process, the correct multiplier is more like
three or four times, | believe.
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2. The “responsibilities” of the class: what it should do. This can
typically be summarized by just stating the names of the member
functions (since those names should be descriptive in a good
design), but it does not preclude other notes. If you need to seed
the process, look at the problem from a lazy programmer’s
standpoint: What objects would you like to magically appear to
solve your problem?

3. The “collaborations” of the class: what other classes does it interact
with? “Interact” is an intentionally broad term; it could mean
aggregation or simply that some other object exists that will
perform services for an object of the class. Collaborations should
also consider the audience for this class. For example, if you create
aclass Firecracker, who is going to observe it, a Chemist or a
Spectator? The former will want to know what chemicals go into
the construction, and the latter will respond to the colors and
shapes released when it explodes.

You may feel like the cards should be bigger because of all the information
you'd like to get on them, but they are intentionally small, not only to keep
your classes small but also to keep you from getting into too much detail
too early. If you can't fit all you need to know about a class on a small
card, the class is too complex (either you're getting too detailed, or you
should create more than one class). The ideal class should be understood
at a glance. The idea of CRC cards is to assist you in coming up with afirst
cut of the design so that you can get the big picture and then refine your
design.

One of the great benefits of CRC cards is in communication. It’s best done
real time, in a group, without computers. Each person takes responsibility
for several classes (which at first have no names or other information).
You run a live simulation by solving one scenario at a time, deciding
which messages are sent to the various objects to satisfy each scenario. As
you go through this process, you discover the classes that you need along
with their responsibilities and collaborations, and you fill out the cards as
you do this. When you’ve moved through all the use cases, you should
have a fairly complete first cut of your design.
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Before I began using CRC cards, the most successful consulting
experiences | had when coming up with an initial design involved
standing in front of a team—who hadn’t built an OOP project before—and
drawing objects on a whiteboard. We talked about how the objects should
communicate with each other, and erased some of them and replaced
them with other objects. Effectively, | was managing all the “CRC cards”
on the whiteboard. The team (who knew what the project was supposed to
do) actually created the design; they “owned” the design rather than
having it given to them. All I was doing was guiding the process by asking
the right questions, trying out the assumptions, and taking the feedback
from the team to modify those assumptions. The true beauty of the
process was that the team learned how to do object-oriented design not by
reviewing abstract examples, but by working on the one design that was
most interesting to them at that moment: theirs.

Once you've come up with a set of CRC cards, you may want to create a
more formal description of your design using UML2, You don’t need to
use UML, but it can be helpful, especially if you want to put up a diagram
on the wall for everyone to ponder, which is a good idea. An alternative to
UML is a textual description of the objects and their interfaces, or,
depending on your programming language, the code itself13,

UML also provides an additional diagramming notation for describing the
dynamic model of your system. This is helpful in situations in which the
state transitions of a system or subsystem are dominant enough that they
need their own diagrams (such as in a control system). You may also need
to describe the data structures, for systems or subsystems in which data is
a dominant factor (such as a database).

You'll know you’re done with Phase 2 when you have described the objects
and their interfaces. Well, most of them—there are usually a few that slip
through the cracks and don’t make themselves known until Phase 3. But
that’s OK. All you are concerned with is that you eventually discover all of
your objects. It’s nice to discover them early in the process, but OOP

12 por starters, | recommend the aforementioned UML Distilled, 2" edition.

13 Python (www.Python.org) is often used as “executable pseudocode.”
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provides enough structure so that it’s not so bad if you discover them
later. In fact, the design of an object tends to happen in five stages,
throughout the process of program development.

Five stages of object design

The design life of an object is not limited to the time when you're writing
the program. Instead, the design of an object appears over a sequence of
stages. It’s helpful to have this perspective because you stop expecting
perfection right away; instead, you realize that the understanding of what
an object does and what it should look like happens over time. This view
also applies to the design of various types of programs; the pattern for a
particular type of program emerges through struggling again and again
with that problem (This is chronicled in the book Thinking in Patterns
with Java, downloadable at www.BruceEckel.com). Objects, too, have
their patterns that emerge through understanding, use, and reuse.

1. Object discovery. This stage occurs during the initial analysis of a
program. Objects may be discovered by looking for external factors and
boundaries, duplication of elements in the system, and the smallest
conceptual units. Some objects are obvious if you already have a set of
class libraries. Commonality between classes suggesting base classes and
inheritance may appear right away, or later in the design process.

2. Object assembly. As you're building an object you’ll discover the
need for new members that didn’t appear during discovery. The internal
needs of the object may require other classes to support it.

3. System construction. Once again, more requirements for an
object may appear at this later stage. As you learn, you evolve your
objects. The need for communication and interconnection with other
objects in the system may change the needs of your classes or require new
classes. For example, you may discover the need for facilitator or helper
classes, such as a linked list, that contain little or no state information and
simply help other classes function.

4. System extension. As you add new features to a system you may
discover that your previous design doesn’t support easy system extension.
With this new information, you can restructure parts of the system,
possibly adding new classes or class hierarchies.
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5. Object reuse. This is the real stress test for a class. If someone tries
to reuse it in an entirely new situation, they’ll probably discover some
shortcomings. As you change a class to adapt to more new programs, the
general principles of the class will become clearer, until you have a truly
reusable type. However, don’t expect most objects from a system design to
be reusable—it is perfectly acceptable for the bulk of your objects to be
system-specific. Reusable types tend to be less common, and they must
solve more general problems in order to be reusable.

Guidelines for object development

These stages suggest some guidelines when thinking about developing
your classes:

1. Let a specific problem generate a class, then let the class grow and
mature during the solution of other problems.

2. Remember, discovering the classes you need (and their interfaces)
is the majority of the system design. If you already had those
classes, this would be an easy project.

3. Don’t force yourself to know everything at the beginning; learn as
you go. This will happen anyway.

4. Start programming; get something working so you can prove or
disprove your design. Don't fear that you'll end up with procedural-
style spaghetti code—classes partition the problem and help control
anarchy and entropy. Bad classes do not break good classes.

5. Always keep it simple. Little clean objects with obvious utility are
better than big complicated interfaces. When decision points come
up, use an Occam’s Razor approach: Consider the choices and
select the one that is simplest, because simple classes are almost
always best. Start small and simple, and you can expand the class
interface when you understand it better. As time goes on, it's
difficult to remove elements from a class.

Phase 3: Build the core

This is the initial conversion from the rough design into a compiling and
executing body of code that can be tested, and especially that will prove or
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disprove your architecture. This is not a one-pass process, but rather the
beginning of a series of steps that will iteratively build the system, as
you'll see in Phase 4.

Your goal is to find the core of your system architecture that needs to be
implemented in order to generate a running system, no matter how
incomplete that system is in this initial pass. You're creating a framework
that you can build on with further iterations. You're also performing the
first of many system integrations and tests, and giving the stakeholders
feedback about what their system will look like and how it is progressing.
Ideally, you are also exposing some of the critical risks. You'll probably
also discover changes and improvements that can be made to your
original architecture—things you would not have learned without
implementing the system.

Part of building the system is the reality check that you get from testing
against your requirements analysis and system specification (in whatever
form they exist). Make sure that your tests verify the requirements and
use cases. When the core of the system is stable, you're ready to move on
and add more functionality.

Phase 4: lterate the use cases

Once the core framework is running, each feature set you add is a small
project in itself. You add a feature set during an iteration, a reasonably
short period of development.

How big is an iteration? Ideally, each iteration lasts one to three weeks
(this can vary based on the implementation language). At the end of that
period, you have an integrated, tested system with more functionality
than it had before. But what’s particularly interesting is the basis for the
iteration: a single use case. Each use case is a package of related
functionality that you build into the system all at once, during one
iteration. Not only does this give you a better idea of what the scope of a
use case should be, but it also gives more validation to the idea of a use
case, since the concept isn't discarded after analysis and design, but
instead it is a fundamental unit of development throughout the software-
building process.
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You stop iterating when you achieve target functionality or an external
deadline arrives and the customer can be satisfied with the current
version. (Remember, software is a subscription business.) Because the
process is iterative, you have many opportunities to ship a product rather
than a single endpoint; open-source projects work exclusively in an
iterative, high-feedback environment, which is precisely what makes them
successful.

An iterative development process is valuable for many reasons. You can
reveal and resolve critical risks early, the customers have ample
opportunity to change their minds, programmer satisfaction is higher,
and the project can be steered with more precision. But an additional
important benefit is the feedback to the stakeholders, who can see by the
current state of the product exactly where everything lies. This may
reduce or eliminate the need for mind-numbing status meetings and
increase the confidence and support from the stakeholders.

Phase 5: Evolution

This is the point in the development cycle that has traditionally been
called “maintenance,” a catch-all term that can mean everything from
“getting it to work the way it was really supposed to in the first place” to
“adding features that the customer forgot to mention” to the more
traditional “fixing the bugs that show up” and “adding new features as the
need arises.” So many misconceptions have been applied to the term
“maintenance” that it has taken on a slightly deceiving quality, partly
because it suggests that you've actually built a pristine program and all
you need to do is change parts, oil it, and keep it from rusting. Perhaps
there’s a better term to describe what’s going on.

I'll use the term evolution!4. That is, “You won't get it right the first time,
so give yourself the latitude to learn and to go back and make changes.”
You might need to make a lot of changes as you learn and understand the
problem more deeply. The elegance you'll produce if you evolve until you
get it right will pay off, both in the short and the long term. Evolution is

14 At least one aspect of evolution is covered in Martin Fowler’s book Refactoring:
improving the design of existing code (Addison-Wesley 1999), which uses Java examples
exclusively.
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where your program goes from good to great, and where those issues that
you didn’t really understand in the first pass become clear. It's also where
your classes can evolve from single-project usage to reusable resources.

What it means to “get it right” isn’t just that the program works according
to the requirements and the use cases. It also means that the internal
structure of the code makes sense to you, and feels like it fits together
well, with no awkward syntax, oversized objects, or ungainly exposed bits
of code. In addition, you must have some sense that the program
structure will survive the changes that it will inevitably go through during
its lifetime, and that those changes can be made easily and cleanly. This is
no small feat. You must not only understand what you're building, but
also how the program will evolve (what I call the vector of change).
Fortunately, object-oriented programming languages are particularly
adept at supporting this kind of continuing modification—the boundaries
created by the objects are what tend to keep the structure from breaking
down. They also allow you to make changes—ones that would seem
drastic in a procedural program—without causing earthquakes
throughout your code. In fact, support for evolution might be the most
important benefit of OOP.

With evolution, you create something that at least approximates what you
think you're building, and then you Kick the tires, compare it to your
requirements, and see where it falls short. Then you can go back and fix it
by redesigning and reimplementing the portions of the program that
didn’t work right!®. You might actually need to solve the problem, or an
aspect of the problem, several times before you hit on the right solution.
(A study of Design Patterns is usually helpful here. You can find
information in Thinking in Patterns with Java, downloadable at
www.BruceEckel.com.)

15 This is something like “rapid prototyping,” where you were supposed to build a quick-
and-dirty version so that you could learn about the system, and then throw away your
prototype and build it right. The trouble with rapid prototyping is that people didn’t throw
away the prototype, but instead built upon it. Combined with the lack of structure in
procedural programming, this often leads to messy systems that are expensive to
maintain.
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Evolution also occurs when you build a system, see that it matches your
requirements, and then discover it wasn’t actually what you wanted.
When you see the system in operation, you find that you really wanted to
solve a different problem. If you think this kind of evolution is going to
happen, then you owe it to yourself to build your first version as quickly as
possible so you can find out if it is indeed what you want.

Perhaps the most important thing to remember is that by default—by
definition, really—if you modify a class, its super- and subclasses will still
function. You need not fear modification (especially if you have a built-in
set of unit tests to verify the correctness of your modifications).
Modification won’t necessarily break the program, and any change in the
outcome will be limited to subclasses and/or specific collaborators of the
class you change.

Plans pay off

Of course you wouldn’t build a house without a lot of carefully drawn
plans. If you build a deck or a dog house your plans won't be so elaborate,
but you'll probably still start with some kind of sketches to guide you on
your way. Software development has gone to extremes. For a long time,
people didn’'t have much structure in their development, but then big
projects began failing. In reaction, we ended up with methodologies that
had an intimidating amount of structure and detail, primarily intended
for those big projects. These methodologies were too scary to use—it
looked like you'd spend all your time writing documents and no time
programming. (This was often the case.) | hope that what I've shown you
here suggests a middle path—a sliding scale. Use an approach that fits
your needs (and your personality). No matter how minimal you choose to
make it, some kind of plan will make a big improvement in your project as
opposed to no plan at all. Remember that, by most estimates, over 50
percent of projects fail (some estimates go up to 70 percent!).

By following a plan—preferably one that is simple and brief—and coming
up with design structure before coding, you'll discover that things fall
together far more easily than if you dive in and start hacking. You'll also
realize a great deal of satisfaction. It's my experience that coming up with
an elegant solution is deeply satisfying at an entirely different level; it
feels closer to art than technology. And elegance always pays off; it's not a
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frivolous pursuit. Not only does it give you a program that’s easier to build
and debug, but it’s also easier to understand and maintain, and that’s
where the financial value lies.

Extreme programming

I have studied analysis and design techniques, on and off, since | was in
graduate school. The concept of Extreme Programming (XP) is the most
radical, and delightful, that I've seen. You can find it chronicled in
Extreme Programming Explained by Kent Beck (Addison-Wesley, 2000)
and on the Web at www.xprogramming.com.

XP is both a philosophy about programming work and a set of guidelines
to do it. Some of these guidelines are reflected in other recent
methodologies, but the two most important and distinct contributions, in
my opinion, are “write tests first” and “pair programming.” Although he
argues strongly for the whole process, Beck points out that if you adopt
only these two practices you’ll greatly improve your productivity and
reliability.

Write tests first

Testing has traditionally been relegated to the last part of a project, after
you've “gotten everything working, but just to be sure.” It's implicitly had
a low priority, and people who specialize in it have not been given a lot of
status and have often even been cordoned off in a basement, away from
the “real programmers.” Test teams have responded in kind, going so far
as to wear black clothing and cackling with glee whenever they break
something (to be honest, I've had this feeling myself when breaking
compilers).

XP completely revolutionizes the concept of testing by giving it equal (or
even greater) priority than the code. In fact, you write the tests before you
write the code that will be tested, and the tests stay with the code forever.
The tests must be executed successfully every time you do an integration
of the project (which is often, sometimes more than once a day).

Writing tests first has two extremely important effects.
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First, it forces a clear definition of the interface of a class. I've often
suggested that people “imagine the perfect class to solve a particular
problem” as a tool when trying to design the system. The XP testing
strategy goes further than that—it specifies exactly what the class must
look like, to the consumer of that class, and exactly how the class must
behave. In no uncertain terms. You can write all the prose, or create all
the diagrams you want, describing how a class should behave and what it
looks like, but nothing is as real as a set of tests. The former is a wish list,
but the tests are a contract that is enforced by the compiler and the
running program. It's hard to imagine a more concrete description of a
class than the tests.

While creating the tests, you are forced to completely think out the class
and will often discover needed functionality that might be missed during
the thought experiments of UML diagrams, CRC cards, use cases, etc.

The second important effect of writing the tests first comes from running
the tests every time you do a build of your software. This activity gives you
the other half of the testing that’s performed by the compiler. If you look
at the evolution of programming languages from this perspective, you'll
see that the real improvements in the technology have actually revolved
around testing. Assembly language checked only for syntax, but C
imposed some semantic restrictions, and these prevented you from
making certain types of mistakes. OOP languages impose even more
semantic restrictions, which if you think about it are actually forms of
testing. “Is this data type being used properly?” and “Is this function being
called properly?” are the kinds of tests that are being performed by the
compiler or run-time system. We’ve seen the results of having these tests
built into the language: people have been able to write more complex
systems, and get them to work, with much less time and effort. I've
puzzled over why this is, but now | realize it’s the tests: you do something
wrong, and the safety net of the built-in tests tells you there’s a problem
and points you to where it is.

But the built-in testing afforded by the design of the language can only go
so far. At some point, you must step in and add the rest of the tests that
produce a full suite (in cooperation with the compiler and run-time
system) that verifies all of your program. And, just like having a compiler
watching over your shoulder, wouldn’t you want these tests helping you
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right from the beginning? That's why you write them first, and run them
automatically with every build of your system. Your tests become an
extension of the safety net provided by the language.

One of the things that I've discovered about the use of more and more
powerful programming languages is that | am emboldened to try more
brazen experiments, because | know that the language will keep me from
wasting my time chasing bugs. The XP test scheme does the same thing
for your entire project. Because you know your tests will always catch any
problems that you introduce (and you regularly add any new tests as you
think of them), you can make big changes when you need to without
worrying that you’ll throw the whole project into complete disarray. This
is incredibly powerful.

Pair programming

Pair programming goes against the rugged individualism that we’ve been
indoctrinated into from the beginning, through school (where we succeed
or fail on our own, and working with our neighbors is considered
“cheating”), and media, especially Hollywood movies in which the hero is
usually fighting against mindless conformity!6. Programmers, too, are
considered paragons of individuality—“cowboy coders” as Larry
Constantine likes to say. And yet XP, which is itself battling against
conventional thinking, says that code should be written with two people
per workstation. And that this should be done in an area with a group of
workstations, without the barriers that the facilities-design people are so
fond of. In fact, Beck says that the first task of converting to XP is to arrive
with screwdrivers and Allen wrenches and take apart everything that gets
in the way.1” (This will require a manager who can deflect the ire of the
facilities department.)

16 Although this may be a more American perspective, the stories of Hollywood reach
everywhere.

17 Including (especially) the PA system. | once worked in a company that insisted on
broadcasting every phone call that arrived for every executive, and it constantly
interrupted our productivity (but the managers couldn’t begin to conceive of stifling such
an important service as the PA). Finally, when no one was looking I started snipping
speaker wires.
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The value of pair programming is that one person is actually doing the
coding while the other is thinking about it. The thinker keeps the big
picture in mind—not only the picture of the problem at hand, but the
guidelines of XP. If two people are working, it’s less likely that one of
them will get away with saying, “I don’t want to write the tests first,” for
example. And if the coder gets stuck, they can swap places. If both of them
get stuck, their musings may be overheard by someone else in the work
area who can contribute. Working in pairs keeps things flowing and on
track. Probably more important, it makes programming a lot more social
and fun.

I’'ve begun using pair programming during the exercise periods in some of
my seminars and it seems to significantly improve everyone’s experience.

Why Java succeeds

The reason Java has been so successful is that the goal was to solve many
of the problems facing developers today. The goal of Java is improved
productivity. This productivity comes in many ways, but the language is
designed to aid you as much as possible, while hindering you as little as
possible with arbitrary rules or any requirement that you use a particular
set of features. Java is designed to be practical; Java language design
decisions were based on providing the maximum benefits to the
programmer.

Systems are easier
to express and understand

Classes designed to fit the problem tend to express it better. This means
that when you write the code, you're describing your solution in the terms
of the problem space (“Put the grommet in the bin”) rather than the terms
of the computer, which is the solution space (“Set the bit in the chip that
means that the relay will close”). You deal with higher-level concepts and
can do much more with a single line of code.

The other benefit of this ease of expression is maintenance, which (if
reports can be believed) takes a huge portion of the cost over a program’s
lifetime. If a program is easier to understand, then it's easier to maintain.
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This can also reduce the cost of creating and maintaining the
documentation.

Maximal leverage with libraries

The fastest way to create a program is to use code that’s already written: a
library. A major goal in Java is to make library use easier. This is
accomplished by casting libraries into new data types (classes), so that
bringing in a library means adding new types to the language. Because the
Java compiler takes care of how the library is used—guaranteeing proper
initialization and cleanup, and ensuring that functions are called
properly—you can focus on what you want the library to do, not how you
have to do it.

Error handling

Error handling in C is a notorious problem, and one that is often
ignored—finger-crossing is usually involved. If you're building a large,
complex program, there’s nothing worse than having an error buried
somewhere with no clue as to where it came from. Java exception
handling is a way to guarantee that an error is noticed, and that
something happens as a result.

Programming in the large

Many traditional languages have built-in limitations to program size and
complexity. BASIC, for example, can be great for pulling together quick
solutions for certain classes of problems, but if the program gets more
than a few pages long, or ventures out of the normal problem domain of
that language, it’s like trying to swim through an ever-more viscous fluid.
There’s no clear line that tells you when your language is failing you, and
even if there were, you'd ignore it. You don’t say, “My BASIC program just
got too big; I'll have to rewrite it in C!” Instead, you try to shoehorn a few
more lines in to add that one new feature. So the extra costs come
creeping up on you.

Java is designed to aid programming in the large—that is, to erase those
creeping-complexity boundaries between a small program and a large
one. You certainly don’'t need to use OOP when you're writing a “hello
world” style utility program, but the features are there when you need
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them. And the compiler is aggressive about ferreting out bug-producing
errors for small and large programs alike.

Strategies for transition

If you buy into OOP, your next question is probably, “How can | get my
manager/colleagues/department/peers to start using objects?” Think
about how you—one independent programmer—would go about learning
to use a new language and a new programming paradigm. You've done it
before. First comes education and examples; then comes a trial project to
give you a feel for the basics without doing anything too confusing. Then
comes a “real world” project that actually does something useful.
Throughout your first projects you continue your education by reading,
asking questions of experts, and trading hints with friends. This is the
approach many experienced programmers suggest for the switch to Java.
Switching an entire company will of course introduce certain group
dynamics, but it will help at each step to remember how one person would
doit.

Guidelines

Here are some guidelines to consider when making the transition to OOP
and Java:

1. Training

The first step is some form of education. Remember the company’s
investment in code, and try not to throw everything into disarray for six to
nine months while everyone puzzles over how interfaces work. Pick a
small group for indoctrination, preferably one composed of people who
are curious, work well together, and can function as their own support
network while they’re learning Java.

An alternative approach that is sometimes suggested is the education of
all company levels at once, including overview courses for strategic
managers as well as design and programming courses for project builders.
This is especially good for smaller companies making fundamental shifts
in the way they do things, or at the division level of larger companies.
Because the cost is higher, however, some may choose to start with
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project-level training, do a pilot project (possibly with an outside mentor),
and let the project team become the teachers for the rest of the company.

2. Low-risk project

Try a low-risk project first and allow for mistakes. Once you've gained
some experience, you can either seed other projects from members of this
first team or use the team members as an OOP technical support staff.
This first project may not work right the first time, so it should not be
mission-critical for the company. It should be simple, self-contained, and
instructive; this means that it should involve creating classes that will be
meaningful to the other programmers in the company when they get their
turn to learn Java.

3. Model from success

Seek out examples of good object-oriented design before starting from
scratch. There’s a good probability that someone has solved your problem
already, and if they haven’t solved it exactly you can probably apply what
you've learned about abstraction to modify an existing design to fit your
needs. This is the general concept of design patterns, covered in Thinking
in Patterns with Java, downloadable at www.BruceEckel.com.

4. Use existing class libraries

The primary economic motivation for switching to OOP is the easy use of
existing code in the form of class libraries (in particular, the Standard
Java libraries, which are covered throughout this book). The shortest
application development cycle will result when you can create and use
objects from off-the-shelf libraries. However, some new programmers
don’t understand this, are unaware of existing class libraries, or, through
fascination with the language, desire to write classes that may already
exist. Your success with OOP and Java will be optimized if you make an
effort to seek out and reuse other people’s code early in the transition
process.

5. Don’t rewrite existing code in Java

It is not usually the best use of your time to take existing, functional code
and rewrite it in Java. (If you must turn it into objects, you can interface
to the C or C++ code using the Java Native Interface, described in
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Appendix B.) There are incremental benefits, especially if the code is
slated for reuse. But chances are you aren’t going to see the dramatic
increases in productivity that you hope for in your first few projects unless
that project is a new one. Java and OOP shine best when taking a project
from concept to reality.

Management obstacles

If you're a manager, your job is to acquire resources for your team, to
overcome barriers to your team’s success, and in general to try to provide
the most productive and enjoyable environment so your team is most
likely to perform those miracles that are always being asked of you.
Moving to Java falls in all three of these categories, and it would be
wonderful if it didn’t cost you anything as well. Although moving to Java
may be cheaper—depending on your constraints—than the OOP
alternatives for a team of C programmers (and probably for programmers
in other procedural languages), it isn't free, and there are obstacles you
should be aware of before trying to sell the move to Java within your
company and embarking on the move itself.

Startup costs

The cost of moving to Java is more than just the acquisition of Java
compilers (the Sun Java compiler is free, so this is hardly an obstacle).
Your medium- and long-term costs will be minimized if you invest in
training (and possibly mentoring for your first project) and also if you
identify and purchase class libraries that solve your problem rather than
trying to build those libraries yourself. These are hard-money costs that
must be factored into a realistic proposal. In addition, there are the
hidden costs in loss of productivity while learning a new language and
possibly a new programming environment. Training and mentoring can
certainly minimize these, but team members must overcome their own
struggles to understand the new technology. During this process they will
make more mistakes (this is a feature, because acknowledged mistakes
are the fastest path to learning) and be less productive. Even then, with
some types of programming problems, the right classes, and the right
development environment, it's possible to be more productive while
you're learning Java (even considering that you're making more mistakes
and writing fewer lines of code per day) than if you'd stayed with C.
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Performance issues

A common question is, “Doesn’t OOP automatically make my programs a
lot bigger and slower?” The answer is, “It depends.” The extra safety
features in Java have traditionally extracted a performance penalty over a
language like C++. Technologies such as “hotspot” and compilation
technologies have improved the speed significantly in most cases, and
efforts continue toward higher performance.

When your focus is on rapid prototyping, you can throw together
components as fast as possible while ignoring efficiency issues. If you're
using any third-party libraries, these are usually already optimized by
their vendors; in any case it’s not an issue while you're in rapid-
development mode. When you have a system that you like, if it's small and
fast enough, then you’re done. If not, you begin tuning with a profiling
tool, looking first for speedups that can be done by rewriting small
portions of code. If that doesn’t help, you look for modifications that can
be made in the underlying implementation so no code that uses a
particular class needs to be changed. Only if nothing else solves the
problem do you need to change the design. The fact that performance is so
critical in that portion of the design is an indicator that it must be part of
the primary design criteria. You have the benefit of finding this out early
using rapid development.

If you find a function that is a particular bottleneck, you can rewrite it in
C/C++ using Java’s native methods, the subject of Appendix B.

Common design errors

When starting your team into OOP and Java, programmers will typically
go through a series of common design errors. This often happens due to
insufficient feedback from experts during the design and implementation
of early projects, because no experts have been developed within the
company, and because there may be resistance to retaining consultants.
It's easy to feel that you understand OOP too early in the cycle and go off
on a bad tangent. Something that’s obvious to someone experienced with
the language may be a subject of great internal debate for a novice. Much
of this trauma can be skipped by using an experienced outside expert for
training and mentoring.
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Java vs. C++7

Java looks a lot like C++, and so naturally it would seem that C++ will be
replaced by Java. But I'm starting to question this logic. For one thing,
C++ still has some features that Java doesn’t, and although there have
been a lot of promises about Java someday being as fast or faster than
C++, we've seen steady improvements but no dramatic breakthroughs.
Also, there seems to be a continuing interest in C++, so | don’t think that
language is going away any time soon. (Languages seem to hang around.
Speaking at one of my “Intermediate/Advanced Java Seminars,” Allen
Holub asserted that the two most commonly used languages are Rexx and
COBOL, in that order.)

I’m beginning to think that the strength of Java lies in a slightly different
arena than that of C++. C++ is a language that doesn’t try to fit a mold.
Certainly it has been adapted in a number of ways to solve particular
problems. Some C++ tools combine libraries, component models, and
code-generation tools to solve the problem of developing windowed end-
user applications (for Microsoft Windows). And yet, what do the vast
majority of Windows developers use? Microsoft’s Visual Basic (VB). This
despite the fact that VB produces the kind of code that becomes
unmanageable when the program is only a few pages long (and syntax
that can be positively mystifying). As successful and popular as VB is, it's
not a very good example of language design. It would be nice to have the
ease and power of VB without the resulting unmanageable code. And
that’s where | think Java will shine: as the “next VB.” You may or may not
shudder to hear this, but think about it: so much of Java is intended to
make it easy for the programmer to solve application-level problems like
networking and cross-platform Ul, and yet it has a language design that
allows the creation of very large and flexible bodies of code. Add to this
the fact that Java has the most robust type checking and error handling
systems I've ever seen in a language and you have the makings of a
significant leap forward in programming productivity.

Should you use Java instead of C++ for your project? Other than Web
applets, there are two issues to consider. First, if you want to use a lot of
existing C++ libraries (and you'll certainly get a lot of productivity gains
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there), or if you have an existing C or C++ code base, Java might slow
your development down rather than speeding it up.

If you're developing all your code primarily from scratch, then the
simplicity of Java over C++ will significantly shorten your development
time—the anecdotal evidence (stories from C++ teams that I've talked to
who have switched to Java) suggests a doubling of development speed
over C++. If Java performance doesn’t matter or you can somehow
compensate for it, sheer time-to-market issues make it difficult to choose
C++ over Java.

The biggest issue is performance. Interpreted Java has been slow, even 20
to 50 times slower than C in the original Java interpreters. This has
improved greatly over time, but it will still remain an important number.
Computers are about speed; if it wasn't significantly faster to do
something on a computer then you'd do it by hand. (I've even heard it
suggested that you start with Java, to gain the short development time,
then use a tool and support libraries to translate your code to C++, if you
need faster execution speed.)

The key to making Java feasible for most development projects is the
appearance of speed improvements like so-called “just-in time” (JIT)
compilers, Sun’s own “hotspot” technology, and even native code
compilers. Of course, native code compilers will eliminate the touted
cross-platform execution of the compiled programs, but they will also
bring the speed of the executable closer to that of C and C++. And cross-
compiling a program in Java should be a lot easier than doing so in C or
C++. (In theory, you just recompile, but that promise has been made
before for other languages.)

You can find comparisons of Java and C++ and observations about Java
realities in the appendices of the first edition of this book (Available on
this book’s accompanying CD ROM, as well as at www.BruceEckel.com).

Summary

This chapter attempts to give you a feel for the broad issues of object-
oriented programming and Java, including why OOP is different, and why
Java in particular is different, concepts of OOP methodologies, and finally
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the kinds of issues you will encounter when moving your own company to
OOP and Java.

OOP and Java may not be for everyone. It's important to evaluate your
own needs and decide whether Java will optimally satisfy those needs, or
if you might be better off with another programming system (including
the one you're currently using). If you know that your needs will be very
specialized for the foreseeable future and if you have specific constraints
that may not be satisfied by Java, then you owe it to yourself to investigate
the alternatives!8. Even if you eventually choose Java as your language,
you'll at least understand what the options were and have a clear vision of
why you took that direction.

You know what a procedural program looks like: data definitions and
function calls. To find the meaning of such a program you have to work a
little, looking through the function calls and low-level concepts to create a
model in your mind. This is the reason we need intermediate
representations when designing procedural programs—by themselves,
these programs tend to be confusing because the terms of expression are
oriented more toward the computer than to the problem you're solving.

Because Java adds many new concepts on top of what you find in a
procedural language, your natural assumption may be that the main() in
a Java program will be far more complicated than for the equivalent C
program. Here, you'll be pleasantly surprised: A well-written Java
program is generally far simpler and much easier to understand than the
equivalent C program. What you'll see are the definitions of the objects
that represent concepts in your problem space (rather than the issues of
the computer representation) and messages sent to those objects to
represent the activities in that space. One of the delights of object-
oriented programming is that, with a well-designed program, it’s easy to
understand the code by reading it. Usually there’s a lot less code as well,
because many of your problems will be solved by reusing existing library
code.

18 1 particular, I recommend looking at Python (http://www.Python.org).
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2. Everything
IS an Object

Although it is based on C++, Java is more of a “pure”
object-oriented language.

Both C++ and Java are hybrid languages, but in Java the designers felt
that the hybridization was not as important as it was in C++. A hybrid
language allows multiple programming styles; the reason C++ is hybrid is
to support backward compatibility with the C language. Because C++ is a
superset of the C language, it includes many of that language’s
undesirable features, which can make some aspects of C++ overly
complicated.

The Java language assumes that you want to do only object-oriented
programming. This means that before you can begin you must shift your
mindset into an object-oriented world (unless it's already there). The
benefit of this initial effort is the ability to program in a language that is
simpler to learn and to use than many other OOP languages. In this
chapter we'll see the basic components of a Java program and we’ll learn
that everything in Java is an object, even a Java program.

You manipulate objects
with references

Each programming language has its own means of manipulating data.
Sometimes the programmer must be constantly aware of what type of
manipulation is going on. Are you manipulating the object directly, or are
you dealing with some kind of indirect representation (a pointer in C or
C++) that must be treated with a special syntax?
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All this is simplified in Java. You treat everything as an object, so there is
a single consistent syntax that you use everywhere. Although you treat
everything as an object, the identifier you manipulate is actually a
“reference” to an object!. You might imagine this scene as a television (the
object) with your remote control (the reference). As long as you're holding
this reference, you have a connection to the television, but when someone
says “change the channel” or “lower the volume,” what you're
manipulating is the reference, which in turn modifies the object. If you
want to move around the room and still control the television, you take
the remote/reference with you, not the television.

Also, the remote control can stand on its own, with no television. That is,
just because you have a reference doesn’t mean there’s necessarily an
object connected to it. So if you want to hold a word or sentence, you
create a String reference:

String s;

But here you've created only the reference, not an object. If you decided to
send a message to s at this point, you'll get an error (at run-time) because
s isn't actually attached to anything (there’s no television). A safer
practice, then, is always to initialize a reference when you create it:

String s = "asdf";

1 Thiscan be a flashpoint. There are those who say “clearly, it's a pointer,” but this
presumes an underlying implementation. Also, Java references are much more akin to
C++ references than pointers in their syntax. In the first edition of this book, I chose to
invent a new term, “handle,” because C++ references and Java references have some
important differences. | was coming out of C++ and did not want to confuse the C++
programmers whom | assumed would be the largest audience for Java. In the 2nd edition, |
decided that “reference” was the more commonly used term, and that anyone changing
from C++ would have a lot more to cope with than the terminology of references, so they
might as well jump in with both feet. However, there are people who disagree even with
the term “reference.” | read in one book where it was “completely wrong to say that Java
supports pass by reference,” because Java object identifiers (according to that author) are
actually “object references.” And (he goes on) everything is actually pass by value. So
you're not passing by reference, you're “passing an object reference by value.” One could
argue for the precision of such convoluted explanations, but I think my approach
simplifies the understanding of the concept without hurting anything (well, the language
lawyers may claim that I’'m lying to you, but I'll say that I'm providing an appropriate
abstraction.)
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However, this uses a special Java feature: strings can be initialized with
quoted text. Normally, you must use a more general type of initialization
for objects.

You must create
all the objects

When you create a reference, you want to connect it with a new object.
You do so, in general, with the new keyword. new says, “Make me a new
one of these objects.” So in the above example, you can say:

String s = new String("asdf");

Not only does this mean “Make me a new String,” but it also gives
information about how to make the String by supplying an initial
character string.

Of course, String is not the only type that exists. Java comes with a
plethora of ready-made types. What's more important is that you can
create your own types. In fact, that's the fundamental activity in Java
programming, and it's what you’ll be learning about in the rest of this
book.

Where storage lives

It's useful to visualize some aspects of how things are laid out while the
program is running, in particular how memory is arranged. There are six
different places to store data:

1. Registers. This is the fastest storage because it exists in a place
different from that of other storage: inside the processor. However,
the number of registers is severely limited, so registers are
allocated by the compiler according to its needs. You don’t have
direct control, nor do you see any evidence in your programs that
registers even exist.

2. The stack. This lives in the general RAM (random-access
memory) area, but has direct support from the processor via its
stack pointer. The stack pointer is moved down to create new
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memory and moved up to release that memory. This is an
extremely fast and efficient way to allocate storage, second only to
registers. The Java compiler must know, while it is creating the
program, the exact size and lifetime of all the data that is stored on
the stack, because it must generate the code to move the stack
pointer up and down. This constraint places limits on the flexibility
of your programs, so while some Java storage exists on the stack—
in particular, object references—Java objects themselves are not
placed on the stack.

The heap. This is a general-purpose pool of memory (also in the
RAM area) where all Java objects live. The nice thing about the
heap is that, unlike the stack, the compiler doesn’t need to know
how much storage it needs to allocate from the heap or how long
that storage must stay on the heap. Thus, there’s a great deal of
flexibility in using storage on the heap. Whenever you need to
create an object, you simply write the code to create it using new,
and the storage is allocated on the heap when that code is executed.
Of course there’s a price you pay for this flexibility: it takes more
time to allocate heap storage than it does to allocate stack storage
(that is, if you even could create objects on the stack in Java, as you
canin C++).

Static storage. “Static” is used here in the sense of “in a fixed
location” (although it’s also in RAM). Static storage contains data
that is available for the entire time a program is running. You can
use the static keyword to specify that a particular element of an
object is static, but Java objects themselves are never placed in
static storage.

Constant storage. Constant values are often placed directly in
the program code, which is safe since they can never change.
Sometimes constants are cordoned off by themselves so that they
can be optionally placed in read-only memory (ROM).

Non-RAM storage. If data lives completely outside a program it
can exist while the program is not running, outside the control of
the program. The two primary examples of this are streamed
objects, in which objects are turned into streams of bytes, generally
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to be sent to another machine, and persistent objects, in which the
objects are placed on disk so they will hold their state even when
the program is terminated. The trick with these types of storage is
turning the objects into something that can exist on the other
medium, and yet can be resurrected into a regular RAM-based
object when necessary. Java provides support for lightweight
persistence, and future versions of Java might provide more
complete solutions for persistence.

Special case: primitive types

There is a group of types that gets special treatment; you can think of
these as “primitive” types that you use quite often in your programming.
The reason for the special treatment is that to create an object with new—
especially a small, simple variable—isn't very efficient because new places
objects on the heap. For these types Java falls back on the approach taken
by C and C++. That is, instead of creating the variable using new, an
“automatic” variable is created that is not a reference. The variable holds
the value, and it’s placed on the stack so it's much more efficient.

Java determines the size of each primitive type. These sizes don’t change
from one machine architecture to another as they do in most languages.
This size invariance is one reason Java programs are so portable.

Primitive | Size Minimum | Maximum Wrapper
type type
boolean — — — Boolean
char 16-bit | Unicode O Unicode 26-1 | Character
byte 8-bit -128 +127 Byte
short 16-bit | -215 +215—1 Short

int 32-bit | -23 +231—1 Integer
long 64-bit | -263 +263—] Long
float 32-bit | IEEE754 IEEE754 Float
double 64-bit | IEEE754 IEEE754 Double
void — — — Void

All numeric types are signed, so don’t go looking for unsigned types.
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The size of the boolean type is not explicitly defined; it is only specified
to be able to take the literal values true or false.

The primitive data types also have “wrapper” classes for them. That
means that if you want to make a nonprimitive object on the heap to
represent that primitive type, you use the associated wrapper. For
example:

char ¢ = '"x';
Character C = new Character(c);

Or you could also use:
| Character C = new Character('x');

The reasons for doing this will be shown in a later chapter.

High-precision numbers

Java includes two classes for performing high-precision arithmetic:
Biglnteger and BigDecimal. Although these approximately fit into the
same category as the “wrapper” classes, neither one has a primitive
analogue.

Both classes have methods that provide analogues for the operations that
you perform on primitive types. That is, you can do anything with a
Biglnteger or BigDecimal that you can with an int or float, it’s just
that you must use method calls instead of operators. Also, since there’s
more involved, the operations will be slower. You're exchanging speed for
accuracy.

Biglnteger supports arbitrary-precision integers. This means that you
can accurately represent integral values of any size without losing any
information during operations.

BigDecimal is for arbitrary-precision fixed-point numbers; you can use
these for accurate monetary calculations, for example.

Consult your online documentation for details about the constructors and
methods you can call for these two classes.
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Arrays in Java

Virtually all programming languages support arrays. Using arrays in C
and C++ is perilous because those arrays are only blocks of memory. If a
program accesses the array outside of its memory block or uses the
memory before initialization (common programming errors) there will be
unpredictable results.

One of the primary goals of Java is safety, so many of the problems that
plague programmers in C and C++ are not repeated in Java. A Java array
is guaranteed to be initialized and cannot be accessed outside of its range.
The range checking comes at the price of having a small amount of
memory overhead on each array as well as verifying the index at run-time,
but the assumption is that the safety and increased productivity is worth
the expense.

When you create an array of objects, you are really creating an array of
references, and each of those references is automatically initialized to a
special value with its own keyword: null. When Java sees null, it
recognizes that the reference in question isn’t pointing to an object. You
must assign an object to each reference before you use it, and if you try to
use a reference that's still null, the problem will be reported at run-time.
Thus, typical array errors are prevented in Java.

You can also create an array of primitives. Again, the compiler guarantees
initialization because it zeroes the memory for that array.

Arrays will be covered in detail in later chapters.

You never need to
destroy an object

In most programming languages, the concept of the lifetime of a variable
occupies a significant portion of the programming effort. How long does
the variable last? If you are supposed to destroy it, when should you?
Confusion over variable lifetimes can lead to a lot of bugs, and this section
shows how Java greatly simplifies the issue by doing all the cleanup work
for you.
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Scoping

Most procedural languages have the concept of scope. This determines
both the visibility and lifetime of the names defined within that scope. In
C, C++, and Java, scope is determined by the placement of curly braces
{}. So for example:

{
int x = 12;
/[* only x available */
{
int g = 96;
/* both x & q avail able */
}
/* only x available */
/* q “out of scope” */

}

A variable defined within a scope is available only to the end of that scope.

Indentation makes Java code easier to read. Since Java is a free-form
language, the extra spaces, tabs, and carriage returns do not affect the
resulting program.

Note that you cannot do the following, even though it is legal in C and

C++:
{
int x = 12;
{
int x =96; /* illegal */
}
}

The compiler will announce that the variable x has already been defined.
Thus the C and C++ ability to “hide” a variable in a larger scope is not
allowed because the Java designers thought that it led to confusing
programs.
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Scope of objects

Java objects do not have the same lifetimes as primitives. When you
create a Java object using new, it hangs around past the end of the scope.
Thus if you use:

{
String s = new String("a string");
} /* end of scope */

the reference s vanishes at the end of the scope. However, the String
object that s was pointing to is still occupying memory. In this bit of code,
there is no way to access the object because the only reference to it is out
of scope. In later chapters you'll see how the reference to the object can be
passed around and duplicated during the course of a program.

It turns out that because objects created with new stay around for as long
as you want them, a whole slew of C++ programming problems simply
vanish in Java. The hardest problems seem to occur in C++ because you
don’t get any help from the language in making sure that the objects are
available when they’re needed. And more important, in C++ you must
make sure that you destroy the objects when you’re done with them.

That brings up an interesting question. If Java leaves the objects lying
around, what keeps them from filling up memory and halting your
program? This is exactly the kind of problem that would occur in C++.
This is where a bit of magic happens. Java has a garbage collector, which
looks at all the objects that were created with new and figures out which
ones are not being referenced anymore. Then it releases the memory for
those objects, so the memory can be used for new objects. This means that
you never need to worry about reclaiming memory yourself. You simply
create objects, and when you no longer need them they will go away by
themselves. This eliminates a certain class of programming problem: the
so-called “memory leak,” in which a programmer forgets to release
memory.
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Creating new
data types: class

If everything is an object, what determines how a particular class of object
looks and behaves? Put another way, what establishes the type of an
object? You might expect there to be a keyword called “type,” and that
certainly would have made sense. Historically, however, most object-
oriented languages have used the keyword class to mean “I’'m about to
tell you what a new type of object looks like.” The class keyword (which is
so common that it will not be emboldened throughout this book) is
followed by the name of the new type. For example:

| cl ass ATypeNane { /* class body goes here */ }

This introduces a new type, so you can now create an object of this type
using new:

| ATypeNane a = new ATypeNane();

In ATypeName, the class body consists only of a comment (the stars and
slashes and what is inside, which will be discussed later in this chapter),
so there is not too much that you can do with it. In fact, you cannot tell it
to do much of anything (that is, you cannot send it any interesting
messages) until you define some methods for it.

Fields and methods

When you define a class (and all you do in Java is define classes, make
objects of those classes, and send messages to those objects), you can put
two types of elements in your class: data members (sometimes called
fields), and member functions (typically called methods). A data member
is an object of any type that you can communicate with via its reference. It
can also be one of the primitive types (which isn’t a reference). If itis a
reference to an object, you must initialize that reference to connect it to an
actual object (using new, as seen earlier) in a special function called a
constructor (described fully in Chapter 4). If it is a primitive type you can
initialize it directly at the point of definition in the class. (As you'll see
later, references can also be initialized at the point of definition.)
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Each object keeps its own storage for its data members; the data members
are not shared among objects. Here is an example of a class with some
data members:

class DataOnly {
int i;
float f;
bool ean b;

}
This class doesn’t do anything, but you can create an object:
| DataOnly d = new Dat aOnl y();

You can assign values to the data members, but you must first know how
to refer to a member of an object. This is accomplished by stating the
name of the object reference, followed by a period (dot), followed by the
name of the member inside the object:

obj ect Ref er ence. nenber

For example:
d.i = 47;
d.f = 1.1f;
d.b = fal se;

Itis also possible that your object might contain other objects that contain
data you'd like to modify. For this, you just keep “connecting the dots.”
For example:

nyPl ane. | ef t Tank. capacity = 100;

The DataOnly class cannot do much of anything except hold data,
because it has no member functions (methods). To understand how those
work, you must first understand arguments and return values, which will
be described shortly.

Default values for primitive members

When a primitive data type is a member of a class, it is guaranteed to get a
default value if you do not initialize it:
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Primitive type | Default
boolean false

char \uO00O0O’ (nulb)
byte (byte)O

short (short)O

int 0]

long oL

float 0.0f

double 0.od

Note carefully that the default values are what Java guarantees when the
variable is used as a member of a class. This ensures that member
variables of primitive types will always be initialized (something C++
doesn’t do), reducing a source of bugs. However, this initial value may not
be correct or even legal for the program you are writing. It’s best to always
explicitly initialize your variables.

This guarantee doesn’t apply to “local” variables—those that are not fields
of a class. Thus, if within a function definition you have:

int X;

Then x will get some arbitrary value (as in C and C++); it will not
automatically be initialized to zero. You are responsible for assigning an
appropriate value before you use x. If you forget, Java definitely improves
on C++: you get a compile-time error telling you the variable might not
have been initialized. (Many C++ compilers will warn you about
uninitialized variables, but in Java these are errors.)

Methods, arguments,
and return values

Up until now, the term function has been used to describe a named
subroutine. The term that is more commonly used in Java is method, as in
“a way to do something.” If you want, you can continue thinking in terms
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of functions. It’s really only a syntactic difference, but from now on
“method” will be used in this book rather than “function.”

Methods in Java determine the messages an object can receive. In this
section you will learn how simple it is to define a method.

The fundamental parts of a method are the name, the arguments, the
return type, and the body. Here is the basic form:

returnType met hodNane( /* argument list */ ) {
/* Met hod body */

}

The return type is the type of the value that pops out of the method after
you call it. The argument list gives the types and names for the
information you want to pass into the method. The method name and
argument list together uniquely identify the method.

Methods in Java can be created only as part of a class. A method can be
called only for an object,2 and that object must be able to perform that
method call. If you try to call the wrong method for an object, you'll get an
error message at compile-time. You call a method for an object by naming
the object followed by a period (dot), followed by the name of the method
and its argument list, like this: objectName.methodName(argl,
arg2, arg3). For example, suppose you have a method f( ) that takes no
arguments and returns a value of type int. Then, if you have an object
called a for which f() can be called, you can say this:

int x = a.f();
The type of the return value must be compatible with the type of x.

This act of calling a method is commonly referred to as sending a
message to an object. In the above example, the message is (') and the
object is a. Object-oriented programming is often summarized as simply
“sending messages to objects.”

2 static methods, which you'll learn about soon, can be called for the class, without an
object.

Chapter 2: Everything is an Object 113



The argument list

The method argument list specifies what information you pass into the
method. As you might guess, this information—like everything else in
Java—takes the form of objects. So, what you must specify in the
argument list are the types of the objects to pass in and the name to use
for each one. As in any situation in Java where you seem to be handing
objects around, you are actually passing references3. The type of the
reference must be correct, however. If the argument is supposed to be a
String, what you pass in must be a string.

Consider a method that takes a String as its argument. Here is the
definition, which must be placed within a class definition for it to be
compiled:

int storage(String s)
return s.length() *
}

This method tells you how many bytes are required to hold the
information in a particular String. (Each char in a String is 16 bits, or
two bytes, long, to support Unicode characters.) The argument is of type
String and is called s. Once s is passed into the method, you can treat it
just like any other object. (You can send messages to it.) Here, the
length( ) method is called, which is one of the methods for Strings; it
returns the number of characters in a string.

{
2,

You can also see the use of the return keyword, which does two things.
First, it means “leave the method, I'm done.” Second, if the method
produces a value, that value is placed right after the return statement. In
this case, the return value is produced by evaluating the expression
s.length() * 2.

You can return any type you want, but if you don’'t want to return
anything at all, you do so by indicating that the method returns void.
Here are some examples:

3 With the usual exception of the aforementioned “special” data types boolean, char,
byte, short, int, long, float, and double. In general, though, you pass objects, which
really means you pass references to objects.
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boolean flag() { return true; }

fl oat natural LogBase() { return 2.718f; }
void nothing() { return; }

voi d not hing2() {}

When the return type is void, then the return keyword is used only to
exit the method, and is therefore unnecessary when you reach the end of
the method. You can return from a method at any point, but if you've
given a non-void return type then the compiler will force you (with error
messages) to return the appropriate type of value regardless of where you
return.

At this point, it can look like a program is just a bunch of objects with
methods that take other objects as arguments and send messages to those
other objects. That is indeed much of what goes on, but in the following
chapter you'll learn how to do the detailed low-level work by making
decisions within a method. For this chapter, sending messages will
suffice.

Building a Java program

There are several other issues you must understand before seeing your
first Java program.

Name visibility

A problem in any programming language is the control of names. If you
use a name in one module of the program, and another programmer uses
the same name in another module, how do you distinguish one name
from another and prevent the two names from “clashing?” In C thisis a
particular problem because a program is often an unmanageable sea of
names. C++ classes (on which Java classes are based) nest functions
within classes so they cannot clash with function names nested within
other classes. However, C++ still allowed global data and global functions,
so clashing was still possible. To solve this problem, C++ introduced
namespaces using additional keywords.

Java was able to avoid all of this by taking a fresh approach. To produce
an unambiguous name for a library, the specifier used is not unlike an
Internet domain name. In fact, the Java creators want you to use your
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Internet domain name in reverse since those are guaranteed to be unique.
Since my domain name is BruceEckel.com, my utility library of foibles
would be named com.bruceeckel.utility.foibles. After your reversed
domain name, the dots are intended to represent subdirectories.

In Java 1.0 and Java 1.1 the domain extensions com, edu, org, net, etc.,
were capitalized by convention, so the library would appear:
COM.bruceeckel.utility.foibles. Partway through the development of
Java 2, however, it was discovered that this caused problems, and so now
the entire package name is lowercase.

This mechanism means that all of your files automatically live in their
own namespaces, and each class within a file must have a unique
identifier. So you do not need to learn special language features to solve
this problem—the language takes care of it for you.

Using other components

Whenever you want to use a predefined class in your program, the
compiler must know how to locate it. Of course, the class might already
exist in the same source code file that it's being called from. In that case,
you simply use the class—even if the class doesn’t get defined until later in
the file. Java eliminates the “forward referencing” problem so you don't
need to think about it.

What about a class that exists in some other file? You might think that the
compiler should be smart enough to simply go and find it, but there is a
problem. Imagine that you want to use a class of a particular name, but
more than one definition for that class exists (presumably these are
different definitions). Or worse, imagine that you're writing a program,
and as you're building it you add a new class to your library that conflicts
with the name of an existing class.

To solve this problem, you must eliminate all potential ambiguities. This
is accomplished by telling the Java compiler exactly what classes you want
using the import keyword. import tells the compiler to bring in a
package, which is a library of classes. (In other languages, a library could
consist of functions and data as well as classes, but remember that all
code in Java must be written inside a class.)
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Most of the time you’ll be using components from the standard Java
libraries that come with your compiler. With these, you don’t need to
worry about long, reversed domain names; you just say, for example:

import java.util.Arraylist;

to tell the compiler that you want to use Java’s ArrayL.ist class. However,
util contains a number of classes and you might want to use several of
them without declaring them all explicitly. This is easily accomplished by
using “*' to indicate a wild card:

| inport java.util.*;

It is more common to import a collection of classes in this manner than to
import classes individually.

The static keyword

Ordinarily, when you create a class you are describing how objects of that
class look and how they will behave. You don’t actually get anything until
you create an object of that class with new, and at that point data storage
is created and methods become available.

But there are two situations in which this approach is not sufficient. One
is if you want to have only one piece of storage for a particular piece of
data, regardless of how many objects are created, or even if no objects are
created. The other is if you need a method that isn’t associated with any
particular object of this class. That is, you need a method that you can call
even if no objects are created. You can achieve both of these effects with
the static keyword. When you say something is static, it means that data
or method is not tied to any particular object instance of that class. So
even if you've never created an object of that class you can call a static
method or access a piece of static data. With ordinary, non-static data
and methods you must create an object and use that object to access the
data or method, since non-static data and methods must know the
particular object they are working with. Of course, since static methods
don’t need any objects to be created before they are used, they cannot
directly access non-static members or methods by simply calling those
other members without referring to a named object (since non-static
members and methods must be tied to a particular object).
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Some object-oriented languages use the terms class data and class
methods, meaning that the data and methods exist only for the class as a
whole, and not for any particular objects of the class. Sometimes the Java
literature uses these terms too.

To make a data member or method static, you simply place the keyword
before the definition. For example, the following produces a static data
member and initializes it:

class StaticTest {
static int i = 47;
}

Now even if you make two StaticTest objects, there will still be only one
piece of storage for StaticTest.i. Both objects will share the same i.
Consider:

StaticTest st1l
Stati cTest st2

new StaticTest();
new StaticTest();

At this point, both stl.i and st2.i have the same value of 47 since they
refer to the same piece of memory.

There are two ways to refer to a static variable. As indicated above, you
can name it via an object, by saying, for example, st2.i. You can also refer
to it directly through its class name, something you cannot do with a non-
static member. (This is the preferred way to refer to a static variable
since it emphasizes that variable’s static nature.)

StaticTest.i ++;

The ++ operator increments the variable. At this point, both stl.i and
st2.i will have the value 48.

Similar logic applies to static methods. You can refer to a static method
either through an object as you can with any method, or with the special
additional syntax ClassName.method( ). You define a static method in
a similar way:

class StaticFun {
static void incr() { StaticTest.i++; }
}

118 Thinking in Java www.BruceEckel.com



You can see that the StaticFun method incr() increments the static
datai. You can call incr() in the typical way, through an object:

Stati cFun sf = new StaticFun();
sf.incr();

Or, because incr() is a static method, you can call it directly through its
class:

| StaticFun.incr();

While static, when applied to a data member, definitely changes the way
the data is created (one for each class vs. the non-static one for each
object), when applied to a method it's not so dramatic. An important use
of static for methods is to allow you to call that method without creating
an object. This is essential, as we will see, in defining the main() method
that is the entry point for running an application.

Like any method, a static method can create or use named objects of its
type, so a static method is often used as a “shepherd” for a flock of
instances of its own type.

Your first Java program

Finally, here’s the program.# It starts by printing a string, and then the
date, using the Date class from the Java standard library. Note that an
additional style of comment is introduced here: the ‘'//’, which is a
comment until the end of the line:

| /1 HelloDate.java

4 Some programming environments will flash programs up on the screen and close them
before you've had a chance to see the results. You can put in the following bit of code at the
end of main() to pause the output:

try {
Systemin.read();

} catch(Exception e) {}

This will pause the output until you press “Enter” (or any other key). This code involves
concepts that will not be introduced until much later in the book, so you won't understand
it until then, but it will do the trick.
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i mport java.util.*;

public class Hell oDate {
public static void main(String[] args) {
Systemout.printin("Hello, it's: ");
Systemout. println(new Date());
}

}

At the beginning of each program file, you must place the import
statement to bring in any extra classes you'll need for the code in that file.
Note that | say “extra;” that’s because there’s a certain library of classes
that are automatically brought into every Java file: java.lang. Start up
your Web browser and look at the documentation from Sun. (If you
haven’'t downloaded it from java.sun.com or otherwise installed the Java
documentation, do so now). If you look at the list of the packages, you'll
see all the different class libraries that come with Java. Select java.lang.
This will bring up a list of all the classes that are part of that library. Since
java.lang is implicitly included in every Java code file, these classes are
automatically available. There’s no Date class listed in java.lang, which
means you must import another library to use that. If you don’t know the
library where a particular class is, or if you want to see all of the classes,
you can select “Tree” in the Java documentation. Now you can find every
single class that comes with Java. Then you can use the browser’s “find”
function to find Date. When you do you'll see it listed as java.util.Date,
which lets you know that it’s in the util library and that you must import
java.util.* in order to use Date.

If you go back to the beginning, select java.lang and then System, you'll
see that the System class has several fields, and if you select out you’ll
discover that it’s a static PrintStream object. Since it’s static you don't
need to create anything. The out object is always there and you can just
use it. What you can do with this out object is determined by the type it
is: a PrintStream. Conveniently, PrintStream is shown in the
description as a hyperlink, so if you click on that you'll see a list of all the
methods you can call for PrintStream. There are quite a few and these
will be covered later in this book. For now all we're interested in is
println(), which in effect means “print what I’'m giving you out to the
console and end with a new line.” Thus, in any Java program you write
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you can say System.out.println(*“things’) whenever you want to print
something to the console.

The name of the class is the same as the name of the file. When you're
creating a stand-alone program such as this one, one of the classes in the
file must have the same name as the file. (The compiler complains if you
don’t do this.) That class must contain a method called main( ) with the
signature shown:

| public static void main(String[] args) {

The public keyword means that the method is available to the outside
world (described in detail in Chapter 5). The argument to main() is an
array of String objects. The args won’'t be used in this program, but the
Java compiler insists that they be there because they hold the arguments
invoked on the command line.

The line that prints the date is quite interesting:
Systemout. println(new Date());

Consider the argument: a Date object is being created just to send its
value to println(). As soon as this statement is finished, that Date is
unnecessary, and the garbage collector can come along and get it anytime.
We don’t need to worry about cleaning it up.

Compiling and running

To compile and run this program, and all the other programs in this book,
you must first have a Java programming environment. There are a
number of third-party development environments, but in this book we
will assume that you are using the JDK from Sun, which is free. If you are
using another development system, you will need to look in the
documentation for that system to determine how to compile and run
programs.

Get on the Internet and go to java.sun.com. There you will find
information and links that will lead you through the process of
downloading and installing the JDK for your particular platform.

Once the JDK is installed, and you’ve set up your computer’s path
information so that it will find javac and java, download and unpack the
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source code for this book (you can find it on the CD ROM that’s bound in
with this book, or at www.BruceEckel.com). This will create a
subdirectory for each chapter in this book. Move to subdirectory cO2 and

type:
javac Hel | oDate.java

This command should produce no response. If you get any kind of an
error message it means you haven't installed the JDK properly and you
need to investigate those problems.

On the other hand, if you just get your command prompt back, you can
type:

java Hel | oDat e

and you'll get the message and the date as output.

This is the process you can use to compile and run each of the programs in
this book. However, you will see that the source code for this book also
has a file called makefile in each chapter, and this contains “make”
commands for automatically building the files for that chapter. See this
book’s Web page at www.BruceEckel.com for details on how to use the
makefiles.

Comments and embedded

documentation

There are two types of comments in Java. The first is the traditional C-
style comment that was inherited by C++. These comments begin with a
/* and continue, possibly across many lines, until a */. Note that many
programmers will begin each line of a continued comment with a *, so
you'll often see:

/* This is a comrent
* that continues

* across |lines

*/
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Remember, however, that everything inside the /* and */ is ignored, so
there’s no difference in saying:

/[* This is a comment that
conti nues across |lines */

The second form of comment comes from C++. It is the single-line
comment, which starts at a // and continues until the end of the line. This
type of comment is convenient and commonly used because it's easy. You
don’t need to hunt on the keyboard to find /7 and then * (instead, you just
press the same key twice), and you don’t need to close the comment. So
you will often see:

| /] this is a one-line coment

Comment documentation

One of the thoughtful parts of the Java language is that the designers
didn’t consider writing code to be the only important activity—they also
thought about documenting it. Possibly the biggest problem with
documenting code has been maintaining that documentation. If the
documentation and the code are separate, it becomes a hassle to change
the documentation every time you change the code. The solution seems
simple: link the code to the documentation. The easiest way to do this is
to put everything in the same file. To complete the picture, however, you
need a special comment syntax to mark special documentation, and a tool
to extract those comments and put them in a useful form. This is what
Java has done.

The tool to extract the comments is called javadoc. It uses some of the
technology from the Java compiler to look for special comment tags you
put in your programs. It not only extracts the information marked by
these tags, but it also pulls out the class name or method name that
adjoins the comment. This way you can get away with the minimal
amount of work to generate decent program documentation.

The output of javadoc is an HTML file that you can view with your Web
browser. This tool allows you to create and maintain a single source file
and automatically generate useful documentation. Because of javadoc we
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have a standard for creating documentation, and it’s easy enough that we
can expect or even demand documentation with all Java libraries.

Syntax

All of the javadoc commands occur only within /** comments. The
comments end with */ as usual. There are two primary ways to use
javadoc: embed HTML, or use “doc tags.” Doc tags are commands that
start with a ‘@’ and are placed at the beginning of a comment line. (A
leading *’, however, is ignored.)

There are three “types” of comment documentation, which correspond to
the element the comment precedes: class, variable, or method. That is, a
class comment appears right before the definition of a class; a variable
comment appears right in front of the definition of a variable, and a
method comment appears right in front of the definition of a method. As a
simple example:

[** A class comment */
public class docTest {
[** A variable comment */
public int i;
[** A net hod conmment */
public void f() {}

}

Note that javadoc will process comment documentation for only public
and protected members. Comments for private and “friendly”
members (see Chapter 5) are ignored and you’ll see no output. (However,
you can use the -private flag to include private members as well.) This
makes sense, since only public and protected members are available
outside the file, which is the client programmer’s perspective. However,
all class comments are included in the output.

The output for the above code is an HTML file that has the same standard
format as all the rest of the Java documentation, so users will be
comfortable with the format and can easily navigate your classes. It’s
worth entering the above code, sending it through javadoc and viewing
the resulting HTML file to see the results.
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Embedded HTML

Javadoc passes HTML commands through to the generated HTML
document. This allows you full use of HTML; however, the primary
motive is to let you format code, such as:

/**

* <pre>

* Systemout.println(new Date());
* </ pre>

*/

You can also use HTML just as you would in any other Web document to
format the regular text in your descriptions:

/**

* You can <enreven</en® insert a list:
* <ol >

* <|i> |tem one

* <li>ltemtwo

* <li>Iltemthree

* <ol >

*/

Note that within the documentation comment, asterisks at the beginning
of a line are thrown away by javadoc, along with leading spaces. Javadoc
reformats everything so that it conforms to the standard documentation
appearance. Don’t use headings such as <hl1> or <hr> as embedded
HTML because javadoc inserts its own headings and yours will interfere
with them.

All types of comment documentation—class, variable, and method—can
support embedded HTML.

@see: referring to other classes

All three types of comment documentation (class, variable, and method)
can contain @see tags, which allow you to refer to the documentation in
other classes. Javadoc will generate HTML with the @see tags
hyperlinked to the other documentation. The forms are:

| @ee classnane
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@ee fully-qualified-classnane
@ee fully-qualified-classnanme#nmet hod- nane

Each one adds a hyperlinked “See Also” entry to the generated
documentation. Javadoc will not check the hyperlinks you give it to make
sure they are valid.

Class documentation tags

Along with embedded HTML and @see references, class documentation
can include tags for version information and the author’s name. Class
documentation can also be used for interfaces (see Chapter 8).

@version
This is of the form:
| @ersion version-infornmati on

in which version-information is any significant information you see fit
to include. When the -version flag is placed on the javadoc command
line, the version information will be called out specially in the generated
HTML documentation.

@author
This is of the form:
| @ut hor author-information

in which author-information is, presumably, your name, but it could
also include your email address or any other appropriate information.
When the -author flag is placed on the javadoc command line, the author
information will be called out specially in the generated HTML
documentation.

You can have multiple author tags for a list of authors, but they must be
placed consecutively. All the author information will be lumped together
into a single paragraph in the generated HTML.
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@since

This tag allows you to indicate the version of this code that began using a
particular feature. You'll see it appearing in the HTML Java
documentation to indicate what version of the JDK is used.

Variable documentation tags

Variable documentation can include only embedded HTML and @see
references.

Method documentation tags

As well as embedded documentation and @see references, methods allow
documentation tags for parameters, return values, and exceptions.

@param
This is of the form:
| @ar am par anet er - nane descri ption

in which parameter-name is the identifier in the parameter list, and
description is text that can continue on subsequent lines. The
description is considered finished when a new documentation tag is
encountered. You can have any number of these, presumably one for each
parameter.

@return
This is of the form:
| @eturn description

in which description gives you the meaning of the return value. It can
continue on subsequent lines.

@throws

Exceptions will be demonstrated in Chapter 10, but briefly they are
objects that can be “thrown” out of a method if that method fails.
Although only one exception object can emerge when you call a method, a
particular method might produce any number of different types of
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exceptions, all of which need descriptions. So the form for the exception
tag is:

@hrows fully-qualified-class-nane description

in which fully-qualified-class-name gives an unambiguous name of an
exception class that's defined somewhere, and description (which can
continue on subsequent lines) tells you why this particular type of
exception can emerge from the method call.

@deprecated

This is used to tag features that were superseded by an improved feature.
The deprecated tag is a suggestion that you no longer use this particular
feature, since sometime in the future it is likely to be removed. A method
that is marked @deprecated causes the compiler to issue a warning if it
is used.

Documentation example

Here is the first Java program again, this time with documentation
comments added:

/1: c02: Hell oDate.java
i mport java.util.*;

[** The first Thinking in Java exanpl e program
* Displays a string and today's date.
* @ut hor Bruce Eckel
* @ut hor www. BruceEckel . com
* @ersion 2.0
*/
public class Hell oDate {
/[** Sole entry point to class & application
* @aramargs array of string argunents
* @eturn No return val ue
* @xception exceptions No exceptions thrown
*/
public static void main(String[] args) {
Systemout.printin("Hello, it's: ");
Systemout . println(new Date());
}
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BRI

The first line of the file uses my own technique of putting a *:’ as a special
marker for the comment line containing the source file name. That line
contains the path information to the file (in this case, cO2 indicates
Chapter 2) followed by the file name5. The last line also finishes with a
comment, and this one indicates the end of the source code listing, which
allows it to be automatically extracted from the text of this book and
checked with a compiler.

Coding style

The unofficial standard in Java is to capitalize the first letter of a class
name. If the class name consists of several words, they are run together
(that is, you don't use underscores to separate the names), and the first
letter of each embedded word is capitalized, such as:

| cl ass Al'l TheCol or sCf TheRai nbow { //

For almost everything else: methods, fields (member variables), and
object reference names, the accepted style is just as it is for classes except
that the first letter of the identifier is lowercase. For example:

cl ass Al | TheCol or sO TheRai nbow {
i nt anl nt eger Representi ngCol ors;
voi d changeTheHueOf TheCol or (i nt newHue) {
11

}
/1

}

Of course, you should remember that the user must also type all these
long names, and so be merciful.

The Java code you will see in the Sun libraries also follows the placement
of open-and-close curly braces that you see used in this book.

5 Atool that I created using Python (see www.Python.org) uses this information to extract
the code files, put them in appropriate subdirectories, and create makefiles.
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Summary

In this chapter you have seen enough of Java programming to understand
how to write a simple program, and you have gotten an overview of the
language and some of its basic ideas. However, the examples so far have
all been of the form “do this, then do that, then do something else.” What
if you want the program to make choices, such as “if the result of doing
this is red, do that; if not, then do something else”? The support in Java
for this fundamental programming activity will be covered in the next
chapter.

Exercises

Solutions to selected exercises can be found in the electronic document The Thinking in Java
Annotated Solution Guide, available for a small fee from www.BruceEckel.com.

1. Following the HelloDate.java example in this chapter, create a
“hello, world” program that simply prints out that statement. You
need only a single method in your class (the “main” one that gets
executed when the program starts). Remember to make it static
and to include the argument list, even though you don’t use the
argument list. Compile the program with javac and run it using
java. If you are using a different development environment than
the JDK, learn how to compile and run programs in that
environment.

2. Find the code fragments involving ATypeName and turn them
into a program that compiles and runs.

3. Turn the DataOnly code fragments into a program that compiles
and runs.

4. Modify Exercise 3 so that the values of the data in DataOnly are
assigned to and printed in main().

5. Write a program that includes and calls the storage( ) method
defined as a code fragment in this chapter.

6. Turn the StaticFun code fragments into a working program.
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10.

11.
12.

Write a program that prints three arguments taken from the
command line. To do this, you'll need to index into the command-
line array of Strings.

Turn the AllITheColorsOfTheRainbow example into a program
that compiles and runs.

Find the code for the second version of HelloDate.java, which is
the simple comment documentation example. Execute javadoc
on the file and view the results with your Web browser.

Turn docTest into a file that compiles and then run it through
javadoc. Verify the resulting documentation with your Web
browser.

Add an HTML list of items to the documentation in Exercise 10.

Take the program in Exercise 1 and add comment documentation
to it. Extract this comment documentation into an HTML file
using javadoc and view it with your Web browser.
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3: Controlling
Program Flow

Like a sentient creature, a program must manipulate its
world and make choices during execution.

In Java you manipulate objects and data using operators, and you make
choices with execution control statements. Java was inherited from C++,
so most of these statements and operators will be familiar to C and C++
programmers. Java has also added some improvements and
simplifications.

If you find yourself floundering a bit in this chapter, make sure you go
through the multimedia CD ROM bound into this book: Thinking in C:
Foundations for Java and C++. It contains audio lectures, slides,
exercises, and solutions specifically designed to bring you up to speed
with the C syntax necessary to learn Java.

Using Java operators

An operator takes one or more arguments and produces a nhew value. The
arguments are in a different form than ordinary method calls, but the
effect is the same. You should be reasonably comfortable with the general
concept of operators from your previous programming experience.
Addition (+), subtraction and unary minus (-), multiplication (*), division
(/), and assignment (=) all work much the same in any programming
language.

All operators produce a value from their operands. In addition, an
operator can change the value of an operand. This is called a side effect.
The most common use for operators that modify their operands is to
generate the side effect, but you should keep in mind that the value
produced is available for your use just as in operators without side effects.
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Almost all operators work only with primitives. The exceptions are ‘=’,
‘=="and ‘=", which work with all objects (and are a point of confusion for
objects). In addition, the String class supports ‘+’' and ‘+=".

Precedence

Operator precedence defines how an expression evaluates when several
operators are present. Java has specific rules that determine the order of
evaluation. The easiest one to remember is that multiplication and
division happen before addition and subtraction. Programmers often
forget the other precedence rules, so you should use parentheses to make
the order of evaluation explicit. For example:

|A=X+Y-2/2+Z;

has a very different meaning from the same statement with a particular
grouping of parentheses:

|A=X+(Y- 2)1(2 + 2);

Assignment

Assignment is performed with the operator =. It means “take the value of
the right-hand side (often called the rvalue) and copy it into the left-hand
side (often called the Ivalue). An rvalue is any constant, variable or
expression that can produce a value, but an lvalue must be a distinct,
named variable. (That is, there must be a physical space to store a value.)
For instance, you can assign a constant value to a variable (A = 4;), but
you cannot assign anything to constant value—it cannot be an Ivalue. (You
can'tsay 4 = A;.)

Assignment of primitives is quite straightforward. Since the primitive
holds the actual value and not a reference to an object, when you assign
primitives you copy the contents from one place to another. For example,
if you say A = B for primitives, then the contents of B are copied into A. If
you then go on to modify A, B is naturally unaffected by this modification.
As a programmer, this is what you’ve come to expect for most situations.

When you assign objects, however, things change. Whenever you
manipulate an object, what you’'re manipulating is the reference, so when
you assign “from one object to another” you're actually copying a
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reference from one place to another. This means that if you say C = D for
objects, you end up with both C and D pointing to the object that,
originally, only D pointed to. The following example will demonstrate
this.

Here’s the example:

/1. c03: Assignnent.java
/1 Assignnent with objects is a bit tricky.

cl ass Nunber {
int i;

}

public class Assignnment {
public static void main(String[] args) {

Nunmber nl new Nunber () ;

Nunber n2 new Nunber () ;

nl.i = 9;

n2.i = 47;

Systemout.printin("1: nl.i: " + nl.i +
",on2.0: " o+ n2.i);

nl = n2;

Systemout.printin("2: nl.i: " + nl.i +
",on2.i: "+ n2.i);

nl.i = 27;

Systemout.printin("3: nl.i: " + nl.i +
",on2.0: "+ n2.i);

}
Y oI~

The Number class is simple, and two instances of it (n1 and n2) are
created within main(). The i value within each Number is given a
different value, and then n2 is assigned to n1, and nl is changed. In many
programming languages you would expect nl1 and n2 to be independent
at all times, but because you've assigned a reference here’s the output
you'll see:

1: nl.i: 9, n2.i: 47
2: nl.i: 47, n2.i: 47
3: nl.i: 27, n2.i: 27
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Changing the n1 object appears to change the n2 object as well! This is
because both nl1 and n2 contain the same reference, which is pointing to
the same object. (The original reference that was in n1 that pointed to the
object holding a value of 9 was overwritten during the assignment and
effectively lost; its object will be cleaned up by the garbage collector.)

This phenomenon is often called aliasing and it’'s a fundamental way that
Java works with objects. But what if you don’t want aliasing to occur in
this case? You could forego the assignment and say:

nl.i =n2.i;

This retains the two separate objects instead of tossing one and tying n1
and n2 to the same object, but you’ll soon realize that manipulating the
fields within objects is messy and goes against good object-oriented
design principles. This is a nontrivial topic, so it is left for Appendix A,
which is devoted to aliasing. In the meantime, you should keep in mind
that assignment for objects can add surprises.

Aliasing during method calls
Aliasing will also occur when you pass an object into a method:

/1: c03: PassObj ect.java
/1 Passing objects to nethods nmay not be what
/1 you're used to.

class Letter {
char c;
}

public class PassObj ect {
static void f(Letter y) {

y.c ='2z2";

}

public static void nmain(String[] args) {
Letter x = new Letter();

Xx.c ='a';
Systemout.println("1: x.c: " + Xx.c);
f(x);

Systemout.println("2: x.c: " + X.cC);
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In many programming languages, the method f( ) would appear to be
making a copy of its argument Letter y inside the scope of the method.
But once again a reference is being passed so the line

|y.c= z':

is actually changing the object outside of (). The output shows this:

Aliasing and its solution is a complex issue and, although you must wait
until Appendix A for all the answers, you should be aware of it at this
point so you can watch for pitfalls.

Mathematical operators

The basic mathematical operators are the same as the ones available in
most programming languages: addition (+), subtraction (-), division (/),
multiplication (*) and modulus (%, which produces the remainder from
integer division). Integer division truncates, rather than rounds, the
result.

Java also uses a shorthand notation to perform an operation and an
assignment at the same time. This is denoted by an operator followed by
an equal sign, and is consistent with all the operators in the language
(whenever it makes sense). For example, to add 4 to the variable x and
assign the result to x, use: X += 4.

This example shows the use of the mathematical operators:

//: c03: Mat hOps. j ava
/| Denonstrates the mathematical operators.
i mport java.util.*;

public class Mat hOps {
/!l Create a shorthand to save typing:
static void prt(String s) {
Systemout. println(s);

}

/'l shorthand to print a string and an int:
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static void pInt(String s, int i) {
prt(s +" =" +1i);

}

/! shorthand to print a string and a float:

static void pFIt(String s, float f) {
prt(s +" =" + f);

}

public static void nmain(String[] args) {
[/l Create a random nunber generator,
/] seeds with current tinme by default:
Random rand = new Random();
int i, j, k;
[l "% limts maxi mum val ue to 99:

j = rand.nextlnt() % 100;

k = rand. nextint() % 100;
pint("j",j); pint("k", K);
i =] +k; plnt("j + k", i);
i =j - k; plnt("j - k", i);
i =k / j; plnt("k / j", i);
b=k *j; oplnt("k * j", i)
i =k %j; pint("k %j", i);
j % k; pIint("] % k", j);

/! Floating-point number tests:

float u,v,w, // applies to doubles, too
v = rand. next Fl oat () ;

w = rand. next Fl oat () ;

pEIt("v", v); pFlIt("w', w;

u=v+w pHt("v +w, u);
u=v-w pHt("v - w, u;
u=v*w pHt("v*w, u;
u=v/ w pHt("v/ w, u;

/1 the follow ng al so works for
/1 char, byte, short, int, |ong,
/1 and doubl e:

u+=v; pFlt("u +=v", u);
u-=v; pFlt("u -=v", u);
u*=v; pFlt("u *=v", u);
u/=v; pFlt("u/=v", u);
}
Y oI~
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The first thing you will see are some shorthand methods for printing: the
prt() method prints a String, the pInt() prints a String followed by an
int and the pFIt() prints a String followed by a float. Of course, they all
ultimately end up using System.out.printin().

To generate numbers, the program first creates a Random object.
Because no arguments are passed during creation, Java uses the current
time as a seed for the random number generator. The program generates
a number of different types of random numbers with the Random object
simply by calling different methods: nextint( ), nextLong(),
nextFloat() or nextDouble().

The modulus operator, when used with the result of the random number
generator, limits the result to an upper bound of the operand minus one
(99 in this case).

Unary minus and plus operators

The unary minus (-) and unary plus (+) are the same operators as binary
minus and plus. The compiler figures out which use is intended by the
way you write the expression. For instance, the statement

| X = -a;

has an obvious meaning. The compiler is able to figure out:
| X =a* -b;

but the reader might get confused, so it is clearer to say:
| X =a* (-b);

The unary minus produces the negative of the value. Unary plus provides
symmetry with unary minus, although it doesn’t have any effect.

Auto increment and decrement

Java, like C, is full of shortcuts. Shortcuts can make code much easier to
type, and either easier or harder to read.

Two of the nicer shortcuts are the increment and decrement operators
(often referred to as the auto-increment and auto-decrement operators).
The decrement operator is -- and means “decrease by one unit.” The

Chapter 3: Controlling Program Flow 139



increment operator is ++ and means “increase by one unit.” If a is an int,
for example, the expression ++a is equivalent to (a = a + 1). Increment
and decrement operators produce the value of the variable as a result.

There are two versions of each type of operator, often called the prefix and
postfix versions. Pre-increment means the ++ operator appears before
the variable or expression, and post-increment means the ++ operator
appears after the variable or expression. Similarly, pre-decrement means
the -- operator appears before the variable or expression, and post-
decrement means the -- operator appears after the variable or expression.
For pre-increment and pre-decrement, (i.e., ++a or --a), the operation is
performed and the value is produced. For post-increment and post-
decrement (i.e. a++ or a--), the value is produced, then the operation is
performed. As an example:

/1. c03:Autol nc.java
/! Denpnstrates the ++ and -- operators.

public class Autolnc {
public static void main(String[] args) {

int i = 1;

prt("i @ " +1i);

prt("++i : " + ++i); // Pre-increnent
prt("i++ : " + i++); // Post-increnment
prt("i " +1i);

prt("--i : " + --i); // Pre-decrement
prt("i-- : " +i--); // Post-decrenent
prt("i " +1i);

}
static void prt(String s) {
Systemout. println(s);

}
Y 111~

The output for this program is:
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You can see that for the prefix form you get the value after the operation
has been performed, but with the postfix form you get the value before the
operation is performed. These are the only operators (other than those
involving assignment) that have side effects. (That is, they change the
operand rather than using just its value.)

The increment operator is one explanation for the name C++, implying
“one step beyond C.” In an early Java speech, Bill Joy (one of the
creators), said that “Java=C++--" (C plus plus minus minus), suggesting
that Java is C++ with the unnecessary hard parts removed and therefore a
much simpler language. As you progress in this book you’ll see that many
parts are simpler, and yet Java isn’t that much easier than C++.

Relational operators

Relational operators generate a boolean result. They evaluate the
relationship between the values of the operands. A relational expression
produces true if the relationship is true, and false if the relationship is
untrue. The relational operators are less than (<), greater than (>), less
than or equal to (<=), greater than or equal to (>=), equivalent (==) and
not equivalent (!=). Equivalence and nonequivalence works with all built-
in data types, but the other comparisons won't work with type boolean.

Testing object equivalence

The relational operators == and != also work with all objects, but their
meaning often confuses the first-time Java programmer. Here’s an
example:

/1: c03: Equi val ence. j ava

public class Equival ence {
public static void nmain(String[] args) {
Integer nl = new Integer(47);
I nteger n2 = new I nteger(47);
Systemout. println(nl == n2);
Systemout.println(nl = n2);
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The expression System.out.println(nl == n2) will print the result of
the boolean comparison within it. Surely the output should be true and
then false, since both Integer objects are the same. But while the
contents of the objects are the same, the references are not the same and
the operators == and != compare object references. So the output is
actually false and then true. Naturally, this surprises people at first.

What if you want to compare the actual contents of an object for
equivalence? You must use the special method equals() that exists for
all objects (not primitives, which work fine with == and !=). Here’s how
it's used:

/1: c03: Equal sMet hod. j ava

public cl ass Equal sMet hod {
public static void nmain(String[] args) {
I nteger nl = new | nteger(47);
I nteger n2 = new | nteger(47);
System out . println(nl. equal s(n2));

}
Y 110~

The result will be true, as you would expect. Ah, but it's not as simple as
that. If you create your own class, like this:

/1: c03: Equal sMet hod2. j ava

cl ass Val ue {
int i;

}

public class Equal sMet hod2 {
public static void nmain(String[] args) {
Val ue vl = new Val ue();
Val ue v2 = new Val ue();

vli.i =v2.i = 100;
Systemout . println(vl. equal s(v2));
}
Y I~
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you’'re back to square one: the result is false. This is because the default
behavior of equals() is to compare references. So unless you override
equals() in your new class you won't get the desired behavior.
Unfortunately, you won’t learn about overriding until Chapter 7, but being
aware of the way equals( ) behaves might save you some grief in the
meantime.

Most of the Java library classes implement equals( ) so that it compares
the contents of objects instead of their references.

Logical operators

The logical operators AND (&&), OR (]]) and NOT (!) produce a boolean
value of true or false based on the logical relationship of its arguments.
This example uses the relational and logical operators:

/1. c03:Bool.java
/'l Relational and | ogical operators.
i mport java.util.*;

public class Bool {
public static void main(String[] args) {
Random rand = new Random() ;

int i =rand.nextlnt() % 100;
int j = rand.nextint() % 100;
prt("i =" +1i);

pre("j =" +1]);

pre("i >j is " + (i >7j));
pri("i <j is " + (i <j));
pre("i >=j is " + (i >=]));
pri("i <=j is " + (i <=]j));
pre("i ==j is " + (i ==]));
prt("i '=j is " + (i '=7j));

/[l Treating an int as a boolean is
/! not |egal Java

[1Y pri("i & j is " + (i &&j));
PRy pre (i [ j is ™+ (0 | ]));
MY pre("li is "™ +1i);

prt("(i <10) && (j < 10) is "
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+ ((i < 10) && (j < 10)) );
prt("(i <10) || (j < 10) is "
} + ((h <10) || (J <10)) );
static void prt(String s) {
Systemout. println(s);

}
Y 111~

You can apply AND, OR, or NOT to boolean values only. You can’'t use a
non-boolean as if it were a boolean in a logical expression as you can in
C and C++. You can see the failed attempts at doing this commented out
with a //! comment marker. The subsequent expressions, however,
produce boolean values using relational comparisons, then use logical
operations on the results.

One output listing looked like this:

i = 85

i =4

i >] is true
i <j is false
i >= ] is true
i <= is fal se
i == is fal se
i !'=j is true

(i <10) && (j < 10) is false
(i <10) |] (j <10) is true

Note that a boolean value is automatically converted to an appropriate
text form if it's used where a String is expected.

You can replace the definition for int in the above program with any other
primitive data type except boolean. Be aware, however, that the
comparison of floating-point numbers is very strict. A number that is the
tiniest fraction different from another number is still “not equal.” A
number that is the tiniest bit above zero is still nonzero.

Short-circuiting

When dealing with logical operators you run into a phenomenon called
“short circuiting.” This means that the expression will be evaluated only
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until the truth or falsehood of the entire expression can be unambiguously
determined. As a result, all the parts of a logical expression might not be
evaluated. Here’s an example that demonstrates short-circuiting:

[l: c03:ShortCGrcuit.java
/! Denonstrates short-circuiting behavior.
/1 with |ogical operators.

public class ShortCircuit {

static boolean test1(int val) {
Systemout.println("test1(" + val + ")");
Systemout.printin("result: " + (val < 1));
return val < 1;

}

static boolean test2(int val) {
Systemout.println("test2(" + val + ")");
Systemout.printin("result: " + (val < 2));
return val < 2;

}

static boolean test3(int val) {
Systemout.println("test3(" + val + ")");
Systemout.printin("result: " + (val < 3));
return val < 3;

}

public static void nmain(String[] args) {
if(test1l(0) && test2(2) && test3(2))

Systemout. println("expression is true");
el se
Systemout. println("expression is false");
}

Y 11~

Each test performs a comparison against the argument and returns true
or false. It also prints information to show you that it’s being called. The
tests are used in the expression:

| if(test1(0) &% test2(2) && test3(2))

You might naturally think that all three tests would be executed, but the
output shows otherwise:

| test1(0)
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result: true

test 2(2)

result: false
expression is fal se

The first test produced a true result, so the expression evaluation
continues. However, the second test produced a false result. Since this
means that the whole expression must be false, why continue evaluating
the rest of the expression? It could be expensive. The reason for short-
circuiting, in fact, is precisely that; you can get a potential performance
increase if all the parts of a logical expression do not need to be evaluated.

Bitwise operators

The bitwise operators allow you to manipulate individual bits in an
integral primitive data type. Bitwise operators perform boolean algebra on
the corresponding bits in the two arguments to produce the result.

The bitwise operators come from C’s low-level orientation; you were often
manipulating hardware directly and had to set the bits in hardware
registers. Java was originally designed to be embedded in TV set-top
boxes, so this low-level orientation still made sense. However, you
probably won't use the bitwise operators much.

The bitwise AND operator (&) produces a one in the output bit if both
input bits are one; otherwise it produces a zero. The bitwise OR operator
() produces a one in the output bit if either input bit is a one and
produces a zero only if both input bits are zero. The bitwise EXCLUSIVE
OR, or XOR (), produces a one in the output bit if one or the other input
bit is a one, but not both. The bitwise NOT (—, also called the ones
complement operator) is a unary operator; it takes only one argument.
(All other bitwise operators are binary operators.) Bitwise NOT produces
the opposite of the input bit—a one if the input bit is zero, a zero if the
input bit is one.

The bitwise operators and logical operators use the same characters, so it
is helpful to have a mnemonic device to help you remember the meanings:
since bits are “small,” there is only one character in the bitwise operators.
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Bitwise operators can be combined with the = sign to unite the operation
and assignment: &=, |= and "= are all legitimate. (Since ~ is a unary
operator it cannot be combined with the = sign.)

The boolean type is treated as a one-bit value so it is somewhat different.
You can perform a bitwise AND, OR and XOR, but you can’t perform a
bitwise NOT (presumably to prevent confusion with the logical NOT). For
booleans the bitwise operators have the same effect as the logical
operators except that they do not short circuit. Also, bitwise operations on
booleans include an XOR logical operator that is not included under the
list of “logical” operators. You're prevented from using booleans in shift
expressions, which is described next.

Shift operators

The shift operators also manipulate bits. They can be used solely with
primitive, integral types. The left-shift operator (<<) produces the
operand to the left of the operator shifted to the left by the number of bits
specified after the operator (inserting zeroes at the lower-order bits). The
signed right-shift operator (>>) produces the operand to the left of the
operator shifted to the right by the number of bits specified after the
operator. The signed right shift >> uses sign extension: if the value is
positive, zeroes are inserted at the higher-order bits; if the value is
negative, ones are inserted at the higher-order bits. Java has also added
the unsigned right shift >>>, which uses zero extension: regardless of the
sign, zeroes are inserted at the higher-order bits. This operator does not
existin C or C++.

If you shift a char, byte, or short, it will be promoted to int before the
shift takes place, and the result will be an int. Only the five low-order bits
of the right-hand side will be used. This prevents you from shifting more
than the number of bits in an int. If you're operating on a long, you'll get
a long result. Only the six low-order bits of the right-hand side will be
used so you can’t shift more than the number of bits in a long.

Shifts can be combined with the equal sign (<<= or >>=or >>>=). The
Ivalue is replaced by the Ivalue shifted by the rvalue. There is a problem,
however, with the unsigned right shift combined with assignment. If you
use it with byte or short you don'’t get the correct results. Instead, these
are promoted to int and right shifted, but then truncated as they are
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assigned back into their variables, so you get -1 in those cases. The
following example demonstrates this:

/1: c03: URShift.java
/1 Test of unsigned right shift.

public class URShift {
public static void nmain(String[] args) {

int i =-1;
i >>>= 10;
Systemout.println(i);
long | = -1,
| >>>= 10;
Systemout.println(l);
short s = -1;
s >>>= 10;
Systemout. println(s);
byte b = -1,
b >>>= 10;
System out. println(b);
b = -1;
System out. printl n(b>>>10);

}
Y 110~

In the last line, the resulting value is not assigned back into b, but is
printed directly and so the correct behavior occurs.

Here’s an example that demonstrates the use of all the operators involving
bits:

//: c03:BitMnipul ation.java
/1 Using the bitw se operators.
i mport java.util.*;

public class BitMnipulation {
public static void main(String[] args) {
Random rand = new Randomn();
int i = rand. nextint();
int j = rand. nextint();
pBinint("-1", -1);
pBi nl nt ("+1", +1);
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i nt maxpos 2147483647,
pBi nl nt (" maxpos", maxpos);

int maxneg = -2147483648,;
pBi nl nt (" maxneg", maxneq);
pBinint("i", i);
pBinlnt("~i", ~i);
pBinlnt("-i", -i);
pBinint("j", j);
pBinint("i &j", i &j);
pBinlnt("i | j", i | j);
pBinint("i ~j", i ~j);
pBinlnt("i << 5", i << 5);
pBinint("i >> 5", i >> 5);
pBinlnt("(~i) >> 5", (~i) >> 5);
pBinint("i >>> 5", i >>> 5);
pBinint("(~i) >>> 5", (~i) >>> 5);
long | = rand. nextLong();
 ong m = rand. next Long();
pBi nLong("-1L", -1L);
pBi nLong("+1L", +1L);
long Il = 9223372036854775807L;
pBi nLong( " maxpos", |1);
long IIn = -9223372036854775808L
pBi nLong( " maxneg", 11n);
pBi nLong("1", |);
pBi nLong("~1", ~I);
pBi nLong("-1", -1);
pBi nLong(" ', m;
pBi nLong("l & ni', | & m;
pBi nLong("!l | ni', | | m;
pBi nLong("l ~ nt', | ~ m;
pBi nLong("l << 5", | << 5);
pBi nLong("l >> 5", | >> 5);
pBi nLong("(~l) >> 5", (~I) >> 5);
pBi nLong("l >>> 5", | >>> 5);
pBi nLong("(~l) >>> 5", (~l) >>> 5);
}
static void pBinlnt(String s, int i) {
System out . printl n(
s + ", int: +i + ", binary: ");
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Systemout. print(" ");
for(int j =31, j >=0; j--)
if(((1 <<j) & i) =0
Systemout.print("1");
el se
Systemout.print("0");
Systemout. println();
}

System out . printl n(

if(((1L <<i) & 1) !'=0)
Systemout.print("1");
el se
Systemout.print("0");
Systemout.println();

}
Y 111~

s +", long: " + 1 + ", binary:
Syst em out . print (" "),
for(int i =63; i >=0; i--)

static void pBinLong(String s, long I) {

"),

The two methods at the end, pBinInt() and pBinLong() take an int or
a long, respectively, and print it out in binary format along with a
descriptive string. You can ignore the implementation of these for now.

You'll note the use of System.out.print() instead of
System.out.println(). The print() method does not emit a new line,

so it allows you to output a line in pieces.

As well as demonstrating the effect of all the bitwise operators for int and
long, this example also shows the minimum, maximum, +1 and -1 values
for int and long so you can see what they look like. Note that the high bit
represents the sign: O means positive and 1 means negative. The output

for the int portion looks like this:

-1, int: -1, binary:
11112111122111221111211122111121111121

+1, int: 1, binary:
00000000000000000000000000000001

maxpos, int: 2147483647, binary:
011111121121121221121121121111111
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maxneg, int: -2147483648, binary:
10000000000000000000000000000000
i, int: 59081716, binary:
00000011100001011000001111110100
, int: -59081717, binary:
11111100011110100111110000001011
-i, int: -59081716, binary:
11111100011110100111110000001100
j, int: 198850956, binary:
00001011110110100011100110001100
i &j, int: 58720644, binary:
00000011100000000000000110000100
i | j, int: 199212028, binary:
00001011110111111011101111111100
i N, int: 140491384, binary:
00001000010111111011101001111000
i << 5, int: 1890614912, binary:
01110000101100000111111010000000
i >> 5, int: 1846303, binary:
00000000000111000010110000011111
(~i) >> 5, int: -1846304, binary:
11111111111000111101001111100000
i >>> 5, int: 1846303, binary:
00000000000111000010110000011111
(~i) >>> 5, int: 132371424, binary:
00000111111000111101001111100000

The binary representation of the numbers is referred to as signed two's
complement.

Ternary if-else operator

This operator is unusual because it has three operands. It is truly an
operator because it produces a value, unlike the ordinary if-else statement
that you'll see in the next section of this chapter. The expression is of the
form:

bool ean-exp ? valueO : val uel

If boolean-exp evaluates to true, valueO is evaluated and its result
becomes the value produced by the operator. If boolean-exp is false,
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valuel is evaluated and its result becomes the value produced by the
operator.

Of course, you could use an ordinary if-else statement (described later),
but the ternary operator is much terser. Although C (where this operator
originated) prides itself on being a terse language, and the ternary
operator might have been introduced partly for efficiency, you should be
somewhat wary of using it on an everyday basis—it’s easy to produce
unreadable code.

The conditional operator can be used for its side effects or for the value it
produces, but in general you want the value since that’s what makes the
operator distinct from the if-else. Here’s an example:

static int ternary(int i) {
returni <10 ? i * 100 : i * 10;
}

You can see that this code is more compact than what you’d need to write
without the ternary operator:

static int alternative(int i) {

if (i < 10)
return i * 100;
el se

returni * 10;

}

The second form is easier to understand, and doesn’t require a lot more
typing. So be sure to ponder your reasons when choosing the ternary
operator.

The comma operator

The comma is used in C and C++ not only as a separator in function
argument lists, but also as an operator for sequential evaluation. The sole
place that the comma operator is used in Java is in for loops, which will
be described later in this chapter.
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String operator +

There’s one special usage of an operator in Java: the + operator can be
used to concatenate strings, as you've already seen. It seems a natural use
of the + even though it doesn't fit with the traditional way that + is used.
This capability seemed like a good idea in C++, so operator overloading
was added to C++ to allow the C++ programmer to add meanings to
almost any operator. Unfortunately, operator overloading combined with
some of the other restrictions in C++ turns out to be a fairly complicated
feature for programmers to design into their classes. Although operator
overloading would have been much simpler to implement in Java than it
was in C++, this feature was still considered too complex, so Java
programmers cannot implement their own overloaded operators as C++
programmers can.

The use of the String + has some interesting behavior. If an expression
begins with a String, then all operands that follow must be Strings
(remember that the compiler will turn a quoted sequence of characters
into a String):

int x =0, y=1 2z = 2;
String sString = "x, y, z ";
Systemout.println(sString + x +y + z);

Here, the Java compiler will convert X, y, and z into their String
representations instead of adding them together first. And if you say:

| Systemout.println(x + sString);

Java will turn x into a String.

Common pitfalls when using
operators

One of the pitfalls when using operators is trying to get away without
parentheses when you are even the least bit uncertain about how an
expression will evaluate. This is still true in Java.

An extremely common error in C and C++ looks like this:

| while(x =vy) {
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/1
}

The programmer was trying to test for equivalence (==) rather than do an
assignment. In C and C++ the result of this assignment will always be
true ify is nonzero, and you’ll probably get an infinite loop. In Java, the
result of this expression is not a boolean, and the compiler expects a
boolean and won’t convert from an int, so it will conveniently give you a
compile-time error and catch the problem before you ever try to run the
program. So the pitfall never happens in Java. (The only time you won’t
get a compile-time error is when x and y are boolean, in which case x =
y is a legal expression, and in the above case, probably an error.)

A similar problem in C and C++ is using bitwise AND and OR instead of
the logical versions. Bitwise AND and OR use one of the characters (& or
|) while logical AND and OR use two (&& and |]). Just as with = and ==,
it's easy to type just one character instead of two. In Java, the compiler
again prevents this because it won't let you cavalierly use one type where
it doesn’t belong.

Casting operators

The word cast is used in the sense of “casting into a mold.” Java will
automatically change one type of data into another when appropriate. For
instance, if you assign an integral value to a floating-point variable, the
compiler will automatically convert the int to a float. Casting allows you
to make this type conversion explicit, or to force it when it wouldn’t
normally happen.

To perform a cast, put the desired data type (including all modifiers)
inside parentheses to the left of any value. Here’s an example:

void casts() {
int i = 200;
long I = (long)i;
long 12 = (1 ong)200;
}

As you can see, it’s possible to perform a cast on a numeric value as well
as on a variable. In both casts shown here, however, the cast is
superfluous, since the compiler will automatically promote an int value to
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a long when necessary. However, you are allowed to use superfluous
casts in to make a point or to make your code more clear. In other
situations, a cast may be essential just to get the code to compile.

In C and C++, casting can cause some headaches. In Java, casting is safe,
with the exception that when you perform a so-called narrowing
conversion (that is, when you go from a data type that can hold more
information to one that doesn’t hold as much) you run the risk of losing
information. Here the compiler forces you to do a cast, in effect saying
“this can be a dangerous thing to do—if you want me to do it anyway you
must make the cast explicit.” With a widening conversion an explicit cast
is not needed because the new type will more than hold the information
from the old type so that no information is ever lost.

Java allows you to cast any primitive type to any other primitive type,
except for boolean, which doesn’t allow any casting at all. Class types do
not allow casting. To convert one to the other there must be special
methods. (String is a special case, and you'll find out later in this book
that objects can be cast within a family of types; an Oak can be cast to a
Tree and vice-versa, but not to a foreign type such as a Rock.)

Literals

Ordinarily when you insert a literal value into a program the compiler
knows exactly what type to make it. Sometimes, however, the type is
ambiguous. When this happens you must guide the compiler by adding
some extra information in the form of characters associated with the
literal value. The following code shows these characters:

/1. cO3:Literals.java

class Literals {
char ¢ = Oxffff; // max char hex val ue
byte b = 0x7f; // max byte hex val ue
short s = Ox7fff; // max short hex val ue

int il = 0x2f; // Hexadeci mal (| owercase)
int i2 = 0OX2F; // Hexadeci mal (uppercase)
int i3 =0177; // Cctal (leading zero)

/1l Hex and Cct also work with | ong.
long nl 200L; // long suffix
| ong n2 2001; // long suffix
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l ong n3 = 200;

/1" long |6(200); // not allowed

float f1 = 1;

float f2 = 1F; // float suffix

float f3 = 1f; // float suffix

float f4 = le-45f; // 10 to the power

float f5 = 1e+9f; // float suffix

double d1 = 1d; // double suffix

double d2 = 1D; // double suffix

doubl e d3 = 47e47d; // 10 to the power
Y oI~

Hexadecimal (base 16), which works with all the integral data types, is
denoted by a leading Ox or OX followed by 0—9 and a—f either in upper
or lowercase. If you try to initialize a variable with a value bigger than it
can hold (regardless of the numerical form of the value), the compiler will
give you an error message. Notice in the above code the maximum
possible hexadecimal values for char, byte, and short. If you exceed
these, the compiler will automatically make the value an int and tell you
that you need a narrowing cast for the assignment. You'll know you've
stepped over the line.

Octal (base 8) is denoted by a leading zero in the number and digits from
O-7. There is no literal representation for binary numbers in C, C++ or
Java.

A trailing character after a literal value establishes its type. Upper or
lowercase L means long, upper or lowercase F means float and upper or
lowercase D means double.

Exponents use a notation that I've always found rather dismaying: 1.39 e-
47f. In science and engineering, ‘e’ refers to the base of natural
logarithms, approximately 2.718. (A more precise double value is
available in Java as Math.E.) This is used in exponentiation expressions
such as 1.39 x e#47, which means 1.39 x 2.718-4". However, when FORTRAN
was invented they decided that e would naturally mean “ten to the
power,” which is an odd decision because FORTRAN was designed for
science and engineering and one would think its designers would be
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sensitive about introducing such an ambiguity.! At any rate, this custom
was followed in C, C++ and now Java. So if you're used to thinking in
terms of e as the base of natural logarithms, you must do a mental
translation when you see an expression such as 1.39 e-47f in Java; it
means 1.39 x 10-47.

Note that you don’'t need to use the trailing character when the compiler
can figure out the appropriate type. With

| |l ong n3 = 200;

there’s no ambiguity, so an L after the 200 would be superfluous.
However, with

| float f4 = 1e-47f; // 10 to the power

the compiler normally takes exponential numbers as doubles, so without
the trailing f it will give you an error telling you that you must use a cast
to convert double to float.

Promotion

You'll discover that if you perform any mathematical or bitwise operations
on primitive data types that are smaller than an int (that is, char, byte,
or short), those values will be promoted to int before performing the
operations, and the resulting value will be of type int. So if you want to
assign back into the smaller type, you must use a cast. (And, since you're
assigning back into a smaller type, you might be losing information.) In
general, the largest data type in an expression is the one that determines

1 John Kirkham writes, “I started computing in 1962 using FORTRAN 11 on an IBM 1620.
At that time, and throughout the 1960s and into the 1970s, FORTRAN was an all
uppercase language. This probably started because many of the early input devices were
old teletype units that used 5 bit Baudot code, which had no lowercase capability. The ‘E’
in the exponential notation was also always upper case and was never confused with the
natural logarithm base ‘e’, which is always lowercase. The ‘E’ simply stood for exponential,
which was for the base of the number system used—usually 10. At the time octal was also
widely used by programmers. Although | never saw it used, if | had seen an octal number
in exponential notation | would have considered it to be base 8. The first time | remember
seeing an exponential using a lowercase ‘e’ was in the late 1970s and I also found it
confusing. The problem arose as lowercase crept into FORTRAN, not at its beginning. We
actually had functions to use if you really wanted to use the natural logarithm base, but
they were all uppercase.”
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the size of the result of that expression; if you multiply a float and a
double, the result will be double; if you add an int and a long, the
result will be long.

Java has no “sizeof”

In C and C++, the sizeof( ) operator satisfies a specific need: it tells you
the number of bytes allocated for data items. The most compelling need
for sizeof() in C and C++ is portability. Different data types might be
different sizes on different machines, so the programmer must find out
how big those types are when performing operations that are sensitive to
size. For example, one computer might store integers in 32 bits, whereas
another might store integers as 16 bits. Programs could store larger values
in integers on the first machine. As you might imagine, portability is a
huge headache for C and C++ programmers.

Java does not need a sizeof( ) operator for this purpose because all the
data types are the same size on all machines. You do not need to think
about portability on this level—it is designed into the language.

Precedence revisited

Upon hearing me complain about the complexity of remembering
operator precedence during one of my seminars, a student suggested a
mnemonic that is simultaneously a commentary: “Ulcer Addicts Really
Like C Alot.”

Mnemonic | Operator type Operators

Ulcer Unary + - ++--

Addicts Arithmetic (and shift) %+ - <<>>

Really Relational S<>=<===I=

Like Logical (and bitwise) &&I\||l & | N

C Conditional (ternary) A>B?X:Y

A Lot Assignment = (and compound
assignment like *=)

Of course, with the shift and bitwise operators distributed around the
table it is not a perfect mnemonic, but for non-bit operations it works.
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A compendium of operators

The following example shows which primitive data types can be used with
particular operators. Basically, it is the same example repeated over and
over, but using different primitive data types. The file will compile
without error because the lines that would cause errors are commented
outwitha//!.

[1: c03: Al Ops.java
/] Tests all the operators on all the
[l primitive data types to show which
/1 ones are accepted by the Java conpiler.
class Al Ops {
[/l To accept the results of a bool ean test:
voi d f(boolean b) {}
voi d bool Test (bool ean x, bool ean y) {
/[l Arithnetic operators:
[T x = x * vy,
[ x =x1 vy,
[T x = x %vy;
[ x = x +vy;
[ x = x - vy;
[ xX++;
[l x--;
[ x = +y;
[t x = -y;
/'l Relational and | ogical:
[ f(x >vy);
11 f(x >=vy);
[T f(x <vy);
[T f(x <=vy);
f(x ==1y);
f(x!=1y);
f(ly);
X =X && Y;
x =x |y
/] Bitw se operators:
[ x = ~y;
X =X &Y,;
X =X |y,
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X =x "Ny,

/1! x = x << 1;
[/l x =x > 1;
[/l x = Xx >>> 1;
/1 Conmpound assi gnnent :
1Y x +=vy;

11 x -=vy;

1Y x *=vy;

Iy x /=y

I x % v,

[ x <<= 1;

[11 x >=1

[ x >>>= 1;

X & Y;

X "=y,

X |=y;

/1 Casting:

/1" char ¢ = (char)x;
/1" byte B = (byte)x;

/1" short s = (short)Xx;
[1Y int i = (int)Xx;
/11 long I = (long)Xx;

[V float f = (float)x;
/1! double d = (doubl e)x;

}

voi d charTest(char x, char y) {
/[l Arithnetic operators:

x = (char)(x * y);
x = (char)(x I vy);
X = (char)(x %vy);
X = (char)(x +vy);
X = (char)(x - vy);
X++;

X--

x = (char) +y;

X = (char)-y;

/'l Relational and | ogical:
f(x >vy);

f(x >=y);

f(x <vy);

f(x <=y);
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f(x ==1vy);

f(x1=1y);

(1Y f('x);

[ f(x && vy);

FEE (x| y);

/] Bitwi se operators:
x= (char) ~y;

= (char)(x &vy);

= (char)(x | y);
(char)(x ™ y);
(char)(x << 1);
(char)(x >> 1);
(char)(x >>> 1);
/ Conmpound assi gnment :
+=y;

Yi

Yi

Yi

Yi

<<= 1,

>>= 1;

>>>= 1;

& y;

N= y’

X |=y;

/'l Casting:

/1! boolean b = (bool ean) x;
byte B = (byte)x;

*

/

X X X X X X X X X X =X X X X X X
<
!

short s = (short)x;
int i = (int)x;
long | = (Ilong)x;

float f = (float)x;
doubl e d = (doubl e) x;

}

voi d byteTest(byte x, byte y) {
/[l Arithnetic operators:

x = (byte)(x* y);

x = (byte)(x I vy);
X = (byte)(x %vy);
X = (byte)(x +vy);
X = (byte)(x - vy);
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(byte)+ vy;
(byte)- vy;

/! Rel ational and | ogical
f(x >vy);

f(x >=vy);

f(x <vy);

f(x <=vy);

f(x ==1vy);

f(x I=1y);

[ f(rx);

[ f(x && y);

Y f(x || y);

/] Bitw se operators:
X = (byte)~y;
(byte) (x & y);
(byte)(x | vy);
(byte)(x " y);
(byte)(x << 1);
(byte)(x >> 1);
(byte)(x >>> 1);
/ Conpound assi gnnent:
+= y,

X
It

>>= 1;
>>>= 1;

X X X X X X X X X X =X X X X X X
1
|
<

x

=y

/1 Casting:

/1! boolean b = (bool ean)x;
char ¢ = (char)x;

short s = (short)x;

int i = (int)x;

long I = (long)Xx;

float f = (float)x;
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}

X

X X X X

X
1

X
X

f(
f(
f(
f(
/1
/1
/1

X

X
+
+

X
X
X
X

(short) (x
(short) (x
(short) (x
(short) (x
(short) (x

(short) +y;
(short)-vy;

/! Rel ationa
f(x >vy);

>=Y);
<vy);

<=Yy);
==Y);

f(x '=vy);
f(!x);
f(x &&y);
f(x | y);
/] Bitwi se operators:

(short) ~y;
(short) (x
(short) (x
(short) (x
(short) (x
(short) (x
(short) (x

doubl e d = (doubl e) x;

voi d short Test(short x,
[l Arithnetic operators:

*y);
ly);
%Yy);
+Y);
-y

and | ogi

&y);
| y);
"y
<< 1);
>> 1);
>>> 1) ;

+=y;
* = y,

ya

X X X X X X X X X =X X X X X X
1

&= y;

short y) {

cal :

/ Conmpound assi gnment :
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X N=y;
X [=y;
/1 Casting:
/1! boolean b = (bool ean) x;
char ¢ = (char)x;
byte B = (byte)x;
int i = (int)x;
long I = (long)Xx;
float f = (float)Xx;
doubl e d = (doubl e) x;
}
void intTest(int x, int y) {
/[l Arithnetic operators:
X =X *vy,;
X =x 1 vy;
X =X %y,
X =Xty
X =X - V;
X++
X- -]
X = +y;
X = -y,
/!l Relational and | ogical:
f(x >vy);
f(x >=vy);
f(x <vy);
f(x <=vy);
f(x ==1y);
f(x !=1y);
[ f(Ix);
11 f(x && vy);
Fry f(x | y);
/] Bitw se operators:
X = ~y;
X =X &Y,
X =x|y;
X =x "Ny,
X = X << 1;
X = x > 1;
X = x >>> 1,
/1 Conmpound assi gnnent :
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}
v

X X X X X X X X X X

x

=y

/'l Casting:

/1! boolean b = (bool ean)x;
char ¢ = (char)x;

byte B = (byte)x;

short s = (short)x;

long I = (long)Xx;

float f = (float)Xx;

doubl e d = (doubl e) x;

oid longTest(long x, long vy) {

[

/[l Arithnetic operators:
X =X *vy;
X =x1y;
X =X %y;
X =X +vy;
X =X-Y%,
X++;

X--,
X:+y;

X = -Y;

/! Relational and | ogical:
f(x >vy);

f(x >=vy);

f(x <vy);

f(x <=vy);

f(x ==1y);

f(x '=vy);

(1Y f('x);

[T f(x & vy);

Y f(x 1 y);
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}

voi d float Test (fl oat x,

/] Bitwi se operators:
=Y

&y;

| y;

N y,

<< 1;

>> 1;

>>> 1;

/ Conpound assi gnnent:
+=y;

=Y

* = y’

X X X X X X

&= y;

N= y;
X |=y;
/1 Casting:
/1! boolean b = (bool ean) x;
char ¢ = (char)x;
byte B = (byte)x;
short s = (short)x;
int i = (int)x;
float f = (float)x;
doubl e d = (doubl e) x;

X X X X X X X X X X =X X X X X X X
1
|

/[l Arithnetic operators:

X =X *vy;

X =x 1 vy;

X =X %y,

X =X tYy,

X =X - V;

X++;

X- -]

X = +y;

X = -y,

/! Relational and | ogical:

float y) {
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f(x >vy);

f(x >=y);

f(x <vy);

f(x <=vy);

f(x ==1y);
f(x!1=1y);

1Y f(Ix);

1Y f(x && vy);
FEEf(x [ y);

/] Bitw se operators:
[/ X ~Y;

/1!
/1!
/1!
/1)
/1)
/]! X >>> 1;

/1 Compound assi gnnent :
X +=Yy,;

X -=Y;

X *=y,

x =y,

X % v,

/1) <<= 1;

/1) >>= 1;

/1!
/1)
/1)
Iy x|1=vy;

/'l Casting:

/1! boolean b = (bool ean)x;
char ¢ = (char)x;

byte B = (byte)x;

[ | I | R A A A A A 1|
X X X X X

X X X X X X

X X X X X
V
V
Vv
1
=

short s = (short)x;
int i = (int)x;
long | = (1long)x;

doubl e d = (doubl e) x;

}

voi d doubl eTest (doubl e x, double y) {
/[l Arithnetic operators:
X =X *y;
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X =x1y;

X =X %y;

X =X tYy,

X =X -,

X++;

X=-

X :+y;

X = -V;

/!l Relational and | ogical:
f(x >vy);

f(x >=y);

f(x <vy);

f(x <=vy);

f(x ==vy);
f(x1=1y);

(1Y f('x);

[T f(x && vy);
Y f(x | y);
/] Bitwi se operators:
1Y x = ~y;

[T x =x &vy,;
[ x =x1vy;
[T x = x Ny,
/1! x = x << 1;
[T x = x > 1;
[1T x = x >>> 1;
/1 Conmpound assi gnnent :
X +=y;

X -=Y;

X *=y;

X I=y

X % vy

[ x <<= 1;

[ x >>= 1;

[ x >>>= 1;
[ x &= v;

1Y x "=vy;

I x |=vy;

/1 Casting:

/1! boolean b = (bool ean) x;
char ¢ = (char)x;
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byte B = (byte)x;

short s = (short)x;
int i = (int)x;
long I = (long)Xx;
float f = (float)x;
}
Yy oI~

Note that boolean is quite limited. You can assign to it the values true
and false, and you can test it for truth or falsehood, but you cannot add
booleans or perform any other type of operation on them.

In char, byte, and short you can see the effect of promotion with the
arithmetic operators. Each arithmetic operation on any of those types
results in an int result, which must be explicitly cast back to the original
type (a narrowing conversion that might lose information) to assign back
to that type. With int values, however, you do not need to cast, because
everything is already an int. Don’t be lulled into thinking everything is
safe, though. If you multiply two ints that are big enough, you’ll overflow
the result. The following example demonstrates this:

/1. c03:Overflow. java
/'l Surprise! Java lets you overfl ow.

public class Overflow {
public static void main(String[] args) {
int big = Ox7fffffff; // max int val ue

prt("big =" + big);
int bigger = big * 4;
prt("bigger =" + bigger);

}
static void prt(String s) {
Systemout. println(s);

}
Y 11~

The output of this is:

big = 2147483647
bi gger = -4
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and you get no errors or warnings from the compiler, and no exceptions at
run-time. Java is good, but it's not that good.

Compound assignments do not require casts for char, byte, or short,
even though they are performing promotions that have the same results
as the direct arithmetic operations. On the other hand, the lack of the cast
certainly simplifies the code.

You can see that, with the exception of boolean, any primitive type can
be cast to any other primitive type. Again, you must be aware of the effect
of a narrowing conversion when casting to a smaller type, otherwise you
might unknowingly lose information during the cast.

Execution control

Java uses all of C’s execution control statements, so if you've programmed
with C or C++ then most of what you see will be familiar. Most procedural
programming languages have some kind of control statements, and there
is often overlap among languages. In Java, the keywords include if-else,
while, do-while, for, and a selection statement called switch. Java
does not, however, support the much-maligned goto (which can still be
the most expedient way to solve certain types of problems). You can still
do a goto-like jump, but it is much more constrained than a typical goto.

true and false

All conditional statements use the truth or falsehood of a conditional
expression to determine the execution path. An example of a conditional
expression is A == B. This uses the conditional operator == to see if the
value of A is equivalent to the value of B. The expression returns true or
false. Any of the relational operators you've seen earlier in this chapter
can be used to produce a conditional statement. Note that Java doesn’t
allow you to use a number as a boolean, even though it’s allowed in C
and C++ (where truth is nonzero and falsehood is zero). If you want to use
anon-boolean in a boolean test, such as if(a), you must first convert it
to a boolean value using a conditional expression, such as if(a != 0).
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If-else
The if-else statement is probably the most basic way to control program
flow. The else is optional, so you can use if in two forms:

i f (Bool ean- expressi on)
st at ement

or

i f (Bool ean- expressi on)
st at enent

el se
st at enent

The conditional must produce a boolean result. The statement means
either a simple statement terminated by a semicolon or a compound
statement, which is a group of simple statements enclosed in braces. Any
time the word “statement” is used, it always implies that the statement
can be simple or compound.

As an example of if-else, here is a test( ) method that will tell you
whether a guess is above, below, or equivalent to a target number:

/1. c03:1fEl se.java
public class IfEl se {
static int test(int testval, int target) {
int result = 0;
if(testval > target)
result = +1;
else if(testval < target)
result = -1
el se
result = 0; // Match
return result;
}
public static void main(String[] args) {
Systemout.println(test (10, 5));
Systemout.println(test(5, 10));
Systemout.println(test(5, 5));

}
Y 110~
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It is conventional to indent the body of a control flow statement so the
reader might easily determine where it begins and ends.

return

The return keyword has two purposes: it specifies what value a method
will return (if it doesn’t have a void return value) and it causes that value
to be returned immediately. The test() method above can be rewritten to
take advantage of this:

/1. c03:1fEl se2.java
public class IfEl se2 {
static int test(int testval, int target) {
int result = 0;
if(testval > target)
return +1;
else if(testval < target)
return -1;
el se
return 0; // Match
}
public static void main(String[] args) {
Systemout.println(test(10, 5));
Systemout.println(test(5, 10));
Systemout.println(test(5, 5));

}
Y 110~

There's no need for else because the method will not continue after
executing a return.

Iteration

while, do-while and for control looping and are sometimes classified as
iteration statements. A statement repeats until the controlling Boolean-
expression evaluates to false. The form for a while loop is

whi | e( Bool ean- expr essi on)
st at enent

The Boolean-expression is evaluated once at the beginning of the loop
and again before each further iteration of the statement.

172 Thinking in Java www.BruceEckel.com



Here’s a simple example that generates random numbers until a
particular condition is met:

/1: c03: Wil eTest.java
/! Denonstrates the while | oop.

public class Wil eTest {
public static void nmain(String[] args) {
double r = 0;
while(r < 0.99d) {
r = Math. random() ;
Systemout.println(r);

}

}
Y 111~

This uses the static method random( ) in the Math library, which
generates a double value between O and 1. (It includes O, but not 1.) The
conditional expression for the while says “keep doing this loop until the
number is 0.99 or greater.” Each time you run this program you’ll get a
different-sized list of numbers.

do-while
The form for do-while is

do
st at ement
whi | e( Bool ean- expr essi on);

The sole difference between while and do-while is that the statement of
the do-while always executes at least once, even if the expression
evaluates to false the first time. In a while, if the conditional is false the
first time the statement never executes. In practice, do-while is less
common than while.

for

A for loop performs initialization before the first iteration. Then it
performs conditional testing and, at the end of each iteration, some form
of “stepping.” The form of the for loop is:
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for(initialization; Bool ean-expression; step)
st at ement

Any of the expressions initialization, Boolean-expression or step can be
empty. The expression is tested before each iteration, and as soon as it
evaluates to false execution will continue at the line following the for
statement. At the end of each loop, the step executes.

for loops are usually used for “counting” tasks:

/1: c03:ListCharacters.java
/'l Denonstrates "for" loop by listing
/1 all the ASCI| characters.

public class ListCharacters {
public static void main(String[] args) {
for( char ¢ = 0; ¢ < 128; c++)
if (c!'=26) [/ ANSI O ear screen
System out . printl n(
"value: " + (int)c +
" character: " + ¢);

}
Y 1]~

Note that the variable c is defined at the point where it is used, inside the
control expression of the for loop, rather than at the beginning of the
block denoted by the open curly brace. The scope of ¢ is the expression
controlled by the for.

Traditional procedural languages like C require that all variables be
defined at the beginning of a block so when the compiler creates a block it
can allocate space for those variables. In Java and C++ you can spread
your variable declarations throughout the block, defining them at the
point that you need them. This allows a more natural coding style and
makes code easier to understand.

You can define multiple variables within a for statement, but they must
be of the same type:

for(int i =0, j = 1;
i < 10 &&j = 11,
i ++, | ++)
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/* body of for loop */;

The int definition in the for statement covers both i and j. The ability to
define variables in the control expression is limited to the for loop. You
cannot use this approach with any of the other selection or iteration
statements.

The comma operator

Earlier in this chapter | stated that the comma operator (not the comma
separator, which is used to separate definitions and function arguments)
has only one use in Java: in the control expression of a for loop. In both
the initialization and step portions of the control expression you can have
a number of statements separated by commas, and those statements will
be evaluated sequentially. The previous bit of code uses this ability. Here’s
another example:

{/: c03: CommaQperator.java
public class CommaQperator {
public static void nmain(String[] args) {
for(int i =1, j =i + 10; i < 5;
i++, ] =i * 2) {
Systemout.printin("i=" +1i +" j=" +]j);
}

}
Y 11~

Here’s the output:

=

I
A WNPE
I nnu

(o el op I S o

You can see that in both the initialization and step portions the
statements are evaluated in sequential order. Also, the initialization
portion can have any number of definitions of one type.

break and continue

Inside the body of any of the iteration statements you can also control the
flow of the loop by using break and continue. break quits the loop
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without executing the rest of the statements in the loop. continue stops
the execution of the current iteration and goes back to the beginning of
the loop to begin the next iteration.

This program shows examples of break and continue within for and
while loops:

/1. c03: BreakAndConti nue. j ava
/| Denonstrates break and continue keywords.

public class BreakAndConti nue {
public static void main(String[] args) {

for(int i = 0; i < 100; i++) {
if(i == 74) break; // Qut of for |oop
if(i %9 !'=0) continue; // Next iteration
Systemout.println(i);

}

int i = 0;

{1 An "infinite | oop":

whil e(true) {

i ++;
int j =i * 27;
if(j == 1269) break; // Qut of |oop

if(i %10 !'=0) continue; // Top of |oop
Systemout.println(i);
}

}
Y 111~

In the for loop the value of i never gets to 100 because the break
statement breaks out of the loop when i is 74. Normally, you’'d use a
break like this only if you didn’t know when the terminating condition
was going to occur. The continue statement causes execution to go back
to the top of the iteration loop (thus incrementing i) whenever i is not
evenly divisible by 9. When it is, the value is printed.

The second portion shows an “infinite loop” that would, in theory,
continue forever. However, inside the loop there is a break statement
that will break out of the loop. In addition, you’ll see that the continue
moves back to the top of the loop without completing the remainder.
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(Thus printing happens in the second loop only when the value of i is
divisible by 10.) The output is:

0

9

18
27
36
45
54
63
72
10
20
30
40

The value O is printed because 0 % 9 produces O.

A second form of the infinite loop is for(;;). The compiler treats both
while(true) and for(;;) in the same way so whichever one you use is a
matter of programming taste.

The infamous “goto”

The goto keyword has been present in programming languages from the
beginning. Indeed, goto was the genesis of program control in assembly
language: “if condition A, then jump here, otherwise jump there.” If you
read the assembly code that is ultimately generated by virtually any
compiler, you'll see that program control contains many jumps. However,
agoto is a jump at the source-code level, and that’s what brought it into
disrepute. If a program will always jump from one point to another, isn't
there some way to reorganize the code so the flow of control is not so
jumpy? goto fell into true disfavor with the publication of the famous
“Goto considered harmful” paper by Edsger Dijkstra, and since then goto-
bashing has been a popular sport, with advocates of the cast-out keyword
scurrying for cover.

As is typical in situations like this, the middle ground is the most fruitful.
The problem is not the use of goto, but the overuse of goto—in rare
situations goto is actually the best way to structure control flow.
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Although goto is a reserved word in Java, it is not used in the language;
Java has no goto. However, it does have something that looks a bit like a
jump tied in with the break and continue keywords. It's not a jump but
rather a way to break out of an iteration statement. The reason it’s often
thrown in with discussions of goto is because it uses the same
mechanism: a label.

A label is an identifier followed by a colon, like this:
| abel 1:

The only place a label is useful in Java is right before an iteration
statement. And that means right before—it does no good to put any other
statement between the label and the iteration. And the sole reason to put
a label before an iteration is if you're going to nest another iteration or a
switch inside it. That’s because the break and continue keywords will
normally interrupt only the current loop, but when used with a label
they’ll interrupt the loops up to where the label exists:

| abel 1:
outer-iteration {
inner-iteration {

/...

break; // 1

/...

continue; [/ 2

/...

continue |abell; // 3
/...

break labell; [/ 4

}
}

In case 1, the break breaks out of the inner iteration and you end up in
the outer iteration. In case 2, the continue moves back to the beginning
of the inner iteration. But in case 3, the continue labell breaks out of
the inner iteration and the outer iteration, all the way back to labell.
Then it does in fact continue the iteration, but starting at the outer
iteration. In case 4, the break labell also breaks all the way out to
labell, but it does not re-enter the iteration. It actually does break out of
both iterations.
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Here is an example using for loops:

/1: c03: Label edFor.java
/1 Java’'s "l abeled for" | oop.

public cl ass Label edFor {
public static void main(String[] args) {
int i = 0;
outer: // Can't have statements here
for(; true ;) { // infinite | oop
inner: // Can't have statenents here
for(; i < 10; i++) {

pre(tio= "+ i);

if(i == 2) {
prt("continue");
conti nue;

}

if(i == 3) {

prt("break");
i++; // OGtherwise i never
/'l gets increnented.
br eak;
}
if(i ==7) {
prt("continue outer");
i++; // OGtherwise i never
/'l gets increnented.
conti nue outer;
}
if(i == 8) {
prt("break outer");
break outer;
}
for(int k =0; k <5; k++) {
if(k == 3) {
prt("continue inner");
conti nue inner;

}
}
}
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// Can't break or continue
/] to | abels here

}
static void prt(String s) {
Systemout. println(s);

}
Y 11~

This uses the prt( ) method that has been defined in the other examples.

Note that break breaks out of the for loop, and that the increment-
expression doesn’t occur until the end of the pass through the for loop.
Since break skips the increment expression, the increment is performed
directly in the case of i == 3. The continue outer statement in the case
of i == 7 also goes to the top of the loop and also skips the increment, so
it too is incremented directly.

Here is the output:

i =0

conti nue inner
i =1

conti nue inner
i =2

conti nue

i =3

br eak

i =4

conti nue inner
i =5

conti nue inner
i =6

conti nue inner
i =7

conti nue outer
i =8

break outer

If not for the break outer statement, there would be no way to get out of
the outer loop from within an inner loop, since break by itself can break
out of only the innermost loop. (The same is true for continue.)
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Of course, in the cases where breaking out of a loop will also exit the
method, you can simply use a return.

Here is a demonstration of labeled break and continue statements with
while loops:

/1. c03: Label edWi |l e.java
/1 Java's "l abel ed while" | oop.

public class Label edWhile {
public static void main(String[] args) {
int i =0;
outer:
whil e(true) {
prt("Quter while [oop");
whil e(true) {

i ++;

prt("i =" +1);

if(i == 1) {
prt("continue");
conti nue;

}

if(i == 3) {

prt("continue outer");
conti nue outer;

}

if(i == 5) {
prt("break");
br eak;

}

if(i ==7) {

prt("break outer");
break outer;

}
}
}

}

static void prt(String s) {
Systemout. println(s);

}

Y 111~
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The same rules hold true for while:

1. A plain continue goes to the top of the innermost loop and
continues.
2. A labeled continue goes to the label and re-enters the loop right

after that label.
3. A break “drops out of the bottom” of the loop.

4. A labeled break drops out of the bottom of the end of the loop
denoted by the label.

The output of this method makes it clear:

Quter while | oop
i =1

conti nue

i =2

i =3

conti nue outer
Quter while | oop
i =4

i =5

br eak

Quter while | oop
i =6

i =7

break outer

It's important to remember that the only reason to use labels in Java is
when you have nested loops and you want to break or continue through
more than one nested level.

In Dijkstra’s “goto considered harmful” paper, what he specifically
objected to was the labels, not the goto. He observed that the number of
bugs seems to increase with the number of labels in a program. Labels
and gotos make programs difficult to analyze statically, since it introduces
cycles in the program execution graph. Note that Java labels don’t suffer
from this problem, since they are constrained in their placement and can’t
be used to transfer control in an ad hoc manner. It’s also interesting to

182 Thinking in Java www.BruceEckel.com



note that this is a case where a language feature is made more useful by
restricting the power of the statement.

switch

The switch is sometimes classified as a selection statement. The switch
statement selects from among pieces of code based on the value of an
integral expression. Its form is:

switch(integral -selector) {

case integral -valuel : statenent; break;
case integral -value2 : statenent; break;
case integral -value3 : statenent; break;
case integral -value4 : statenent; break;
case integral -value5 : statenent; break;

/1
defaul t: statenent;

}

Integral-selector is an expression that produces an integral value. The
switch compares the result of integral-selector to each integral-value. If
it finds a match, the corresponding statement (simple or compound)
executes. If no match occurs, the default statement executes.

You will notice in the above definition that each case ends with a break,
which causes execution to jump to the end of the switch body. This is the
conventional way to build a switch statement, but the break is optional.
If it is missing, the code for the following case statements execute until a
break is encountered. Although you don’t usually want this kind of
behavior, it can be useful to an experienced programmer. Note the last
statement, following the default, doesn’t have a break because the
execution just falls through to where the break would have taken it
anyway. You could put a break at the end of the default statement with
no harm if you considered it important for style’s sake.

The switch statement is a clean way to implement multi-way selection
(i.e., selecting from among a number of different execution paths), but it
requires a selector that evaluates to an integral value such as int or char.
If you want to use, for example, a string or a floating-point number as a
selector, it won't work in a switch statement. For non-integral types, you
must use a series of if statements.
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Here’s an example that creates letters randomly and determines whether
they’re vowels or consonants:

/1: c03: Vowel sAndConsonants. j ava
/! Denpnstrates the switch statenent.

public cl ass Vowel sAndConsonants {
public static void nmain(String[] args) {

for(int i =0; i < 100; i++) {

char ¢ = (char)(Math.random() * 26 + "a');

Systemout.print(c + ": ");

switch(c)

case 'a':

case 'e':

case 'i':

case '0':

case 'u':
Systemout. println("vowel");
br eak;

case 'y’

case 'W:
System out. printl n(

"Sonetimes a vowel ") ;

br eak;

defaul t:
System out. println("consonant");

}

}
}
Y oI~

Since Math.random( ) generates a value between 0 and 1, you need
only multiply it by the upper bound of the range of numbers you want to
produce (26 for the letters in the alphabet) and add an offset to establish
the lower bound.

Although it appears you're switching on a character here, the switch
statement is actually using the integral value of the character. The singly-
guoted characters in the case statements also produce integral values
that are used for comparison.
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Notice how the cases can be “stacked” on top of each other to provide
multiple matches for a particular piece of code. You should also be aware
that it’s essential to put the break statement at the end of a particular
case, otherwise control will simply drop through and continue processing
on the next case.

Calculation details

The statement:
| char ¢ = (char)(Math.random() * 26 + 'a');

deserves a closer look. Math.random( ) produces a double, so the
value 26 is converted to a double to perform the multiplication, which
also produces a double. This means that ‘a’ must be converted to a
double to perform the addition. The double result is turned back into a
char with a cast.

What does the cast to char do? That is, if you have the value 29.7 and you
cast it to a char, is the resulting value 30 or 29? The answer to this can be
seen in this example:

/1. c03: CastingNunbers.java
/1 What happens when you cast a fl oat
/1 or double to an integral value?

public class CastingNunbers {
public static void main(String[] args) {

doubl e
above = 0.7,
bel ow = 0. 4;
Systemout. println("above: " + above);

Systemout. println("below " + below;
System out . printl n(

"(int)above: " + (int)above);
System out . printl n(

"(int)below " + (int)below;
System out. printl n(

"(char)('a'" + above): " +

(char)('a'" + above));
System out . printl n(

"(char)('a" + below): " +
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(char)('a'" + below));

}
Y 110~

The output is:

above: 0.7

below. 0.4

(int)above: 0O
(int)below O
(char)('a'" + above): a
(char)('a" + below): a

So the answer is that casting from a float or double to an integral value
always truncates.

A second question concerns Math.random( ). Does it produce a value
from zero to one, inclusive or exclusive of the value ‘1'? In math lingo, is it
(0,1), or [0,1], or (0,1] or [0,1)? (The square bracket means “includes”
whereas the parenthesis means “doesn’t include.”) Again, a test program
might provide the answer:

/1. c03: RandonBounds. j ava
/! Does Math.random() produce 0.0 and 1.07?

public class RandonBounds ({
static void usage() {

Systemout. println("Usage: \n\t" +
"RandonBounds | ower\n\t" +
"RandonBounds upper");

Systemexit(1);

}
public static void nmain(String[] args) {
if(args.length !'= 1) usage();
if(args[0].equal s("lower")) {
whi | e( Mat h. random() != 0.0)
; /] Keep trying
System out. println("Produced 0.0!");

}

el se if(args[0].equal s("upper")) {
whi |l e(Mat h. random() != 1.0)

; /1 Keep trying
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Systemout. println("Produced 1.0!");
}

el se
usage();
}

Y 11~

To run the program, you type a command line of either:
| iava RandonBounds I ower

or
| iava RandomBounds upper

In both cases you are forced to break out of the program manually, so it
would appear that Math.random( ) never produces either 0.0 or 1.0.
But this is where such an experiment can be deceiving. If you consider?
that there are about 262 different double fractions between O and 1, the
likelihood of reaching any one value experimentally might exceed the
lifetime of one computer, or even one experimenter. It turns out that 0.0
is included in the output of Math.random(). Or, in math lingo, it is
[0,1).

Summary

This chapter concludes the study of fundamental features that appear in
most programming languages: calculation, operator precedence, type

2 Chuck Allison writes: The total number of numbers in a floating-point number system is
2(M-m+1)b™N(p-1) +1

where b is the base (usually 2), p is the precision (digits in the mantissa), M is the largest
exponent, and m is the smallest exponent. IEEE 754 uses:

M =1023, m=-1022,p=53,b=2

so the total number of numbers is

2(1023+1022+1)2752

=2((2"10-1) + (2710-1))2n52

= (2710-1)2n54

=2764 - 2754

Half of these numbers (corresponding to exponents in the range [-1022, 0]) are less than 1
in magnitude (both positive and negative), so 1/4 of that expression, or 262 - 252 +1
(approximately 27462) is in the range [0,1). See my paper at
http://www.freshsources.com/1995006a.htm (last of text).
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casting, and selection and iteration. Now you're ready to begin taking
steps that move you closer to the world of object-oriented programming.
The next chapter will cover the important issues of initialization and
cleanup of objects, followed in the subsequent chapter by the essential
concept of implementation hiding.

Exercises

Solutions to selected exercises can be found in the electronic document The Thinking in Java
Annotated Solution Guide, available for a small fee from www.BruceEckel.com.

1.

There are two expressions in the section labeled “precedence”
early in this chapter. Put these expressions into a program and
demonstrate that they produce different results.

Put the methods ternary( ) and alternative( ) into a working
program.

From the sections labeled “if-else” and “return”, put the methods
test( ) and test2() into a working program.

Write a program that prints values from one to 100.

Modify Exercise 4 so that the program exits by using the break
keyword at value 47. Try using return instead.

Write a function that takes two String arguments, and uses all the
Boolean comparisons to compare the two Strings and print the
results. For the == and !=, also perform the equals() test. In
main( ), call your function with some different String objects.

Write a program that generates 25 random int values. For each
value, use an if-then-else statement to classify it as greater than,
less than or equal to a second randomly-generated value.

Modify Exercise 7 so that your code is surrounded by an “infinite”
while loop. It will then run until you interrupt it from the keyboard
(typically by pressing Control-C).

Write a program that uses two nested for loops and the modulus
operator (%) to detect and print prime numbers (integral numbers
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that are not evenly divisible by any other numbers except for
themselves and 1).

10. Create a switch statement that prints a message for each case, and
put the switch inside a for loop that tries each case. Put a break
after each case and test it, then remove the breaks and see what
happens.
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4: Initialization
& Cleanup

As the computer revolution progresses, “unsafe”
programming has become one of the major culprits that
makes programming expensive.

Two of these safety issues are initialization and cleanup. Many C bugs
occur when the programmer forgets to initialize a variable. This is
especially true with libraries when users don’'t know how to initialize a
library component, or even that they must. Cleanup is a special problem
because it's easy to forget about an element when you're done with it,
since it no longer concerns you. Thus, the resources used by that element
are retained and you can easily end up running out of resources (most
notably, memory).

C++ introduced the concept of a constructor, a special method
automatically called when an object is created. Java also adopted the
constructor, and in addition has a garbage collector that automatically
releases memory resources when they’re no longer being used. This
chapter examines the issues of initialization and cleanup, and their
support in Java.

Guaranteed initialization
with the constructor

You can imagine creating a method called initialize() for every class you
write. The name is a hint that it should be called before using the object.
Unfortunately, this means the user must remember to call the method. In
Java, the class designer can guarantee initialization of every object by
providing a special method called a constructor. If a class has a
constructor, Java automatically calls that constructor when an object is
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created, before users can even get their hands on it. So initialization is
guaranteed.

The next challenge is what to name this method. There are two issues. The
first is that any name you use could clash with a name you might like to
use as a member in the class. The second is that because the compiler is
responsible for calling the constructor, it must always know which
method to call. The C++ solution seems the easiest and most logical, so
it's also used in Java: the name of the constructor is the same as the name
of the class. It makes sense that such a method will be called
automatically on initialization.

Here’s a simple class with a constructor:

/1: c04:Si npl eConstructor.java
/! Denonstration of a sinple constructor.

cl ass Rock {
Rock() { // This is the constructor
Systemout. println("Creating Rock");
}
}

public class SinpleConstructor {
public static void nmain(String[] args) {
for(int i =0; i < 10; i++)
new Rock();

}
Y 110~

Now, when an object is created:
| new Rock();

storage is allocated and the constructor is called. It is guaranteed that the
object will be properly initialized before you can get your hands on it.

Note that the coding style of making the first letter of all methods
lowercase does not apply to constructors, since the name of the
constructor must match the name of the class exactly.
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Like any method, the constructor can have arguments to allow you to
specify how an object is created. The above example can easily be changed
so the constructor takes an argument:

[1: c04:SinpleConstructor?2.java
/1 Constructors can have argunents.

cl ass Rock2 {
Rock2(int i) {
System out . printl n(
"Creating Rock nunmber " + i);
}

}

public class SinpleConstructor2 {
public static void main(String[] args) {
for(int i = 0; i < 10; i++)
new Rock2(i);
}

Y 111~

Constructor arguments provide you with a way to provide parameters for
the initialization of an object. For example, if the class Tree has a
constructor that takes a single integer argument denoting the height of
the tree, you would create a Tree object like this:

Tree t = new Tree(12); // 12-foot tree

If Tree(int) is your only constructor, then the compiler won’t let you
create a Tree object any other way.

Constructors eliminate a large class of problems and make the code easier
to read. In the preceding code fragment, for example, you don’t see an
explicit call to some initialize() method that is conceptually separate
from definition. In Java, definition and initialization are unified
concepts—you can’t have one without the other.

The constructor is an unusual type of method because it has no return
value. This is distinctly different from a void return value, in which the
method returns nothing but you still have the option to make it return
something else. Constructors return nothing and you don’t have an
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option. If there was a return value, and if you could select your own, the
compiler would somehow need to know what to do with that return value.

Method overloading

One of the important features in any programming language is the use of
names. When you create an object, you give a name to a region of storage.
A method is a name for an action. By using names to describe your
system, you create a program that is easier for people to understand and
change. It’s a lot like writing prose—the goal is to communicate with your
readers.

You refer to all objects and methods by using names. Well-chosen names
make it easier for you and others to understand your code.

A problem arises when mapping the concept of nuance in human
language onto a programming language. Often, the same word expresses a
number of different meanings—it's overloaded. This is useful, especially
when it comes to trivial differences. You say “wash the shirt,” “wash the
car,” and “wash the dog.” It would be silly to be forced to say, “shirtWash
the shirt,” “carWash the car,” and “dogWash the dog” just so the listener
doesn’t need to make any distinction about the action performed. Most
human languages are redundant, so even if you miss a few words, you can
still determine the meaning. We don’t need unique identifiers—we can
deduce meaning from context.

Most programming languages (C in particular) require you to have a
unique identifier for each function. So you could not have one function
called print() for printing integers and another called print() for
printing floats—each function requires a unigue name.

In Java (and C++), another factor forces the overloading of method
names: the constructor. Because the constructor’s name is predetermined
by the name of the class, there can be only one constructor name. But
what if you want to create an object in more than one way? For example,
suppose you build a class that can initialize itself in a standard way or by
reading information from a file. You need two constructors, one that takes
no arguments (the default constructor, also called the no-arg
constructor), and one that takes a String as an argument, which is the
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name of the file from which to initialize the object. Both are constructors,
so they must have the same name—the name of the class. Thus, method
overloading is essential to allow the same method name to be used with
different argument types. And although method overloading is a must for
constructors, it’s a general convenience and can be used with any method.

Here’s an example that shows both overloaded constructors and
overloaded ordinary methods:

/1. c04: Overl oadi ng. | ava

/1 Denpnstration of both constructor
/! and ordinary method overl oadi ng.
i mport java.util.*;

class Tree {
i nt height;
Tree() {
prt("Planting a seedling");
hei ght = 0;
}
Tree(int i) {
prt("Creating new Tree that is
+i +" feet tall");
hei ght = i;
}
void info() {
prt("Tree is " + height
+ " feet tall");

n

void info(String s) {
prt(s +": Tree is
+ height + " feet tall");

}

static void prt(String s) {
Systemout. println(s);
}
}

public class Overl oading {
public static void main(String[] args) {
for(int i =0; i <5; i++) {

"
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Tree t = new Tree(i);

t.info();

t.info("overl oaded nethod");
}
/! Overl oaded constructor:
new Tree();

}
Y 111~

A Tree object can be created either as a seedling, with no argument, or as
a plant grown in a nursery, with an existing height. To support this, there
are two constructors, one that takes no arguments (we call constructors
that take no arguments default constructorst) and one that takes the
existing height.

You might also want to call the info( ) method in more than one way. For
example, with a String argument if you have an extra message you want
printed, and without if you have nothing more to say. It would seem
strange to give two separate names to what is obviously the same concept.
Fortunately, method overloading allows you to use the same name for
both.

Distinguishing overloaded methods

If the methods have the same name, how can Java know which method
you mean? There’s a simple rule: each overloaded method must take a
unique list of argument types.

If you think about this for a second, it makes sense: how else could a
programmer tell the difference between two methods that have the same
name, other than by the types of their arguments?

Even differences in the ordering of arguments are sufficient to distinguish
two methods: (Although you don’t normally want to take this approach, as
it produces difficult-to-maintain code.)

1 1n some of the Java literature from Sun they instead refer to these with the clumsy but
descriptive name “no-arg constructors.” The term “default constructor” has been in use for
many years and so | will use that.
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/1: c04: Overl oadi ngOrder.java
/1 Overl oadi ng based on the order of
/1 the argunents.

public class Overl oadi ngOrder {
static void print(String s, int i) {
System out . printl n(
"String: " + s +
"ooint: " o+ 0);
}
static void print(int i, String s) {
System out . printl n(
"int: "+ 0 +
", String: " + s8);
}
public static void main(String[] args) {
print("String first", 11);
print(99, "Int first");
}
Y I~

The two print( ) methods have identical arguments, but the order is
different, and that's what makes them distinct.

Overloading with primitives

A primitive can be automatically promoted from a smaller type to a larger
one and this can be slightly confusing in combination with overloading.
The following example demonstrates what happens when a primitive is
handed to an overloaded method:

[/: cO4:PrimtiveOverl oadi ng.ava
/1l Pronotion of primtives and overl oadi ng.

public class PrimtiveOverl oadi ng {
/! boolean can't be automatically converted
static void prt(String s) {
Systemout. println(s);

}

void fl(char x) { prt("fl(char)"); }
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void fi(byte x) { prt("fi(byte)"); }
void fi(short x) { prt("fi(short)"); }
void f1(int x) { prt("f1(int)"); }

void f1(long x) { prt("f1l(long)"); }
void fi(float x) { prt("f1(float)"); }
void fi1(double x) { prt("fi(double)"); }

void f2(byte x) { prt("f2(byte)"); }
void f2(short x) { prt("f2(short)"); }
void f2(int x) { prt("f2(int)"); }

void f2(long x) { prt("f2(long)"); }
void f2(float x) { prt("f2(float)"); }
void f2(double x) { prt("f2(double)"); }

void f3(short x) { prt("f3(short)"); }
void f3(int x) { prt("f3(int)"); }

void f3(long x) { prt("f3(long)"); }
void f3(float x) { prt("f3(float)"); }
void f3(double x) { prt("f3(double)"); }

void f4(int x) { prt("f4(int)"); }

void f4(long x) { prt("f4(long)"); }
void f4(float x) { prt("f4(float)"); }
void f4(double x) { prt("f4(double)"); }

void f5(long x) { prt("f5(long)"); }
void f5(float x) { prt("f5(float)"); }
void f5(double x) { prt("f5(double)"); }

void f6(float x) { prt("f6(float)"); }
void f6(double x) { prt("f6(double)"); }

void f7(double x) { prt("f7(double)"); }

voi d testConstVal () {
prt("Testing with 5");
f1(5);12(5);f3(5);f4(5);f5(5);f6(5);f7(5);
}
voi d testChar() {
char x = 'x';
prt("char argunent:");
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FL(x);f2(x);f3(x);f4(x);f5(x);f6(x);f7(x);
}
void testByte() {
byte x = 0;
prt("byte argunent:");
F1(x);f2(x);F3(x);f4(x);f5(x);f6(x);f7(x);

void testShort () {
short x = 0;
prt("short argunent:");
f1(x);F2(x);f3(x);F4(x);f5(x);f6(x);f7(x);
}
void testint() {
int x = 0;
prt("int argunent:");
f1(x);F2(x);f3(x);F4(x);f5(x);f6(x);f7(x);
}
void testLong() {
long x = 0;
prt("long argunent:");
f1(x);F2(x);f3(x);F4(x);f5(x);f6(x);f7(x);
}
void testFloat () {
float x = 0;
prt("float argunent:");
FL(x);f2(x);f3(x);f4(x);f5(x);f6(x);f7(x);
}
voi d testDoubl e() {
double x = O;
prt("doubl e argunent:");
FL(x);f2(x);F3(x);f4(x);f5(x);f6(x);f7(x);
}
public static void main(String[] args) {
PrimtiveOverloading p =
new PrimtiveOverl oadi ng();
.test Const Val ();
.testChar();
.testByte();
.testShort();
.testint();
.testLong();

T© T T T T T
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p.testFloat();
p. t est Doubl e();

}

If you view the output of this program, you'll see that the constant value 5
is treated as an int, so if an overloaded method is available that takes an
int it is used. In all other cases, if you have a data type that is smaller than
the argument in the method, that data type is promoted. char produces a
slightly different effect, since if it doesn’t find an exact char match, it is
promoted to int.

What happens if your argument is bigger than the argument expected by
the overloaded method? A modification of the above program gives the
answer:

/1

c04: Denot i on. j ava
/! Denotion of primtives and overl oadi ng.

public class Denotion {

static void prt(String s) {
Systemout. println(s);

}

voi d
voi d
voi d
voi d
voi d
voi d
voi d

voi d
voi d
voi d
voi d
voi d
voi d

voi d
voi d

fi1(char x) { prt("fi(char)"); }
fl(byte x) { prt("f1l(byte)"); }
f1(short x) { prt("fi(short)"); }
f1(int x) { prt("fl(int)"); }
f1(long x) { prt("f1(long)"); }
f1(float x) { prt("fi(float)"); }
f1(double x) { prt("f1(double)"); }

f2(char x) { prt("f2(char)"); }
f2(byte x) { prt("f2(byte)"); }
f2(short x) { prt("f2(short)");
f2(int x) { prt("f2(int)"); }

f2(long x) { prt("f2(long)"); }
f2(float x) { prt("f2(float)"); }

}

f3(char x) { prt("f3(char)"); }
f3(byte x) { prt("f3(byte)"); }
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void f3(short x) { prt("f3(short)"); }
void f3(int x) { prt("f3(int)"); }
void f3(long x) { prt("f3(long)"); }

void f4(char x) { prt("f4(char)"); }
void f4(byte x) { prt("f4(byte)"); }
void f4(short x) { prt("f4(short)"); }
void f4(int x) { prt("f4(int)"); }

void f5(char x) { prt("f5(char)"); }
void f5(byte x) { prt("f5(byte)"); }
void f5(short x) { prt("f5(short)"); }

void f6(char x) { prt("fé6(char)"); }
void f6(byte x) { prt("f6(byte)"); }

void f7(char x) { prt("f7(char)"); }

voi d testDoubl e() {
double x = 0O;
prt("doubl e argunent:");
f1(x);f2((float)x);f3((long)x);f4((int)x);
f5((short)x);f6((byte)x);f7((char)x);

}

public static void nmain(String[] args) {
Denoti on p = new Denotion();
p. t est Doubl e();

}
Y I~

Here, the methods take narrower primitive values. If your argument is
wider then you must cast to the necessary type using the type name in
parentheses. If you don’t do this, the compiler will issue an error message.

You should be aware that this is a narrowing conversion, which means
you might lose information during the cast. This is why the compiler
forces you to do it—to flag the narrowing conversion.
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Overloading on return values

It is common to wonder “Why only class names and method argument
lists? Why not distinguish between methods based on their return
values?” For example, these two methods, which have the same name and
arguments, are easily distinguished from each other:

void f() {}
int () {}

This works fine when the compiler can unequivocally determine the
meaning from the context, as in int x = (). However, you can call a
method and ignore the return value; this is often referred to as calling a
method for its side effect since you don’t care about the return value but
instead want the other effects of the method call. So if you call the method
this way:

| O

how can Java determine which f( ) should be called? And how could
someone reading the code see it? Because of this sort of problem, you
cannot use return value types to distinguish overloaded methods.

Default constructors

As mentioned previously, a default constructor (a.k.a. a “no-arg”
constructor) is one without arguments, used to create a “vanilla object.” If
you create a class that has no constructors, the compiler will automatically
create a default constructor for you. For example:

/1: c04: Defaul tConstructor.java

class Bird {
int i;
}

public class DefaultConstructor {
public static void nmain(String[] args) {
Bird nc = newBird(); // default!

}
Y 110~
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The line
new Bird();

creates a new object and calls the default constructor, even though one
was not explicitly defined. Without it we would have no method to call to
build our object. However, if you define any constructors (with or without
arguments), the compiler will not synthesize one for you:

cl ass Bush {
Bush(int i) {
Bush(doubl e d
}

Now if you say:

}
) {}

| new Bush();

the compiler will complain that it cannot find a constructor that matches.
It's as if when you don’t put in any constructors, the compiler says “You
are bound to need some constructor, so let me make one for you.” But if
you write a constructor, the compiler says “You've written a constructor so
you know what you're doing; if you didn’t put in a default it’s because you
meant to leave it out.”

The this keyword

If you have two objects of the same type called a and b, you might wonder
how it is that you can call a method f() for both those objects:

class Banana { void f(int i) { /* ... */ } }
Banana a = new Banana(), b = new Banana();
a. f(1);

b.f(2);

If there’s only one method called f( ), how can that method know whether
it’s being called for the object a or b?

To allow you to write the code in a convenient object-oriented syntax in
which you “send a message to an object,” the compiler does some
undercover work for you. There’s a secret first argument passed to the
method f( ), and that argument is the reference to the object that's being
manipulated. So the two method calls above become something like:
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Banana. f(a, 1);
Banana. f (b, 2);

This is internal and you can’t write these expressions and get the compiler
to accept them, but it gives you an idea of what’s happening.

Suppose you're inside a method and you'd like to get the reference to the
current object. Since that reference is passed secretly by the compiler,
there’s no identifier for it. However, for this purpose there’s a keyword:
this. The this keyword—which can be used only inside a method—
produces the reference to the object the method has been called for. You
can treat this reference just like any other object reference. Keep in mind
that if you're calling a method of your class from within another method
of your class, you don't need to use this; you simply call the method. The
current this reference is automatically used for the other method. Thus
you can say:

class Apricot {

void pick() { /* ... *I }

void pit() { pick(); /* ... * }
}

Inside pit(), you could say this.pick( ) but there’s no need to. The
compiler does it for you automatically. The this keyword is used only for
those special cases in which you need to explicitly use the reference to the
current object. For example, it’s often used in return statements when
you want to return the reference to the current object:

[1: c04:Leaf.java
/1 Sinple use of the "this" keyword.

public class Leaf {

int i = 0;
Leaf increnent() {
i ++;
return this;
}
void print() {
Systemout.println("i =" +1i);
}

public static void nmain(String[] args) {
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Leaf x = new Leaf();
X.increment().increment().increment().print();

}
Y 110~

Because increment( ) returns the reference to the current object via the
this keyword, multiple operations can easily be performed on the same
object.

Calling constructors from constructors

When you write several constructors for a class, there are times when
you’d like to call one constructor from another to avoid duplicating code.
You can do this using the this keyword.

Normally, when you say this, it is in the sense of “this object” or “the
current object,” and by itself it produces the reference to the current
object. In a constructor, the this keyword takes on a different meaning
when you give it an argument list: it makes an explicit call to the
constructor that matches that argument list. Thus you have a
straightforward way to call other constructors:

/1: c04:Flower.java
/!l Calling constructors with "this."

public class Flower {
i nt petal Count = O;
String s = new String("null");
Fl ower (i nt petals) {
pet al Count = petals;
System out . printl n(
"Constructor w int arg only, petal Count=
+ petal Count);

}
Fl ower (String ss) {

System out . printl n(
"Constructor w String arg only, s=" + ss);
S = SS;
}
Flower(String s, int petals) {
thi s(petal s);
/1! this(s); // Can't call two!
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this.s =s; // Another use of "this"
Systemout.println("String & int args");

}
Fl ower () {
this("hi", 47);
System out . printl n(
"default constructor (no args)");
}
void print() {
/1] this(11); // Not inside non-constructor!
System out . printl n(
"petal Count =" + petalCount + " s = "+ s);
}

public static void nmain(String[] args) {
Fl ower x = new Fl ower();
X.print();
}
Y I~

The constructor Flower(String s, int petals) shows that, while you can
call one constructor using this, you cannot call two. In addition, the
constructor call must be the first thing you do or you’ll get a compiler
error message.

This example also shows another way you’ll see this used. Since the name
of the argument s and the name of the member data s are the same,
there’s an ambiguity. You can resolve it by saying this.s to refer to the
member data. You'll often see this form used in Java code, and it's used in
numerous places in this book.

In print() you can see that the compiler won't let you call a constructor
from inside any method other than a constructor.

The meaning of static

With the this keyword in mind, you can more fully understand what it
means to make a method static. It means that there is no this for that
particular method. You cannot call non-static methods from inside
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static methods? (although the reverse is possible), and you can call a
static method for the class itself, without any object. In fact, that’s
primarily what a static method is for. It’s as if you're creating the
equivalent of a global function (from C). Except global functions are not
permitted in Java, and putting the static method inside a class allows it
access to other static methods and to static fields.

Some people argue that static methods are not object-oriented since they
do have the semantics of a global function; with a static method you
don’t send a message to an object, since there’s no this. This is probably a
fair argument, and if you find yourself using a lot of static methods you
should probably rethink your strategy. However, statics are pragmatic
and there are times when you genuinely need them, so whether or not
they are “proper OOP” should be left to the theoreticians. Indeed, even
Smalltalk has the equivalent in its “class methods.”

Cleanup: finalization and
garbage collection

Programmers know about the importance of initialization, but often
forget the importance of cleanup. After all, who needs to clean up an int?
But with libraries, simply “letting go” of an object once you’re done with it
is not always safe. Of course, Java has the garbage collector to reclaim the
memory of objects that are no longer used. Now consider a very unusual
case. Suppose your object allocates “special” memory without using new.
The garbage collector knows only how to release memory allocated with
new, so it won’t know how to release the object’s “special” memory. To
handle this case, Java provides a method called finalize( ) that you can
define for your class. Here’s how it’s supposed to work. When the garbage
collector is ready to release the storage used for your object, it will first
call finalize(), and only on the next garbage-collection pass will it

2 The one case in which this is possible occurs if you pass a reference to an object into the
static method. Then, via the reference (which is now effectively this), you can call non-
static methods and access non-static fields. But typically if you want to do something like
this you'll just make an ordinary, non-static method.
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reclaim the object’'s memory. So if you choose to use finalize(), it gives
you the ability to perform some important cleanup at the time of garbage
collection.

This is a potential programming pitfall because some programmers,
especially C++ programmers, might initially mistake finalize( ) for the
destructor in C++, which is a function that is always called when an object
is destroyed. But it is important to distinguish between C++ and Java
here, because in C++ objects always get destroyed (in a bug-free
program), whereas in Java objects do not always get garbage-collected.
Or, put another way:

Garbage collection is not destruction.

If you remember this, you will stay out of trouble. What it means is that if
there is some activity that must be performed before you no longer need
an object, you must perform that activity yourself. Java has no destructor
or similar concept, so you must create an ordinary method to perform this
cleanup. For example, suppose in the process of creating your object it
draws itself on the screen. If you don’t explicitly erase its image from the
screen, it might never get cleaned up. If you put some kind of erasing
functionality inside finalize( ), then if an object is garbage-collected, the
image will first be removed from the screen, but if it isn’t, the image will
remain. So a second point to remember is:

Your objects might not get garbage-collected.

You might find that the storage for an object never gets released because
your program never nears the point of running out of storage. If your
program completes and the garbage collector never gets around to
releasing the storage for any of your objects, that storage will be returned
to the operating system en masse as the program exits. This is a good
thing, because garbage collection has some overhead, and if you never do
it you never incur that expense.

What is finalize( ) for?

You might believe at this point that you should not use finalize() as a
general-purpose cleanup method. What good is it?
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A third point to remember is:
Garbage collection is only about memory.

That is, the sole reason for the existence of the garbage collector is to
recover memory that your program is no longer using. So any activity that
is associated with garbage collection, most notably your finalize()
method, must also be only about memory and its deallocation.

Does this mean that if your object contains other objects finalize()
should explicitly release those objects? Well, no—the garbage collector
takes care of the release of all object memory regardless of how the object
is created. It turns out that the need for finalize() is limited to special
cases, in which your object can allocate some storage in some way other
than creating an object. But, you might observe, everything in Java is an
object so how can this be?

It would seem that finalize() is in place because of the possibility that
you’'ll do something C-like by allocating memory using a mechanism other
than the normal one in Java. This can happen primarily through native
methods, which are a way to call non-Java code from Java. (Native
methods are discussed in Appendix B.) C and C++ are the only languages
currently supported by native methods, but since they can call
subprograms in other languages, you can effectively call anything. Inside
the non-Java code, C's malloc() family of functions might be called to
allocate storage, and unless you call free( ) that storage will not be
released, causing a memory leak. Of course, free() isa C and C++
function, so you’d need to call it in a native method inside your
finalize().

After reading this, you probably get the idea that you won't use
finalize() much. You're correct; it is not the appropriate place for
normal cleanup to occur. So where should normal cleanup be performed?

You must perform cleanup

To clean up an object, the user of that object must call a cleanup method
at the point the cleanup is desired. This sounds pretty straightforward,
but it collides a bit with the C++ concept of the destructor. In C++, all
objects are destroyed. Or rather, all objects should be destroyed. If the
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C++ object is created as a local (i.e., on the stack—not possible in Java),
then the destruction happens at the closing curly brace of the scope in
which the object was created. If the object was created using new (like in
Java) the destructor is called when the programmer calls the C++
operator delete (which doesn’t exist in Java). If the C++ programmer
forgets to call delete, the destructor is never called and you have a
memory leak, plus the other parts of the object never get cleaned up. This
kind of bug can be very difficult to track down.

In contrast, Java doesn’t allow you to create local objects—you must
always use new. But in Java, there’s no “delete” to call to release the
object since the garbage collector releases the storage for you. So from a
simplistic standpoint you could say that because of garbage collection,
Java has no destructor. You'll see as this book progresses, however, that
the presence of a garbage collector does not remove the need for or utility
of destructors. (And you should never call finalize() directly, so that’s
not an appropriate avenue for a solution.) If you want some kind of
cleanup performed other than storage release you must still explicitly call
an appropriate method in Java, which is the equivalent of a C++
destructor without the convenience.

One of the things finalize () can be useful for is observing the process of
garbage collection. The following example shows you what'’s going on and
summarizes the previous descriptions of garbage collection:

/1: c04: Garbage. j ava
/'l Denonstration of the garbage
/'l collector and finalization

class Chair {
static bool ean gcrun = fal se;
static boolean f = fal se;
static int created = 0O;
static int finalized = O;

int i;
Chair() {
i = ++created;
if(created == 47)
Systemout.println("Created 47");
}
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public void finalize() {
if(!'gcrun) {
[l The first tine finalize() is called:
gcrun = true;
System out . printl n(
"Beginning to finalize after " +
created + " Chairs have been created");
}
if(i == 47) {
System out . printl n(
"Finalizing Chair #47, " +
"Setting flag to stop Chair creation");
f = true;
}
finalized++;
if(finalized >= created)
System out . printl n(
"All " + finalized + " finalized");
}
}

public class Garbage {
public static void main(String[] args) {
/!l As long as the flag hasn't been set,
/1 make Chairs and Strings:
while(!Chair.f) {
new Chair();
new String("To take up space");
}
System out. printl n(
"After all Chairs have been created:\n" +
"total created =" + Chair.created +
", total finalized =" + Chair.finalized);
/1l Optional argunments force garbage
/1 collection & finalization:
if(args.length > 0) {
i f(args[0].equals("gc") ||
args[0] . equal s("all")) {
Systemout.println("gc():");
System gc();
}
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if(args[0].equal s("finalize") ||
args[0] . equal s("all")) {
Systemout. println("runFinalization():");
System runFi nal i zati on();
}
}
System out. println("bye!");

}
Y 110~

The above program creates many Chair objects, and at some point after
the garbage collector begins running, the program stops creating Chairs.
Since the garbage collector can run at any time, you don’t know exactly
when it will start up, so there’s a flag called gcrun to indicate whether the
garbage collector has started running yet. A second flag f is a way for
Chair to tell the main() loop that it should stop making objects. Both of
these flags are set within finalize( ), which is called during garbage
collection.

Two other static variables, created and finalized, keep track of the
number of Chairs created versus the number that get finalized by the
garbage collector. Finally, each Chair has its own (non-static) int i so it
can keep track of what number it is. When Chair number 47 is finalized,
the flag is set to true to bring the process of Chair creation to a stop.

All this happens in main(), in the loop

while(!Chair.f) {
new Chair();
new String("To take up space");

}

You might wonder how this loop could ever finish, since there’s nothing
inside the loop that changes the value of Chair.f. However, the
finalize() process will, eventually, when it finalizes number 47.

The creation of a String object during each iteration is simply extra
storage being allocated to encourage the garbage collector to kick in,
which it will do when it starts to get nervous about the amount of memory
available.
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When you run the program, you provide a command-line argument of
“gc,” “finalize,” or “all.” The *“gc” argument will call the System.gc()
method (to force execution of the garbage collector). Using the “finalize”
argument calls System.runFinalization( ) which—in theory—will
cause any unfinalized objects to be finalized. And “all” causes both
methods to be called.

The behavior of this program and the version in the first edition of this
book shows that the whole issue of garbage collection and finalization has
been evolving, with much of the evolution happening behind closed doors.
In fact, by the time you read this, the behavior of the program may have
changed once again.

If System.gc() is called, then finalization happens to all the objects. This
was not necessarily the case with previous implementations of the JDK,
although the documentation claimed otherwise. In addition, you'll see
that it doesn’t seem to make any difference whether
System.runFinalization() is called.

However, you will see that only if System.gc() is called after all the
objects are created and discarded will all the finalizers be called. If you do
not call System.gc( ), then only some of the objects will be finalized. In
Java 1.1, a method System.runFinalizersOnExit( ) was introduced
that caused programs to run all the finalizers as they exited, but the
design turned out to be buggy and the method was deprecated. This is yet
another clue that the Java designers were thrashing about trying to solve
the garbage collection and finalization problem. We can only hope that
things have been worked out in Java 2.

The preceding program shows that the promise that finalizers will always
be run holds true, but only if you explicitly force it to happen yourself. If
you don’t cause System.gc( ) to be called, you'll get an output like this:

Created 47

Beginning to finalize after 3486 Chairs have been
created

Finalizing Chair #47, Setting flag to stop Chair
creation

After all Chairs have been created:

total created = 3881, total finalized = 2684
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bye!

Thus, not all finalizers get called by the time the program completes. If
System.gc() is called, it will finalize and destroy all the objects that are
no longer in use up to that point.

Remember that neither garbage collection nor finalization is guaranteed.
If the Java Virtual Machine (JVM) isn’t close to running out of memory,
then it will (wisely) not waste time recovering memory through garbage
collection.

The death condition

In general, you can't rely on finalize( ) being called, and you must create
separate “cleanup” functions and call them explicitly. So it appears that
finalize() is only useful for obscure memory cleanup that most
programmers will never use. However, there is a very interesting use of
finalize( ) which does not rely on it being called every time. This is the
verification of the death condition3 of an object.

At the point that you're no longer interested in an object—when it's ready
to be cleaned up—that object should be in a state whereby its memory can
be safely released. For example, if the object represents an open file, that
file should be closed by the programmer before the object is garbage-
collected. If any portions of the object are not properly cleaned up, then
you have a bug in your program that could be very difficult to find. The
value of finalize()) is that it can be used to discover this condition, even
if it isn’t always called. If one of the finalizations happens to reveal the
bug, then you discover the problem, which is all you really care about.

Here’s a simple example of how you might use it:

/1. c04: Deat hCondition.java
/1 Using finalize() to detect an object that
/! hasn't been properly cleaned up.

cl ass Book {

3 A term coined by Bill Venners (www.artima.com) during a seminar that he and | were
giving together.
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bool ean checkedQut = fal se;
Book( bool ean checkQut) {
checkedQut = checkQut;

}
voi d checkln() {

checkedQut = fal se;
}
public void finalize() {

i f (checkedQut)

Systemout.println("Error: checked out");

}

}

public class DeathCondition {
public static void main(String[] args) {
Book novel = new Book(true);
/1 Proper cleanup:
novel . checkl n();
/!l Drop the reference, forget to clean up:
new Book(true);
/!l Force garbage collection & finalization:
System gc();
}
Yy I~

The death condition is that all Book objects are supposed to be checked
in before they are garbage-collected, but in main( ) a programmer error
doesn’t check in one of the books. Without finalize() to verify the death
condition, this could be a difficult bug to find.

Note that System.gc( ) is used to force finalization (and you should do
this during program development to speed debugging). But even if it isn't,
it's highly probable that the errant Book will eventually be discovered
through repeated executions of the program (assuming the program
allocates enough storage to cause the garbage collector to execute).

How a garbage collector works

If you come from a programming language where allocating objects on the
heap is expensive, you may naturally assume that Java’s scheme of
allocating everything (except primitives) on the heap is expensive.
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However, it turns out that the garbage collector can have a significant
impact on increasing the speed of object creation. This might sound a bit
odd at first—that storage release affects storage allocation—but it’s the
way some JVMs work and it means that allocating storage for heap
objects in Java can be nearly as fast as creating storage on the stack in
other languages.

For example, you can think of the C++ heap as a yard where each object
stakes out its own piece of turf. This real estate can become abandoned
sometime later and must be reused. In some JVMs, the Java heap is quite
different; it's more like a conveyor belt that moves forward every time you
allocate a new object. This means that object storage allocation is
remarkably rapid. The “heap pointer” is simply moved forward into virgin
territory, so it’s effectively the same as C++’s stack allocation. (Of course,
there’s a little extra overhead for bookkeeping but it's nothing like
searching for storage.)

Now you might observe that the heap isn’t in fact a conveyor belt, and if
you treat it that way you'll eventually start paging memory a lot (which is
a big performance hit) and later run out. The trick is that the garbage
collector steps in and while it collects the garbage it compacts all the
objects in the heap so that you've effectively moved the “heap pointer”
closer to the beginning of the conveyor belt and further away from a page
fault. The garbage collector rearranges things and makes it possible for
the high-speed, infinite-free-heap model to be used while allocating
storage.

To understand how this works, you need to get a little better idea of the
way the different garbage collector (GC) schemes work. A simple but slow
GC technique is reference counting. This means that each object contains
a reference counter, and every time a reference is attached to an object the
reference count is increased. Every time a reference goes out of scope or is
set to null, the reference count is decreased. Thus, managing reference
counts is a small but constant overhead that happens throughout the
lifetime of your program. The garbage collector moves through the entire
list of objects and when it finds one with a reference count of zero it
releases that storage. The one drawback is that if objects circularly refer to
each other they can have nonzero reference counts while still being
garbage. Locating such self-referential groups requires significant extra
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work for the garbage collector. Reference counting is commonly used to
explain one kind of garbage collection but it doesn’t seem to be used in
any JVM implementations.

In faster schemes, garbage collection is not based on reference counting.
Instead, it is based on the idea that any nondead object must ultimately be
traceable back to a reference that lives either on the stack or in static
storage. The chain might go through several layers of objects. Thus, if you
start in the stack and the static storage area and walk through all the
references you'll find all the live objects. For each reference that you find,
you must trace into the object that it points to and then follow all the
references in that object, tracing into the objects they point to, etc., until
you’'ve moved through the entire web that originated with the reference on
the stack or in static storage. Each object that you move through must still
be alive. Note that there is no problem with detached self-referential
groups—these are simply not found, and are therefore automatically
garbage.

In the approach described here, the JVM uses an adaptive garbage-
collection scheme, and what it does with the live objects that it locates
depends on the variant currently being used. One of these variants is stop-
and-copy. This means that—for reasons that will become apparent—the
program is first stopped (this is not a background collection scheme).
Then, each live object that is found is copied from one heap to another,
leaving behind all the garbage. In addition, as the objects are copied into
the new heap they are packed end-to-end, thus compacting the new heap
(and allowing new storage to simply be reeled off the end as previously
described).

Of course, when an object is moved from one place to another, all
references that point at (i.e., that reference) the object must be changed.
The reference that goes from the heap or the static storage area to the
object can be changed right away, but there can be other references
pointing to this object that will be encountered later during the “walk.”
These are fixed up as they are found (you could imagine a table that maps
old addresses to new ones).

There are two issues that make these so-called “copy collectors”
inefficient. The first is the idea that you have two heaps and you slosh all
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the memory back and forth between these two separate heaps,
maintaining twice as much memory as you actually need. Some JVMs deal
with this by allocating the heap in chunks as needed and simply copying
from one chunk to another.

The second issue is the copying. Once your program becomes stable it
might be generating little or no garbage. Despite that, a copy collector will
still copy all the memory from one place to another, which is wasteful. To
prevent this, some JVMs detect that no new garbage is being generated
and switch to a different scheme (this is the “adaptive” part). This other
scheme is called mark and sweep, and it's what earlier versions of Sun’s
JVM used all the time. For general use, mark and sweep is fairly slow, but
when you know you’re generating little or no garbage it’s fast.

Mark and sweep follows the same logic of starting from the stack and
static storage and tracing through all the references to find live objects.
However, each time it finds a live object that object is marked by setting a
flag in it, but the object isn’t collected yet. Only when the marking process
is finished does the sweep occur. During the sweep, the dead objects are
released. However, no copying happens, so if the collector chooses to
compact a fragmented heap it does so by shuffling objects around.

The “stop-and-copy” refers to the idea that this type of garbage collection
is not done in the background; instead, the program is stopped while the
GC occurs. In the Sun literature you'll find many references to garbage
collection as a low-priority background process, but it turns out that the
GC was not implemented that way, at least in earlier versions of the Sun
JVM. Instead, the Sun garbage collector ran when memory got low. In
addition, mark-and-sweep requires that the program be stopped.

As previously mentioned, in the JVM described here memory is allocated
in big blocks. If you allocate a large object, it gets its own block. Strict
stop-and-copy requires copying every live object from the source heap to a
new heap before you could free the old one, which translates to lots of
memory. With blocks, the GC can typically use dead blocks to copy objects
to as it collects. Each block has a generation count to keep track of
whether it’s alive. In the normal case, only the blocks created since the
last GC are compacted; all other blocks get their generation count bumped
if they have been referenced from somewhere. This handles the normal
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case of lots of short-lived temporary objects. Periodically, a full sweep is
made—Ilarge objects are still not copied (just get their generation count
bumped) and blocks containing small objects are copied and compacted.
The JVM monitors the efficiency of GC and if it becomes a waste of time
because all objects are long-lived then it switches to mark-and-sweep.
Similarly, the JVM keeps track of how successful mark-and-sweep is, and
if the heap starts to become fragmented it switches back to stop-and-copy.
This is where the “adaptive” part comes in, so you end up with a
mouthful: “adaptive generational stop-and-copy mark-and-sweep.”

There are a number of additional speedups possible in a JVM. An
especially important one involves the operation of the loader and Just-In-
Time (JIT) compiler. When a class must be loaded (typically, the first time
you want to create an object of that class), the .class file is located and
the byte codes for that class are brought into memory. At this point, one
approach is to simply JIT all the code, but this has two drawbacks: it takes
a little more time, which, compounded throughout the life of the program,
can add up; and it increases the size of the executable (byte codes are
significantly more compact than expanded JIT code) and this might cause
paging, which definitely slows down a program. An alternative approach
is lazy evaluation, which means that the code is not JIT compiled until
necessary. Thus, code that never gets executed might never get JIT
compiled.

Member initialization

Java goes out of its way to guarantee that variables are properly initialized
before they are used. In the case of variables that are defined locally to a
method, this guarantee comes in the form of a compile-time error. So if
you say:

void f() {
int i;
i ++;

}

you’ll get an error message that says that i might not have been initialized.
Of course, the compiler could have given i a default value, but it's more
likely that this is a programmer error and a default value would have
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covered that up. Forcing the programmer to provide an initialization
value is more likely to catch a bug.

If a primitive is a data member of a class, however, things are a bit
different. Since any method can initialize or use that data, it might not be
practical to force the user to initialize it to its appropriate value before the
data is used. However, it’s unsafe to leave it with a garbage value, so each
primitive data member of a class is guaranteed to get an initial value.
Those values can be seen here:

[1: cO4:1nitial Val ues. java
/1 Shows default initial val ues.

cl ass Measuremnent {
bool ean t;
char c;
byte b;
short s;
int i;
long I|;
float f;
doubl e d;
void print() {
System out. printl n(

"Data type Initial value\n" +

"bool ean "+t +"\n" 4+

"char [" +c +"] "+ (int)c +"\n"+
"byte "+ b+ "\n" +

"short "+ s+ "\n" +

"int "+ o+ "\n" o+

"l ong "+l o+ "\n" 4+

"fl oat "+ f +"\n" 4+

"doubl e "+ d);

}
}

public class Initial Values {
public static void nmain(String[] args) {
Measurenent d = new Measurenent ();
d.print();
/* In this case you could al so say:
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new Measurenent (). print();
*/
}
Y I~

The output of this program is:

Data type Initial value
bool ean fal se

char [ 1O

byt e 0
short 0
i nt 0
| ong 0
fl oat 0.
doubl e 0.0

The char value is a zero, which prints as a space.

You'll see later that when you define an object reference inside a class
without initializing it to a new object, that reference is given a special
value of null (which is a Java keyword).

You can see that even though the values are not specified, they
automatically get initialized. So at least there’s no threat of working with
uninitialized variables.

Specifying initialization

What happens if you want to give a variable an initial value? One direct
way to do this is simply to assign the value at the point you define the
variable in the class. (Notice you cannot do this in C++, although C++

novices always try.) Here the field definitions in class Measurement are
changed to provide initial values:

cl ass Measurenent {
bool ean b = true;

char ¢ = '"x';
byte B = 47;
short s = Oxff;
int i = 999;
long | = 1;

float f = 3. 14f;
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double d = 3. 14159;
/1.

You can also initialize nonprimitive objects in this same way. If Depth is
aclass, you can insert a variable and initialize it like so:

cl ass Measurenent {
Depth o = new Depth();
bool ean b = true;
11

If you haven’t given o an initial value and you try to use it anyway, you'll
get a run-time error called an exception (covered in Chapter 10).

You can even call a method to provide an initialization value:

class Clnit {
int i =1();
/...

}

This method can have arguments, of course, but those arguments cannot
be other class members that haven’t been initialized yet. Thus, you can do
this:

class Clnit {

int i =1();
int j =g(i);
/...

}

But you cannot do this:

class Clnit {

int j =9(i);
int i =1();
/...

}

This is one place in which the compiler, appropriately, does complain
about forward referencing, since this has to do with the order of
initialization and not the way the program is compiled.
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This approach to initialization is simple and straightforward. It has the
limitation that every object of type Measurement will get these same
initialization values. Sometimes this is exactly what you need, but at other
times you need more flexibility.

Constructor initialization

The constructor can be used to perform initialization, and this gives you
greater flexibility in your programming since you can call methods and
perform actions at run-time to determine the initial values. There’s one
thing to keep in mind, however: you aren’t precluding the automatic
initialization, which happens before the constructor is entered. So, for
example, if you say:

class Counter {
int i;
Counter() { i =7; }
11

then i will first be initialized to O, then to 7. This is true with all the
primitive types and with object references, including those that are given
explicit initialization at the point of definition. For this reason, the
compiler doesn’t try to force you to initialize elements in the constructor
at any particular place, or before they are used—initialization is already
guaranteed?.

Order of initialization

Within a class, the order of initialization is determined by the order that
the variables are defined within the class. The variable definitions may be
scattered throughout and in between method definitions, but the
variables are initialized before any methods can be called—even the
constructor. For example:

[1: c04:OrderOInitialization.java
/] Denonstrates initialization order.

4 In contrast, C++ has the constructor initializer list that causes initialization to occur
before entering the constructor body, and is enforced for objects. See Thinking in C++, 2nd
edition (available on this book’s CD ROM and at www.BruceEckel.com).
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/1 \When the constructor is called to create a
[/l Tag object, you'll see a nessage:
class Tag {
Tag(int marker) {
Systemout.println("Tag(" + marker + ")");

}

}
class Card {
Tag t1 = new Tag(1); // Before constructor
Card() {
/! Indicate we're in the constructor:
Systemout.println("Card()");
t3 = new Tag(33); // Reinitialize t3
}
Tag t2 = new Tag(2); // After constructor
void f() {
Systemout.printin("f()");
}
Tag t3 = new Tag(3); // At end
}

public class OrderOInitialization {
public static void nmain(String[] args) {
Card t = new Card();
t.f(); // Shows that construction is done

}
Y 110~

In Card, the definitions of the Tag objects are intentionally scattered
about to prove that they’ll all get initialized before the constructor is
entered or anything else can happen. In addition, t3 is reinitialized inside
the constructor. The output is:

Tag(1)
Tag(2)
Tag( 3)
Card()
Tag(33)
f()
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Thus, the t3 reference gets initialized twice, once before and once during
the constructor call. (The first object is dropped, so it can be garbage-
collected later.) This might not seem efficient at first, but it guarantees
proper initialization—what would happen if an overloaded constructor
were defined that did not initialize t3 and there wasn'’t a “default”
initialization for t3 in its definition?

Static data initialization

When the data is static the same thing happens; if it's a primitive and you
don'tinitialize it, it gets the standard primitive initial values. If it's a
reference to an object, it's null unless you create a new object and attach
your reference to it.

If you want to place initialization at the point of definition, it looks the
same as for non-statics. There’s only a single piece of storage for a static,
regardless of how many objects are created. But the question arises of
when the static storage gets initialized. An example makes this question
clear:

/1. cO4:Staticlnitialization.java
/1 Specifying initial values in a
/'l class definition.

cl ass Bow {
Bowl (i nt marker) {
Systemout.println("Bow (" + marker + ")");

void f(int marker) {
Systemout.println("f(" + marker + ")");
}
}

class Table {

static Bow bl = new Bow (1);

Tabl e() {
Systemout.println("Table()");
b2.f(1);

}

void f2(int marker) {
Systemout.println("f2(" + nmarker + ")");
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}
static Bow b2 = new Bow (2);

}

cl ass Cupboard {

Bowl b3 = new Bow (3);

static Bow b4 = new Bow (4);

Cupboard() {
System out . println("Cupboard()");
bd.f(2);

}

void f3(int marker) {
Systemout.println("f3(" + marker + ")");

}

static Bowl b5 = new Bow (5);

}

public class Staticlnitialization {
public static void nmain(String[] args) {
System out . printl n(
"Creating new Cupboard() in main");
new Cupboard();
System out . printl n(
"Creating new Cupboard() in main");
new Cupboard();
t2.12(1);
t3.f3(1);
}
static Table t2 = new Tabl e();
static Cupboard t3 = new Cupboard();
Y I~

Bow!l allows you to view the creation of a class, and Table and
Cupboard create static members of Bowl scattered through their class
definitions. Note that Cupboard creates a non-static Bowl b3 prior to
the static definitions. The output shows what happens:

Bowl (1)
Bowl ( 2)
Tabl e()
f(1)
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Bowl (4)

Bow ( 5)

Bowl ( 3)

Cupboar d()

f(2)

Creating new Cupboard() in main
Bow ( 3)

Cupboar d()

f(2)

Creating new Cupboard() in main
Bowl ( 3)

Cupboar d()

f(2)

f2(1)

f3(1)

The static initialization occurs only if it's necessary. If you don't create a
Table object and you never refer to Table.bl or Table.b2, the static
Bowl bl and b2 will never be created. However, they are initialized only
when the first Table object is created (or the first static access occurs).
After that, the static objects are not reinitialized.

The order of initialization is statics first, if they haven't already been
initialized by a previous object creation, and then the non-static objects.
You can see the evidence of this in the output.

It's helpful to summarize the process of creating an object. Consider a
class called Dog:

1. The first time an object of type Dog is created, or the first time a
static method or static field of class Dog is accessed, the Java
interpreter must locate Dog.class, which it does by searching
through the classpath.

2. As Dog.class is loaded (creating a Class object, which you’ll learn
about later), all of its static initializers are run. Thus, static
initialization takes place only once, as the Class object is loaded for
the first time.
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3. When you create a new Dog( ), the construction process for a
Dog obiject first allocates enough storage for a Dog object on the
heap.

4. This storage is wiped to zero, automatically setting all the
primitives in that Dog object to their default values (zero for
numbers and the equivalent for boolean and char) and the
references to null.

5. Any initializations that occur at the point of field definition are
executed.
6. Constructors are executed. As you shall see in Chapter 6, this might

actually involve a fair amount of activity, especially when
inheritance is involved.

Explicit static initialization

Java allows you to group other static initializations inside a special
“static construction clause” (sometimes called a static block) in a class. It
looks like this:

cl ass Spoon {
static int i;
static {
i = 47;
}
11

It appears to be a method, but it's just the static keyword followed by a
method body. This code, like other static initializations, is executed only
once, the first time you make an object of that class or the first time you
access a static member of that class (even if you never make an object of
that class). For example:

[1: cO4:ExplicitStatic.java
[/l Explicit static initialization
/1 with the "static" clause.

class Cup {
Cup(int marker) {
Systemout. println("Cup(" + marker + ")");
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}

void f(int marker) {
Systemout.println("f(" + marker + ")");
}
}

cl ass Cups {
static Cup cl;
static Cup c2;
static {
cl new Cup(1);
c2 new Cup(2);
}
Cups() {
Systemout. println("Cups()");
}
}

public class ExplicitStatic {
public static void nmain(String[] args) {
Systemout.println("Inside main()");
Cups.cl.f(99); [/ (1)
}
/] static Cups x
/] static Cups y
Y I~

new Cups(); [/ (2)
new Cups(); [/ (2)

The static initializers for Cups run when either the access of the static
object c1 occurs on the line marked (1), or if line (1) is commented out and
the lines marked (2) are uncommented. If both (1) and (2) are commented
out, the static initialization for Cups never occurs. Also, it doesn’t matter
if one or both of the lines marked (2) are uncommented; the static
initialization only occurs once.

Non-static instance initialization

Java provides a similar syntax for initializing non-static variables for
each object. Here’s an example:

//: c04: Migs.|java
/] Java "Instance Initialization."
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class Mug {
Mug(int marker) {
Systemout. println("Mg(" + marker + ")");

void f(int marker) {
Systemout.println("f(" + marker + ")");

}

public class Migs {
Mug c1,

cl = new Mug(1);
c2 = new Mig(2);
Systemout.printin("cl & c2 initialized");

}

Mugs() {
Systemout. println("Mgs()");

}

public static void main(String[] args) {
Systemout.println("Inside main()");
Mugs x = new Mugs();

}

Y I~

You can see that the instance initialization clause:

{
cl = new Mug(1);
c2 = new Mig(2);
Systemout.printin("cl & c2 initialized");

}

looks exactly like the static initialization clause except for the missing
static keyword. This syntax is necessary to support the initialization of
anonymous inner classes (see Chapter 8).
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Array initialization

Initializing arrays in C is error-prone and tedious. C++ uses aggregate
initialization to make it much safer®. Java has no “aggregates” like C++,
since everything is an object in Java. It does have arrays, and these are
supported with array initialization.

An array is simply a sequence of either objects or primitives, all the same
type and packaged together under one identifier name. Arrays are defined
and used with the square-brackets indexing operator [ ]. To define an
array you simply follow your type name with empty square brackets:

| int[] ai;

You can also put the square brackets after the identifier to produce exactly
the same meaning:

| int al[];

This conforms to expectations from C and C++ programmers. The former
style, however, is probably a more sensible syntax, since it says that the
type is “an int array.” That style will be used in this book.

The compiler doesn’t allow you to tell it how big the array is. This brings
us back to that issue of “references.” All that you have at this pointis a
reference to an array, and there’s been no space allocated for the array. To
create storage for the array you must write an initialization expression.
For arrays, initialization can appear anywhere in your code, but you can
also use a special kind of initialization expression that must occur at the
point where the array is created. This special initialization is a set of
values surrounded by curly braces. The storage allocation (the equivalent
of using new) is taken care of by the compiler in this case. For example:

| int[] a1 ={ 1, 2, 3, 4, 5};

So why would you ever define an array reference without an array?

5See Thinking in C++, 2"d edition for a complete description of C++ aggregate
initialization.
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| int[] a2;

Well, it’s possible to assign one array to another in Java, So you can say:
| a2 = al;

What you're really doing is copying a reference, as demonstrated here:

/1. c04: Arrays.java
/1l Arrays of primtives.

public class Arrays {
public static void main(String[] args) {
int[] al ={ 1, 2, 3, 4, 51};

int[] a2;

a2 = al;

for(int i = 0; i < a2.length; i++)
az[i] ++;

for(int i =0; i < al.length; i++)
System out . printl n(

“al[" + i + "] =" + all[i]);
}
Yy oI~

You can see that al is given an initialization value while a2 is not; a2 is
assigned later—in this case, to another array.

There’s something new here: all arrays have an intrinsic member
(whether they’re arrays of objects or arrays of primitives) that you can
guery—but not change—to tell you how many elements there are in the
array. This member is length. Since arrays in Java, like C and C++, start
counting from element zero, the largest element you can index is length -
1. If you go out of bounds, C and C++ quietly accept this and allow you to
stomp all over your memory, which is the source of many infamous bugs.
However, Java protects you against such problems by causing a run-time
error (an exception, the subject of Chapter 10) if you step out of bounds.
Of course, checking every array access costs time and code and there’s no
way to turn it off, which means that array accesses might be a source of
inefficiency in your program if they occur at a critical juncture. For
Internet security and programmer productivity, the Java designers
thought that this was a worthwhile trade-off.
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What if you don’t know how many elements you're going to need in your
array while you’re writing the program? You simply use new to create the
elements in the array. Here, new works even though it's creating an array
of primitives (new won't create a nonarray primitive):

/1: c04: ArrayNew. j ava
/1l Creating arrays with new.
i mport java.util.*;

public class ArrayNew {
stati ¢ Randomrand = new Random();
static int pRand(int nod) {
return Mat h.abs(rand.nextInt()) % nod + 1,
}
public static void main(String[] args) {
int[] a;
a = new int[pRand(20)];
System out. printl n(

"length of a =" + a.length);
for(int i =0; i < a.length; i++)
System out . printl n(
alt +i o+ ] =+ ali]);
}
Yy I~

Since the size of the array is chosen at random (using the pRand()
method), it’s clear that array creation is actually happening at run-time.
In addition, you'll see from the output of this program that array elements
of primitive types are automatically initialized to “empty” values. (For
numerics and char, this is zero, and for boolean, it’s false.)

Of course, the array could also have been defined and initialized in the
same statement:

| int[] a = new int[pRand(20)];

If you're dealing with an array of nonprimitive objects, you must always
use new. Here, the reference issue comes up again because what you
create is an array of references. Consider the wrapper type Integer,
which is a class and not a primitive:

| /7: c04: Arrayd assQbj . j ava
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/!l Creating an array of nonprimtive objects.
i mport java.util.*;

public class Arrayd assObj {

stati ¢ Random rand = new Random();

static int pRand(int nod) {
return Mat h.abs(rand.nextIint()) % nod + 1,

}

public static void main(String[] args) {
Integer[] a = new I nteger[pRand(20)];
System out . printl n(

"length of a =" + a.length);
for(int i =0; i <a.length; i++) {
a[i] = new I nteger(pRand(500));

System out . printl n(
"a[t + i o+ "] =" +ali]);
}

}
Y 111~

Here, even after new is called to create the array:
| Integer[] a = new I nteger[pRand(20)];

it’s only an array of references, and not until the reference itself is
initialized by creating a new Integer object is the initialization complete:

| a[i] = new I nteger (pRand(500));:

If you forget to create the object, however, you'll get an exception at run-
time when you try to read the empty array location.

Take a look at the formation of the String object inside the print
statements. You can see that the reference to the Integer object is
automatically converted to produce a String representing the value
inside the object.

It's also possible to initialize arrays of objects using the curly-brace-
enclosed list. There are two forms:

/1: cO04:Arraylnit.java
[l Array initialization.
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public class Arraylnit {
public static void nmain(String[] args) {
Integer[] a = {
new | nteger (1),
new | nt eger (2),
new | nt eger(3),

};

Integer[] b = new Integer[] {
new | nteger (1),
new | nt eger (2),
new | nt eger (3),

¥

}
Y 110~

This is useful at times, but it's more limited since the size of the array is
determined at compile-time. The final comma in the list of initializers is
optional. (This feature makes for easier maintenance of long lists.)

The second form of array initialization provides a convenient syntax to
create and call methods that can produce the same effect as C's variable
argument lists (known as “varargs” in C). These can include unknown
guantity of arguments as well as unknown types. Since all classes are
ultimately inherited from the common root class Object (a subject you
will learn more about as this book progresses), you can create a method
that takes an array of Object and call it like this:

//: c04:VarArgs.|ava
/1 Using the array syntax to create
/1 variable argument |ists.

class A{ int i; }

public class VarArgs {
static void f(Qoject[] x) {
for(int i =0; i < x.length; i++)
Systemout.println(x[i]);
}

public static void main(String[] args) {
f(new Qbject[] {
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new | nteger(47), new VarArgs(),

new Fl oat (3. 14), new Doubl e(11.11) });
f(new Qbject[] {"one", "two", "three" });
f(new Cbject[] {new A(), new A(), new A()});

}
Y 11~

At this point, there’s not much you can do with these unknown objects,
and this program uses the automatic String conversion to do something
useful with each Object. In Chapter 12, which covers run-time type
identification (RTTI), you'll learn how to discover the exact type of such
objects so that you can do something more interesting with them.

Multidimensional arrays

Java allows you to easily create multidimensional arrays:

[1: cO4:MultiD mArray. java
[/l Creating multidinensional arrays.
import java.util.*;

public class Miulti D mArray {
stati ¢ Random rand = new Random();
static int pRand(int nod) {
return Math. abs(rand. nextlnt()) % nod + 1;
}
static void prt(String s) {
Systemout. println(s);

}
public static void main(String[] args) {
int[][] al = {
{1, 2, 3, },
{ 4, 5, 6, },
¥
for(int i = 0; i < al.length; i++)
for(int j =0; j < al[i].length; j++)
prt("al[" + i + "J[" + ] +

1=t o+ alli][jl]);
/1 3-D array with fixed | ength:
int[][]1[] a2 = newint[2][2][4];
for(int i = 0; i < a2.length; i++)
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for(int j =
for(int k
k++)
pre(” a2[ L N
I | S
o+ az[i][j1[k]);

0; j < az[i].length; j++)
=0; k <az[i][j].!length;

] =
/1 3-D array w
3 =

t
int[]J[][] a new int[pRand(7)][]1[];
for(int i =0; i < a3.length; i++) {
a3[i] = newint[pRand(5)][];
for(int j =0; j < a3[i].length; j++)
a3[i][j] = new int[pRand(5)];
}
for(int i = i < a3.length; i++)

0
for(int j =0; j < a3[i].length; j++)
for(int k =0; k < a3[i][j]-!ength;
k++)
pre("as[" + i + "]["
R IR
"1 =" +a3[i][j][k]);
[l Array of nonprimtive objects:
Integer[][] a4 = {
{ new Integer(1l), new Integer(2)},
{ new Integer(3), new Integer(4)},
{ new Integer(5), new Integer(6)},

}s
for(int i =0; i < ad.length; i++)
for(int j =0; j < a4[i].length; j++)
prt("a4[" + i + "][" +] +

] =" o+ adli]fj]);
Integer[][] a5;
ab = new Integer[3]][];
for(int i =0; i < ab5.length; i++) {
ab[i] = new Integer[3];
for(int j =0; j < a5[i].length; j++)
a5[i][j] = new Integer(i*j);

}
for(int i = 0; i < ab.length; i++)
for(int j =0; j < a5[i].length; j++)
prt("as[" + i + "][" + ] +

"= +asli]lil]);

h varied-length vectors:
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}
Y 111~

The code used for printing uses length so that it doesn’t depend on fixed
array sizes.

The first example shows a multidimensional array of primitives. You
delimit each vector in the array with curly braces:

101 al ={
1, 2, 3, },
4, 5, 6, }

int]
{
{ :

¥
Each set of square brackets moves you into the next level of the array.

The second example shows a three-dimensional array allocated with new.
Here, the whole array is allocated at once:

| int[I1[1[] a2 = new int[2][2][4];

But the third example shows that each vector in the arrays that make up
the matrix can be of any length:

int[][][] a3 = new int[pRand(7)][][];
for(int i =0; i < a3.length; i++) {
a3[i] = newint[pRand(5)][];
for(int j =0; j < a3[i].length; j++)
a3[i][j] = new int[pRand(5)];
}

The first new creates an array with a random-length first element and the
rest undetermined. The second new inside the for loop fills out the
elements but leaves the third index undetermined until you hit the third
new.

You will see from the output that array values are automatically initialized
to zero if you don’t give them an explicit initialization value.

You can deal with arrays of nonprimitive objects in a similar fashion,
which is shown in the fourth example, demonstrating the ability to collect
many new expressions with curly braces:

| Integer[][] a4 = {
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{ new Integer(1l), new Integer(2)},
{ new Integer(3), new Integer(4)},
{ new Integer(5), new Integer(6)},

};

The fifth example shows how an array of nonprimitive objects can be built
up piece by piece:

Integer[][] a5;
ab = new Integer[3]][];
for(int i =0; i < ab.length; i++) {
ab[i] = new Integer|[3];
for(int j =0; j < a5[i].length; j++)
abS[i][j] = new Integer(i*j);

The i*j is just to put an interesting value into the Integer.

Summary

This seemingly elaborate mechanism for initialization, the constructor,
should give you a strong hint about the critical importance placed on
initialization in the language. As Stroustrup was designing C++, one of the
first observations he made about productivity in C was that improper
initialization of variables causes a significant portion of programming
problems. These kinds of bugs are hard to find, and similar issues apply to
improper cleanup. Because constructors allow you to guarantee proper
initialization and cleanup (the compiler will not allow an object to be
created without the proper constructor calls), you get complete control
and safety.

In C++, destruction is quite important because objects created with new
must be explicitly destroyed. In Java, the garbage collector automatically
releases the memory for all objects, so the equivalent cleanup method in
Java isn’t necessary much of the time. In cases where you don’t need
destructor-like behavior, Java’s garbage collector greatly simplifies
programming, and adds much-needed safety in managing memory. Some
garbage collectors can even clean up other resources like graphics and file
handles. However, the garbage collector does add a run-time cost, the
expense of which is difficult to put into perspective because of the overall
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slowness of Java interpreters at this writing. As this changes, we’ll be able
to discover if the overhead of the garbage collector will preclude the use of
Java for certain types of programs. (One of the issues is the
unpredictability of the garbage collector.)

Because of the guarantee that all objects will be constructed, there’s
actually more to the constructor than what is shown here. In particular,
when you create new classes using either composition or inheritance the
guarantee of construction also holds, and some additional syntax is
necessary to support this. You'll learn about composition, inheritance,
and how they affect constructors in future chapters.

Exercises

Solutions to selected exercises can be found in the electronic document The Thinking in Java
Annotated Solution Guide, available for a small fee from www.BruceEckel.com.

1.

Create a class with a default constructor (one that takes no
arguments) that prints a message. Create an object of this class.

Add an overloaded constructor to Exercise 1 that takes a String
argument and prints it along with your message.

Create an array of object references of the class you created in
Exercise 2, but don’t actually create objects to assign into the
array. When you run the program, notice whether the initialization
messages from the constructor calls are printed.

Complete Exercise 3 by creating objects to attach to the array of
references.

Create an array of String objects and assign a string to each
element. Print the array using a for loop.

Create a class called Dog with an overloaded bark( ) method.
This method should be overloaded based on various primitive data
types, and print different types of barking, howling, etc.,
depending on which overloaded version is called. Write a main()
that calls all the different versions.
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10.

11.

12.

13.

14.

15.

16.

17.

Modify Exercise 6 so that two of the overloaded methods have two
arguments (of two different types), but in reversed order relative
to each other. Verify that this works.

Create a class without a constructor, and then create an object of
that class in main() to verify that the default constructor is
automatically synthesized.

Create a class with two methods. Within the first method, call the
second method twice: the first time without using this, and the
second time using this.

Create a class with two (overloaded) constructors. Using this, call
the second constructor inside the first one.

Create a class with a finalize(') method that prints a message. In
main( ), create an object of your class. Explain the behavior of
your program.

Modify Exercise 11 so that your finalize() will always be called.

Create a class called Tank that can be filled and emptied, and has
a death condition that it must be empty when the object is cleaned
up. Write a finalize() that verifies this death condition. In
main( ), test the possible scenarios that can occur when your
Tank is used.

Create a class containing an int and a char that are not initialized,
and print their values to verify that Java performs default
initialization.

Create a class containing an uninitialized String reference.

Demonstrate that this reference is initialized by Java to null.

Create a class with a String field that is initialized at the point of
definition, and another one that is initialized by the constructor.
What is the difference between the two approaches?

Create a class with a static String field that is initialized at the
point of definition, and another one that is initialized by the static
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18.

19.

20.
21.

22.

block. Add a static method that prints both fields and
demonstrates that they are both initialized before they are used.

Create a class with a String that is initialized using “instance
initialization.” Describe a use for this feature (other than the one
specified in this book).

Write a method that creates and initializes a two-dimensional
array of double. The size of the array is determined by the
arguments of the method, and the initialization values are a range
determined by beginning and ending values that are also
arguments of the method. Create a second method that will print
the array generated by the first method. In main() test the
methods by creating and printing several different sizes of arrays.

Repeat Exercise 19 for a three-dimensional array.

Comment the line marked (1) in ExplicitStatic.java and verify
that the static initialization clause is not called. Now uncomment
one of the lines marked (2) and verify that the static initialization
clause is called. Now uncomment the other line marked (2) and
verify that static initialization only occurs once.

Experiment with Garbage.java by running the program using
the arguments “gc,” “finalize,” or “all.” Repeat the process and see
if you detect any patterns in the output. Change the code so that
System.runFinalization() is called before System.gc( ) and
observe the results.
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5: Hiding the
Implementation

A primary consideration in object-oriented design is
“separating the things that change from the things that
stay the same.”

This is particularly important for libraries. The user (client programmer)
of that library must be able to rely on the part they use, and know that
they won't need to rewrite code if a new version of the library comes out.
On the flip side, the library creator must have the freedom to make
modifications and improvements with the certainty that the client
programmer’s code won't be affected by those changes.

This can be achieved through convention. For example, the library
programmer must agree to not remove existing methods when modifying
a class in the library, since that would break the client programmer’s code.
The reverse situation is thornier, however. In the case of a data member,
how can the library creator know which data members have been accessed
by client programmers? This is also true with methods that are only part
of the implementation of a class, and not meant to be used directly by the
client programmer. But what if the library creator wants to rip out an old
implementation and put in a new one? Changing any of those members
might break a client programmer’s code. Thus the library creator isin a
strait jacket and can’t change anything.

To solve this problem, Java provides access specifiers to allow the library
creator to say what is available to the client programmer and what is not.
The levels of access control from “most access” to “least access” are
public, protected, “friendly” (which has no keyword), and private.
From the previous paragraph you might think that, as a library designer,
you’ll want to keep everything as “private” as possible, and expose only
the methods that you want the client programmer to use. This is exactly
right, even though it's often counterintuitive for people who program in
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other languages (especially C) and are used to accessing everything
without restriction. By the end of this chapter you should be convinced of
the value of access control in Java.

The concept of a library of components and the control over who can
access the components of that library is not complete, however. There’s
still the question of how the components are bundled together into a
cohesive library unit. This is controlled with the package keyword in
Java, and the access specifiers are affected by whether a class is in the
same package or in a separate package. So to begin this chapter, you'll
learn how library components are placed into packages. Then you'll be
able to understand the complete meaning of the access specifiers.

package: the library unit

A package is what you get when you use the import keyword to bring in
an entire library, such as

| inport java.util.*;

This brings in the entire utility library that’s part of the standard Java
distribution. Since, for example, the class ArrayL.ist is in java.util, you
can now either specify the full name java.util.ArrayList (which you can
do without the import statement), or you can simply say ArrayL.ist
(because of the import).

If you want to bring in a single class, you can name that class in the
import statement

| inport java.util.ArrayList;

Now you can use ArrayL.ist with no qualification. However, none of the
other classes in java.util are available.

The reason for all this importing is to provide a mechanism to manage
“name spaces.” The names of all your class members are insulated from
each other. A method f() inside a class A will not clash with an f() that
has the same signature (argument list) in class B. But what about the class
names? Suppose you create a stack class that is installed on a machine
that already has a stack class that’s written by someone else? With Java
on the Internet, this can happen without the user knowing it, since classes
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can get downloaded automatically in the process of running a Java
program.

This potential clashing of names is why it’s important to have complete
control over the name spaces in Java, and to be able to create a completely
unique name regardless of the constraints of the Internet.

So far, most of the examples in this book have existed in a single file and
have been designed for local use, and haven’'t bothered with package
names. (In this case the class name is placed in the “default package.”)
This is certainly an option, and for simplicity’s sake this approach will be
used whenever possible throughout the rest of this book. However, if
you’re planning to create libraries or programs that are friendly to other
Java programs on the same machine, you must think about preventing
class name clashes.

When you create a source-code file for Java, it's commonly called a
compilation unit (sometimes a translation unit). Each compilation unit
must have a name ending in .java, and inside the compilation unit there
can be a public class that must have the same name as the file (including
capitalization, but excluding the .java filename extension). There can be
only one public class in each compilation unit, otherwise the compiler
will complain. The rest of the classes in that compilation unit, if there are
any, are hidden from the world outside that package because they’'re not
public, and they comprise “support” classes for the main public class.

When you compile a .java file you get an output file with exactly the same
name but an extension of .class for each class in the .java file. Thus you
can end up with quite a few .class files from a small number of .java
files. If you’'ve programmed with a compiled language, you might be used
to the compiler spitting out an intermediate form (usually an “obj” file)
that is then packaged together with others of its kind using a linker (to
create an executable file) or a librarian (to create a library). That’s not
how Java works. A working program is a bunch of .class files, which can
be packaged and compressed into a JAR file (using Java’s jar archiver).
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The Java interpreter is responsible for finding, loading, and interpreting
these files!.

A library is also a bunch of these class files. Each file has one class that is
public (you're not forced to have a public class, but it’s typical), so
there’s one component for each file. If you want to say that all these
components (that are in their own separate .java and .class files) belong
together, that’s where the package keyword comes in.

When you say:
package nypackage;

at the beginning of afile (if you use a package statement, it must appear
as the first noncomment in the file), you're stating that this compilation
unit is part of a library named mypackage. Or, put another way, you're
saying that the public class name within this compilation unit is under
the umbrella of the name mypackage, and if anyone wants to use the
name they must either fully specify the name or use the import keyword
in combination with mypackage (using the choices given previously).
Note that the convention for Java package names is to use all lowercase
letters, even for intermediate words.

For example, suppose the name of the file is MyClass.java. This means
there can be one and only one public class in that file, and the name of
that class must be MyClass (including the capitalization):

package nypackage;
public class MO ass {
11

Now, if someone wants to use MyClass or, for that matter, any of the
other public classes in mypackage, they must use the import keyword
to make the name or names in mypackage available. The alternative is
to give the fully qualified nhame:

nypackage. Myd ass m = new mypackage. M\yC ass();

1 There's nothing in Java that forces the use of an interpreter. There exist native-code Java
compilers that generate a single executable file.
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The import keyword can make this much cleaner:

i mport mypackage. *;
M. ..
Myd ass m = new Myd ass();

It's worth keeping in mind that what the package and import keywords
allow you to do, as a library designer, is to divide up the single global
name space so you won't have clashing names, no matter how many
people get on the Internet and start writing classes in Java.

Creating unigue package names

You might observe that, since a package never really gets “packaged” into
asingle file, a package could be made up of many .class files, and things
could get a bit cluttered. To prevent this, a logical thing to do is to place all
the .class files for a particular package into a single directory; that is, use
the hierarchical file structure of the operating system to your advantage.
This is one way that Java references the problem of clutter; you’ll see the
other way later when the jar utility is introduced.

Collecting the package files into a single subdirectory solves two other
problems: creating unique package names, and finding those classes that
might be buried in a directory structure someplace. This is accomplished,
as was introduced in Chapter 2, by encoding the path of the location of the
.class file into the name of the package. The compiler enforces this, but
by convention, the first part of the package name is the Internet domain
name of the creator of the class, reversed. Since Internet domain names
are guaranteed to be unique, if you follow this convention it’s guaranteed
that your package name will be unique and thus you’ll never have a
name clash. (That is, until you lose the domain name to someone else who
starts writing Java code with the same path names as you did.) Of course,
if you don’t have your own domain name then you must fabricate an
unlikely combination (such as your first and last name) to create unique
package names. If you've decided to start publishing Java code it's worth
the relatively small effort to get a domain name.

The second part of this trick is resolving the package name into a
directory on your machine, so when the Java program runs and it needs to
load the .class file (which it does dynamically, at the point in the program
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where it needs to create an object of that particular class, or the first time
you access a static member of the class), it can locate the directory where
the .class file resides.

The Java interpreter proceeds as follows. First, it finds the environment
variable CLASSPATH (set via the operating system, sometimes by the
installation program that installs Java or a Java-based tool on your
machine). CLASSPATH contains one or more directories that are used as
roots for a search for .class files. Starting at that root, the interpreter will
take the package name and replace each dot with a slash to generate a
path name from the CLASSPATH root (so package foo.bar.baz
becomes foo\bar\baz or foo/bar/baz or possibly something else,
depending on your operating system). This is then concatenated to the
various entries in the CLASSPATH. That's where it looks for the .class
file with the name corresponding to the class you're trying to create. (It
also searches some standard directories relative to where the Java
interpreter resides).

To understand this, consider my domain name, which is
bruceeckel.com. By reversing this, com.bruceeckel establishes my
unique global name for my classes. (The com, edu, org, etc., extension was
formerly capitalized in Java packages, but this was changed in Java 2 so
the entire package name is lowercase.) | can further subdivide this by
deciding that | want to create a library named simple, so I'll end up with
a package name:

package com bruceeckel . si npl e;

Now this package name can be used as an umbrella name space for the
following two files:

//: com bruceeckel : si npl e: Vector.|ava
/1l Creating a package.
package com bruceeckel . si npl e;

public class Vector {
public Vector() {
System out . printl n(
"com bruceeckel . util. Vector");
}

Y 11~
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When you create your own packages, you'll discover that the package
statement must be the first noncomment code in the file. The second file
looks much the same:

/1: com bruceeckel : sinple:List.java
/1l Creating a package.
package com bruceeckel . si npl e;

public class List {
public List() {
System out . printl n(
"com bruceeckel .util.List");
}

Y 110~

Both of these files are placed in the subdirectory on my system:
| C.\ DOCQ\ JavaT\ com bruceeckel \ si npl e

If you walk back through this, you can see the package name
com.bruceeckel.simple, but what about the first portion of the path?
That's taken care of in the CLASSPATH environment variable, which is,
on my machine:

CLASSPATH=. ; D: \ JAVA\ LI B; C:\ DOC\ JavaT

You can see that the CLASSPATH can contain a number of alternative
search paths.

There’s a variation when using JAR files, however. You must put the name
of the JAR file in the classpath, not just the path where it’s located. So for
a JAR named grape.jar your classpath would include:

CLASSPATH=. ; D: \JAVA\ LI B; C:\f| avor s\ grape.j ar

Once the classpath is set up properly, the following file can be placed in
any directory:

/1: cO5:LibTest.java
/'l Uses the library.
i mport com bruceeckel . sinple. *;

public class LibTest {
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public static void nmain(String[] args) {
Vector v = new Vector();
List | = new List();

}
Y 110~

When the compiler encounters the import statement, it begins searching
at the directories specified by CLASSPATH, looking for subdirectory
com\bruceeckel\simple, then seeking the compiled files of the
appropriate names (Vector.class for Vector and List.class for List).
Note that both the classes and the desired methods in Vector and List
must be public.

Setting the CLASSPATH has been such a trial for beginning Java users (it
was for me, when | started) that Sun made the JDK in Java 2 a bit
smarter. You'll find that, when you install it, even if you don’t set a
CLASSPATH you'll be able to compile and run basic Java programs. To
compile and run the source-code package for this book (available on the
CD ROM packaged with this book, or at www.BruceEckel.com), however,
you will need to make some modifications to your CLASSPATH (these are
explained in the source-code package).

Collisions

What happens if two libraries are imported via * and they include the
same names? For example, suppose a program does this:

i mport com bruceeckel . sinple.*;
import java.util.*;

Since java.util.* also contains a VVector class, this causes a potential
collision. However, as long as you don’t write the code that actually causes
the collision, everything is OK—this is good because otherwise you might
end up doing a lot of typing to prevent collisions that would never happen.

The collision does occur if you now try to make a Vector:
Vector v = new Vector();

Which Vector class does this refer to? The compiler can’t know, and the
reader can’t know either. So the compiler complains and forces you to be
explicit. If I want the standard Java Vector, for example, | must say:
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java.util.Vector v = new java.util.Vector();

Since this (along with the CLASSPATH) completely specifies the location
of that Vector, there’s no need for the import java.util.* statement
unless I’'m using something else from java.util.

A custom tool library

With this knowledge, you can now create your own libraries of tools to
reduce or eliminate duplicate code. Consider, for example, creating an
alias for System.out.println() to reduce typing. This can be part of a
package called tools:

/1: com bruceeckel :tool s: P.java
[/ The P.rint & P.rintln shorthand.
package com bruceeckel . tools;

public class P {
public static void rint(String s) {
Systemout. print(s);
}
public static void rintln(String s) {
Systemout. println(s);

}
Y 110~

You can use this shorthand to print a String either with a newline
(P.rintIn()) or without a newline (P.rint()).

You can guess that the location of this file must be in a directory that
starts at one of the CLASSPATH locations, then continues
com/bruceeckel/tools. After compiling, the P.class file can be used
anywhere on your system with an import statement:

/1. c05: Tool Test.java
/'l Uses the tools library.
i mport com bruceeckel .tool s. *;

public class Tool Test {
public static void main(String[] args) {
P.rintln("Available fromnow on!");
P.rintln("" + 100); // Force it to be a String
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P.rintln("" + 100L);
P.rintln("" + 3.14159);

}
Y 110~

Notice that all objects can easily be forced into String representations by
putting them in a String expression; in the above case, starting the
expression with an empty String does the trick. But this brings up an
interesting observation. If you call System.out.printin(100), it works
without casting it to a String. With some extra overloading, you can get
the P class to do this as well (this is an exercise at the end of this chapter).

So from now on, whenever you come up with a useful new utility, you can
add it to the tools directory. (Or to your own personal util or tools
directory.)

Using imports to change behavior

A feature that is missing from Java is C’s conditional compilation, which
allows you to change a switch and get different behavior without changing
any other code. The reason such a feature was left out of Java is probably
because it is most often used in C to solve cross-platform issues: different
portions of the code are compiled depending on the platform that the
code is being compiled for. Since Java is intended to be automatically
cross-platform, such a feature should not be necessary.

However, there are other valuable uses for conditional compilation. A very
common use is for debugging code. The debugging features are enabled
during development, and disabled in the shipping product. Allen Holub
(www.holub.com) came up with the idea of using packages to mimic
conditional compilation. He used this to create a Java version of C’s very
useful assertion mechanism, whereby you can say “this should be true” or
“this should be false” and if the statement doesn’t agree with your
assertion you'll find out about it. Such a tool is quite helpful during
debugging.

Here is the class that you'll use for debugging:

/1: com bruceeckel : t ool s: debug: Assert.java
/! Assertion tool for debugging.
package com bruceeckel . tool s. debug;
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public class Assert {
private static void perr(String neg) {
Systemerr.println(nsg);

public final static void is_true(bool ean exp) {
if(!exp) perr("Assertion failed");

public final static void is_fal se(bool ean exp){
if(exp) perr("Assertion failed");

}

public final static void

is_true(bool ean exp, String neg) {

if(!'exp) perr("Assertion failed: " + nsg);
}
public final static void
i s_fal se(bool ean exp, String nmsg) {
if(exp) perr("Assertion failed: " + nsgQ);
}
Yy I~

This class simply encapsulates Boolean tests, which print error messages
if they fail. In Chapter 10, you'll learn about a more sophisticated tool for
dealing with errors called exception handling, but the perr() method
will work fine in the meantime.

The output is printed to the console standard error stream by writing to
System.err.

When you want to use this class, you add a line in your program:
i mport com bruceeckel . tool s. debug. *;

To remove the assertions so you can ship the code, a second Assert class
is created, but in a different package:

/1: com bruceeckel :tool s: Assert.java
/1 Turning off the assertion out put
/!l so you can ship the program
package com bruceeckel . tools;

public class Assert {
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public final static void is_true(bool ean exp){}
public final static void is_fal se(bool ean exp){}
public final static void
is_true(bool ean exp, String neg) {}
public final static void
i s_fal se(bool ean exp, String nsg) {}

Y I~

Now if you change the previous import statement to:
| i mport com bruceeckel .tool s. *;
The program will no longer print assertions. Here’s an example:

/1. cO05: Test Assert.java

/! Denonstrating the assertion tool.

/! Conmment the foll owing, and uncomrent the

/! subsequent line to change assertion behavior:
i mport com bruceeckel . t ool s. debug. *;

/1 inport com bruceeckel .tools.*;

public class TestAssert {
public static void nmain(String[] args) {
Assert.is_true((2 + 2) == 5);
Assert.is false((1 + 1) == 2);

Assert.is_true((2 + 2) == 5, "2 + 2 == 5");
Assert.is false((1 + 1) == 2, "1 +1 = 2");
}
Y I~

By changing the package that’s imported, you change your code from the
debug version to the production version. This technique can be used for
any kind of conditional code.

Package caveat

It's worth remembering that anytime you create a package, you implicitly
specify a directory structure when you give the package a name. The
package must live in the directory indicated by its name, which must be a
directory that is searchable starting from the CLASSPATH.
Experimenting with the package keyword can be a bit frustrating at first,
because unless you adhere to the package-name to directory-path rule,
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you’ll get a lot of mysterious run-time messages about not being able to
find a particular class, even if that class is sitting there in the same
directory. If you get a message like this, try commenting out the package
statement, and if it runs you’'ll know where the problem lies.

Java access specifiers

When used, the Java access specifiers public, protected, and private
are placed in front of each definition for each member in your class,
whether it’s a field or a method. Each access specifier controls the access
for only that particular definition. This is a distinct contrast to C++, in
which the access specifier controls all the definitions following it until
another access specifier comes along.

One way or another, everything has some kind of access specified for it. In
the following sections, you'll learn all about the various types of access,
starting with the default access.

“Friendly”

What if you give no access specifier at all, as in all the examples before
this chapter? The default access has no keyword, but it is commonly
referred to as “friendly.” It means that all the other classes in the current
package have access to the friendly member, but to all the classes outside
of this package the member appears to be private. Since a compilation
unit—a file—can belong only to a single package, all the classes within a
single compilation unit are automatically friendly with each other. Thus,
friendly elements are also said to have package access.

Friendly access allows you to group related classes together in a package
so that they can easily interact with each other. When you put classes
together in a package (thus granting mutual access to their friendly
members; e.g., making them “friends”) you “own” the code in that
package. It makes sense that only code you own should have friendly
access to other code you own. You could say that friendly access gives a
meaning or a reason for grouping classes together in a package. In many
languages the way you organize your definitions in files can be willy-nilly,
but in Java you’re compelled to organize them in a sensible fashion. In
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addition, you'll probably want to exclude classes that shouldn’t have
access to the classes being defined in the current package.

The class controls which code has access to its members. There’s no magic
way to “break in.” Code from another package can’'t show up and say, “Hi,
I'm a friend of Bob’s!” and expect to see the protected, friendly, and

private members of Bob. The only way to grant access to a member is to:

1. Make the member public. Then everybody, everywhere, can access
it.
2. Make the member friendly by leaving off any access specifier, and

put the other classes in the same package. Then the other classes
can access the member.

3. As you’ll see in Chapter 6, when inheritance is introduced, an
inherited class can access a protected member as well as a public
member (but not private members). It can access friendly
members only if the two classes are in the same package. But don'’t
worry about that now.

4. Provide “accessor/mutator” methods (also known as “get/set”
methods) that read and change the value. This is the most civilized
approach in terms of OOP, and it is fundamental to JavaBeans, as
you’ll see in Chapter 13.

public: interface access

When you use the public keyword, it means that the member declaration
that immediately follows public is available to everyone, in particular to
the client programmer who uses the library. Suppose you define a package
dessert containing the following compilation unit:

/1: cO05: dessert: Cookie.java
/'l Creates a library.
package cO05. dessert;

public class Cookie {
public Cookie() {
System out. println("Cooki e constructor");

}

256 Thinking in Java www.BruceEckel.com



void bite() { Systemout.printin("bite"); }
Y oI~

Remember, Cookie.java must reside in a subdirectory called dessert, in
a directory under cO5 (indicating Chapter 5 of this book) that must be
under one of the CLASSPATH directories. Don’t make the mistake of
thinking that Java will always look at the current directory as one of the
starting points for searching. If you don’t have a *.” as one of the paths in
your CLASSPATH, Java won't look there.

Now if you create a program that uses Cookie:

/1. c05:Dinner.java
/1l Uses the library.
i mport cO05. dessert. *;

public class Dinner {
public Dinner() {
Systemout. println("Di nner constructor");
}
public static void nmain(String[] args) {
Cooki e x = new Cooki e();
/1! x.bite(); // Can't access

}
Y 110~

you can create a Cookie object, since its constructor is public and the
class is public. (We'll look more at the concept of a public class later.)
However, the bite() member is inaccessible inside Dinner.java since
bite() is friendly only within package dessert.

The default package

You might be surprised to discover that the following code compiles, even
though it would appear that it breaks the rules:

/1. c05: Cake.java
/] Accesses a class in a
/! separate conpilation unit.

cl ass Cake {
public static void main(String[] args) {
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Pie x = new Pie();

YL~
In a second file, in the same directory:

[1: c05:Pie.java
[/ The ot her class.

class Pie {
void f() { Systemout.printin("Pie.f()"); }
Y oI~

You might initially view these as completely foreign files, and yet Cake is
able to create a Pie object and call its f( ) method! (Note that you must
have ‘" in your CLASSPATH in order for the files to compile.) You'd
typically think that Pie and f( ) are friendly and therefore not available to
Cake. They are friendly—that part is correct. The reason that they are
available in Cake.java is because they are in the same directory and have
no explicit package name. Java treats files like this as implicitly part of the
“default package” for that directory, and therefore friendly to all the other
files in that directory.

private: you can’t touch that!

The private keyword means that no one can access that member except
that particular class, inside methods of that class. Other classes in the
same package cannot access private members, so it’s as if you're even
insulating the class against yourself. On the other hand, it’s not unlikely
that a package might be created by several people collaborating together,
so private allows you to freely change that member without concern that
it will affect another class in the same package.

The default “friendly” package access often provides an adequate amount
of hiding; remember, a “friendly” member is inaccessible to the user of the
package. This is nice, since the default access is the one that you normally
use (and the one that you'll get if you forget to add any access control).
Thus, you'll typically think about access for the members that you
explicitly want to make public for the client programmer, and as a result,
you might not initially think you’ll use the private keyword often since
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it's tolerable to get away without it. (This is a distinct contrast with C++.)
However, it turns out that the consistent use of private is very important,
especially where multithreading is concerned. (As you'll see in Chapter
14.)

Here’s an example of the use of private:

[1: c05:1ceCreamjava
/| Denonstrates "private" keyword.

cl ass Sundae {
private Sundae() {}
static Sundae makeASundae() {
return new Sundae();

}
}

public class |IceCream {
public static void main(String[] args) {
/1! Sundae x = new Sundae();
Sundae x = Sundae. makeASundae();

}
Y 111~

This shows an example in which private comes in handy: you might want
to control how an object is created and prevent someone from directly
accessing a particular constructor (or all of them). In the example above,
you cannot create a Sundae object via its constructor; instead you must
call the makeASundae( ) method to do it for youZ.

Any method that you’re certain is only a “helper” method for that class
can be made private, to ensure that you don’t accidentally use it
elsewhere in the package and thus prohibit yourself from changing or
removing the method. Making a method private guarantees that you
retain this option.

2 There’s another effect in this case: Since the default constructor is the only one defined,
and it's private, it will prevent inheritance of this class. (A subject that will be introduced
in Chapter 6.)
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The same is true for a private field inside a class. Unless you must expose
the underlying implementation (which is a much rarer situation than you
might think), you should make all fields private. However, just because a
reference to an object is private inside a class doesn't mean that some
other object can't have a public reference to the same object. (See
Appendix A for issues about aliasing.)

protected: “sort of friendly”

The protected access specifier requires a jump ahead to understand.
First, you should be aware that you don’t need to understand this section
to continue through this book up through inheritance (Chapter 6). But for
completeness, here is a brief description and example using protected.

The protected keyword deals with a concept called inheritance, which
takes an existing class and adds new members to that class without
touching the existing class, which we refer to as the base class. You can
also change the behavior of existing members of the class. To inherit from
an existing class, you say that your new class extends an existing class,
like this:

cl ass Foo extends Bar {
The rest of the class definition looks the same.

If you create a new package and you inherit from a class in another
package, the only members you have access to are the public members of
the original package. (Of course, if you perform the inheritance in the
same package, you have the normal package access to all the “friendly”
members.) Sometimes the creator of the base class would like to take a
particular member and grant access to derived classes but not the world
in general. That's what protected does. If you refer back to the file
Cookie.java, the following class cannot access the “friendly” member:

//: c05: Chocol at eChi p. j ava

/[l Can't access friendly nmenber
/1 in another class.

i mport cO05. dessert. *;

public class Chocol ateChi p extends Cookie {
public Chocol ateChip() {
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System out . printl n(
" Chocol at eChi p constructor™);
}

public static void main(String[] args) {
Chocol ateChi p x = new Chocol at eChi p();
/1! x.bite(); // Can't access bite

}
Y 111~

One of the interesting things about inheritance is that if a method bite()
exists in class Cookie, then it also exists in any class inherited from
Cookie. But since bite() is “friendly” in a foreign package, it's
unavailable to us in this one. Of course, you could make it public, but
then everyone would have access and maybe that’s not what you want. If
we change the class Cookie as follows:

public cl ass Cookie {
public Cookie() {
System out. println("Cookie constructor");

}
protected void bite() {

Systemout.println("bite");

}
}

then bite() still has “friendly” access within package dessert, but it is
also accessible to anyone inheriting from Cookie. However, it is not
public.

Interface and
Implementation

Access control is often referred to as implementation hiding. Wrapping
data and methods within classes in combination with implementation
hiding is often called encapsulation3. The result is a data type with
characteristics and behaviors.

3 However, people often refer to implementation hiding alone as encapsulation.
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Access control puts boundaries within a data type for two important
reasons. The first is to establish what the client programmers can and
can’t use. You can build your internal mechanisms into the structure
without worrying that the client programmers will accidentally treat the
internals as part of the interface that they should be using.

This feeds directly into the second reason, which is to separate the
interface from the implementation. If the structure is used in a set of
programs, but client programmers can’t do anything but send messages to
the public interface, then you can change anything that’'s not public
(e.g., “friendly,” protected, or private) without requiring modifications
to client code.

We’'re now in the world of object-oriented programming, where a class is
actually describing “a class of objects,” as you would describe a class of
fishes or a class of birds. Any object belonging to this class will share these
characteristics and behaviors. The class is a description of the way all
objects of this type will look and act.

In the original OOP language, Simula-67, the keyword class was used to
describe a new data type. The same keyword has been used for most
object-oriented languages. This is the focal point of the whole language:
the creation of new data types that are more than just boxes containing
data and methods.

The class is the fundamental OOP concept in Java. It is one of the
keywords that will not be set in bold in this book—it becomes annoying
with a word repeated as often as “class.”

For clarity, you might prefer a style of creating classes that puts the
public members at the beginning, followed by the protected, friendly,
and private members. The advantage is that the user of the class can
then read down from the top and see first what's important to them (the
public members, because they can be accessed outside the file), and stop
reading when they encounter the non-public members, which are part of
the internal implementation:

public class X {
public void publ( ) { /* . . . */ }
public void pub2( ) { /* . . . *I}
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public void pub3( ) { /* . . . *I }
private void privl( ) { /* . . . */ }
private void priv2( ) { /* . . . *| }
private void priv3( ) { /* . . . *| }
private int i;
11

}

This will make it only partially easier to read because the interface and
implementation are still mixed together. That is, you still see the source
code—the implementation—because it’s right there in the class. In
addition, the comment documentation supported by javadoc (described in
Chapter 2) lessens the importance of code readability by the client
programmer. Displaying the interface to the consumer of a class is really
the job of the class browser, a tool whose job is to look at all the available
classes and show you what you can do with them (i.e., what members are
available) in a useful fashion. By the time you read this, browsers should
be an expected part of any good Java development tool.

Class access

In Java, the access specifiers can also be used to determine which classes
within a library will be available to the users of that library. If you want a
class to be available to a client programmer, you place the public
keyword somewhere before the opening brace of the class body. This
controls whether the client programmer can even create an object of the
class.

To control the access of a class, the specifier must appear before the
keyword class. Thus you can say:

| public class Wdget {

Now if the name of your library is mylib any client programmer can
access Widget by saying

| i nport mylib. Wdget ;
or

| i nport mylib. *;
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However, there’s an extra set of constraints:

1. There can be only one public class per compilation unit (file). The
idea is that each compilation unit has a single public interface
represented by that public class. It can have as many supporting
“friendly” classes as you want. If you have more than one public
class inside a compilation unit, the compiler will give you an error
message.

2. The name of the public class must exactly match the name of the
file containing the compilation unit, including capitalization. So for
Widget, the name of the file must be Widget.java, not
widget.java or WIDGET .java. Again, you'll get a compile-time
error if they don't agree.

3. It is possible, though not typical, to have a compilation unit with no
public class at all. In this case, you can name the file whatever you
like.

What if you’ve got a class inside mylib that you're just using to
accomplish the tasks performed by Widget or some other public class in
mylib? You don’t want to go to the bother of creating documentation for
the client programmer, and you think that sometime later you might want
to completely change things and rip out your class altogether, substituting
a different one. To give you this flexibility, you need to ensure that no
client programmers become dependent on your particular
implementation details hidden inside mylib. To accomplish this, you just
leave the public keyword off the class, in which case it becomes friendly.
(That class can be used only within that package.)

Note that a class cannot be private (that would make it accessible to no
one but the class), or protected#. So you have only two choices for class
access: “friendly” or public. If you don’t want anyone else to have access
to that class, you can make all the constructors private, thereby

4 Actually, an inner class can be private or protected, but that's a special case. These will
be introduced in Chapter 7.
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preventing anyone but you, inside a static member of the class, from
creating an object of that class®. Here’s an example:

/1: cO05: Lunch. java

/!l Denponstrates class access specifiers.
/1l Make a class effectively private

[/ with private constructors:

cl ass Soup {
private Soup() {}
/1 (1) Allow creation via static mnethod:
public static Soup makeSoup() {
return new Soup();
}
/1 (2) Create a static object and
/'l return a reference upon request.
/1 (The "Singleton" pattern):
private static Soup psl = new Soup();
public static Soup access() {
return psi;

}
public void f() {}

}

class Sandwich { // Uses Lunch
void f() { new Lunch(); }
}

[/ Only one public class allowed per file:
public class Lunch {
void test() {
/1 Can't do this! Private constructor
/1! Soup privl = new Soup();
Soup priv2 = Soup. makeSoup();
Sandwi ch f1 = new Sandw ch();
Soup. access().f();

}
Y 11~

5You can also do it by inheriting (Chapter 6) from that class.
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Up to now, most of the methods have been returning either void or a
primitive type, so the definition:

public static Soup access() {
return psi;

}

might look a little confusing at first. The word before the method name
(access) tells what the method returns. So far this has most often been
void, which means it returns nothing. But you can also return a reference
to an object, which is what happens here. This method returns a reference
to an object of class Soup.

The class Soup shows how to prevent direct creation of a class by
making all the constructors private. Remember that if you don’t
explicitly create at least one constructor, the default constructor (a
constructor with no arguments) will be created for you. By writing the
default constructor, it won't be created automatically. By making it
private, no one can create an object of that class. But now how does
anyone use this class? The above example shows two options. First, a
static method is created that creates a new Soup and returns a reference
to it. This could be useful if you want to do some extra operations on the
Soup before returning it, or if you want to keep count of how many Soup
objects to create (perhaps to restrict their population).

The second option uses what's called a design pattern, which is covered in
Thinking in Patterns with Java, downloadable at www.BruceEckel.com.
This particular pattern is called a “singleton” because it allows only a
single object to ever be created. The object of class Soup is created as a
static private member of Soup, so there’s one and only one, and you
can't get at it except through the public method access().

As previously mentioned, if you don’t put an access specifier for class
access it defaults to “friendly.” This means that an object of that class can
be created by any other class in the package, but not outside the package.
(Remember, all the files within the same directory that don’t have explicit
package declarations are implicitly part of the default package for that
directory.) However, if a static member of that class is public, the client
programmer can still access that static member even though they cannot
create an object of that class.
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Summary

In any relationship it's important to have boundaries that are respected by
all parties involved. When you create a library, you establish a
relationship with the user of that library—the client programmer—who is
another programmer, but one putting together an application or using
your library to build a bigger library.

Without rules, client programmers can do anything they want with all the
members of a class, even if you might prefer they don't directly
manipulate some of the members. Everything’'s naked to the world.

This chapter looked at how classes are built to form libraries; first, the
way a group of classes is packaged within a library, and second, the way
the class controls access to its members.

It is estimated that a C programming project begins to break down
somewhere between 50K and 100K lines of code because C has a single
“name space” so names begin to collide, causing an extra management
overhead. In Java, the package keyword, the package naming scheme,
and the import keyword give you complete control over names, so the
issue of name collision is easily avoided.

There are two reasons for controlling access to members. The first is to
keep users’ hands off tools that they shouldn’t touch; tools that are
necessary for the internal machinations of the data type, but not part of
the interface that users need to solve their particular problems. So making
methods and fields private is a service to users because they can easily
see what's important to them and what they can ignore. It simplifies their
understanding of the class.

The second and most important reason for access control is to allow the
library designer to change the internal workings of the class without
worrying about how it will affect the client programmer. You might build
a class one way at first, and then discover that restructuring your code will
provide much greater speed. If the interface and implementation are
clearly separated and protected, you can accomplish this without forcing
the user to rewrite their code.
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Access specifiers in Java give valuable control to the creator of a class. The
users of the class can clearly see exactly what they can use and what to
ignore. More important, though, is the ability to ensure that no user
becomes dependent on any part of the underlying implementation of a
class. If you know this as the creator of the class, you can change the
underlying implementation with the knowledge that no client
programmer will be affected by the changes because they can’t access that
part of the class.

When you have the ability to change the underlying implementation, you
can not only improve your design later, but you also have the freedom to
make mistakes. No matter how carefully you plan and design you’ll make
mistakes. Knowing that it's relatively safe to make these mistakes means
you’ll be more experimental, you'll learn faster, and you'll finish your
project sooner.

The public interface to a class is what the user does see, so that is the most
important part of the class to get “right” during analysis and design. Even
that allows you some leeway for change. If you don’t get the interface right
the first time, you can add more methods, as long as you don’t remove any
that client programmers have already used in their code.

Exercises

Solutions to selected exercises can be found in the electronic document The Thinking in Java
Annotated Solution Guide, available for a small fee from www.BruceEckel.com.

1. Write a program that creates an ArrayList object without
explicitly importing java.util.*.

2. In the section labeled “package: the library unit,” turn the code
fragments concerning mypackage into a compiling and running
set of Java files.

3. In the section labeled “Collisions,” take the code fragments and
turn them into a program, and verify that collisions do in fact
occur.

4. Generalize the class P defined in this chapter by adding all the
overloaded versions of rint( ) and rintln( ) necessary to handle
all the different basic Java types.
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5. Change the import statement in TestAssert.java to enable and
disable the assertion mechanism.

6. Create a class with public, private, protected, and “friendly”
data members and method members. Create an object of this class
and see what kind of compiler messages you get when you try to
access all the class members. Be aware th