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Preface

This book is part of the Analog Circuit Design series and contains the revised
contributions of all speakers of the 17th workshop on Advances in Analog Circuit
Design (AACD), which was organized by Andrea Baschirotto and Piero Malcaovati
of the University of Pavia. This year it was held at the University of Pavia in the
magnificent auditoria “Aula Volta”.

The book contains the contribution of 18 tutorials, divided in three chapters, each
discussing a specific to-date topic on new and valuable design ideas in the area of
analog circuit design. Each part is presented by six experts in that field and state-of-
the-art information is shared and overviewed. The topics of 2008 are:

� High-speed Clock and Data Recovery
� High-performance Amplifiers
� Power Management

The aim of the AACD workshop is to bring together a group of expert designers
to study and discuss new possible and future developments in the area of analog
circuit design. Each AACD workshop has given rise to the publication of a book by
Springer in their successful series of Analog Circuit Design. This book is number
17 in this series. These books can be seen as a reference to those people involved in
analog and mixed signal design. The full list of the previous books and topics in the
series is enclosed below.

We sincerely hope that this 17th book is an added value in this series and provides
a valuable contributions to our Analog Circuit Design community.

Michiel Steyaert
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Table other topics covered before in this series:

2007 Oostende (Belgium) Sensors, Actuators and Power Drivers for the Automotive
and Industrial Environment Integrated PAs from Wireline
to RF Very High Frequency Front Ends

2006 Maastricht (The
Netherlands)

High-speed AD converters Automotive Electronics: EMC
issues Ultra Low Power Wireless

2005 Limerick (Ireland) RF Circuits: Wide Band, Front-Ends, DACs Design
Methodology and Verification of RF and Mixed-Signal
Systems Low Power and Low Voltage

2004 Montreux (Swiss) Sensor and Actuator Interface Electronics Integrated
High-Voltage Electronics and Power Management
Low-Power and High-Resolution ADCs

2003 Graz (Austria) Fractional-N Synthesizers Design for Robustness Line and
Bus drivers

2002 Spa (Belgium) Structured Mixed-Mode Design Multi-Bit Sigma-Delta
Converters Short-Range RF Circuits

2001 Noordwijk (The
Netherlands)

Scalable Analog Circuits High-Speed D/A Converters RF
Power Amplifiers

2000 Munich (Germany) High-Speed A/D Converters Mixed-Signal Design PLLs
and Synthesizers
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Oscillators

1998 Copenhagen (Denmark) 1-Volt Electronics Mixed-Mode Systems LNAs and RF
Power Amps for Telecom
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Voltage, Current and Time References

1994 Eindhoven
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1993 Leuven (Belgium) Mixed-Mode A/D Design Sensor Interfaces
Communication Circuits

1992 Scheveningen (The
Netherlands)

OpAmps ADC Analog CAD
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Part I
High-Speed Clock and Data Recovery

The first chapter of this book is on high-speed clock and data recovery circuits
(CDR). In modern high speed communication systems, the recovery of the clock is
becoming a key in order to recover accurate the data. Most of the architectures used
are PLL based topologies, but alternative ways such as time-to-digital converters
are becoming in the picture as well. The major requirement for high speed CDR is
the jitter requirement since this will directly effect the bit-error-rate (BER). For that
first the basics mechanisms will be addressed, followed by PLL circuits and finally
by special alternative topologies.

The first paper, of Anthony Sanders, deals with the fundamental stochastic issues
in the jitter process. The different sources and definitions are discussed. Also the
effect of channels and the ISI (intersymbol interference) have an effect on the jitter
performances. As a result more and more there is a need for a reliable stochastic
prediction of the different sources towards the jitter of CDR systems.

The second paper, of Massimo Pozzoni, addresses CDR circuits for lossy chan-
nels. Since serial communication speeds reaches the 10 Gb/s, also the channel atten-
uation, and as such the required channel equalization becomes important. The band
limitation will result in ISI and as a result analog boost (to partially equalize the
channel) and decision feedback equalizations (DFE) techniques can be used. The
work presents some examples and design with possibilities to achieve 10 Gb/s serial
communication systems.

The third paper, of Jan Crols, addresses the design methodology. Those complex
PLL CDR circuits require very defined design flows to cope with the ever faster
track from differentiating IP to commodity IP block in the CMOS serial interface
communication circuits. Following the design flow, examples of 10 Gb/s links in
130 nm and PCI-Express links in 90 nm CMOS are demonstrated.

The fourth paper, of Michael Perrott, describes the design approach of high
speed high performance CDR by using a good mix between analog and digi-
tal building blocks: due to the trends of more digital, a clear trade off between
the different building blocks are required. It is shown that by a good selection
of a combined implementation of both analog an digital circuits better perfor-
mances can be achieved. This is both the case in the loop filter, phase detector and
VCO. The result is 2.5 GB/s CDR circuits with jitter performances of better than
1.4 ps rms.
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2 Part I High-Speed Clock and Data Recovery

The fifth paper, of Song Wu, analysis the possibilities of jointly optimized equal-
izer and CDR to reduce the multi-channel ISI. Not only the equalization and the
CDR but also the duty cycle distortion are jointly optimized. Also for high speed
decision feed back equalization (DFE) is required, resulting in stringent require-
ments on the timing of the DFE to allow a correct update.

The last paper, of J.Daniels, discusses a different approach for CDR. It is based on
time-to-digital converters instead of the classical approach of PLL’s. The possible
advantage is that those topologies can also perform CDR for burst mode applica-
tions. A design example and performances for 1 Gb/s (up to 500 MHz) in 130 nm
technology are discussed.



Fundamental Stochastic Jitter Processes
Associated with Clock and Data Recovery:
A Tutorial

Anthony Fraser Sanders

Abstract This paper provides an introductory tutorial of time jitter, its definitions,
sources in high speed interconnect systems, and how it is transformed as it propa-
gates from the source to the termination. Mathematical details are refrained upon
to allow easier reading and entry into this abstract subject, however extensive refer-
ences are given for further study of underlying mathematical theories.

1 Introduction

Time jitter is a stochastic process, and is by definition not exactly predictable. Every
measurement, every definition has an associated probability of occurrence or level
of confidence. This paper initially introduces the state of the art methodology to
define jitter and gives the basis for all further discussion on the matter. Following
this, sources of jitter in typical high speed interfaces architectures are highlighted,
and how this jitter is transformed as it propagates from the source to the termination
at the receiver sampler. Finally an overview of laboratory measurement capability is
included to help bring the rather conceptual subject back to reality.

Definitions

CDR Clock and Data Recovery
PDF Probability Density Function
CDF Cumulative Density Function
DDJ Data Dependant Jitter
DJ Deterministic Jitter
RJ Random Jitter
PJ Periodic Jitter
SSC Spread Spectrum Clock

A.F. Sanders (B)
Senior Principal, Infineon Technologies

M. Steyaert et al. (eds.), Analog Circuit Design,
C© Springer Science+Business Media B.V. 2009
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4 A.F. Sanders

PLL Phased Locked Loop
VCO Voltage Controlled Oscillator
DLL Delay Locked Loop
BERT Bit Error Rate Tester
RTScope Real Time Scope
EQScope Equivalent Time Scope
PC Personal Computer
RMS Root Mean Squared

2 Defining Jitter

Jitter is defined as a continuous signal in the time domain, that represents the phase
deviation from an ideal integrating phase. The integrating phase is in effect a clock
and acts as the reference plane. This jitter can be translated and considered in the
frequency domain, with no loss of information and can therefore be treated as a
linear time invariant signal.

Due to the nature of clocks, the jitter can only be observed at the transition of the
clock. Extending this idea to a jittered data stream, the jitter can only be observed
when the data transitions occur, Fig. 1. For generality, this observation point in time
shall be referred to as a jitter event, Eqs. 5.1–5.2 [1]. When a jittered data is dis-
played with respect to the reference plane, but with a periodic time axis of modulus
equal to the clock period, we obtained a so-called accumulated eye, Fig. 2.

Fig. 1 Fundamental Jitter
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Fig. 2 Accumulated Eye

When specifically considering clocks, jitter can be related to spectral phase noise
density with respect to the carrier. The phase noise spectral density of a clock can
be translated into the time domain, by considering a region of integration. After
integration the resulting power can be converted to radians and related to time given
the period of the clock.

The reference plane of the jitter can be redefined as a time function of the jitter,
e.g. a CDR tracking function, Fig. 3, or extending this idea the jitter can be defined
with respect to itself, so-called n-cycle jitter, Fig. 4.

The most important representation of jitter is in the statistical domain
Eqs. 5.3–5.5 [1]. A PDF of the jitter can be created, without loss of information,
by representing the jitter events as a set Diracs of equal amplitude. As jitter is clas-
sically used in the prediction of an error event, occurring when the jitter exceeds a
given value, the PDF is integrated to give the CDF. The edge jitter effects both the
data bit to the left or right of the edge, and therefore the CDF should be integrated
from minus and positive infinity to the point of interest, Fig. 5 (top).

System level budgeting of jitter has since the late 90’s been broken down into
two components, RJ and DJ. Both these terms are a misnomer, but have adopted
their own meanings which can be best defined mathematically, Eqs. 5.12–5.14 [1].
Qualitatively the RJ and DJ of the jitter represent the underlying sigma and offset
from zero of two Gaussian distributions. Extending this idea, the CDF distribution of
the jitter can be normalised to Q, or units of sigma, Fig. 5 (bottom). Once normalised
a Gaussian distribution appears as a straight line, with gradient equal to the inverse
of the sigma.
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Fig. 3 CDR Reference Plane

Fig. 4 n-edge Reference Plane
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Fig. 5 CDF to Q domain

When jitter is time correlated, and can be represented in the frequency domain
as a spectral spur, the jitter is termed PJ. As equalisation schemes became widely
used, if the jitter can be correlated to the data it is termed DDJ.

In a bid to clarify the different terms, the OIF decided to adopt a set of terms
defining the distribution of the jitter and it correlation, Table 1.3 [2]. These def-
initions could be broken down into three distinct antonyms, (a) Unbounded or
Bounded, (b) Correlated or Uncorrelated, (c) Gaussian or High Probability. In this
context RJ is Gaussian, and DJ, high probability. The difference between bounded
and unbounded is with reference to whether a Gaussian distribution extends to infin-
ity, or peaks at a given probability. These terms were shortened, which led to rather
complicated acronyms and is usually only used by experts in detailed discussions.
This text shall use the distinct terms, but shall avoid the use of acronyms.

Jitter budgeting is a means to estimate all the various sources in the system,
predict how they propagate through the system and to combine their influence at the
terminating sampling register. Gaussian jitter can be defined as a sigma value or peak
value for a given probability or BER, whereas High Probability Jitter is always a
peak to peak value. When performing jitter budget calculations the High Probability
Jitter terms are summed linearly, whereas the Gaussian terms are RMSed and then
multiplied by twice the equivalent number of sigma for the given BER. Clearly the
total jitter, must then be less than 1UI for the target BER, if the system is going to
perform with margin, Section 2.C.4.7 [2].
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3 Sources of Jitter

3.1 Clock Sources

Considering the clock source as a black box in the system, there are a number of
basic classes to be considered. The specification for clock sources is either defined
with a power spectral density for given frequency offsets, or integrated time noise
for a given frequency band. For system jitter budgeting, the power spectral density
will be propagated through the system as far as possible to allow linear frequency
dependencies to be taken into account, before being considered in the time domain
or statistical domain.

In the lab, reference generators are used for compliance testing and are of high
fidelity. The output jitter specification of this equipment is such that its influence of
the measurement of the DUT is insignificant.

In target application systems, cost is of paramount importance and this is directly
related to phase noise performance. An important distinction should be noted, a
clock reference’s frequency stability and output jitter are not necessarily related.
A stratum clock source may have long term frequency stability, but the output jitter
could be unsuitable for a 100 km optical interconnect.

For high end optical communications systems, VCXOs with reasonable fre-
quency stability of 20–30 ppm, and phase noise of less then 0.5 ps between 12 kHz
and 20 MHz are utilised. This source of jitter can be considered purely as unbounded
Gaussian with a well defined spectrum. If the spectrum is not specifically known
then a Leeson approximation can be used, Eq. 13 [3].

For cost sensitive systems, e.g. PCIe, clock buffers are used which provide mul-
tiple clock frequencies in the system, usually with a spread spectrum modulation,
a.k.a SSC. These clock sources have been measured to have excessive wideband
jitter relative to the underlying phase of the SSC, and are normally unsuitable for
high speed interfaces in excess of 2.5 Gbps. This stems from the harsh power sup-
ply conditions and varied clock output frequencies of the device. Although a large
portion of the jitter is due to multiple spectral spurs, the jitter is typically considered
unbounded Gaussian, however the exact spectral content must be considered when
analysing system performance.

Components can generate their own reference in combination with a quartz crys-
tal. Although the crystal itself can have a phase noise of –120 dBc/Hz @ 100 Hz
offset and can again be considered as unbounded Gaussian with a Leeson’s spec-
trum, active circuitry is required in order to fulfil the conditions for oscillation, and
this circuitry is a dominant source of jitter.

3.2 Active Circuitry

The phase noise performance of any oscillator must use balanced harmonic, or
shooting methods [4] to account correctly for folding and integration of the flicker
and thermal noise. The simulation must include all noise significant devices including
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all biases and reference generators, which can even for ringo oscillators be the dom-
inant source of jitter.

The small signal transfer function from the supply to the output should be esti-
mated using Balanced Harmonic, however, the power supply noise is a definition
problem, as the exact spectral content can neither be pre-defined nor measured. It
is recommended that an amplitude vs. frequency mask be defined, and the jitter
for each frequency point calculated, and propagated through the system. Although
power supply noise is random in nature, it is not possible to predict exact phase
relationships and correlations, therefore the jitter should be considered as bounded
high probability.

Non oscillatory circuitry can be simulated using standard time domain ap-
proaches. Single ended CMOS buffers convert supply noise to time jitter through
the variation of the decision sampling. Depending upon the edge of the signal and
the supply noise, the point at which the decision is made varies. The measurement
of output jitter must be performed as the “real” receiving circuitry would. Assuming
a CMOS buffer drives into another CMOS buffer, both using the same noisy supply,
then the output jitter of the first buffer must be measured with reference to half the
noisy supply voltage. This demonstrates why CMOS circuitry can be employed for
high speed design, but only where a solid single supply is used.

Differential CML buffers also have a finite PSRR and CMRR, and their perfor-
mance must be estimated in the presence of mismatch to be properly observed. Al-
though Monte Carlo offers the ability to vary device matching, in combination with
supply noise stimulus, the simulation set becomes intractable. It is recommended
that a short Monte Carlo simulation be used to identify a small subset of worse
case technology subspaces, and these subsets be then used for longer more rigorous
supply simulations.

For both buffer types, simple mismatch of their response to rise and falling edge,
single or differentially defined, leads to a DCD which must be treated as High Prob-
ability Jitter, with a frequency component at half the toggle rate.

Although the output data of a sampling register is effectively a buffered version
of the sampling clock and can be analysed as such, sampling registers are usually
the termination point in a jitter path, i.e. a jittered data is sampled by a jittered clock
and a decision is made. Due to the non-ideal sampling window of the register, there
exists a violation window within which the data will not be correctly determined.
The violation window is defined as the point where the clock to data output delay
exceeds a predefined value, and must be analysed in the presence of supply noise.
The inherent jitter contribution of the sampler should be considered a bounded high
probability jitter, although it can be shown that this jitter is also correlated to the
data being received.

3.3 PLL

As the clock reference is typically not of the required frequency, PLLs must be
utilized to multiply the reference to the target frequency. [5] provides the most
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comprehensive text to PLLs and shall be used as the reference for all the phase
transfer definitions.

At the heart of the PLL is a VCO, which is typically either inductor based or
ring oscillator based. Clearly the Q factor of the inductor leads to state of the art de-
signs significantly exceeding 100 Bc @1 Hz offset, whereas leading edge ring based
oscillators are usually between 80 dBc and 90 dBc. These phase noise figures have
been successfully optimised using the ISF methodology developed in [3], and the
phase noise contribution report generated by Balanced Harmonic simulation. This
phase noise, sees a high pass transfer function, Eq. 15.8 [5] and can be propagated
and treated as unbounded Gaussian in the system as for other clock sources.

Whether the PLL is digital based or analog based, the control of the VCO input is
discretely modulated. This modulation leads to defined spurs at the output the PLL,
and if significant should be considered as bounded high probability, Section 12.6,
App.10A [5].

Other components in the PLL loop, e.g. feedback dividers, can be treated in a
similar fashion to other active circuitry for the calculation of their inherent jitter,
however, again the frequency of the spur must be propagated to the output of the
PLL as for n-fractional PLLs, Section 15.3.3 [5].

3.4 Channels

Channels or electrical interconnect are passive multiport systems, and can be repre-
sented in the frequency domain using s-parameters, or in the time domain using
impulse or step responses. When data propagates through a medium, where the

Fig. 6 Channel Jitter
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bandwidth is not sufficient to ensure linear and zero group delay, or non-ideal ter-
mination and signal discontinuities cause reflections, Intersymbol interference will
occur. This can be best understood when considering the pulse response of a system.
Additionally crosstalk on either data or clock signals leads to amplitude noise which
can then also due to reflections and discontinuities be additionally exacerbated. This
again can be considered by observing the pulse response.

Amplitude to time conversion occurs at the transition of the signal, and causes
the ISI to be converted into time jitter. However, this translation should be estimated
through observing the statistical contours of the ISI, as the signal sample point is
arbitrarily moved, Fig. 6.

Time jitter from the channel, when generated by high order polynomial data
shows a bounded correlated Gaussian distribution. Crosstalk will appear as a bounded
uncorrelated Gaussian distribution, but in both cases the spectrum of the jitter can
be directly translated from the spectrum of the data.

4 Jitter Transfer and Termination

4.1 PLLs & CDRs

The transfer of jitter through a system is a complicated process of frequency linear
and time non-linear functions. As long as the translation is linear, then the time
jitter is considered in the frequency domain, but as soon as non-linearity becomes
apparent, time domain representation of the jitter frequency content and distribution
must be used. When the transformation of the time jitter must be performed in the
time domain, it is impossible to simulate with the necessary confidence level down
to the target BER of the system. In this case the jitter distribution is extrapolated by
normalising the CDF to Q, and extending the linearly represented Gaussian distri-
bution.

A PLL, as partly described already, performs an n-order low pass filtering of a
jittered clock presented at its input, and can be treated as a linear system, Eq. 15.7
[5]. However, in the presence of large phase perturbations, e.g. SSC, the linearity
can breakdown, and it is recommended that a time discrete model of the PLL be
used to capture non-linear and sampling phenomena in the phase detector [6]. DLLs
are classically thought of to provide no frequency domain jitter filtering, however,
due to the feedback a jitter peaking can be observed [7].

CDR’s architectures can be treated as pure linear system, however, when CDR
are implemented using binary phase detectors, digital loop filters and digital con-
trolled phase interpolators, the behaviour becomes highly non-linear. The non-
linearity stems from the phase detector variation as a function of the untracked
input jitter distribution and although many theories exist for the translation of a PDF
through non-linear functions Eq. 10.70 [8] and for random sampling
Eq. 11.146–11.153 [8], the extension to an analytical closed loop solution for a
CDR has not been completed. To the most part the jitter of interest is not in band,
and therefore simplified theories can be used to linearise the phase detector for cal-
culating the maximum slew rate performance [9].
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As the CDR is used to recover a clock from the data, which in turn is used to
sample the data, the error tracking function of the CDR is of interest, in contrast to
the forward tracking function. The CDR therefore shows a high pass filter function,
but cannot be treated easily in the frequency domain, as in contrast to classical
approaches to solving delta sigma control functions, the CDR has no frontend anti-
aliasing filter to remove images in the folded spectrum.

4.2 Clock Architectures

The clock architecture of the system under investigation defines reference plane of
the jitter and therefore how it is transformed, Fig. 7.

In a classic distributed clock system, where each transceiver has its own reference
clock source, the jitter at each point in the system is measured with respect to either
a fixed frequency reference or a recovered clock from a reference CDR tracking
function. In the latter case, the jitter is being high pass filtered and eliminates any
low frequency noise components and frequency offsets, [2].

In systems where the interconnect is contained within the box, e.g. PC, the ref-
erence clock for both the transmitting and receiving ends is shared. Considering the
jitter transfer from the reference clock to the terminating receiver sampler, must be
performed by observing two paths. Firstly via the reference clock trace, the trans-
mitter PLL, the transmitter circuitry, interconnect channel and finally sampler data
input, and secondly, via the reference clock trace, the receiver PLL and the sampler
clock input. This architecture eliminates the need for the CDR to track large amounts
of low frequency jitter, e.g. SSC due to the correlation of the two paths. However,
this requires for exact delay matching for the two paths, including finely controlled
transfer characteristic of both the transmit and receive PLL, [1, 11]

An extension to the central distributed clock system, is the clock forwarded ar-
chitecture. Parallel to the data, a clock is transmitted, usually with either the same or
half the frequency of the data. This clock, due to its jitter correlation with the data
is used to convey time jitter of the transmitter to the receiver in order to improve its
jitter tolerance. This architecture should not be confused with source synchronous
systems when only static alignment between the clock and data occurs. The jitter
on the data at any point in the system is measured with respect to the time linear
filtered clock. The time linear filter is representing possible skew between the two
signals and a 2nd order PLL.

4.3 Channels & Data Pattern

Channels are not only a source of jitter, but also modify certain types of jitter.
N-cycle jitter causes so-called jitter amplification, or better said pulse distortion,
when data or clock is transmitted through a bandlimited channel.
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Fig. 7 Clock Systems

The data stream can cause significant modification of the jitter measured for sys-
tems when the reference plane is defined by a CDR. For example, 8 b–10 b data
with no pre-scrambling can contain low frequency jitter within the CDR tracking
bandwidth. These low frequencies lead to so-called killer patterns effects. Given a
low transition density data pattern, the mean jitter will tend to be late in time. If
this pattern continues for a time comparable with the time constant of the CDR, the
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CDR will lock to the mean of this jitter. If the data now suddenly changes to a high
transition density, the average jitter is now early in time. Clearly the total jitter seen
is higher than if the data has had a reasonable mixture of low and high transitioning,
and the CDR had locked to the average of high and low transition density patterns.

A further extension of this idea, is simple down-folding. As described above,
jitter is actually a time continuous phenomenon that is only observable at transition
in the clock or data. This is equivalent to sampling of the jitter, and like-wise causes
folding of the original jitter signal. If significant jitter energy is folded into the track-
ing bandwidth of the CDR, then this can cause incorrect tracking of the CDR and
movement of the reference plane.

5 Measurement

5.1 Equipment

It is imperative, like any other physical phenomena, to define measurement method-
ologies to enable a true definition. Measurement of jitter can be mainly performed
using three technologies.

RTScope are easy to understand in their working, as they are merely oversam-
pling the data or clock signal, with typically a ratio of four to ten. The depth of
the sample can be such as to capture up to 100,000 possible transitions. A typical
analogue front end of 12 GHz bandwidth with 8 bit resolution samples can then
be post-processed to determine the crossing levels, and CDR tracking functions
performed to extracted the reference plane.

BERT operate from a provided reference clock and verify whether the received
data is error free. The sample point or absolute time offset of the data sampling
with respect to the reference clock can be varied and allows the CDF of the jitter
to be accumulated very fast. As the reference clock or reference plane must be pro-
vided from external to the BERT, this requires the use of a hardware CDR, or fixed
frequency reference clock. As the receiver of a BERT is equivalent to the normal
receiver its bandwidth must be well in excess of the signal and internal offsets of the
input decision maker minimised.

EQScope are under-sampling, high bandwidth, high resolution acquisition sys-
tems. Through accumulated sampling of the signal, a data eye can be collected,
from which the distribution of the transition edge can be measured. Like the BERT,
an external trigger or reference plane is needed, and must include if necessary a
hardware CDR.

5.2 Confidence Level

The measurement of a BER, involves the collection of data from a stochastic pro-
cess. In confirming the ratio of error bits to received bits, the observed ratio displays
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a variation in accordance with a Bernoulli process, Section 2.E.2 [2], such that the
observed BER has a sigma variation proportional to the square root of the number
of bits measured. Typically to avoid errors in the measurement of a BER, at least
100 errors must be accumulated before the ratio is calculated.

5.3 Statistical Tools

To accurately predict the statistics of a signal from a jittered transmitter through a
bandlimited channel and receiver equalisation, Statistical Signal Analysis tools have
been developed, such as Stateye [10]. These tools analytically convolve the various
time jitter sources together with the extracted ISI contribution of the channel, to
give an amplitude PDF of the received signals. From this PDF, the CDF of the zero
crossing can be extracted, and the received jitter predicted.

6 Conclusions

The prediction and measurement of time jitter in interconnect systems is an evolving
field, as measurement demonstrates new theories and methodologies. As the speed
of interconnect increases and the requirements of cheap and low power components
continue, the need for reliable stochastic prediction of all sources in the system
become necessary.

Anthony Sanders was editor of Section 5 of [1], which is a complete mathe-
matical description of jitter and its breakdown. He was also co-author of [2], and
included a concise treatment of jitter in the context of high speed signal compliance
testing.
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Abstract A fully integrated 8.5 Gb/s multi-standard DFE receiver for SATA, SAS
and FC is presented. This work addresses the impact that data storage communica-
tion standards have on data equalization and clock recovery. The data storage envi-
ronment and the implication on receiver architecture are described. Implementation
of CMOS high speed circuits is discussed and experiments of realized prototypes
are presented. The main design parameters of early-late digital clock recoveries
are analyzed, and their relationship to system requirements is investigated. At last,
additional architectures for higher communication speeds are introduced, together
with their potential application in the data storage environment.

1 Introduction

Serial interfaces have progressively replaced older parallel interfaces, in the recent
past. In the hard disk drives field, consumer market has moved from Parallel Ad-
vanced Technology Attachment (P-ATA) to Serial ATA (SATA), while enterprise
market from Small Computer System Interface (SCSI) to Fiber Channel (FC) and,
more recently, to Serial Attached SCSI (SAS). Meanwhile, the increasing demand
for computing power is pushing the required data rates towards higher speeds, up to
6 Gb/s for SATA/SAS and to 8.5 Gb/s for FC.

An extraordinary effort in the area of equalization techniques is underway and
several solutions have been proposed [1–4]. At the same time, industrial require-
ments set specific challenges, limiting equalization and clock recovery solutions
well suited for the application.

The goal of this work is to clarify the requirements set by the data storage serial
communication environment and to investigate the impact on equalization and clock
recovery for high speeds and for communication beyond 10 Gb/s. A multi-standard
architecture able to address backplane communications up to 8.5 Gb/s is proposed
and measured results are reported.

M. Pozzoni (B)
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This paper is organized as follows: the next section introduces the data storage
environment and the main equalization techniques; Section 3 presents the architec-
ture of the multi-standard 8.5 Gb/s receiver; section 4 introduces further equalization
techniques for communication beyond 10 Gb/s and Section 5 gives the conclusions.

2 The Data Storage Environment and Equalization

The data storage environment that is analyzed in this work is shown in Fig. 1.
A transmitter and a receiver are communicating through a dispersive channel that

can be a cable or a backplane.
The signal integrity at receiver side is impaired by the physical channel in several

ways:

� Intersymbol interference (ISI), due to channel bandwidth limits;
� Reflections, caused by limited RF impedance matching, mainly due to connec-

tors;
� Crosstalk, caused by the interference of adjacent channels in backplane commu-

nication or between transmitter and receiver.

Among these, the major source of signal corruption is definitely ISI.
Taking the high-loss compliance channel in 8.5 Gb/s FC [5] as an example, Fig. 2

shows the response to a rectangular unitary pulse, with 1 bit interval (1 UI) length.
The frequency dependent loss produces two main effects: a lower peak value

Vpku and a pulse tail.
If we assume to sample the received data at the pulse peak (‘cursor’), the UI-

spaced samples (‘postcursors’) of the pulse tail of the previously transmitted bits
are the source of ISI, together with the samples preceding the cursor (‘precursors’),
as shown in Fig. 3a. In the assumption of negligible precursors, Decision Feedback
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Fig. 2 Channel loss effect on pulse response

Equalization (DFE) [6] can be used to remove the ISI effect caused by postcursors,
based on the knowledge of previously transmitted bits. As shown in Fig. 3b, DFE
multiplies the received bits by the estimated values of the channel postcursors (Ci),
thus reconstructing the ISI and subtracting it from the incoming signal. By sizing
the number of corrective taps according to the number of postcursors to be removed,
DFE allows to recover the received pulse peak. On the other hand, it does nothing
to restore the original peak amplitude.

Considering that the sum of all the UI-spaced cursors must equal the received dc
level (VDC), the following equation holds:

∑

i �=0

Ci = VDC − C0 = VDC − VDC · Vpku = VDC − Vpk = VDC ·
(

1 − Vpk

VDC

)
(1)

where Ci is the amplitude of the ith pulse at the measurement instant, Vpk represents
the peak of the channel response to a pulse whose amplitude is VDC.
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The vertical eye opening (Veye, defined as the difference between the cursor peak
amplitude and the worst case precursors and postcursors combination at the mea-
surement instant) can be calculated from (1):

Veye = C0 −
∑

i �=0

|Ci | = C0 −
∑

i �=0

Ci − 2 ·
∑

i �=0,Ci <0

|Ci |

= Vpk − VDC ·
(

1 − Vpk

VDC

)
− 2 ·

∑

i �=0,Ci <0

|Ci |

= VDC ·
(

2 · Vpk

VDC
− 1

)
− 2 ·

∑

i �=0,Ci <0

|Ci | (2)

In case the pulse response is unipolar, no negative cursors exist and the vertical
eye opening is proportional to VDC times a factor that depends on the peak of the
unitary output pulse, only.

To increase the vertical opening of the eye, common techniques make use of ana-
log boost equalizers [7] to recover channel loss. In particular, this must happen not
only at the Nyquist frequency, where the maximum attenuation occurs (4.25 GHz in
8.5 Gb/s FC as in the examples of this section), but also at lower frequencies.

As an example, Fig. 4 shows a common implementation of a boost equalizer as
a cascade of CML zero-pole high pass stages. In this case, the equalizer has been
designed to match the channel reverse function at low frequencies.

If the Nyquist boost is increased, data patterns alternating opposite bits (clock
patterns) will be better equalized, but in case the channel reverse function is not
matched at lower frequencies, the overall vertical eye opening can not be improved.
As shown in the example of Fig. 5, increasing the boost at Nyquist improves the
vertical eye opening, until a maximum level is reached. This saturation is due to the
growing of negative cursors in equation ( 2), caused by channel mismatch at lower
frequencies.

Besides ISI, crosstalk from adjacent channels can severely impair the transmis-
sion performances. To analyze the impact of the boost equalizer in case a crosstalk
source is present at the equalizer input, the boost equalizer can be modeled as an
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ideal equalizer with 0 dB gain at the Nyquist frequency, followed by ideal gain
stages, as shown in Fig. 6.

The overall signal to crosstalk ratio is not affected by this partition and it can
be completely represented by the effect of the 0 dB gain equalizer without loss of
generality. As shown in the following, this equalizer impacts the signal and the
crosstalk in different ways.

Considering a channel ideally equalized up to the Nyquist frequency, as in Fig. 7a
(dashed line), a clock pattern, alternating opposite bits, will have the same amplitude
before and after equalization, since it has no harmonic content before Nyquist.

The amplitude of the clock pattern before equalization can be calculated from
the channel pulse response (Fig. 7b) as:

VC L K = C0 +
∑

i �=0

(−1)|i | · Ci (3)

The monotonic behavior at the left and right sides of the cursor C0 implies C0 >

Vclk.
On the other hand, after equalization the ISI is negligible and the peak of the

pulse response equals the amplitude of the clock, which is not modified by the
equalizer. This leads to the conclusion the equalizer causes a reduction of the pulse
peak response.

This is confirmed in Fig. 8, showing the pulse peak response of the channel of
Fig. 2 varying the equalizer boost at Nyquist frequency (x-axis), while matching the
low frequency channel reverse function.

When the input signal is crosstalk, the channel response is completely different.

Fig. 6 Equalizer modeling:
0 dB boost and gain
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Fig. 8 Pulse peak reduction
by a 0 dB boost equalizer
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The crosstalk originates from adjacent transmitting channels, thus starting from
the same spectral content of the signal, but because coupled crosstalk is high-pass
shaped, low-frequency components are suppressed. The result is that crosstalk en-
ergy, mainly present around Nyquist or beyond it, will be only slightly affected by
an equalizer having 0 dB boost at Nyquist.

As a consequence, a high boost equalizer, as shown in Fig. 9a, leads to a high
pulse peak reduction, together with possible crosstalk enhancement. A strong degra-
dation of signal to crosstalk ratio results. On the contrary, a moderate boost, simply
aimed at compensating the low frequency part of the channel loss (Fig. 9b), will
cause only a moderate pulse peak reduction, partially compensated by small attenu-
ation that can affect the crosstalk too.
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This analysis leads to the trade-off addressed in this work: a moderate boost
analog equalizer to compensate for the low frequency part of the channel loss, fol-
lowed by a limited number of DFE taps, to compensate for the high frequency part
(Fig. 10).

Together with a reduction in DFE complexity, the analog boost equalizer will
reduce the impact of precursor, will help convergence of DFE adaptation and will
improve the overall performances in clock recovery, as shown in the following
sections.

3 A Multi-Standard 8.5 Gb/s DFE Receiver for SATA, SAS
and FC

The present section is dedicated to the receiver block, with emphasis to equalization
and clock recovery. In particular the focus is on SATA, SAS and FC standards.

These standards have some common aspects, but also some specific differences:

� Multi-rate operation is common to all the standards, but at different rates: 1.5, 3,
6 Gb/s in SATA/SAS, 2.125, 4.25, 8.5 Gb/s in FC;

� Cable and backplane equalization is a common requirement, even if at different
frequencies and channel losses;

� The maximum frequency difference between a FC transmitter and receiver is
limited to +/– 200 ppm, while in SATA and SAS, for EMI suppression, the trans-
mitted data can be modulated in frequency by a 30 kHz triangular shape, with a
maximum amplitude of 5000 ppm (Spread Spectrum Clock – SSC);

� FC must assure shorter locking time (2500 bits) and serial to parallel data latency.

3.1 Design Methodology

The methodology followed in the receiver design entails several considerations: op-
timum partition of equalization between analog boost circuit and DFE, selection of
the best suited clock recovery system and mixed signal verification.
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Equalization partitioning takes into account ISI, crosstalk and reflections by
means of S-parameters analysis. A random received eye is computed for different
configurations of transmission channels and interference to assure a target bit error
rate lower than 1e-12. The best partition between the analog block and DFE follows.

Verification of system performances, including both equalization and clock re-
covery, leads to the second step, consisting in VHDL modeling and simulation of
the whole system. VHDL modeling allows using event-based VHDL simulators,
minimizing CPU time. Finally, mixed signal simulation allows verification of the
analog performances of the designed circuit, including parasitic effects. It is anyway
limited to short (∼ us) time frame analysis, because of the high computing power
required.

3.2 Architecture

The block diagram of the receiver, implemented in 65 nm CMOS, is shown in
Fig. 11.

A programmable gain amplifier, preserving linearity of the input chain at dif-
ferent transmitted levels, is followed by an analog boost equalizer and by three
sampling and demultiplexing paths. The central data path (C) drives a three taps
DFE whose output is shared with an edge path (E), sampling on data transitions, and
an auxiliary path (A) with programmable threshold samplers, for DFE adaptation.

Three phase rotators, driven by the CDR, generate the three clocks from one I/Q
reference.

The DFE reconstructs a full-rate data eye from half-rate clocking by means of
multiplexers (muxes) in the feedback path (Fig. 12a); to minimize the loop delay,
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Fig. 12 DFE implementation

the first tap is not taken from the output of the first flip-flop, but from the output of
the first latch (Fig. 12b).

The timing advantage of this latch-based DFE is shown in Fig. 13.
When a mux input is selected, the latch feeding this input is switched from eval-

uation to hold state; this means that the input of the mux is already available at mux
selection, thus reducing the loop delay to the mux propagation delay and avoiding
the activation time of the second latch of the input flip-flop.

Pseudo-CML logic, as shown in Fig. 14, has been selected for optimum speed of
DFE latches, obtaining flip-flop delays better than 25 ps.

A rail to rail CMOS differential clock has been used and the tail current gener-
ator has been replaced by programmable resistors, to allow low voltage operation.
A series peaking topology is employed, improving the sampler sensitivity and min-
imizing its delay.

A current mode DFE sum has been implemented, using a CML stage with in-
ductive boost. The inductor is 2 nH and uses 6 metal layers and a differential spiral
topology. Occupied area is less than 20 μm × 20 μm and self resonance is higher
than 20 GHz (Fig. 15).

The data eye reconstructed by the DFE is shared between the data path and
the CDR path. The data path, shown in Fig. 16, makes use of a 10 ratio in de-
muxes, to satisfy the FC requirement for latency minimization. An overall serial to

Fig. 13 Timing advantage of
a latch-based DFE

Eval Hold

Latch input

Latch state

Mux input

Mux delay

Mux output

Mux input selection
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parallel latency less than 40 UI is obtained, including word alignment to a reference
‘comma’ 10-bits word.

The auxiliary path A has programmable thresholds controlled by a Least Mean
Squares (LMS) adaptation algorithm, together with the DFE taps. At system start-
up, LMS adaptation and CDR convergence take advantage from the initial eye open-
ing contributed by the input analog boost equalizer. Moreover, the adaptation can
be frozen and the programmable thresholds, together with the phase rotator of this
auxiliary path, can be used by an Eye Opening Monitor (EOM) to analyze the eye at
the sampling point, optimizing the PGA, the analog boost and the sampling phase.

RLRL

Vdd

CML DFE 

summing node

+            -

CT

2 metal example

+            -

CT

+            -

CT

+            -+            -

I-DFE

Fig. 15 DFE summing node and inductor topology (2 metal example)
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Fig. 16 Data path

3.3 Clock Recovery

The clock recovery requirements are strictly related to the adopted communication
standard. In all the selected standards SATA, SAS and FC the transmitted data is
8 b/10 b encoded; this implies that a clock pattern can be transmitted as a valid data,
thus preventing the use of clock recovery schemes that employ only low frequency
patterns [8]. For the same reason, the use of an analog boost equalizer in front of
the DFE helps clock recovering during clock pattern and helps in minimizing phase
jumps in case of pattern changes.

Moreover, the CDR is required to address the frequency drift tracking, including
the tracking of the SSC profile (Fig. 17), which represents one of the main CDR
challenges in SATA and SAS.

The implemented CDR relies on an early-late technique, sampling the DFE out-
put eye in the center and in the edge (Fig. 18).

The core of the CDR is represented by the proportional-integrative (PI) controller
of Fig. 19.

Ndmx demuxed samples are counted and multiplied by the proportional gain Kp.
The result increments a cyclic accumulator and when the accumulator cycle CA
is reached, the phase is advanced or delayed by one step depending on overflow
or underflow. The drawback of a proportional controller is its limited capability in
frequency drift tracking, (defined as Proportional Tracking, Ptppm):

Ptppm = T d · K p

C A · N P H
· 1e6 (3)

Fig. 17 SSC profile
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where NPH is the number of phases inside a data UI and Td is the transition density
of the incoming data pattern.

Increasing Kp to satisfy the frequency drift requirements would lead to excessive
loop bandwidth and, at the end, jitter; for this reason an integral path is added,
allowing to track a constant frequency drift without requiring a continuous phase
update from the proportional path. On the other hand, SSC is characterized by a non
constant frequency drift, with triangular shape, thus requiring a continuous updating
of the integrator value Ival that at each clock cycle is injected into the cyclic accu-
mulator. This leads to the requirement of a very accurate sizing of the integral path,
whose maximum capability in tracking the slope of the frequency drift (defined as
Integral Tracking, Itppm/UI) is expressed by the following formula:

I tppm/U I = T d · K i

C A · N P H · Ndmx · K s
· 1e6 (4)

As a consequence of the early-late phase detection, the overall CDR has non
linear performances. Nonetheless, a linear model of the gain loop can help in
understanding the overall loop performances. Fig. 20 shows a typical loop gain
plot, made of a 40 dB/dec and a 20 dB/dec slope at low and high frequency re-
spectively, and it is correlated with a jitter tolerance plot. In the linear loop gain
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Fig. 20 CDR linearized analysis

analysis, the phase detector gain has been set to 4, considering that a phase range of
+/− 0.5 UI(+/− 0.25 on average) is converted into +/− 1 by the phase detector.

Transient domain simulations show that a low Integral Tracking (It) causes degra-
dation in the high frequency jitter tolerance, thus requiring higher values of Ki. On
the other hand, increasing Ki reduces the phase margin in the linear loop model,
causing the negative peaking in the jitter tolerance. To improve the phase margin,
Kp can be increased, but the overall latency of the digital loop again corrupts the
jitter tolerance at high frequency, thus representing the main limitation to the overall
CDR performances.

For this reason, to optimize the jitter performances, the CDR of Fig. 19 has been
modified as in Fig. 21.

The overall latency has been minimized by using multi-rate demultiplexers, thus
operating the CDR always at 750 MHz in 1.5, 3 and 6 Gb/s and by limiting the digital
core to three stages. The loop phase margin has been optimized by using decimal
values for Kp and Ki instead of binary values as in previous implementations [9]
and minimizing bandwidth variations by counting the number of data transitions
and correcting the proportional and integral gains.

With the above mentioned techniques, the jitter tolerance has been optimized in
presence of a slope in the frequency drift, as in case of SSC. On the other hand,
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Fig. 22 CDR implementation

additional requirements come from the maximum frequency drift to be tracked,
expressed by the following relation:

P P Mmax = Ivalmax

C A · N P H · Ndmx
· 1e6 (5)

A high frequency drift capability requires either a small demuxing ratio or a
low number of phase rotator phases. On the other hand, sizing the loop for a high
frequency drift, as required in SATA/SAS, would limit the frequency resolution in
FC, where the maximum drift is +/− 200 ppm, only. For these reasons, the CDR in
Fig. 21 has been further modified, as shown in Fig. 22.

A double step has been inserted in phase selection to allow working with 16
phases instead of 32 for +/− 7800 ppm maximum tracking capability at 6 Gb/s
without exceeding the 750 MHz operation. At the same time, to preserve the fre-
quency resolution in +/− 200 ppm mode, a programmable decimation has been
inserted in the frequency path, periodically blanking the injection of the integrated
value Ival into the cyclic accumulator.

Figure 22 also shows the CDR capability to increase Kp and Ki to allow fast
locking in FC applications. In case an unlock condition is detected, CDR gains are
increased for a fixed time to allow a minimal locking time and then set back to their
nominal values, optimized for jitter minimization.

3.4 Measured Results

Prototypes realized in 65 nm CMOS have been packaged in a plastic BGA and
plugged in a high frequency socket on a FR4 board.

The overall jitter tolerance performances, when higher frequency drift is applied,
are shown in Fig. 23. In this plot, 6 Gb/s with +/− 2500 ppm and 8 Gb/s with
200 ppm are compared in case of channel loss (38” for 6 Gb/s and 30” for 8.5 Gb/s)
and of direct connection.
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Under these conditions the overall receiver shows a sinusoidal jitter tolerance of
0.4 UI on top of the intrinsic jitter of data and clock sources, thus allowing margins
for a safe operation, assuming additional jitter coming from the transmitter.

4 Beyond 10 Gb/s Serial Communication

One of the techniques applied for high speed serial communication in band-limited
channels is duobinary signaling [10, 11]. Instead of recovering the channel loss by
equalization, duobinary converts the channel into a well known 1 + z−1 channel.
This is commonly done by a transmitter pre-emphasis.

Two main aspects can be mentioned in duobinary signaling:

� the signal at Nyquist is not recovered;
� the channel is well equalized (within 3 dB loss) up to Nyquist/2.

As shown in Fig. 24, the duobinary detector makes use of two samplers, with the
following detecting logic:

� If threshold A is exceeded, a ‘1’ is detected
� If threshold B is not exceeded, a ‘0’ is detected
� If threshold B is exceeded but threshold A is not exceeded, the detected bit is

assumed to be reverse of the previous detected bit.

In fact, when the signal is in between the two thresholds, a data transition has
happened but the channel response has not been completed yet.

Duobinary technique shows that it is not required to equalize the channel at
Nyquist for data recovery. On the other hand, this implies that clock recovery on
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clock pattern is no more possible: data encoding and frequency drift requirements
must be set coherently, in order to make duobinary communication feasible.

Figure 25 shows the ‘eye’ seen by the top duobinary sampler: the samplers A1

and A2 in Fig. 25a would detect the same bit, thus leading to the conclusion that the
effective eye is the one shown in Fig. 25b.

In case the channel is not well equalized to duobinary, either because the clock
is not suppressed or because low frequency channel equalization is not enough, the
position of the duobinary threshold is no more optimized; anyway, an eye still exists
and another optimal decision point can be found, as shown in Fig. 26.

This is the same eye of a ‘Look-Ahead’ DFE [12], which consists of a positive
threshold to detect the signal when the previous bit is ‘1’ and a negative threshold
when the previous bit is ‘0’.

Assuming the same sampling phase, the look-ahead DFE sampler would lead to
the same eye of Fig. 26b and an LMS threshold adaptation would find the optimal
vertical threshold level.

Actually, there is no difference between the look-ahead DFE detection logic and
the duobinary detection logic, as shown by the example in Fig. 27 in case the previ-
ous detected bit is ‘1’.

In the eye diagram

Eye seen by A

a) b)

+

+A

B

+A 1
2

This track does not exist

Fig. 25 Duobinary eye analysis
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The three possible signal levels, either analyzed by a duobinary logic or by a
DFE look-ahead logic, result in the same final decision.

This leads to the conclusion that the look-ahead DFE can still receive duobinary
signaling, once the proper phase and sampling thresholds are adopted. To this extent,
eye opening monitors and LMS can be employed to optimize receiver performances,
by finding the optimal sampling phase and thresholds even in case the duobinary
shaping of the channel is not ideally achieved.

5 Conclusions

The above analysis shows that equalization and clock recovery must be carefully de-
fined taking into account communication standard requirements such as frequency
drift, data pattern requirements, data encoding etc. Channel pre-shaping, either by
analog boost equalizers or by duobinary signaling, reveals a general technique to
simplify equalization requirements, but crosstalk may represent the ultimate limit
due to the reduction of signal amplitude. Channel boosting at Nyquist frequency is
not mandatory for data recovery, but clock recovery limitations can add additional
constraints, preventing from exploiting all the capabilities of linear and non linear
(DFE) channel equalization.
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Top-Down Bottom-Up Design Methodology
for Fast and Reliable Serdes Developments
in nm Technologies

Jan Crols

Abstract This paper describes the development of high speed serial data commu-
nication links from the viewpoint of signal and circuit complexity. It proposes a
development method to deal in qreliable and affordable with the increasing com-
plexity. Two example implementations are discussed: a 10 Gbps link in 0.13 �m
CMOS and a 2.5 Gbps PCI-Express link in 90 nm CMOS.

1 Introduction

Over the past ten years high speed serial data communication has undergone an
amazing fast evolution. Not so long ago high speed serial data communication above
1 Gbps was limited to high-end long range applications since the only available
technology suitable of achieving the required performance was typically a bipolar
technology, resulting in serious cost issues. Examples are the many bipolar ASSPs
that used to serve the SONET and SDH telecom markets [1, 2].

With the advent of the 0.18 �m and especially 0.13 �m CMOS technologies
around the year 2000, the technologies that allow for massive digital signal process-
ing and handling became also capable of performing the functions needed to achieve
multi Gbps serial data communication. This rapidly made that high speed serial data
communication changed to an ASIC market in which it became a key differentiating
analog IP for the digital ASIC providers. Indeed in many cases an ASIC provider
would be selected based on whether it had the key high speed serial IO IP’s in
house to achieve the required IO and package cost reduction for their customers.
Examples are the video processor chips that needed to adopt PCI-Express, HDMI
or DisplayPort IO in order to make a difference.

Over the last few years high speed serial data communication has again taken an
important step. It has entered in many different forms in many different applications
and at the same time it has become a commodity non-differentiating IP that is seen
as part of the standard IO library for 90 nm and 65 nm technologies. Remarkable
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in this evolution, or maybe a reason for this fast evolution from expensive external
component to cheap and abundant internal SOC component, is that actually the
speed of operation is not evolving at all this fast. Reason for this is the band-
width limitations set by the communication media in use. Once the 1 Gbps limit
was passed things have gone fast with operation at 2.5/3.125 Gbps, but even today
the 10 Gbps per lane communication is still not widely adopted and 6.5 Gbps has
become an in between step taking more time than maybe originally anticipated [3].

The amazingly rapid market evolution of high speed serial data communication
has offered new opportunities for the design community as the existing serdes and
CDR techniques needed to be combined with CMOS RF design techniques. The
development of a high speed serial data communication transmit and receive chan-
nel requires advanced analog and RF design techniques at many different levels of
abstraction. Now that it has become in many cases a commodity IP, we must find
ways to handle this complexity in an affordable development time, at an affordable
budget and especially at a low risk as the latter would have unacceptable impact on
development time and budget.

This paper gives an overview of the techniques and technologies that are used and
need to be combined in high speed serial data communication transmit and receive
channel development under 10 Gbps. It examines the design methodologies that can
be used to handle this level of complexity in an efficient manner. Finally, 2 examples
are analyzed in order to illustrate this.

2 The Complexity of a Serdes System

There are many possible different ways to realize a high speed serial data commu-
nication transceiver. Each of them can or will have its merit when taking applica-
tion specific targets into consideration. Apart from different trade-offs between link
quality and power consumption or silicon area cost, there are also such consider-
ation as the CMOS technology node that is used and whether or not multi-lane or
multi-rate must be supported. Nonetheless, the following functions can in almost
any transceiver be identified:

� a PLL running at the data rate
� a serializer
� a line driver, with or without pre-emphasis
� a line receiver, with or without an equalization function
� a clock and data recovery loop
� a deserializer

If we want to analyze the complexity of implementing a high speed serial data
communication transceiver, there are many ways to look at this and each is valid
and brings it own set of considerations. One view is indeed the selected architecture
for the above mention functions. Another important view is to look at the type of
signals present in the architecture. In principle one could say that all is digital since
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Fig. 1 Example receiver architecture showing different signal types as described in the text

the incoming and outgoing data stream are digital, but clearly this is highly over
simplified. On the one hand a lot of purely analog signals are present, especially the
biasing signals and the control signals in a PLL, on the other hand there are many
different types of digital signals that each have there own requirements towards the
block that is processing them. Figure 1 illustrates these on the PCI-Express receiver
block diagram that is discussed as an example further on.

1. Synchronous digital signals for which abstraction of analog properties can be
made: Examples are found mainly in the operations that will be performed on
the parallel data stream like 8 b–10 b coding, comma detection or FIFO functions
to allow clock alignment with core digital. For the development of these blocks, a
classical digital development flow can be used, including RTL coding, synthesis,
timing closure using conservative timing constraints and standard cell place and
route. Operation speeds are typically up to a few several 100 MHz.

2. Synchronous digital signals that become so fast that analog properties start to
become relevant: An example of such signals can be found in the digital loop
filter in the PCI-Express example further on in this paper. These are blocks that
may still use the standard digital CMOS libraries, but speed or timing constraints
have become so critical that a classical digital flow would not be able to achieve
timing closure anymore due to the margins that need to be taken in this process at
different levels. In order to overcome these limitations higher speed logic styles
may be used like CML logic or TSPC logic. At the same time an analog design
approach will be needed to perform the timing verification such that a true set-up
and hold time verification can be performed over all possible process corner vari-
ations (not just fast and slow) potentially including monte-carlo simulations to
include device matching variations. The limitations for the digital loop filter not
necessarily lie in the clock rate as it runs typically at 1/8th or 1/16th of the data
rate, resulting in e.g. 311 MHz clocking for 2.5 Gbps operation. The challenge
lies in the allowed latency that is to be kept low in order to assure stability of the
CDR loop. In order to perform all filter functions within the limited number of
clock cycles, a manual design using analog verification tools will be needed.
The serialiser is another important block that runs a synchronous operation and
needs careful manual design work, especially when executed in a logarithmic
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tree implementation. Compared to the deserialiser it brings an extra level of com-
plexity since in the serialiser the clock tree with its dividers runs in the opposite
direction of the data stream, meaning that the delay times of the clock dividers
are subtracted from the available flip-flop set-up times. This block uses espe-
cially at the highest clock rate sections CML logic. Relevant aspects that need to
be closely analyzed and verified are in that case inter-symbol interference (ISI),
PSRR (delay variations due to power supply variation), lane to lane crosstalk
and DC offset. All can reduce the timing margins. The good news is that it is
still a synchronous design, meaning that data refreshing is still possible and that
these degrading effects will disappear from the data stream each time the data is
reclocked, making it only critical to take into account for the flip-flop to flip-flop
timing.

3. Asynchronous digital signals: These are of course the signals where it is all about
in high speed serial data communication. There is no related clock anymore and
reclocking to regenerate the data signals is thus not possible. ISI, PSRR induced
jitter, crosstalk and offset induced duty cycle errors will now accumulate for
these signals over processing stages. It is therefore of vital importance to keep
the number of processing stages limited to the absolute minimum, basically the
line driver, line receiver and the communication medium.

4. Clock signals: Special attention goes here to the clock signals. They basically fall
under the asynchronous digital signals and they are present at different speeds
in all the blocks of the transmitter and receiver. They will accumulate signal
degradation, but the difference is still that ISI is not an issue and duty cycle
errors are only an issue if rising and falling edge clocking is done.

But even when using this categorization of signal types, it actually can get even
more complex. The distributed transmission line model as used in [3] and [4], shown
in Fig. 2, is an example. Indeed, when distributing high frequency clock signals over
longer distances, typically to serve as a reference to multiple lanes, one has either
the option to amplify the clock signal with several buffers in between in order to
keep the loading limited in each section, but these buffers will add jitter to the clock
signal which will accumulate and can not be removed anymore. A better alternative
may therefore be not to use any buffering at all and try to find other ways to allow
the loading of the long line. This requires the use of a distributed line model in
combination with such techniques as direct loading of the VCO [4] and inductive
termination of the line [3].
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Apart from recognizing all the different signal types and designing for it
accordingly, there is for each of them also the important aspect of knowing how
the different sources of interference can be induced onto the signal. There are the
different types of interference sources, like thermal noise, related data from the same
lane and unrelated data from adjacent lanes, but there is also the way in which
they can interfere. There are in fact many possible interference transmission media.
Apart from direct capacitive and inductive signal coupling, there is RI drop, high
frequency power supply coupling, substrate coupling, package coupling, etc. . . .
Each of these will need to be analyzed and optimized for at the right moment during
the development.

3 Design Flow, Tooling

Figure 3 tries to depict the general outline of the development flow. During high
level design several potential architectures will be examined and block parameters
and properties will be swept and explored in order to find the most suited architec-
ture and the best according block specifications to be used in that architecture. Since
this involves a very wide exploration of the design space that includes the whole
system, there is a need for fast simulation/calculation times. This can be obtained
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by using very generic first order behavioral models/descriptions for the blocks and
use a mathematical signal processing tool.

The high level of abstraction that is needed in the high level design phase makes
that there is a need for a separate high level verification step. In this case one tries
to verify early on in the development process whether the level of abstraction used
during high-level design was sufficient and whether simplification has not resulted
in wrong block parameters being selected that will later on, at the end of the devel-
opment, prove incorrect because of second order effects that should have been taken
into account. A typical well suited tool for such verification work is a mixed signal
behavioral description and simulation tool like VHDL-AMS. With careful descrip-
tion of the right behavioral model for each block, it allows for in detail system level
simulation, while for real open exploration work it may be too time consuming in
coding and simulation times that are needed.

In fact, if for high-level verification a tool like VDHL-AMS is used, it makes
sense to use VHDL as the high level design tool. Although primarily seen as a digital
description language, it is in many cases very well suited for the rapid coding of a
serdes architecture. The reason for this is that almost all signals are in fact digital
signals of which the most important property is their threshold crossing point and
how this is influenced by different factors that introduce jitter (uncertainty on the
timing of the crossing point). This can be handled perfectly and with fast enough
simulation times with an event driven simulation tool like a VHDL simulator. Ana-
log signals present in a serdes often change at a low enough rates such that they
can be handled by the event driven simulator without significant deviations. Using
VHDL for the high level design will allow an easy step by step increase of the
complexity of the behavioral model in VHDL-AMS by introducing such effects as
driving and load impedance or coupling. This increased complexity will require that
also an adaptive time step solver algorithm is used to perform the simulation. This
will result in a significant increase in system simulation time, making that it is best
preserved only for the high-level verification process.

Once the architecture has been selected and the building block specifications
have been fixed the actual design work at transistor level can start. This will involve
the need of a spice like simulator, potentially in combination with an harmonic bal-
ance simulator for such properties as phase noise or PSRR. In this transistor level
design the availability of a multi-mode simulation tool that allows the combination
of the extended high-level behavioral model with gradually replaced parts at tran-
sistor level is of utmost importance to be able to rapidly verify whether originally
assumed block requirements still hold when taking detailed transistor level block
description and properties into account. Moreover it will be important to model early
on also power supply lines, package, decoupling etc. and again here a multi-mode
simulation tool can allow performing the system level simulations with this level of
detail involved for some parts. A point that remains critical in high speed serial data
communication design, especially for multi-lane set-ups, is a good way to model
substrate coupling and add this to the whole process. Often there is not much more
that can be done than use careful heuristic shielding rules and a deep n-well substrate
separation strategy.
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The top-down bottom-up approach in which behavioral models are gradually re-
placed one-by-one by transistor level descriptions can be further extended to include
also results from layout back annotation and run these in system level checks.

In the end it is still of vital importance to run full transistor level checks of the
whole system with its power supply, package and decoupling model. But complexity
will be so large that only very limited checks can be performed, making that they
can only serve to check whether the extensive top-down bottom-up check have not
neglected an important aspect.

4 Example 1: A General Purpose 10 Gbps Link in 0.13 �m
CMOS

The first example discussed here is a general purpose 10 Gbps serial link in 0.13 �m
suited for such applications as SONET OC192. This means its focus is on high
performance and high data rate throughput. Figure 4 shows its block diagram.

With each new step that is taken in the increase of data rates on serial links,
the requirements for high frequency jitter generation become stricter. Basically, the
generated jitter must scale with the reduction of the bit length. In a typical transmit
module the generated random jitter will be mainly determined by the oscillator that
generates the clock with which the serializer and line driver is clocked. A ring oscil-
lator is the most practical and lowest cost implementation of an oscillator that can
achieve relative high speeds. The problem with a ring oscillator is that if low phase
noise requirements are imposed, the performance scaling that is expected from using
finer line IC technologies remains limited. This makes that using ring oscillators for
10 Gbps operation is not possible anymore for high performance applications, even
when using a 90 nm or 65 nm CMOS technology. The alternative is in that case the
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use of an LC oscillator with integrated inductor and varactor. This has the potential
of a magnitude better performance in phase noise and PSRR, but that comes at a
much larger chip area cost. The only way to reduce this cost is by sharing the LC
VCO in a multi-channel set-up with a multiple of RX and TX modules. The more
modules that can be served from the same LC VCO, the lower its overhead cost. The
limitation on the number of modules that can be served from a single LC VCO is
determined by the distribution of its high frequency clock signals. Long distances to
be travelled will require intermediate buffering to reduce possible jitter degeneration
by excessive loading, but each buffer itself will also add jitter. In this example the
set-up is limited to two lanes for the LC-VCO PLL, but margin remains to increase
this to a four lane set-up.

The jitter tracking requirements for a receive module are normally significantly
larger than the jitter generation requirements for the transmitter. This makes that
the use of a ring oscillator (RO VCO) remains an option for the receiver. A ring
oscillator can be placed in each receive module and problems of full rate clock
distribution are omitted. The use of a ring oscillator becomes even more an option
if it can be run at half rate. By doubling in parallel the sampling flip-flops in the
phase detector this is possible. Duty cycle mismatch problems due to the half rate
sampling are less a problem in the receiver compared to the transmitter.

Figure 5 shows a simplified block diagram for a TX module. A logarithmic tree
8-to-1 multiplexer is used as serializer. The implementation of the serializer uses
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single-ended logic for the 8-to-4 conversion and differential CML logic for the
4-to-1 stage.

Figure 6 shows the architecture for the RX module. The locking range of the RO
VCO is reduced by using a replica RX PLL that locks to 5 GHz and sets the biasing
for the RO VCO in the RX [5]. The RO VCO in the RX is a phase interpolating RO
VCO that will be directly phase shifted at the full 5 GHz update rate by the UP and
DOWN pulses coming out of the PD and that directly drive an extra delay element
increase or decrease in the RO VCOs two stages.

An impression of the layout of a 2 lane implementation of this 10 Gbps serdes
system is given in Fig. 7. Power consumption of the full 2 lane implementation
is 600 mW from both the 1.2 V and 3.3 V supply together. Overall area of the full
2-lane IP is 2.45 mm2 including pad area.

5 Example 2: PCI-Express in 90 nm

The second example is a multi-lane 2.5 Gbps PCI-Express implementation in 90 nm
CMOS. Parallel data connections are omitted for clarity reasons. Each line contains
its own PLL that runs a quadrature RO VCO of which the frequency is locked to
the incoming reference frequency. The quadrature output signals of the RO VCO is
directly used in the closeby RX and TX modules. The local placement of the RO
VCO makes that no clock distribution is needed saving the power for the buffering
and avoiding the extra jitter added in this process versus of course the extra power
and area requirements of each individual RO VCO in each lane.
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Fig. 7 Layout view of the
2-lane 10 Gbps serdes IP

The TX module requires only a differential input clock to drive its serializer,
while the RX uses a phase interpolator that runs from a differential quadrature clock
input.

The TX module uses for the PCI-Express transmitter also a logarithmic tree
8-to-1 multiplexer as serializer. The implementation of the serializer uses single-
ended logic for the 8-to-2 conversion and differential logic for the 2-to-1 stage. The
line driver is capable of delivering 1.05 Vdiff,ptp in a 100 Ohm differential load and
runs directly from the 1 V supply. It includes the receiver detection functions and a
programmable pre-emphasis.

Figure 8 shows the architecture for an RX module. The clock and data recovery
in the RX uses a phase interpolator and digital loop filter to lock to the incoming
data stream [6,7]. In a bang-bang phase detector the data and data edge are sampled
from a phase interpolators clock signal that can be varied in 32 phase steps. The
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obtained early-late signals are downsampled with a factor 8 and then accumulated in
a digital loop filter. The digital loop filter contains both a phase and frequency track-
ing register. The latter allows that frequency deviations of more than +/– 3000 ppm
can be tracked. The phase detector consists for a first line of CML flip-flops directly
followed by a differential to single-ended convertion and further on logic is executed
at full rate and at 1/8th of the rate in TSPC logic. The total delay in the CDRs control
loop is limited to 40 full rate clock cycles. The RX module is complemented with a
full rate 1-to-8 logarithmic deserializer that uses TSPC for the reduction of the data
rate by 2. After that standard CMOS logic is used.

A chip layout impression of a single-channel is shown in Fig. 9. The chip is
fabricated in a 90 nm CMOS technology and runs fully from the 1.0 V supply The

Fig. 9 Layout view of the PCI-Express serdes IP
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PLL with the quadrature RO VCO measures 52000 �m2 and consumes 15.2 mW.
The TX module measures 100000 �m2 and consumes 43 mW, while the RX module
measures 105000 �m2 and consumes 19.4 mW.

6 Conclusions

In this paper it was argued that the field of CMOS integration of high speed serial
data communication IP has followed an even faster track from differentiating IP
to commodity IP compared to other technology areas. This requires the use of an
adapted development flow for these types of IP. Complexity of the development
was described from the viewpoint of the signal types. A development flow based
on VHDL for high level design, VHDL-AMS for high-level verification and multi-
mode simulation for top-down bottom-up circuit design was proposed. Two example
implementations where discussed: a 10 Gbps link in 0.13 �m CMOS and a 2.5 Gbps
PCI-Express link in 90 nm CMOS.
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Mixed-Signal Implementation Strategies
for High Performance Clock and Data
Recovery Circuits

Michael H. Perrott

Abstract In implementing high performance clock and data recovery (CDR) cir-
cuits, there is an interesting tradeoff offered between analog and digital circuit im-
plementations. Analog circuits provide a relatively low power and low area approach
to performing high speed, continuous-time processing of signals, but lack the ability
to perform sophisticated processing tasks that demand high accuracy and repeata-
bility. In contrast, digital circuits readily provide the ability to perform complex
processing tasks with high repeatability, but can be costly in terms of power and
area when high resolution is required at high speeds. A mixed-signal approach to
implementation combines both analog and digital circuits (i.e., a hybrid approach)
such that each performs tasks best suited to their strengths in order to accomplish
the desired functionality.

In this chapter, we examine mixed-signal implementation techniques that allow
the achievement of high performance CDR circuits. We do this by example, and
present a 2.5 Gbit/s, fully integrated CDR in 0.25 micron CMOS that utilizes a hy-
brid phase-to-digital converter, loop filter, and VCO to achieve 1.4 ps of rms jitter
with a compact implementation that fits within a 5 mm by 5 mm package. In addi-
tion, an all-digital frequency acquisition method is utilized which allows acquisition
times less than 2 ms without the need for an external frequency reference.

1 Introduction

Clock and data recovery (CDR) circuits are an essential component of high speed
networks to achieve high rates of data transfer without the need of accompanying
clock signals. As shown in Fig. 1, a CDR circuit has the function of generating
a clock which is aligned in both phase and frequency to an incoming data signal.
This clock is produced by a voltage-controlled oscillator (VCO) whose frequency
and phase is controlled by a feedback loop which includes a phase detector and
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Fig. 1 A classical analog clock and data recovery circuit for use in an optical data network

analog loop filter. The loop filter acts to smooth out the pulsed output of the phase
detector, and typically consists of a charge pump and a passive capacitor/resistor
network.

Key performance metrics for CDR circuits are primarily focused on its noise per-
formance, and include jitter generation, jitter tolerance, and jitter transfer. Achieve-
ment of low jitter generation implies that the CDR will produce an output clock that
has low jitter in the presence of a clean data input signal. Achievement of high jitter
tolerance implies that the CDR will correctly reproduce the data signal at its output
despite the presence of high jitter on the data input signal. Finally, achievement of a
desired jitter transfer characteristic requires that the CDR lowpass filter the jitter on
the data input signal such that its impact on the CDR output clock is appropriately
reduced.

For high performance data network standards such as SONET, the jitter transfer
specification must be tightly controlled with respect to both its bandwidth and peak-
ing. As shown in Fig. 2, a CDR circuit with linear behavior will typically exhibit
peaking in its closed loop transfer function due to the presence of a zero in the
loop filter. To achieve the desired condition of low peaking, it is necessary to place
the zero at a low frequency relative to the closed loop bandwidth, which requires
a relatively large capacitor value for Cint (shown in Fig. 1). A large capacitor im-
plementation is highly undesirable since its corresponding area within an integrated
loop filter can be prohibitively large for certain SONET applications.

With progressively increasing digital density achievable with modern CMOS
processes, a very attractive option is to replace the classical analog loop filter with
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Fig. 2 Typical closed loop
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a digital implementation which realizes the desired filtering behavior [1, 2]. The
advantage of a digital filter implementation is that it allows realization of long time
constants with small area, so that the need for large capacitors is completely avoided.
However, as shown in Fig. 3, the use of a digital loop filter introduces new challenges
to the phase detector and VCO. In particular, the phase detector must be altered
such that it produces a reasonably high resolution digital signal that represents the
phase difference between the clock and data signals. The VCO must be altered such
that it changes its instantaneous frequency according to a digital signal while still
maintaining low jitter generation. For most applications, the achievement of a low
power implementation is highly desirable, and low area is important for achieving
low cost.

The relative difficulty of the above challenges is a function of the application
space, such that a digital CDR implementation is quite straightforward in some
cases, but impractical in others. As such, a mixed-signal approach, which appro-
priately combines both analog and digital circuits, can provide a more practical
alternative to a purely digital implementation in some applications. In striving for
a mixed-signal design, the choice of appropriate boundaries between digital and

clk(t)

retimed
data(t)

data(t) Analog
Loop Filter

Phase
Detect

VCO

Digital
Loop Filter

Challenges

High resolution
Low power
Low area

Challenges

Low noise
Low power
Low area

Goal:

Fig. 3 A digital loop filter implementation and its associated challenges
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analog signaling and circuits can play a major role in achieving excellent perfor-
mance with low power and area for a given application.

In this chapter, we will present strategies for achieving mixed-signal CDR imple-
mentations that achieve excellent performance with reasonably low area and power.
We will do this through example, and focus on a high performance CDR implemen-
tation in 0.25u CMOS intended for 2.5 Gbit/s SONET applications. In particular,
we will discuss the issues associated with achieving a high resolution phase detector
with a digital output, a hybrid VCO which efficiently achieves low noise, a hybrid
loop filter which allows a compact and high resolution implementation, and an all-
digital frequency acquisition method that does not require a reference frequency.
These examples will highlight the relative strengths of analog and digital circuits,
and the key issues faced in achieving an efficient combined implementation.

2 High Performance Phase Detection with a Digital Output

The simplest implementation of a phase detector with digital output is the bang-bang
structure shown in Fig. 4 [3]. The key operating principle of this circuit is to sense
whether an input data edge is before or after a corresponding clock edge, and then
output a positive or negative pulse depending on the outcome. In cases where there
is no data transition close to a clock edge, the phase detector maintains an output
of zero. Unfortunately, the bang-bang detector leads to highly nonlinear behavior
for the CDR since it can distinguish only the sign of the phase error, and not its
magnitude. Since a consistent jitter transfer function implies linear dynamics, the
bang-bang phase detector will not be suitable for high performance CDR applica-
tions such as SONET.

One possible way of linearizing the bang-bang detector is to add extra levels to
it as shown in Fig. 5. In this case, the magnitude of the phase error can be sensed in
addition to its sign, though only in discrete intervals which are set by the delay of the
buffers shown in the figure. In the case where the input data signal has sufficient jitter
to exercise the various levels of this detector, the CDR dynamics will be behave in
a reasonably linear manner such that the jitter transfer characteristic becomes well
defined. Unfortunately, since each portion of the detector must operate at a high
clock frequency (often in the GHz range), power consumption can be an issue for
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this structure. Also, in cases where the jitter on the input data is small, nonlinear
behavior may again result in a poorly defined jitter transfer function.

The shortcomings of the multi-level bang-bang detector highlight the difficulties
in achieving high speed digital processing of high resolution signals while maintain-
ing low power consumption. In contrast, high speed analog processing of signals is
inherently of a high resolution nature (with noise being the chief limitation), and can
often be performed by corresponding analog circuits with relatively low power con-
sumption. This leads to a key principle of designing efficient mixed-signal circuits –
leverage analog circuits to achieve high speed processing of high resolution (i.e.,
continuous) signals in cases where inaccuracy can be tolerated, and digital circuits
to achieve more sophisticated processing of low speed signals and/or high speed
signals with low resolution.

In line with the above strategy, Fig. 6 shows a proposed mixed-signal phase
detector that achieves a digital output by performing high speed analog-to-digital
conversion of the output of an analog Hogge phase detector [4]. As shown in the left
side of the figure, the Hogge detector creates a pulsed output whose positive pulses
have an area corresponding to the phase difference between the data and clock. The
negative pulses shown in the figure always have constant area, and are created in
order to achieve a net area of zero when the data edges coincide with the falling
edge of the clock signal. Since the area of the Hogge pulses provides a continuous,
analog representation of the phase error, analog-to-digital conversion is required to
achieve an overall digital output. As shown on the right side of the figure, a first-
order, continuous-time �–� structure provides a very simple implementation for the
ADC. While the resulting output consists of only one bit, the effective resolution is
actually quite high after (digital) lowpass filtering due to the highly oversampled
nature of the signal. For instance, if we assume a multi-GHz clock frequency, and
a one MHz digital lowpass filter bandwidth, the effective oversampling ratio will
be close 1000 such that > 10-bit ADC performance can be achieved. Such lowpass
filtering is inherently provided by the loop filter used within the CDR.

In summary, we have pointed out that a mixed-signal approach to achieve a
phase detector with a digital output allows high resolution phase comparison to be
achieved with a compact and low power implementation. The digital output allows
a digital loop filter to be leveraged in order to avoid large capacitors, and the high
resolution of detection preserves linear CDR behavior such that a well defined jitter
transfer function can be achieved.
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3 High Performance Oscillator Structures with Digital
Frequency Control

Figure 7 displays a simplified view of how digital control of the frequency of an
LC oscillator can be achieved through a switched-capacitor network by altering the
resonant frequency of the tank according to the amount of capacitance switched
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Fig. 7 Digital control of an LC oscillator using a switched-capacitor network
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into the tank [5]. A similar approach can be applied to a ring oscillator [6], but we
will focus on the LC structure since it is currently the preferred implementation for
achieving low noise in high performance applications such as SONET.

As mentioned in the introduction, high performance CDR applications demand
low jitter from the VCO, which, in turn, demands high resolution when digital con-
trol is utilized. For the LC design shown in Fig. 7, high resolution is achieved by
dithering between capacitor values (such that the effective capacitance value can be
adjusted by fractions of the unit capacitor size) and by having small unit capaci-
tors (which minimizes the resulting noise created by dithering). Unfortunately, the
need for a small unit capacitor size results in a complicated design when a wide
frequency range is required of the oscillator. A large frequency range is desirable
in order to obtain robust manufacturability in the presence of process and temper-
ature variations. Therefore, while there are many merits to this approach, it does
require a substantial investment of design resources to achieve high performance
operation.

Figure 8 shows an alternative means of achieving digital control of an LC oscilla-
tor, which is to simply control the input of a varactor within a hybrid VCO [7] with
the output of a digital-to-analog converter (DAC). In order to limit the frequency
range required of the varactor (which lowers its influence on the phase noise of the
oscillator), a switched-capacitor network can be used to perform coarse calibration
of the oscillator in order to remove the impact of process variations [7]. Since the
unit capacitor size in the array can be much larger than the “all-digital” design shown
in Fig. 7, its control network is much less complex and a simpler design effort can
be applied to achieve high performance. In practice, the coarse calibration is often
performed off-line with a frequency acquisition circuit, and the analog varactor is
controlled by the feedback action of the phase-locked loop.
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4 Demonstrating the Benefits of a Mixed-Signal Approach
Through an Efficient Loop Filter Implementation

Now that we have examined the hybrid phase detector and VCO implementations,
it is time to turn our attention to the loop filter circuit which connects them. As
shown in Fig. 9, it is generally desirable to achieve an integrator plus lead/lag loop
filter for the CDR. The integrating portion of this filter ensures that the steady-state
phase error of the CDR goes to zero, which is important to achieve the best jitter
tolerance from the CDR (i.e., since it allows the CDR output clock to consistently
align to the middle of the input data eye with proper design of the CDR). The zero
is required for stability, and the pole is generally placed high enough in frequency
to avoid significantly impacting the band edge of the closed loop transfer function
while still providing some measure of high frequency noise reduction.

In the case where a hybrid VCO is used, it is necessary to use a DAC to transfer
the digital output of the loop filter to the analog control voltage of the varactor. In
such case, the DAC must support a bandwidth that is considerably larger than the
desired closed loop bandwidth of the CDR. Assuming a reasonably high resolution
is required of the DAC in order to achieve low jitter generation, the DAC implemen-
tation presents a challenge due to its high bandwidth requirement.

The issue of achieving an efficient DAC implementation allows us another
glimpse of the benefits of a mixed-signal approach in which we best utilize the
attributes of both analog and digital circuits to achieve an efficient implementation.
As shown in Fig. 10, we can realize the integrator plus lead/lag filter function as the
sum of two parallel paths which separately implement integration and feedforward
paths. Since the integration path requires much less bandwidth than the feedforward
path, it is straightforward to achieve an efficient DAC implementation for this por-
tion of the loop filter. We then implement the integrator as a digital accumulator,
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Fig. 10 Leveraging a hybrid
loop filter approach to
achieve an efficient integrator
plus lead/lag filter
implementation
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and use a decimator to lower the operating frequency of the accumulator so that its
power consumption is reduced [1]. Since the high frequency pole implemented by
the feedforward path need not be accurately set, it is straightforward to implement
this section with a simple charge pump and RC network. The resulting structure
can be much more efficiently implemented than a purely digital approach (which
requires a high-bandwidth DAC) or a purely analog approach (which requires a
large capacitor to realize the integrating capacitor, Cint).

5 Leveraging a Digital Approach to Initial Frequency Acquisition
Without the Need for an Input Reference Frequency

We now turn our attention to the issue of setting the digital capacitors during initial
frequency acquisition of the CDR. In cases where a reference frequency is available,
such adjustment is straightforward by use of simple frequency comparison tech-
niques using digital counters [8]. However, in many systems it is more convenient
to avoid the need of this reference frequency, which means that initial frequency
acquisition must rely on direct comparison of the input data stream and CDR output
clock.

Typical reference-less frequency acquisition methods are based on analog tech-
niques which seek to determine the sign of the frequency error, and then integrate
the resulting sign signal to move the CDR output frequency in the proper direc-
tion [9–13]. Once the frequency error is small enough in magnitude, the feedback
action of the CDR will then lock the output clock to the data stream.

Instead of relying on a traditional analog method, let’s instead consider the possi-
bility of extracting the presence of a frequency error with a purely digital approach.
To do so, we propose using a heuristic method based on the observation of entry
rates into a “forbidden zone” [1], as shown in Fig. 11. To explain the figure, consider
that it illustrates the placement of input data edges relative to the CDR output clock
edges under different operating conditions for the CDR. For a well designed CDR,
the locked state should yield input data edges that are nominally placed 180 degrees
away from the sampling edge of the CDR clock (assumed to be the falling clk edges
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in the figure) so as to maximize the setup and hold times of the re-timing register
within the CDR, and therefore maximize jitter tolerance for the CDR. However,
a slight offset away from 180 degrees, as implied in the figure, will generally be
acceptable in most applications. As shown in the figure, jitter on the input data
signal (or CDR clock output) will cause variation in the relative phase difference
between its edges and the CDR output clock edges.

We define the “forbidden zone”, as shown on the left side of Fig. 11, as a range
of phase differences between the data input and CDR clock edges which should
never occur under locked conditions with low jitter. As jitter is increased in the
locked-state, as shown in the middle of Fig. 11, entering into the forbidden region
corresponds to incorrectly re-timing the input data stream such that a bit error may
occur. In normal operating conditions, the resulting bit error rate should be low, and
is often specified to be <10−12 for applications such as SONET. Finally, under un-
locked conditions, as shown on the right side of Fig. 11, there will be repeated entry
in the forbidden zone due to the frequency offset associated with being out-of-lock.
In such case, the entry rate into the forbidden zone will be significantly higher than
would be encountered in the locked state with reasonable levels of jitter.

To sense frequency offset (and therefore an unlocked CDR state), we can simply
monitor the number of times the forbidden zone is entered in a given period of time.
If that number exceeds a threshold, which is determined by appropriate statistical
analysis, we then declare the CDR to be out-of-lock. In such case, we then update the
capacitor setting according to the pattern shown in Fig. 12. At each new setting, we
again monitor the number of times the forbidden zone is entered over a given time
window, and then change to a new capacitor setting if the number again exceeds
the given threshold. Eventually, a capacitor setting will be reached which allows
the CDR to obtain lock, at which point the entry rate into the forbidden zone will
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significantly drop such that the count threshold is no longer exceeded. At that point,
the CDR is declared to be in lock, and the digitally-controlled capacitor settings are
no longer altered.

To implement the above approach, we need only a circuit that can sense entry into
the forbidden zone, and some simple digital logic that can compare the forbidden
zone counts to a pre-defined threshold value. Figure 13 shows one possible means
of implementing the forbidden zone entry detection circuit, which consists of aug-
menting the Hogge detector mentioned earlier with a few extra digital gates. One
can see that the implementation is quite simple, and can be operated at very high
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frequencies. For additional details on this circuit, as well as the proposed frequency
acquisition algorithm, please refer to [1].

6 Demonstration of a High Performance CDR Using
Mixed-Signal Circuit Techniques

Figure 14 displays the key sections of the proposed CDR structure which leverages
mixed-signal techniques to achieve high performance with compact area and low
power. As discussed earlier, the key circuits include a combined Hogge detector and
first order Σ–Δ ADC to perform phase comparison with a digital output, a hybrid
VCO that is coarse-tuned by digitally-controlled capacitors and fine-tuned by an
analog varactor, and a hybrid loop filter that controls the analog varactor through the
summation of a digital accumulator path and a higher bandwidth analog feedforward
path. The coarse-tuning of the digitally-controlled capacitors is performed by the
reference-less frequency acquisition approach discussed in the previous section.

Figure 15 shows a die photo of the CDR, which includes not only the key blocks
described above, but also a high speed limiting amp and a loss-of-signal (LOS)
detector. The chip fits within a 5 mm by 5 mm package, which demonstrates the
low area offered by this hybrid implementation. At 2.5 Gbit/s operation, the chip
consumes only 170 mA including all output drivers, which yields overall power
dissipation of only 425 mW with a 2.5 V supply in 0.25u CMOS.
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Fig. 15 Die photo of hybrid CDR in 0.25u CMOS

Figure 16 shows the measured frequency acquisition time when adjusting the
frequency of the input data stream from 2.5 Gbit/s to 2.4 Gbit/s. We see that the
all-digital frequency acquisition approach is able to achieve acquisition times less
than 2 ms without the need for an external frequency reference.

Figure 17 shows the measured eye diagram of the CDR at 2.5 Gbit/s operation
under the conditions of a 10 mV peak-to-peak input data signal corresponding to a

2.25

2.30

2.35

2.40

2.45

2.50

2.55

2.60

–0.5 –0.25 0 0.25 0.5 0.75 1 1.25 1.5 1.75 2

Time (mS)

V
C

O
 F

re
q

u
en

cy
 (

G
H

z)

Measured Referenceless Frequency Acquisition

Fig. 16 Measured frequency acquisition time at 2.5 Gbit/s operation



60 M.H. Perrott

Fig. 17 Measured eye diagrams at 2.5 Gbit/s operation
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PRBS 231 pattern. The resulting jitter is only 1.4 ps (rms), which is significantly less
than the SONET requirement of 4 ps (rms).

Finally, Fig. 18 shows the measured jitter transfer and jitter tolerance perfor-
mance of the CDR at 2.5 Gbit/s operation. We see that the prototype meets all re-
quirements of the SONET specification, including the jitter peaking requirement of
<0.1 dB.

7 Conclusions

This chapter presented mixed-signal techniques to achieve high performance CDR
circuits. As the first example, a linear, compact, and low power phase-to-digital con-
verter was realized by combining a classical Hogge phase detector with a first order,
continuous-time Σ–Δ modulator that efficiently converts the analog Hogge output
to a corresponding digital output. As a second example, the merits of a classical
hybrid VCO were discussed, in which digitally-switched capacitors are utilized for
coarse tuning and an analog varactor for fine-tuning. In order to achieve efficient
control of the fine-tune path of the VCO, a hybrid loop filter was described which
leverages a digital accumulator and an analog feedforward path to achieve a compact
implementation without the need of a high speed, high resolution DAC circuit. Fi-
nally, an all-digital frequency acquisition circuit was described which allows <2 ms
acquisition time without the need for an external reference frequency. These various
examples highlight the fact that efficient choice of the boundaries between analog
and digital circuits can yield a high performance CDR implementation with low area
and low power.
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Jointly Optimize Equalizer and CDR
for Multi-Gigabit/s SerDes

Song Wu and Robert Payne

Abstract High speed SerDes with channel inter-symbol interference (ISI) suffers
eye closure in both vertical and horizontal directions. Equalization optimized to
maximize the vertical eye opening as well as to minimize the horizontal jitter is
discussed. In particular the adaptation loops incorporating equalization, CDR, and
duty cycle distortion correction (DCD) are jointly optimized. Various circuits for
improving the timing accuracy of transceivers and in particular phase interpolator
based clock and data recovery (CDR) are detailed. Duty cycle distortion (DCD),
quadrature mismatch, and phase interpolator accuracy is illustrated and circuit tech-
niques to combat these problems is presented. Sample circuit designs for both small
swing current mode logic (CML) and full-swing CMOS clock distribution are de-
tailed, with an emphasis on differential to single-ended conversion (DSC).

1 Introduction

SerDes now becomes a fundamental IO device for diverse systems including FPGA,
microprocessors, memory subsystems, hard disk drive, backplane signaling, and
video transmission. For economical reasons the silicon products with SerDes as IO
device need to support multiple standards at different data rates to address different
market needs. The device from one vender may have to interoperate the device from
other vendors with different specifications.

CDRs have become fundamental building blocks of multi-Gbps SerDes. In ad-
dition, as data rate goes higher signal integrity becomes a challenge. The losses
in the print circuit board (PCB) FR4 material makes the transmission line band-
limited. This band-limited transmission introduces a huge amount of inter-symbol
interference (ISI). In addition, via connections between different signal layers could
present un-terminated stubs that cause reflections. Therefore, sophisticated equaliza-
tion schemes are needed to compensate ISI and reflections present on the received
signal. In order to achieve high aggregate throughput, the routing density on the
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PCB board is very high even for the high-speed lines. This causes the cross talk
from the near end (NEXT) and the far end (FEXT) between adjacent lines to be
the dominant noise source. Under certain conditions, the cross talk energy could
exceed the signal energy near the Nyquist frequency. The combination of ISI, re-
flections and cross talk completely closes the eye at the receiver. While adaptive
equalization can eliminate most of the ISI, the noise caused by reflections and cross
talk will still be present after equalization and dictates the bit error rate (BER). One
example of signal attenuation and cross talk from a practical backplane is shown in
Fig. 1(A). The DFE, due to its nonlinear nature, offers the fundamental advantage
of equalizing the channel without amplifying the noise. [1–4] Also practically, since
it is a digital filter, the frequency response scales with clock frequency. The same
hardware structure can be used at different data rates simply with clock scaling to
meet different standard specifications.

The designs of CDR and DFE are inter-dependent. As shown in Fig. 1(B), the
amount of post cursor ISI for DFE to cancel depends on the sampling phase. How-
ever, since the CDR works on the DFE conditioned signal, the amount of DFE
applied to the signal also affecting the CDR locking phase.

Phase interpolation based CDR [5–7] has become a widespread technique not
only because it proves to be a predictable, integration-friendly scheme for clock
recovery, but also because it provides flexibility within a system to add value to
multiple applications where precise or programmable phase control is required. The
benefits of phase interpolator clock recovery systems are numerous. These include:

� Predictable, digitally controlled frequency tracking capability and CDR loop
bandwidth

� Ability to build 1st order phase tracking systems that are inherently stable
� Minimization of integrated PLLs, thus avoiding the possible coupling between

multiple CDRs and independent transmit PLLs
� Ability to generate precise phase offsets for measuring input data eyes or for in

situ monitoring

Propagating interpolated clocks in the clock distribution network could cause dis-
tortion to the clock. Transceivers with half-baud rate or even lower sub-rate clocks
suffer from clock duty cycle distortion (DCD) and delay skews. In transmitters,
this deterministic jitter (DJ) source distorts the data eye. In receivers, DCD results
in off-center data sampling strobe placement and a corresponding increase in bit
error rate (BER). For the interpolator based system the DCD could be different at
different interpolator phases due to nonlinear distortion of the interpolator. The duty
cycle correction (DCC) circuit has to follow the phase interpolator to correct the
DCD for each interpolator phase. Consequently the duty cycle distortion correction
loop resides inside the CDR and DFE loops. In addition to DCD, I/Q mismatch is
another distortion in the clock distribution system. However, this problem can be
resolved easily with a system level eye scan function.

As shown in Fig. 2, DCC circuit needs to correct the DCD for each CDR in-
terpolator phase. The clean sampling clock from each interpolator output slices the
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Fig. 1 Legacy backplane

incoming signal providing data for the DFE to adapt. The updated DFE equalized
waveform is then used to drive a new CDR interpolator phase. The system is iterative
and eventually converges to a stable point. However to facilitate the convergence
process, each component in the loop, i.e. DFE, DCC, CDR, and etc. .., must be
jointly optimized. The latency and the time constant of each sub-loop must be care-
fully partitioned to achieve global stability.
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2 Phase Interpolaton Based CDR

Phase interpolation based CDR has become a preferred technique for the generation
of the data sampling clocks in a wide range of clock and data recovery systems. By
nature, the digital phase interpolator used in these systems quantizes the ideal slicing
location (strobe instant) of a CDR receiver much like a DAC quantizes a continu-
ous voltage waveform using discrete voltage steps. Although many techniques exist
for updating the placement of clock edges within a data eye, the ultimate timing
accuracy is dependent on the quality of the phase interpolation.

Figure 3 illustrates the typical phase interpolator based CDR architecture. The
PLL provides stable multiple phase clocks, typical 4 or 8 phases, locked to a local
reference clock. Separate I/Q interpolators generate I-sampling phase at the crossing
point and Q-sampling phase at the vertical eye open point. The early/late voting
logic decides whether the sampling clock leads or lags the incoming data. The digital
loop filter outputs separate I and Q interpolator codes to correct the sampling timing.
The phase difference between the Q clock and I clock can be set to arbitrary values.
In the simplest CDR circuits, the I and Q sampling clocks are nominally separated
by 90◦, with the assumption that this will provide a data sampling instant with the
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Fig. 3 Interpolator based CDR

lowest BER. Since I and Q can be programmed separately, the entire eye width can
be scanned in one UI to either measure the eye timing margins or find the optimum
data sampling position. This technique is referred to as eye scan.

The independent I/Q interpolators together with horizontal eye scan has the ben-
efit of aligning the Q sampling clock optimally in the data eye in spite of any skews
in the shape of the eye. This feature also removes the restriction of maintaining a
quadrature relationship between the I and Q clocks, since the exact timing is adapted
to the eye shape.

The tracking capability of an interpolator based CDR is usually limited by the
latency of the digital update circuits as well as the interpolator step size. To min-
imize the power consumption and provide reasonable clock rates for the synthesis
of the digital hardware, the digital early/late voting circuits typically operate on
slower speed de-multiplexed data. The resulting latency is typically tens of UIs.
Also to minimize hunting jitter, the interpolator step size needs to be small. Bang-
bang phase detection is commonly used with phase interpolator based CDRs. Due
to the nonlinear nature of a bang-bang phase detector, the interpolator based CDR
loop typically uses a 1st order loop. However, a 2nd order loop implementation is
also possible for certain applications with the constant frequency offset. For these
cases, loop stability must be carefully considered in the design of the 2nd order
accumulator.

The basic structure of phase interpolator cell is shown in Fig. 4(A), two pairs
of complementary clock phases C1 and C1; C2 and C2 are mixed with adjustable
weight currents I and 1-I to output clock phase O and O . The output clock O and
O can be continuously steered from phase C1 and C1; to C2 and C2 with varying
the current I from 1 to 0. For this mixer type interpolator to work properly, the
input waveforms C1 and C1; C2 and C2 and the output waveform O and O need be
sinusoidal. Therefore the interpolator needs to be bandwidth limited to filter out any
nonlinear distortion. Also since the interpolator input C1 and C1; C2 and C2 are
delivered from PLL as shown in Fig. 4(B) through multiple buffers and muxes, they
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could suffer from nonlinear distortion from each component in the path. Therefore,
the same bandwidth limited filter needs be placed on each of these components to
prevent from waveform distortion. It appears difficult to implement such filter, since
the bandwidth has not only process, voltage and temperature dependency but also
for circuit to operates at the different data rate the filter bandwidth has to be adjusted
accordingly. The most appealing approach would be to build each of buffer, mux and
interpolator with the replica of PLL delay cell in the VCO shown in Fig. 4(C). Since
the delay cell in the VCO has to be biased properly to provide the precise phase
delay at the data rate and PVT condition, it gives the exact filter function as needed.

3 Differential to Single-Ended Conversion and Duty
Cycle Correction

In order to minimize power consumption and maximize the sensitivity of certain
front-end circuits such as sense amplifiers, full swing CMOS clock signals are often
required in transceivers. As a result, the small swing CML levels generated by phase
interpolators must be converted to CMOS. Offsets accumulated in the clock distri-
bution network and the CML to CMOS comparators generally causes significant
duty cycle distortion. For half-baud rate or lower sub-rate systems, the sampling
uses both (or multiple) clock edges. A duty cycle distortion correction circuit is
needed to remove the duty cycle errors. Since the digital early/late voting engine
updates the interpolator at the byte rate and the duty cycle distortion introduced
at each interpolator code could be different, the receiver DCC loop needs to settle
within a few clock cycles so that at each interpolator code the sampling clock is free
of duty cycle error.

Figure 5 illustrates the evolution of CML to CMOS conversion circuit. In
Fig. 5(A), a simple comparator based design is illustrated. The duty cycle of the
output inverter is dependent on its input DC bias. This DC bias level is dependent on
the offset of the differential pair and is sensitive to process, voltage, and temperature
variations. In addition, the path delay between rising and falling edges is different
since there are two current mirrors in the pull down path and only a single mirror in
the pull up path.

Figure 5(B) illustrates the addition of two current sources that can be used to both
increase the speed of the comparator and provide a means of duty cycle correction.
These current sources bias all transistors in a constant “On” state, which reduces the
voltage excursions at nodes A, B, and C and hence relaxes any slew rate limitations.
In addition, by detecting the duty cycle at the output of the comparator (for example,
simply extracting the DC of the clocks), it is possible to adjust the strengths of these
two current sources to correct any accumulated duty cycle errors.

Figure 5(C) further enhances the design with frequency dependent current mir-
rors that act as active inductive loads to the comparator. These provide significant
gain to the voltage swings at nodes A, B, and C, which allow the input to the fi-
nal inverter to toggle even faster with reduced currents. These also can reduce the
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Fig. 5 Differential to single-end conversion circuits

latency of the duty cycle correction loop. The final design in Fig. 5(D) recognizes
that in deep submicron processes with supply voltages in the 1 V range, the voltage
swing at nodes B and C is comparable to the CML voltage swing. The comparator
does not actually provide much gain, it instead sets up the DC bias levels for the
output inverter. Since there is limited voltage gain, the circuit can be simplified to
Fig. 5(D), where an inverter biased at its switching threshold with a large value
resistor provides tight control of its output duty cycle and the input CML signal
is capacitive coupled. Duty cycle correction can also be added to this circuit if
required.

4 Decision Feedback Equalizer Design Considerations

Decision Feedback Equalization is required in many applications with a data rate
higher than 6 Gbps, due not only to the severe attenuation but also strong cross
talk present in the channel [1]. Figure 6(A) shows the architecture of a typical
DFE. A feedback FIR filter filtering previous detected signal bits with adaptive
tape weights tries to reproduce the post cursor ISIs and cancel them out from the
incoming signals. Mathematically the process is represented by Eq. (1) for the m-th
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sample, assuming ϕ(t)is the symbol response and tmaxis the sampling phase at the
eye open point.

zm = am · ϕ(tmax) +
I∑

i=1

am+i · ϕ(tmax − iT )

+
∑

k=0···
am−1−k · {ϕ(tmax + T + kT ) − dfek+1} (1)

If the summation terms over k with k greater than zero disappear the post cursor
ISI will be cancelled out. The benefit of this filter is that since the attenuation is
low pass and cross talk is high pass in nature, the high pass DFE only selectively
equalizes the signal without amplifying the cross talk. The result is an increase in
the SNR.

At the eye transition point the filter can also help to reduce the jitter if the DFE
feedback signal is properly inserted. The restriction is shown in Fig. 6(B) that if the
incoming data pattern is a clock stream, the DFE feedback signal is also a clock pat-
tern. To maintain phase synchronization, the DFE feedback needs to have the same
zero crossing point so that the superposition of the two waveforms will not alter the
phase transition time stamp. With this constraint the crossing point sampling can be
expressed as

zm−1/2 =
∑

k=0···
am−1−k · ϕ(tmax + T/2 + kT ) + am · ϕ(tmax − T/2)

+
I∑

i=1

am+i · ϕ(tmax − T/2 − iT ) −
∑

k=0···
dfek+1 · (

∧
am−1−k + ∧

am−2−k)/2

(2)
Considering when there is a transition am = −am−1 Eq. (2) becomes

zm−1/2 = am · {ϕ(tmax − T/2) − ϕ(tmax + T/2) + dfe1/2}
+

∑

k=1···
am−1−k · {ϕ(tmax + T/2 + kT ) − (dfek + dfek+1)/2}

+
I∑

i=1

am+i · ϕ(tmax − T/2 − iT )

(3)

The DFE taps can be set either to maximize vertical eye open by maximizing the
power of Eq. (1) or to maximize the horizontal eye open by minimizing Eq. (3). The
maximum eye height criteria results in the tap values

dfek+1 = ϕ(tmax + T + kT ) (4)

i.e., post cursor ISI.
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The maximum eye open criteria give the tap values

dfe1 = 2 · {ϕ(tmax + T/2) − ϕ(tmax − T/2)}
dfek + dfek+1 = 2 · ϕ(tmax + T/2 + kT ) k > 1

(5)

The above horizontally optimized and vertically optimized adaptation schemes
can both be implemented with the least mean square (LMS) algorithm. The hori-
zontal eye width sensing can easily reuse the Early/Late logic already in the CDR
circuit. For example as shown in Fig. 7(A) if two consecutive edges show Early,
the CDR needs to delay the clock; (B) for two consecutive edges if the front edge is
Early and the following edge is Late, on average the CDR does not update. However,
for this particular the eye width is less than one UI and the channel is under equal-
ized; (C) if two consecutive edges show Late, the CDR needs to advance the clock;
(D) if the leading edge sample is Late and the trailing edge sample is Early, CDR
does not need to change. However, the eye is wider than one UI and the channel is
over equalized.

The vertical eye height sensing typically needs an auxiliary eye scan circuit as
shown in Fig. 6(A). The auxiliary circuit creates a redundant parallel signal path
that removes a certain amount of voltage margin from the signal until it fails. The
vertical eye height is directly measured from the maximum voltage margin that can
be taken out of the signal.

The timing for DFE feedback control can be accommodated with sense amplifier
design. Most high-speed sense amplifier designs utilize a core sense amplifier that
generates a pulse according to the input data polarity followed by a set–reset (SR)
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Fig. 7 Early/Late sensing for CDR and Equalizer
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latch to capture the result. However, even in an optimized design, the added latch
delay is still too great to meet the critical timing path.

To satisfy the speed and latch timing requirements of the DFE, the SR outputs
of the sense amplifier are buffered by a pair of clocked inverters and parallel hold
latches as shown in Fig. 8(A) and directly processed in the DFE. Hysteresis is min-
imized by pre-charging and shorting all internal differential nodes of the Fig. 8(A).
This also reduces the impact of device mismatch on the input offset. During the
precharge state, the clocked inverters isolate the sense amplifier from the output
latches, minimizing hysteresis while using modest device sizes. The inverters also
reduce the load seen by the core sense amplifier, provide the drive strength needed to
charge and discharge the feedback capacitance, and distribute the gain to minimize
the overall delay of the sense amplifier. The parallel latches hold the decision until
it is no longer needed in the feedback loop and are reset using a combination of the
sampling clock and DFECLK. Therefore using the DFECLK hold pulse the output
of sense amplifier can be hold as long as needed.

The gating of the DFE feed back timing can then be easily implemented with a
half baud rate receiver architecture shown in Fig. 9. As in Fig. 9(A) two samplers
clocked by two half rate clock phases CLK90 and CLK270 alternatively sample
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Fig. 8 Sense Amplifier
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Fig. 9 Half baud DFE implementation

the signal. The DFE tap mux controlled by the DFECLK ping-pong the half rate
sampled signal back to RXEQ node to form a full rate feed back signal. This 2
to 1 mux function as shown in Fig. 9(B) can also be used to implement DFE tape
weight with current DAC function.

5 Conclusion

The continuous improvement in CMOS process technology has enabled the integra-
tion of both low power CDRs as well as high-performance equalization. To achieve
the optimal system performance, the design of each function not only on the signal
path but also on the clock path has to be considered jointly. For half-rate receivers,
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the stringent I/Q relation can be alleviated in the clock distribution by introducing
a more appealing horizontal eye scan circuit. In this example the circuit design task
is resolved with broader system level consideration. However, on the other hand
the design of the duty cycle correction (DCC) circuits has to consider not only the
DCD performance by itself but also limits from CDR loop stability. The trade off
has to be made to balance good DCD performance which could be achieved with
longer averaging time, with CDR tracking bandwidth which requires faster DCC
convergence speed.

At the circuit level, the timing of the DFE feedback needs to be carefully cali-
brated so that when DFE feedback signal alternates the polarity, the transition point
is exactly sampled by the I-sampler. This constraint on the DFE feedback timing
reduces the perturbation to the sampling phase. At the system level, since the DFE
taps need to adapt to the channel pulse response and the channel response also de-
pends on the sampling phase in a sampled system, the DFE adaptation loop needs
to be updated more slowly than CDR loop. At one steady CDR sampling phase,
DFE adaptation removes ISI to have a lower jitter signal. The low jitter is also better
for reduced wander in the CDR recovered phase location. By controlling DFE loop
slow, while CDR is hunting for new phase, to the CDR loop the DFE taps and
channel appear steady. All of the above considerations address the various loop
dynamics shown in Fig. 2.

The design guidance discussed in this paper has been verified by Xilinx newly
released 65 nm Virtex-5 FXT FPGA multi-gigabits GTX transceiver. GTX support
19 different serial data transmission standards, covering a range from 150 Mbps to
6.5 Gbps, while consuming less than 200 mW per channel at the highest speed. Four
tap decision-feedback equalizer plus linear equalizer are used in the receiver. In
lab the transceiver demonstrates error free operation over 65 inch FR4 board with 2
connectors and PRBS31 pattern at the highest data rate [8].
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Time to Digital Conversion: An Alternative
View on Synchronization

J. Daniels, W. Dehaene and M. Steyaert

Abstract A new scheme for a fully-digital Clock and Data Recovery (CDR) circuit
is proposed which combines immediate acquisition with a continuous frequency
range. It uses a Time to Digital Converter (TDC) that measures the position on the
time axis of the incoming data edges. This time information is passed to a decision
block which extracts the clock and data information. A waveform generator is then
used to reconstruct the original data along with the synchronized clock. A survey on
TDCs is given followed by a comparison of the new CDR architecture with known
topologies. A design example of a prototype TDC is presented with a wide operation
range and adjustable time resolution.

1 Introduction

Time-to-Digital Converters have been reported for various applications [1]. Typ-
ical examples are pulsed time-of-flight laser radars used in traffic speed cam-
eras, millimeter-precision object detection and localization, anti-collision radars and
proximity sensors. These applications require mostly a very precise single-shot mea-
surement within a high dynamic range.

With the downscaling of the minimal feature size of modern submicron CMOS
technologies, TDCs are found very useful in other applications as well. This is
the case when it is profitable to replace badly scaling analog circuits with TDCs.
Since technology scaling implies voltage scaling while noise does not scale along,
variability becomes more important. This requires more effort to be put into analog
circuits which mostly leads to increased power consumption [2, 3]. Digital speed
however does scale with technology. The Robustness of digital circuits is much
more preserved though it is also compromised with variability. However, since time
to digital converters directly profit from enhanced speed performance, switching
from the analog to the (digital) time domain can significantly reduce the power
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consumption for equal performance, especially for designs in sub-100 nm technol-
ogy nodes. Applications that use TDCs in this context are Asynchronous Delta-
Sigma A/D Converters [4] and digital DLL/PLLs for clock generation and data
recovery [5–8].

This paper will concentrate on CDR circuits. More specific a new scheme is pro-
posed for a fully-digital CDR circuit (see Fig. 1). It uses a TDC as a high precision
time measurement device that analyses the incoming data waveform and controls a
waveform generator which reconstructs the original data along with a synchronized
clock. It will be shown that this approach combines immediate acquisition with a
wide frequency range.

The paper will first give a survey on TDCs in general, after which the use of
a TDC in CDRs is further described and compared with other CDR topologies.
Finally a design example of a prototype TDC in 0.13 �m CMOS technology is
presented.

data
Time

Measurement
Waveform
generator

clkout

dataout

Fig. 1 Fully-Digital Data Synchronization scheme

2 Survey on Time-to-Digital Converters

2.1 Principle and Terminology

The TDC’s basic task is to measure the time information of one or more discrete-
amplitude signals and provide a digital representation for further processing. The
signal(s) to be measured must only have two amplitude levels (low and high) with
clear defined transitions (edges) between these levels. The signals can either be con-
tinuous in time (start-stop signals, PWM signals, etc.) or discrete in time i.e. at a
fixed rate (digital clock and data signals).

Depending on the application, the time information to be measured can either be
the time difference between the rising edge of a start and a stop signal, the width of
a pulse, or the location of the edges relative to a reference signal (see Fig. 2). The
TDC can either be designed to conduct a single-shot measurement e.g. in the case
of a start-stop signal, or measurements at a continuous rate e.g. in the case of clock
synchronization.

Finally the application can require either a relative or an absolute time measure-
ment.

The precision at which this information is measured is defined as the resolution
of the TDC. The maximum value of the digital output determines its dynamic range.
Table 1 gives an overview of a number of applications and the type of measurements
it involves.
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Fig. 2 Sorts of time
measurements: pulse width
(1), time difference between a
start and a stop signal (2),
location of the rising (3a) and
falling (3b) edge relative to a
reference signal

in

start

stop

in

ref

2

1

3a 3b

Table 1 Overview of some applications that apply time measurement

Application Signal type Data rate Information Output

Time-of-flight
measurement

Continuous-time Single-shot Time interval Absolute time

PWM measuring Continuous-time Continuous Edge location Relative to data
period

DPLL / CDR Discrete-time Continuous Edge Location Relative to ref
clock

2.2 Basic Architectures

A straightforward method to measure a certain time interval is using a digital counter
which counts the number of clock periods during the interval. The resolution of this
method however is directly related to the clock frequency. Therefore, this technique
can obtain at most a few hundreds of ps resolution in standard CMOS technology.

The first actual Time-to-Digital Converter circuits in literature were in fact Time-
to-Amplitude Converters using e.g. a charge pump to convert the time information
into an analog voltage, which could be digitized with an ADC. However, these ana-
log TDCs suffer from technology scaling as pointed out before, which makes them
less feasible. So most TDCs in literature use a more digital approach to measure the
time information.

The most popular approach is the use of digital delay lines (see Fig. 3a). The
input signal propagates through a chain of delay elements, of which the output node
of each element is connected to a flip-flop. A reference signal is connected to the
clock input of each flip-flop, sampling every delayed version of the input signal at
the rising edge of the reference. The position of the signal transition relative to the
reference is digitally represented by the output of the flip-flops in thermometer-code.
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Fig. 3 TDC with a digital delay line: (a) single-ended, (b) differential

A thermometer-to-binary encoder can be used to obtain a binary value of the mea-
sured time information.

With only digital delay elements and flip-flops, this circuit can be very compact
and power-efficient. The minimal resolution for this circuit is the delay of two in-
verters, which scales along with the minimum feature size of CMOS technologies.
Therefore this technique is very attractive for deep submicron technologies.

The resolution can be cut in half by using differential delay lines as shown in
Fig. 3b. It uses two delay lines which are kept in opposite phase by cross-coupled
inverter pairs. This method also equalizes the rise and fall times of the delay ele-
ments and reduces noise sensitivity.

The length of the delay line increases linear with the required range. For a given
range Trange and a unit delay T0, the length Nof the delay line must be at least

N ≥ Trange

T0
(1)
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Fig. 4 TDC with a recycling delay line

This leads to high area and power consumption if a high dynamic range is
required.

The length of the delay line can be reduced by using a recycling delay line [1]
(Fig. 4) that couples the propagating signal back to the start of the delay line, so that
only a fraction of the total length is needed. A fast counter keeps track of the number
of cycles that the signal went through the delay line until the sampling moment.

2.3 Phase Locking and Digital Calibration

Since the output of the TDC is relative to the time resolution (e.g. the number of
delay elements of which the total delay fits the time interval to be measured), this
resolution must be known to obtain the correct result. Depending on what the ap-
plication requires, the resolution must either be known as an absolute time value or
relative to the period of the reference clock. The resolution is however dependent on
process, voltage and temperature (PVT) variations. There are two strategies to cope
with this issue.

An analog approach is to use a delay locked loop (DLL) to lock the total delay
of the delay line to the period of the reference clock (see Fig. 5). This locking can
be done using a phase detector (PD) to detect the phase difference between the
input and the output of the delay line, followed by a charge pump (CP) to adjust
a voltage which is used to vary the delay of the delay elements. This controlled
voltage can e.g. be the supply voltage of the delay elements, a bias voltage for
a current source to limit the current towards the delay elements or for a voltage
controlled load capacitance (see Fig. 6). This approach however introduces analog
circuits again to the digital delay line approach. This will lead to an increased area
and power consumption.

Another approach is to use digital calibration by periodically measuring the ref-
erence clock relative to itself (e.g. during idle times), so that the resulting output of



82 J. Daniels et al.

Fig. 5 Analog approach of
locking the delay of a TDC
using a DLL
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Fig. 6 Some tunable delay elements: (a) with variable load capacitance, (b) with variable supply
voltage, (c) with variable supply current

the TDC is a measure of the clock period in terms of the time resolution. This value
can either be used to tune the delay line in the same way as a DLL, or to rescale
the output in the digital domain. Digital rescaling is the preferable strategy since it
needs no tunable delay elements and the rescaling can easily be integrated into other
post-processing tasks [9].

2.4 Linearity and Jitter

The precision of the TDC measurements depends not only on the time resolution,
but is influenced by various error sources. Therefore a TDC’s precision is usually
expressed as the rms single-shot precision [1]. It is the total of all error contributions
that occur at the measurement. If the separate rms values are known and under the
assumption that the different errors are uncorrelated the rms single-shot precision
can be calculated as



Time to Digital Conversion: An Alternative View on Synchronization 83

�rms =
√

�2
q + �2

in + �2
ref + �2

tdc + �2
post (2)

where �q is the rms quantization error, �in and �ref the rms jitter of the input and
reference signal, �tdc the rms jitter from the TDC and �post the rms error of the post-
processing caused by finite precision. This implies that reducing the time resolution
has no significant improvement when e.g. jitter generated by the delayline dominates
the precision. It is therefore best to keep the rms single-shot precision within one
LSB.

A. Quantization noise

The measured result Tm of an edge located at time T can be expressed as

T = Tm + q = mT0 + q (3)

With q the quantization error uniformly distributed over [−T0 /2, T0 /2]. The rms
value for q is T0 /

√
12 and is therefore always smaller than one LSB.

B. Integral nonlinearity

Another performance figure is the linearity of the TDC. Variation in the delay-
element delays caused by device mismatch and noise, causes differential nonlin-
earity (DNL) in the measurement outputs. In the delay line, these DNL errors
accumulate to integral nonlinearity (INL). Without delay locking or calibration, the
INL error has its maximum at the end of the delay line. When locked or calibrated,
the INL error at the end is forced to zero and the maximum error is now in the
middle of the delay line. Its expected value is then equal to

�INL(N / 2) =
√

N

2
�el (4)

with �el the standard deviation of the delay of one element and N the length of the
delay line. Again this value should be less than one LSB. Reducing the length of the
delay line does not only save area, but will also decrease the INL.

For this reason, the maximum expected INL error by using a recycling delay line
is actually

√
M times smaller than if a classic delay line is used, with M the number

of times the signal passes through the recycled delay line in one reference cycle [1].
Figure 7 shows e.g. that the INL for a recycled delay line with M = 4 is a factor of
2 smaller compared to when a classic delay line was used.

C. Random Noise

Another source that affects the measurement precision is random noise. Input and
reference signals can have some jitter from the start, and thermal noise from the
delay elements and supply noise add another amount of jitter to these signals. This
jitter accumulates throughout the delay line, but every time a new clean edge arrives,
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recycling delay line

IN
L

N–10

delay slot

Fig. 7 INL of a TDC: classic delay line compared with a recycled delay line (M = 4)

it removes the accumulated jitter of the previous edge. Again these contributions
should have an rms value of less than one LSB.

2.5 Subgate-Delay Architectures

A drawback of TDCs based on single or differential delay-lines with digital delay
elements is that the resolution is limited to one or two inverter delays. Therefore
other techniques are developed to increase the resolution beyond this limit. Figure 8
illustrates three possible techniques.

The Vernier delay line [10] (Fig. 8a) uses two delay chains, one for the input sig-
nal and one for the reference signal, but where the delay elements of the input chain
have a slightly larger delay than those of the reference chain. The position in the
Vernier delay line where the reference signal catches up with the input signal gives
the time difference between the two signals. The resolution is no longer determined
by the delay of a buffer, but by the offset T0 = td1 − td2 between the two different
delay elements, which can be made much smaller. The drawback of this method is
that the latency is increased. While the number of delay elements is still according
to (1), the total delay of the input delay line is now Ntd1>N T0.

Another method is the pulse-shrinking delay line [11] (Fig. 8b). It uses a single
chain of delay elements that have a delay that is different for rising and falling
edges. When a pulse is fed to the delay line, it shrinks after each delay element
until it completely vanishes. Again the position where the pulse disappears gives
information about the pulse width and the resolution is determined by the offset
between the delays for the rising and falling edge. Again this method increases the
latency of the TDC similar to the vernier delay line method.

A third technique is using passive time interpolation similar to voltage interpo-
lation techniques in interpolating flash ADCs [9] (Fig. 8c). The delay interval of a
single buffer in a delay line is interpolated using passive resistors. This effectively
increases the resolution with the number of resistors without increasing the output
latency. The precision however is limited by parasitic load capacitances on the out-
put nodes between the resistors.
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Fig. 8 Subgate-delay architectures: (a) vernier delay line, (b) shrinking delay line, (c) passive
delay interpolation

Finally the resolution can also be increased by using passive delay lines such as
RC and LC lines [12], since their delay is not limited by the intrinsic delay of an
inverter. These are however very prone to mismatch and require calibration at every
delay cell separately.

2.6 Multi-Stage Architectures

Combining high resolutions with a high dynamic range can easily lead to large cir-
cuits. If e.g. 10 ps resolution is required over a 1 �s range, minimum 100 k delay
elements and latches are needed.
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To reduce area and power consumption, one can combine a coarse measurement
with a finer measurement using e.g. a delay line [13]. For the coarse measurement, a
counter counts the number of clock periods that fit the time interval to be measured.
The residue, i.e. the distance between the nearest clock edge and the input edge is
then measured using clock interpolation with a delay line or a similar architecture.
In theory, the dynamic range of this kind of circuits can be arbitrarily high without
influencing the size of the interpolation stage. Calibration of each stage is mandatory
however to match the measured outputs of the stages with each other.

In Fig. 9 e.g. a multi-stage TDC is shown with an interpolation ratio of 65 536
with respect to the reference clock, using only 20 delay elements [1]. It uses a digital
counter, a coarse interpolation stage using a recycling delay line and a fine interpo-
lation stage with two parallel delay lines.

Fig. 9 Multi-stage TDC [1]
with a digital counter (1), a
coarse interpolation stage
with a recycling DLL (2) and
a fine interpolation stage with
two parallel delay lines (3)

3 Fully Digital Clock and Data Recovery Using a TDC

3.1 PLL-Based CDR

A classic analog approach for Clock and Data Recovery is depicted in Fig. 10a. It
uses an analog PLL [14] to synchronize a clock with the data, and uses this clock
signal to resample the data. The PLL uses a phase detector (PD) which detects the
phase difference between the input data and the clock signal. The PD typically
generates an up and a down pulse of which their lengths are proportional to the
phase error. These pulses drive a charge pump (CP) which converts the phase error
into a current, charging or discharging a capacitance. The charge pump also forms
a low pass filter, which stabilizes the loop. The resulting control voltage drives a
voltage-controlled oscillator (VCO) towards phase lock.
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Fig. 10 PLL-based CDR: (a) analog PLL, (b) PLL with a TDC as a digital phase detector, (c)
All-Digital PLL

More digital approaches replace several or all of these blocks with digital ver-
sions. Example in Fig. 10b the PD is replaced by a TDC which outputs the phase
error as a digital value. The charge pump and low-pass filter are then replaced by
a digital filter. Then a D/A Converter converts the result back to the analog control
voltage for the VCO.

A next step is even replacing the VCO with a digitally controlled ring oscillator
(DCO), leading to an All-Digital PLL (ADPLL) [6–8] (Fig. 10c). The precision of
the TDC does not have to be very high, since the TDC error is averaged out by
the loop filter. However, higher precision can lead to faster lock times. Despite that,
the acquisition time is relatively high because of the closed-loop configuration and
PLL-based architectures are considered not suitable for applications that require
very fast or even immediate acquisition time.

3.2 Burst-Mode CDR

PLL-based CDR circuits are closed-loop systems, reducing the phase error until a
lock is reached between clock and input data. This leads to a long acquisition time,
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especially if a wide frequency range is required. In contrast, open-loop systems
can have a very fast lock time, and need only a few or even no preamble bits to
lock the clock to the incoming data. Most implementations consist of a gated ring
oscillator [15, 16] which is triggered by a data edge (see Fig. 11).

The resulting clock is therefore immediately locked with the data edge and can
be used to sample the incoming data. The oscillation frequency is locked to the ref-
erence clock by using tunable delay elements. However, if this reference frequency
deviates too much from the original data clock, recovery is problematic, especially
with long runs of 1’s or 0’s. Therefore most of these burst-mode CDRs can only
operate at a fixed frequency which must be known in advance. Multirate burst-mode
CDRs [17] offer several operation frequencies by using a configurable frequency
divider, but they still do not offer a continuous frequency range of operation.

Another technique for burst-mode CDR is using blind oversampling [18, 19] (see
Fig. 12). The data is sampled at multiple moments within the clock period. With
majority-voting or center-picking, the best sample is selected to be used for the data
recovery. As with the gated oscillator, this approach can only work when the data
rate is known in advance, since it provides no clock recovery.

data
clkout

Fig. 11 Gated ring oscillator for burst-mode CDR

Fig. 12 Oversampling CDR

data

1 to Nclkref

selector

phase dataout

3.3 Proposed Schematic for an All-Digital TDC-Based
Burst-Mode CDR

Figure 13 presents a new approach for clock and data recovery. It uses a high-
precision TDC that measures the location of the data transitions. These mea-
surements are fed to a decision block which interprets the data and drives a
generation block that simultaneously reconstructs the incoming data and generates
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Fig. 13 TDC-based
burst-mode CDR
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a synchronized clock signal along with the output data. Both the TDC and the gen-
erator work with multiple phases of a reference clock. Data recovery in this scheme
is essentially finding the clock phase closest to the data transitions and using this
information to extract a clock signal and to generate the synchronized output data.
Since the TDC can instantaneously detect every data transition with high precision,
immediate acquisition is possible. Moreover, since the operation of the TDC is inde-
pendent on the data rate, this architecture can theoretically handle an infinite range
of input frequencies up to the frequency of the reference clock. Hence, it combines
the advantage of a flexible input frequency as in PLL-based CDRs, with burst-mode
operation.

Figure 14 illustrates the operation of the TDC-based burst-mode CDR for 4 clock
phases. For each data edge, the TDC outputs a value t representing the nearest clock
phase. This information is then used to reconstruct the data and to generate the
output clock. Notice that only two preamble bits (1-0) are sufficient to extract the

ref clock

data in

send clk

data out

clock out

t = 3 t = 3 t = 3 t = 0TDC output

1 0 1 1 1 0

Fig. 14 Illustration of data recovery with a TDC with N = 4
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clock signal and that this information is updated after every new data transition.
Even without a preamble, the TDC results can be stored in a register until a 1-0-1
or a 0-1-0 data pattern occurs from which the clock signal can be calculated. After
that, data reconstruction can be initiated using the stored data transitions.

The drawback of this method compared to other architectures is that it produces
deterministic jitter dependent on the TDC resolution instead of stochastic jitter de-
pendent on mismatch and noise. This deterministic jitter occurs every transition and
accumulates when the data remains constant, putting a limit on the maximum length
of successive 1’s or 0’s that can be correctly processed. E.g. if the data rate is 10 Gb/s
and the TDC resolution is 10 ps, the maximum run length is 5, since in the worst
case the accumulated error is 50 ps. The extracted clock is then half a period shifted
with respect to the original data clock and data can no longer be recovered correctly.
However, the precision of the TDC scales along with the technology, so that the
deterministic jitter reduces with newer technology nodes.

Table 2 gives an overview of the characteristics of the proposed architecture com-
pared with PLL-based and burst-mode CDRs.

Table 2 Comparison of proposed scheme with PLL-based an burst-mode CDRs

PLL-based Burst-mode Proposed

Lock time Very slow Fast Fast
Frequency range limited Fixed data rate Variable data rate
Jitter Stochastic,

depends on
noise/mismatch

Stochastic,
depends on
noise/mismatch

Deterministic,
depends on
TDC
resolution

Scalability Bad Good Good

4 TDC Implementation

A design example of a prototype TDC is designed in 0.13 �m CMOS technology as
presented in Fig. 13. It is designed for clock frequencies up to 500 MHz with a time
resolution in the range between 50 and 150 ps. It can handle a continuous range
of data rates up to the clock frequency. The TDC is designed for applying digital
calibration, using the measured data to extract the reference period. This is purely a
digital operation and is therefore not implemented on chip.

The block schematic of the TDC is depicted in Fig. 15. It consists of a differential
delay line of 128 tunable delay elements. By using digital calibration, the total delay
of the delay line does not have to be locked to the period of the reference clock.
However the delay line must at least cover the entire period, with some extra margin
to address delay variations caused by supply noise, temperature changes and process
variations. This is done by tuning the time resolution.

The delay elements are followed by sample and hold (SnH) flipflops that sam-
ple the data at different phases of the reference clock. The samples are then
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synchronized on the rising edge of the reference clock after which edge detectors
are used to find the clock phase that is closest to the data edge. This information
is eventually fed to a 128-to-7 binary encoder, which gives us the final output as a
digital value.

Figure 16 shows one slice in detail. The delay elements consist of two inverters
and a cross-coupled inverter-pair to keep the outputs in opposite phases. The delay
elements are tunable with voltage controlled load capacitances (see Fig. 6a) such
that the time resolution can be varied between 50 and 150 ps.

The data is then sampled with differential flipflops. Because the location of
the data edges are unknown, setup-time violations of certain SnH flipflops are
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inevitable, possibly resulting in a metastable output. To significantly reduce the
chance of a metastable output in these cases, two consecutive flipflops are used.
The second flipflop eliminates any metastability of the first of which the duration of
the metastability is no longer than one clock period.

An example of a time measurement can be seen on Fig. 17. For illustration pur-
poses, a TDC with N =16 is used. Figure 17a shows the waveforms after the SnH
flipflops. The clock phases nearest to the data edges can easily be found on this
figure by detecting between the waveforms the 0-1 transitions for the rising data
edges, and the 1-0 transitions for the falling edges. Notice also that since the total
delay is longer than the period of the reference clock, two transitions are visible for
the rising edge in this example. Only the first one is valid for the time measurement.
The difference however between the two is actually a measure of the reference pe-
riod in terms of the time resolution. This information can hence be used for the
digital calibration to normalize the measurement results to the reference clock.

After sampling, the outputs of the SnH flipflops must be synchronized with the
reference clock. Again this will lead to setup-time violations in some slices. If the
setup-time violation occurs in the slice with the transition, this can lead to an un-
certainty of one clock period in the measurement. In the worst case, the waveform
in question is shifted with one clock period, which will be misinterpreted by the
decision block that the original data edge was one clock period later. To solve this
problem, the data is sampled at both the rising and falling clock edges, after which
the valid sample is selected. The selection depends on the location of the data edges
relative to the clock edge. If the data edge is between the rising and the falling clock
edge, it is safe to sample on the rising edge without any risk on setup-time violation,
and vice versa. On Fig. 16, this is determined by the selection signals phaser for
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Fig. 17 TDC Waveforms: (a) output of the SnH flipflops, (b) output of the synchronization
flipflops (bars) and the edge detector (numbers)
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rising data edges and phasef for falling data edges. After that, the samples are
synchronized at the rising clock edge.

Finally the synchronized samples are fed to an edge detector which detects be-
tween the waveforms the 0-1 and 1-0 transitions that mark the nearest clock phase.
Since there can be more than one transition, where the second transition is used for
calibration, the binary encoder is modified to output two digital values, m1 and m2.

Figure 17b shows for the same example the result of the synchronization step,
and the output of the edge detector and encoder. From the measurement of the rising
edge, the reference period can be derived to be equal to 11. This makes that the data
pulse has a length of 11 − 4 + 11 + 9 = 27.

4.1 Performance and Test Chip

The TDC is implemented on chip in 130 nm standard CMOS technology operating
at 1.5 V (Fig. 18). The core area of the chip is 0.8 mm × 0.8 mm. Table 3 gives
an overview of the measured performance of the chip. Figure 19 shows the linear-
ity of the time measurement for a operation frequency of 350 MHz with minimal
time resolution. The plot is generated by applying a square wave at 1/8th of the
clock frequency and by sweeping the skew between the input and the clock signal.
From the measurements, the clock period relative to the resolution can be derived
by taking the difference between m1 and m2, which equals to 47 delay units. This
corresponds to a time resolution of 61 ps. The DNL and INL is within +/− 1 LSB
over the whole measurement range. Figure 20 shows that the jitter of the delay
line is equal to 4.2 ps, well within 1 LSB. A power consumption of 25 mW is
measured.

DECOUPLING
INPUT DRIVER

TDC
+

DTC

Fig. 18 Picture of the TDC chip layout. The core TDC circuit measures 0.8 mm × 0.8 mm

Table 3 Measured chip performance

Operation frequency 350 MHz
Measured resolution 61 ps
RMS jitter delayline 4.2 ps
Maximum INL +/–1 LSB
Power consumption 25 mW
Silicon Area (core) 0.8×0.8 mm
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Fig. 19 Sweep over the whole measurement range and the non-linearity of the TDC

5 Conclusion

In this paper, a new scheme for a fully-digital CDR circuit is proposed which com-
bines immediate acquisition with a continuous frequency range. It uses a TDC that
measures the time location of the incoming data edges. This time information is
passed to a decision block which extracts the clock and data information. A wave-
form generator is then used to reconstruct the original data and a synchronized clock.
Since the TDC can immediately and precisely measure every data edge, synchro-
nization is obtained instantaneously. Also because there is no relation between the
TDC reference clock and the incoming data rate, the frequency range is theoretically
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Fig. 20 Jitter plot of the output of the delay line

infinite up to the reference frequency. The precision of this CDR scales with
technology and is therefore especially profitable in deep submicron technologies
with increasing accuracy and decreasing power consumption compared with analog
alternatives.

Also a design example of a prototype TDC in 0.13 �m CMOS technology is
presented. It operates at frequencies up to 500 MHz with a time resolution in the
range between 50 and 150 ps. It can handle a continuous range of data rates up to
the clock frequency. Measurements show 61 ps resolution with 4.2 ps jitter for a
350 MHz operation frequency, consuming 25 mW.
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Part II
High-Performance Amplifiers

The second chapter of this book is on high-performance amplifiers. Amplifiers
come in different flavors. Here, several types of instrumentation amplifiers, basic IC
building-block amplifiers, and audio power amplifiers are discussed, all with their
special requirements and challenges.

The first paper, of Johan Huijsing, gives an overview on instrumentation am-
plifiers, where precise gain, low offset and high CMRR are challenges that should
be fulfilled simultaneously, what asks for a special approach: the instrumentation
amplifier. It describes the requirements on the basis of the applications, and ad-
dresses the developments in the field: aspects like the three-opamp configuration,
indirect current feedback, auto-zeroing, and chopping, are discussed. This paper
systematically builds up the techniques available now, and thus provides a thorough
overview.

The second paper, of Wilko Kindt, addresses a specific sub class of instrumen-
tation amplifiers: the current-sense amplifiers, where a current is sensed via a shunt
resistor. More specifically, he addresses the very specific problem of a voltage
common-mode range larger than the supply range, and even potentially above the
technology specification, that can be encountered in current-sensing applications.
On the other hand, high input impedances are not required in these applications.
These properties distinguish these types of amplifiers from the instrumentation am-
plifiers that were discussed in the first paper. Several topologies, both in low-voltage
and in high-voltage technology, are discussed.

The third paper, of Ramón González Carvajal et al., addresses high power ef-
ficiency of basic amplifier structures on IC at very low supply voltages, for appli-
cations which must be implemented in emerging technologies. Class AB systems
are addressed because of their power efficiency, while still being fast, because not
limited by SR. A special focus is on new design techniques that aim for current
efficiency, ensuring both static and dynamic power consumption to be low. Super-
class-AB amplifiers, with dynamic biasing, and Quasi-Floating-Gate amplifiers,
with efficient implementations for the DC level shift, are introduced and analyzed.

The next two papers address the high-accuracy amplifier problem from the ap-
plication area of very high sensitivity bio and nano-biosensors. Timothy Denison
and Reid Harrison describe the challenges for the amplifiers in the readout circuits,
for two application areas: detecting spike signals from individual neurons for a
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neuroprosthesis, and detecting the field potential of large ensembles of neuron cells
to measure bio-markers like a seizure. The challenges are a.o.: very weak signals,
high spatial resolution in case of single-cell recording, signals drowned in 1/f and
white noise in the same spectral domain, and severe power constraints, not just for
power supply reasons, but also to prevent damage in the brain.

The fifth paper, of Marco Sampietro et al., describes an extremely sensitive
current-sensing amplifier for the characterization of nano-biodevices. The currents
to be sensed are in the order of picoamps at a bandwidth of 100kHz, the required
resistances to sense these currents and to realize DC decoupling are in the order of
several tens up to even several hundreds of gigaohms, and the capacitances are in
the order of attofarads. This together makes the realization of such an amplifier a
real and very specific challenge.

The last paper, of Marco Berkhout, addresses a complete other field for high-
performance amplifiers: hifi audio, with class-D amplifiers. Distortion is a key issue
here, but not the only one. In fact, the paper focuses on the aspects of the robustness
and the prevention of audible artifacts, which consume most effort in the design of
these amplifiers. Especially the artifacts arising from the switching, and the solu-
tions found for this, will be highlighted here.



Dynamic Offset Cancellation in Operational
Amplifiers and Instrumentation Amplifiers

Johan H. Huijsing

Abstract This paper gives an overview of techniques that achieve low-offset, low-
noise, and high accuracy in CMOS operational amplifiers (OA or OpAmp) and in-
strumentation amplifiers (IA or InstAmp). Auto-zero and chopper techniques are
used apart and in combination with each other. Frequency-compensation techniques
are shown that obtain straight roll-off amplitude characteristics in the multi-path ar-
chitectures of chopper stabilized amplifiers. Therefore, these amplifiers can be used
in standard feedback networks. Offset voltages lower than 1 �V can be achieved.

1 Introduction

The combination of accurate voltage gain Av and a low input offset voltage Vos and
a high common-mode rejection ratio (CMRR) can not easily be implemented.

The closest type of amplifier that can have a low offset and high CMRR is the
operational amplifier (OA). But this amplifier has a not well determined gain. The
gain of an OA is normally so high, that feedback around the OA is needed to produce
an accurate result [1]. This situation is depicted in Fig. 1.

Fig. 1 Operational Amplifier
in Feedback Network,
Vid = 0, Iid = 0, Iic (CM)= 0
(CMRR = High)
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Fig. 2 Instrumentation
Amplifier, Vid �= 0, Iid = 0,
Iic (CM)= 0. Vod = Av Vid

CMRR = High

The feedback destroys the CMRR at the feedback-network input. Therefore,
other ways have to be found to combine an accurate voltage gain, a low offset,
and a high CMRR.

Instrumentation amplifiers (IA) can have the combination of accurate gain, low
offset voltage Vos, and high common-mode rejection ratio. But they are more diffi-
cult to implement than operational amplifiers. A general symbol for an instrumen-
tation amplifier is given in Fig. 2.

This paper discusses the following developments in the design of InstAmps:

1. Introduction.
2. Application of IA.
3. Three-OpAmp IA.
4. Current-Feedback IA.
5. Auto-Zeroing.
6. Chopping.
7. Chopper-Stabilization.
8. Chopping + AZ or Chopper-Stabilized.
9. Summery

2 Applications of Instrumentation Amplifiers

All applications of an IA use the combination of accurate gain and high CMRR. The
first application example is a general one: to overcome a ground loop. This occurs
when we want to transfer a voltage signal referred to a different ground potential
VsRef than that of the destination potential VoRef . The situation is depicted in Fig. 3.

This is the case, for instance, when an instrument has to interface a sensor, like
a thermocouple, that is connected to a remote ground. The small output voltage
of the thermocouple requires a low offset voltage of the amplifier, while the remote

Fig. 3 Instrumentation
Amplifier bridging the
common-mode voltage
between Vs ref and Vo ref
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Fig. 4 Instrumentation
Amplifier for the readout of a
sensor Bridge

ground can have a large potential difference in regard with the ground of the sensing
instrument. This requires a high CMRR.

A second common application is the interfacing of the differential output voltage
VBd of a sensor bridge that has a large common-mode voltage VBCM, as shown in
Fig. 4. Accuracy and low offset of the measurement in this application is of high
priority.

A third application example is monitoring the voltage VRsd across a current-sense
resistor Rs in supply lines of battery powered systems like cell phones and laptops.
Power management and battery life makes this application rapidly more important.

A high dynamic range is required for the current-sense application, as we want
to be able to measure high as well as low supply currents reasonably accurately, and
do not want to spill a large amount of power across the sense resistor at high cur-
rents. This means that the IA or “current-sense” amplifier needs to have a low offset
voltage under high CM input voltages. The CM input voltage range may even lay
far above the supply voltage and, or, need to have a rail-to-rail span. This thoroughly
complicates the design of the IA.

A final application example is sensing of differences in voltages of skin elec-
trodes for measuring an ECG, EEG, or EMG of a person. These differential voltages
are in the order of 100 �V and 1 mV in the vicinity of large CM voltages from
mains operated lamps and other sources on the order of 10–100 V. A high CMRR
and patient safety are main requirements here.

Fig. 5 Instrumentation
Amplifier for interfacing a
current-sense resistor
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Fig. 6 Instrumentation
Amplifier for interfacing
medical electrodes

3 Three-OpAmp Instrumentation Amplifiers

The most common approach to an IA is the three-OpAmp topology as shown in
Fig. 7. See Fig. 3.2.2. in [2].

Fig. 7 Three-OpAmp Instrumentation Amplifier with Resistor-Bridge feedback and input buffer
amplifier

The actual IA consists of an OA that is feedback by a resistor bridge network
R11, R12, R13 and R14. If the bridge is in balance, the gain for differential signals is:

Ad = −R12/R11 ≈ R14/R13 (1)

To achieve a high input impedance, buffer amplifiers OA2 and OA3 have been
placed in front of the bridge resistors. These amplifiers are connected in a non-
inverting gain configuration with R21, R22, and R23. Their extra gain is:
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Ad2 = (R21 + R22 + R23)/R21 (2)

The total voltage gain is:

AV = (R21 + R22 + R23)R12/(R11 R21) (3)

The main problem of the three OpAmp approach is the CMRR. In this topol-
ogy the CMRR is dependant on the matching of the feedback bridge resistors, as
explained in [2]:

CMRR = (R/�R)AV (4)

in which �R/R is the relative error in one of the bridge resistors in regard to its ideal
value if the bridge were balanced. For instance:

�R11/R11 = 1-R14/(R12 R13)R11 (5)

Another shortcoming of the three-OpAmp approach is that the input CM range
can not include the negative nor positive supply rail voltage. This is the consequence
of the feedback connection from the output of the input buffer amplifiers OA2 and
OA3 to their inputs. Only when a level shift is built-in in the positive input modes of
these amplifiers one of the rail voltages can be reached.

4 Current-Feedback Instrumentation Amplifiers

The fundamentally best way to achieve a high CMRR is to convert the differential
input signal Vid into a type of signal that is insensitive to the CM voltage ViCM.
Such a signal could be a magnetic signal in a transformer, or a light signal between
a light-emitting and light-sensing diode. But when we stay closer to the electrical
domain, also an electrical current signal could be used, if we can make it sufficiently
insensitive for the CM voltage. For a circuit on a chip the last method is preferable.
Therefore the differential input voltage Vid is converted into a current and compared
with the current from the conversion of the feedback part Vfb of the output voltage
Vo [3]. The situation is shown in Fig. 8.

The first voltage-to-current converter Gm21 converts the differential input voltage
Vid into a first current. The second converter Gm22 converts the feedback output
signal Vfb into a second current. Both currents are subtracted and compared by
a control amplifier Gm1 that drives the output voltage. A resistor divider R2, R1

determines the part Vfb of the output voltage Vo that is fed back. The gain of the
whole amplifier will be:

AV = (Gm21/Gm22)(R2 + R1)/R1 (6)
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Fig. 8 Current-Feedback Instrumentation Amplifier

Often we can not easily make the transfer of Gm21 and Gm22 accurately differ-
ent. But we can make Gm21 and Gm22 accurately equal. In that case the gain of the
amplifier simplifies to:

AV = (R2 + R1)/R1, while : Gm21 = Gm22 (7)

Fig. 9 Simple Circuit-Diagram of a Current-Feedback Instrumentation Amplifier
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Fig. 10 Symbol for a
Current-Feedback
Instrumentation Amplifier

The CMRR is now not determined by matching of main elements but just by the
ratio of the Gm and small parasitic conductances, which keep the CMRR large.

The InstAmp is Miller compensated by the capacitors CM11 and CM12.
A simple example of a current-feedback InstAmp is given in Fig. 9.
The input and feedback VI converters are as simple as possible. They can be

degenerated to increase the differential input voltage range if needed. Their linearity
is not good in itself, but they match quite well for gain accuracy. The input CM
voltage range may include the negative supply-rail voltage VSN. This allows the
output voltage Vo being referenced to VSN. The input stages are followed by folded
cascodes with a current mirror at their upper end. The push-pull output transistors
are biased in class-AB by a class-AB mesh composed from M39 and M40 and proper
bias voltages VB5 and VB6. See Fig. 9.4.6 in [4].

A general symbol for a current-feedback IA is given in Fig. 10. It shows that
inside the IA there are two Gm stages: one for the input Gmi and one for the feedback
Gmfb.

It is interesting that the output as well as the input has a high CMRR. This means
that we can connect the output reference voltage VoRef terminal to any voltage as
shown in Fig. 11. The voltage across the measuring resistor RM and the current

Fig. 11 Universal
Voltage-to-Current Converter
with a Current-Feedback
Instrumentation Amplifier
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through RM are not influenced by the voltage on VoRef . Hence, we obtain a voltage
controlled current source at the VoRef terminal. The whole topology of Fig. 11 act as
an accurate general-purpose V-I converter with a transconductance of 1/RM . Hence
Io = Vid/RM.

5 Auto-Zero OpAmps and InstAmps

In “Clock Recovery and Equalization Techniques for Lossy Channels in Multi
Gb/s Serial Links” we have seen several applications that need low offset. Auto-
zeroing and chopping are the main tools to obtain low offset.

In this chapter we start with auto-zeroing. Firstly, we will apply auto-zeroing to
an OA in order to reduce its offset. Out of the many ways to implement auto-zeroing
we firstly have chosen the simple method with switched capacitors at the input as
shown in Fig. 12.

The auto-zero OA consists of an auto-zeroing input stage Gm2 with input CM
control and a Miller compensated output stage Gm1.

Auto-zeroing has two phases. In phase 1 the forward path is broken, and Gm2 is
being fully fed back, so that its offset appears at its input. The auto-zero capacitors
CAZ21 and CAZ22 store this offset voltage as their inputs are short-circuited together.
In phase 2 Gm2 is connected straight forward, and the auto-zero capacitors are con-
nected to the input. Their stored offset voltage now compensates for the offset of
Gm2. Therefore Gm2 shows no offset in phase 2.

An improved auto-zero topology with capcitors at output is shown in Fig. 13.
When the input switches S21 and S22 are short-circuited, and the auto-zero

switches S23 and S24 are in auto-zero position, the output current of Gm2 charges the
capacitors C31 and C32 at its output until the correction amplifier Gm3 compensates
this current. The output of Gm2 is CM controlled at its output.

The advantage of this topology is that the capacitors can store a larger voltage,
than in the preceding case. This means for instance that the capacitors and Gm3

can be taken 10× smaller for the same kT/C noise and charge injection errors. The
offset of Gm3 is not of interest because it is automatically taken into account in the
capacitive stored voltage.

Fig. 12 Switched-Cap Auto-Zero OpAmp. Vos = 100 �V
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Fig. 13 Auto-Zero OpAmp with storage capacitors C31 and C32 at the output and correction am-
plifier Gm3. Vos =∼ 20�V

Very important is that the auto-zero action removes offset and 1/f noise. But,
extra noise Vnaz is generated in the frequency range below 2fAZ due to noise fold
back from the bandwidth BW of the local auto-zero feedback loop. This is depicted
in Fig. 14.

Vnaz = Vn(white)BW1/2/faz
1/2 (8)

A problem is that the auto-zero OA has no continuous-time transfer. This means
that when the output has to follow a ramp, a staircase with steps at the clock
frequency is the result. Moreover, a factor 21/2 must be added to the noise as the
amplifier is only used half of the time effectively. To overcome these problems the
Ping-Pong auto-zero [5] concept of Fig. 15 has been invented.

In Fig. 15 two auto-zero input stages Gm21 and Gm22 alternately are connected
between the input and the output stage in order to obtain a continuous-time solution.
The stage that is not connected gets time to auto-zero itself. This allows the OA to
be generally used in continuous-time feedback configurations.

We can extend the principle of ping-pong to ping-pong-pang in order to obtain a
suitable InstAmp topology, as shown in Fig. 16.

In Fig. 16 three auto-zero input stages G21, G22 and G23 are used. Sequentially,
two stages are connected to the output stage Gm1, while one stage is in auto-zero
mode. In this way a continuous-time IA is shaped while its offset and 1/f noise is
strongly reduced by auto-zeroing.

Fig. 14 Noise densities with
and without auto-zeroing
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Fig. 15 Ping-Pong Auto-Zero OpAmp. Vos = ∼ 100 � V

Fig. 16 Ping-Pong-Pang Auto-Zero InstAmp. Vos = 100 �V

The limitation of offset reduction is due to parasitic capacitors of capacitors and
switches. When the input switches change from auto-zero mode to transfer mode
and vice versa, parasitic capacitors to ground are charged and discharged. Any un-
balance in this charge will change the offset voltage stored on the AZ capacitors.
Offline auto-zero as in Fig. 13 would therefore be preferable.

In practice the offset can maximally be reduced by a factor on the order of 100
or 500 with auto-zeroing, reducing the offset from 10 mV to 100 or 20 �V.

It is very interesting to see that not only the offset voltage is reduced by the
AZ function, but any differential input voltage at frequencies lower than the AZ
frequency, if the gain is sufficiently large. This means that also the CMRR is drasti-
cally increased.
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6 Chopper OpAmps and InstAmps

Before we discuss the chopper IA we will look at the chopper OA [6]. This OA one
is depicted in Fig. 17. We suppose a 6� input offset of 10 mV for Gm2.

The choppers Ch2 and Ch1 alternatively turn the signals through the input stage
Gm2 straight and reverse. This means that the input voltage Vid will appear as a
continuous-time current at the output. But the input offset voltage Vos2 appears as a
square wave current, superimposed in the output, as shown in Fig. 18.

If the OA is placed in a feedback application, the input voltage will show the
residual offset voltage with a low-pass filtered square wave ripple on top of it.

In the noise spectra of the offset and 1/f noise are now shifted to the clock fre-
quency fcl as noise and ripple, as shown in Fig. 19.

Fig. 17 Chopper OpAmp with cont-time transfer. Vos =∼ 10 �V, Vrip =∼ 10 mV

Fig. 18 Voltage and Current Signals as function of time in a Chopper Amplifier



110 J.H. Huijsing

Fig. 19 Noise densities in an
Amplifier with and without
chopping

The resulting offset has mainly two origins: Firstly, clock skew in the chopper
clocks. If the offset is 10 mV and the clock skew is 10−4, the resulting offset is
1 � V. Secondly, the resulting offset is a result of imbalance of parasitic capacitors
in the choppers. The parasitic capacitors are shown in Fig. 20.

Suppose that chopper Ch1 (in between the input- and output stage) has only the
capacitors Cp11 and Cp12 around transistor M1. The capacitor Cp12 produces alterna-
tive positive and negative current spikes at the output of the chopper Ch1. This does
not contribute to the offset. However, capacitor Cp11 also produces alternative spike
currents at the input of chopper Ch1. When going to the output, these alternative
spike currents are being rectified by the function of the chopper Ch1.

The rectified spikes represent an average DC current, which is an offset. Fortu-
nately, the chopper is fully balanced. Hence, charge injection from the clock in one
transistor cancels that of the other. But every imbalance in layout will cause a net
offset. For chopper Ch2 at the input, the capacitor Cp22 injects alternating current
spikes on the clock edges. These spikes are translated in rectified input voltage
spikes across the series impedances of the chopper and the input signal source. Also
these rectified spikes go to the output as a net offset. Practical offset voltage to
below 1 �V can be obtained if the choppers, their clock lines, and the signal lines
are carefully balanced in the layout. A common practice is to layout the clock lines
as coaxial cables on the chip.

In our quest for low offset, noise and ripple we see two contradictory effects. On
one hand, the higher the clock frequency, the smaller the ripple at the output and the
lower the 1/f noise residue. On the other hand we see a higher residual offset caused
by clock skew and charge injection at higher clock frequencies. This contradiction
can be relieved by using two choppers in series for each original chopper in a nested
chopper configuration [7] according to Fig. 21.

Fig. 20 Charge injection
current in Cp11 of Chopper
Ch1 gets rectified at output
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Fig. 21 Nested-Chopper Operational Amplifier with better compromise between 1/f noise, ripple,
and offset. Vos =∼ 0.1 �V, Vrip =∼ 100 �V

The inner choppers Ch211 and Ch11 can be clocked at a 100 times higher fre-
quency ClH to overcome 1/f noise and ripple, while the outer choppers C221 and C12

are clocked at a 10 times lower frequency ClL to take away the residual offset by the
charge injection of the inner choppers. This architecture can lead to offset voltages
as low as on the order of 0.1 �V. But a small ∼ 100 V� filtered input-referred ripple
at ClH still remains due to the original offset, and an even smaller ripple at ClL due
to charge injection of Ch11.

An other way to reduce the ripple is to combine an auto-zeroed amplifier in
a ping-pong fashion with a chopper amplifier in order to obtain a low-ripple
continuous-time signal transfer [8]. The block diagram is shown in Fig. 22.

The choppers Ch1 and Ch2 chop the signal alternately positive and negative
through the whole set of two ping-pong auto-zeroing amplifiers Gm21 and Gm22. The
switches S211 through S222 and S213 through S224 sequentially switch the amplifiers
Gm21 and Gm22 in a transfer or auto-zero mode in a full clock cycle.

The capacitors C311 through C322 differentially store the auto-zero correction
voltages. The transconductances Gm31 and Gm32 correct the amplifiers Gm21 and

Fig. 22 Operational Chopper Amplifier with Ping-Pong auto-zero input stages. Vos =∼ 3 �V,
Vrip =∼ 10 �V
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Fig. 23 Noise in an
Operational Chopper
Amplifier with Ping-Pong
auto-zero input stages

Gm22 for their offsets, respectively. The auto-zero switches S213 through S224 switch
the outputs of Gm21 and Gm22 between the stored voltages on the auto-zero capaci-
tors and the input offset voltage of the output stage. This causes some extra charge
injection. The amplifier achieves an offset of 3 �V and an input referred ripple on
the order of 10 �V. The noise of the auto-zero amplifier is now transposed by the
choppers to the clock frequency, which keeps the low frequencies cleaner, as shown
in Fig. 23.

An advantage of the ping-pong continuous-time topology is the simplicity of
the frequency compensation. It is restricted to one set of Miller-compensation
capacitors.

A chopper instrumentation amplifier can be constructed if we use two input
stages Gm21 and Gm22, each preceded by a chopper, Ch21 and Ch22, respectively.
This situation is shown in Fig. 24.

The gain is: Av = ((R1 + R2)/R1)(Gm21/Gm22) (9)

The accuracy of the instrumentation amplifier fully depends on the equality of
G21 and G22. In “Low-Voltage Power-Efficient Amplifiers for Emerging
Applications” we will discuss ways to increase the accuracy of Gm stages. Even

Fig. 24 Chopper Instrumentation Amplifier. Vos =∼ 20 �V, Vrip =∼ 20 mV
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Fig. 25 Nested Chopper Instrumentation Amplifier with better compromise between 1/f noise,
ripple, and offset. Vos =∼ 0.2 �V, Vrip =∼ 200 �V

with an ordinary differential pair in weak inversion, and well matched tail currents,
an accuracy better than 1% can easily be achieved without trimming.

The CMRR is also strongly increased by the chopper function for frequencies
below the clock frequency. Easily 60 dB can be added to the CMRR by chopping.
The improvement is limited, firstly, by the clock skew in the chopper clocks, and
secondly, by unequal modulation of the charge injection spikes in the choppers as
a function of the CM voltage. The resulting offset can be as low as 20 �V, which
is twice that of the chopper OpAmp, and an input-referred ripple of 20 mV, which
is twice of that of the OpAmp’s. The factor 2 is an estimation, and results from
the fact that there are two parallel input stages, while each has more offset due to
degeneration.

To improve the offset and ripple, we may also apply the nested-chopper [7] prin-
ciple to the chopper instrumentation amplifier, as shown in Fig. 25. By this a better
compromise of chopper ripple and 1/f noise on one hand and residual offset on the
other hand can be achieved as explained with Fig. 21. An offset on the order of
0.2 �V can be achieved and a residual ripple on the order of 200 �V.

7 Chopper-Stabilized OpAmps and InstAmps

The output ripple from a chopper amplifier invites us to search for ways to reduce it.
The chopper-stabilized amplifier is one of the best approaches [9]. A basic chopper-
stabilized OA topology is shown in Fig. 26.

The basic OA is composed of two stages Gm1 and Gm2. The output stage Gm1

is Miller compensated by CM11 and CM12. The input stage Gm2 forms the ‘high-
frequency’ path. The CM level at the output of Gm2 is controlled at VCMo2.

The input stage Gm2 offset Vos2 is taken into account. When the OA is placed in
a feedback loop, the offset Vos2 appears at the input. This input error voltage Vid is
now measured and corrected by the chopper amplifier’s ‘gain’ path. This path starts
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Fig. 26 Chopper-Stabilized Operational Amplifier with multipath hybrid-nested Miller compen-
sation. Vos =∼ 10 �V, Vrip =∼ 100 � V

with an input chopper Ch2 that translates the input error voltage Vid into a square
wave. The sense amplifier Gm5 produces a square-wave output current proportional
to Vid together with a DC output current due to its own DC offset Vos5. The chopper
Ch1 chops the square-wave current back to a DC error current, while the DC offset
current is changed into a square-wave current. The square-wave current due to offset
of Gm5 is filtered out by the integrator Gm4. While the DC current as a function of
the input error voltage Vid is integrated and strongly amplified by the DC gain of
the integrator Gm4. Finally the integrated error voltage is added through Gm3 to the
output current of the input amplifier Gm2. It should be noted that the output CM
levels of Gm5 and Gm4 have to be controlled to their CM levels VCMo5 and VCMo4,
respectively.

We have now obtained a two path amplifier: a high frequency low gain path
through Gm2, and a low-frequency high gain path through Gm5, Gm4, and Gm3. The
offset can only be reduced to the extent that the high-gain path has a higher gain
than the low-gain path.

One of the old struggles with chopper-stabilization is that the two poles in the
gain path lead to a non-straight 6 dB per octave role-off, as shown in Fig. 27.

This problem can be solved in practice by applying the principle of hybrid nesting
as described in [10]. To that end we connect two hybrid-nested Miller capacitors
CM31 and CM32 from the final output to the input of the integrator GM4.

If we choose the bandwidth of the two-stage Miller-compensated HF amplifier
path equal to the bandwidth of the four-stage hybrid-nested Miller loop, the overall
frequency characteristic becomes straight form very low frequencies to the band-
width of the OA. Therefore we choose Gm2/(CM11 in series with CM12) = Gm5/(CM31

in series with CM32). The result is a straight frequency characteristic, as shown in
Fig. 27.

The low- frequency behavior, and thus the offset of the whole amplifier is deter-
mined by that of the chopper loop. That means that we have to carefully balance the
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Fig. 27 Amplitude
Characteristic of a
Chopper-Stabilized amplifier
with and without
hybrid-nested Miller
capacitors CM31 and CM32

parasitic capacitors Cp11 and Cp22 of the choppers Ch1 and Ch2 and their lay-out.
Also the clock skew of the chopper clocks determine the offset. If the clock skew
is 10−4, and the 6� offset of the chopper amplifier is 10 mV, an offset of 1 �V is
resulting.

There is one more source of offset we have to watch for. That is caused by a
combination of the parasitic capacitor Cp5 between the outputs of Gm5 and the offset
Vos4 of the integrator amplifier. The chopper Ch3 chops this offset voltage back and
forth on Cp5, while it rectifies its current spikes into a DC value Ip5 at the input of
the integrator equal to:

Ip5 = 4 Vos4Cp5 fcl (10)

This current cannot be distinguished anymore from the DC output current of the
chopper sense amplifier that is also presented at the input of the integrator. The
resulting input offset Vosi is:

Vosi = Ip5/Gm5 = 4 Vos4Cp5 fcl/Gm5 (11)

The resulting offset is smaller than 1 �V referred to at the input, only if we take
measures to make Cp5 small, i.e. in the order of 0.1 pF. We can always chopper-
stabilize the integrator amplifier to further reduce this offset component.

The input referred ripple has now been reduced by a factor 100 from a square
wave of about 10 mV in the chopper amplifier into a triangle wave of about 50 �V
in the chopper-stabilized amplifier. If we want to decrease the ripple further, we can
auto-zero the chopper amplifier [11], as shown in Fig. 28.

We have now a combination of a chopper-stabilized amplifier in which the chop-
per amplifier is auto-zeroed. In this way the ripple can further be reduced to the 1
micro volt level. The noise spectrum of such an amplifier is shown in Fig. 29.

An interesting alternative way to reduce the ripple is using a sample-and-hold
after the integration [12], as shown in Fig. 30. Vos =∼ 3 � V, Vrip =∼ 20 �V.
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Fig. 28 Chopper-Stab. OpAmp with auto-zero Gm5. Vos =∼ 1 �V, Vrip =∼ 1 �V

Fig. 29 Noise densities of a
chopper-stabilized multi-path
Instrumentation Amplifier
with and without
auto-zeroing

In this design two passive integrators have been connected as a ping-pong sample
and hold with C41, C42, and CH . The design is simple and elegant and has an offset
of 3 �V, while the ripple is on the order of 20 �V.

Now, the step has to be made to an instrumentation amplifier. Therefore the
chopper-stabilized OA UPmust be transformed into the current-feedback IA archi-
tecture [13]. The circuit is shown in Fig. 31.

Fig. 30 Chopper-Stabilized OpAmp with passive integrator and sample & hold
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Fig. 31 Chopper-Stabilized InstAmp with UPmultipath hybrid-nested Miller comp. Vos =
∼20 �V, Vrip =∼ 200 �V

The IA has a HF path through Gm21 and Gm22 and a LF gain path through Gm51

and Gm52. The LF gain path not only determines the offset and CMRR, but also sets
the gain accuracy at low frequencies.

The gain at low frequencies is: AVL = (Gm51/Gm52)((R1 + R2)/R1), (12)

and at high frequencies:

AVH = (Gm21/Gm22)(R1/(R1 + R2)) (13)

An offset in the order of 20 �V and a ripple of out 200 �V can be obtained. The
offset and ripple is a factor 21/2 larger than in the OA case because we have two
input stages in parallel in both the HF and LF gain path. Also, also the noise is 21/2

times larger than in the OA case.
If we want to further reduce offset and ripple the chopper amplifiers can be auto-

zeroed as in the OA case [13]. The resulting block diagram is shown in Fig. 32.
This topology may result in an input referred offset voltage lower than 2 �V and

a ripple lower than 2 �V.
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Fig. 32 Chopper-Stabilized InstAmp with auto-zero sense amplifiers.Vos = ∼2 �V, Vrip = ∼2 �V

8 Chopper-Stabilized and AZ Chopper OpAmps and InstAmps

The smooth continuous-time chopper amplifier is the best approach to low offset.
However, a 0.01% clock skew multiplied by an initial 6� offset voltage of 10 mV
of the first stage of a CMOS amplifier presents a lower limit to the residual offset
on the order of 1 �V. Moreover, the main disadvantage of the chopper amplifier is
the chopper-induced square wave ripple, which referred to the input is equal to the
initial offset on the order of 10 mV at 6-sigma. Hence, the ripple and offset of the
input amplifier must be further reduced.

The next step of improvement is the chopper-stabilized chopper amplifier [14].
The topology is shown in Fig. 33.

If an amplifier has a high loop gain the differential input voltage becomes zero,
except for the input offset voltage. This means in the case of the chopper-stabilized
chopper amplifier of Fig. 33 that the right-hand side of chopper Ch2 sees Vos2.
Hence, the left-hand input side carries a square wave voltage equal to Vos2. This
allows us to directly connect the correction amplifier Gm5 to the input without extra
chopper. We do not need to discuss the chopper-stabilizer loop anymore, because
we already discussed this at Fig. 33. However, there are major differences.

Firstly, the first stage of the main amplifier now determines the noise at low
frequencies, while the correction loop determines the ripple at the clock frequency.
Secondly, the hybrid nested capacitors CM31 and CM32 are not anymore connected
to the input of the integrator, but to the input of chopper Ch3.in order to maintain
continuous negative feedback in the loop including Ch1 [10].
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Fig. 33 Chopper-Stabilized Chopper OpAmp with multipath hybrid-nested Miller compensation.
Vos = ∼ 1 � V, Vrip =∼ 50 �V

This means that the parasitic capacitor Cp5, at the output of the sense amplifier,
is now increased with the series connection of CM31 and CM32. To avoid the extra
offset of this parasitic capacitor in combination with Vos4 of the integrator, either the
offset Vos4 has to be reduced, or CM31 and CM32 can be connected through the folded
cascode at the output of Gm5. Thirdly, the parasitic capacitor Cp2 before chopper Ch1

is now charged and discharged to the offset voltage Vos1 of the output stage Gm1.
This causes spikes at the output through the first set of Miller capacitors CM11 and
CM12 at the size of Vos1 Cp2/CM1, while CM1 = CM11 CM12/(CM11+CM12). Therefore,
the parasitic capacitor Cp2 at the output of Gm2 and Gm3 needs to be small.

The offset of Gm5 causes a triangle ripple at the output of the integrator and
a saw-tooth like ripple through Ch1 at the output. This can be eliminated if the
offset of the sense amplifier Gm5 is auto-zeroed similar to the chopper-stabilized
amplifier if Fig. 28. To further reduce the offset caused by the parasitic capacitor Cp5

in combination with the offset of the integrator amplifier Gm4 this amplifier can also
be auto-zeroed by an extra loop around it [14]. These features are shown in Fig. 34.
In this way an offset of 0.1 �V can be achieved with a ripple lower than 2 �V.
Nanosecond chopper spikes of several mV can be observed at the input and output.

A chopper-stabilized chopper instrumentation amplifier appears when the HF
and LF amplifier paths are doubled [15] according to Fig. 35. In contrast to the
chopper-stabilized IA of Paragraph 7, the gain in a chopper IA is not set by the ratio
of Gm51 and Gm52 of the correction loop, but by the ratio of Gm21 and Gm22 of the
main amplifier in cooperation with the feedback network.

Av = Gm21(R1 + R2)/Gm22R1 (14)

The reason that the sense amplifiers Gm51 and Gm52 do not determine the gain
by their ratio, is because their influence is shifted by the choppers around the main
amplifier to the clock frequency. Gm52 is sensing the feedback ripple as a result of
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Fig. 34 Chopper-Stabilized Chopper OpAmp with UPmultipath hybrid-nested Miller compensa-
tion, auto-zero Gm5 and Gm4. Vos =∼ 0.1 �V, Vrip =∼ 1 �V

Fig. 35 Chopper-Stabilized Chopper InstAmp with UPmultipath hybrid-nested Miller compensa-
tion. Vos = 2 �V, Vrip =∼ 200 �V

the offset of Gm21 and Gm22. The output current of Gm52 is rectified by chopper
Ch3 and amplified by the integrator Gm4 and coupled by Gm3 to the output of Gm21

and Gm22 in order to compensate the ripple due to offset in the main chopper path.
The feedback signal-dependant part at the input of Gm52 is compensated for by the
signal-dependant part at the input of Gm51. Therefore the signal does not interfere
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Fig. 36 Chopper-Stabilized Chopper InstAmp with UPmultipath hybrid-nested Miller comp. and
auto-zero Gm5 and Gm4. Vos = 0.2 �V, Vrip =∼ 2 �V

with the offset cancellation. The offset of the correction amplifiers Gm51 and Gm52

is chopped into a square wave by chopper Ch3. The integrator does not amplify this
square wave, but reduces it into a small triangular wave. Referred to the input it has
to pass chopper Ch21. This means that the shape now becomes a small saw-tooth at
the double clock frequency.

The next step to reduce the saw-tooth ripple is to auto-zero the sense stages Gm51

and Gm52 [15]. This is shown in Fig. 36.
The most important offset contribution of the chopper-stabilized chopper instru-

mentation amplifier that is left, comes from the combination of the parasitic capaci-
tance Cp5 at the output of Gm5 in combination of the offset voltage Vos4 at the input
of Gm4, see (10) This is particularly important as the hybrid nested Miller capacitors
CM31 and CM32 are connected in parallel to the parasitic capacitor Cp5 at the output
of G5. To further reduce this offset component also Gm4 is auto-zeroed too, as shown
in Fig. 36. In this way the final offset can be reduced to values well below 0.2 �V
with a ripple lower than 2 �V.

It has to be kept in mind that the voltage gain of the correction loop Gm5, Gm4,

Gm3 must be taken 104 times larger than the voltage gain of Gm2 in order to reduce
its offset to 0.4 �V and ripple from 10 mV to a level of 10 �V.

9 Summery Low Offset

Table 1 gives an overview of the offset and noise of the Operational Amplifiers
in the chapters (“Jointly Optimize Equalizer and CDR for UPmulti-Gigabit/s
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Table 1 Summary of offset and ripple that can be obtained

OpAmps Vos Vrip InstAmps Vos Vrip

A Z 20 − 100 �V A Z 20−100 �V
Chopper 10 �V 10 mV Chopper 20 �V 20 mV
N Chopper 0.1 �V 100 �V N Chopper 0.2 �V 200 �V
ChSt 10 �V 100 �V ChSt 20 �V 200 �V
ChSt+AZ 1 �V 1 �V ChSt+AZ 2 � V 2 �V
Ch+ChSt 1 �V 100 �V Ch+ChSt 2 �V 200 �V
Ch+ChSt+AZ 0.1 �V 1 �V Ch+ChSt+AZ 0.2 �V 2 �V

SerDes”, “Time to Digital Conversion: An Alternative View on Synchroniza-
tion”, “Current Sense Amplifiers with Extendedcommon Mode Voltage Range”).

Chopping generally can reduce offset by a factor of 10,000. But the ripple stays
equal to the offset without other measures. Auto-zeroing reduces the offset by a
factor of 100 to 500, depending whether the AZ store capacitors are placed at the
input or at the output. Further improvement can be obtained when we combine chop-
ping and auto-zeroing. Abbreviations used in Table 1 are: AZ = Auto-Zeroing, N =
Nested, ChSt = Chopper-Stabilized, Ch = Chopping.
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Current Sense Amplifiers with Extended
Common Mode Voltage Range

W.J. Kindt

Abstract Current sense amplifiers are difference voltage amplifiers that sense the
voltage across a shunt resistor to measure a current. In many applications the com-
mon mode voltage on the shunt resistor is much larger than the supply voltage of
the current sense amplifier. Such current sense amplifiers, with an extended common
mode voltage range, are discussed. These can either be designed in a low-voltage
process, such that the common mode voltage range is extended both beyond the sup-
ply rails and beyond the intrinsic process capabilities, or in a high-voltage process,
which typically results in a better performance. Multiple current sense amplifier
topologies are reviewed and compared. Experimental results on two new circuits are
presented. One novel circuit is designed in a low-voltage silicon-on-insulator pro-
cess which results in significant performance benefits over a standard low-voltage
process.

1 Introduction

In the past one or two decades, many applications have come about that require the
measurement of electrical currents. Examples of such applications are:

� The measurement of the charge or discharge current of rechargeable batteries,
for instance the batteries in notebook computers or in (hybrid) electric vehicles.
Knowledge of the current in these applications can extend battery life and/or
enhance battery safety.

� The measurement of the current through LED light sources. The luminosity of
LEDs is proportional to the current so controlling the current is an effective man-
ner to control brightness.

� The measurement of the currents flowing through the solenoids in electromotors
in industrial or automotive applications. The force exerted by the electromotor
is proportional to the current through the solenoid. It is often easier to measure

W.J. Kindt (B)
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this current than to measure the mechanical force when creating a mechanical
control system.

Some of the mentioned examples are high volume applications so there is an attrac-
tive market for ICs that implement the function of current measurement.

A very convenient manner to measure the current flowing through a conductor is
to insert a small shunt resistor that converts the current into a voltage and measure
that voltage. An advantage of this method is that the value of the shunt can be
modified to adapt the range of the current measurement instrument. A disadvantage
of the shunt resistor method is that some power will be dissipated in the shunt.
Obviously, the power loss can be minimized by reducing the value of the shunt.
This in turn reduces the voltage across the shunt and puts more stringent demands
on the circuit that measures it.

In the applications given above, the currents often have to be measured at volt-
ages that are relatively large compared to the supply voltage of modern integrated
circuits. For instance, automotive applications require the measurement of currents
flowing through conductors that are at the battery voltage (12 V, 24 V or even
higher). In many applications, the signal representing the current will be fed into
an analog to digital converter (ADC). The ADC typically runs off supply voltages
that are much smaller than the voltages in the system in which the current is to
be measured. Therefore, there is a need for integrated circuits that amplify the
small differential voltage across the shunt and transform it into a signal that is typ-
ically ground referenced while rejecting a potentially large common mode voltage.
Such circuits are called current sense amplifiers and these are the subject of this
paper.

In some applications the common mode voltage may not only be large, but also
have a very large AC component. This occurs for instance when controlling the
current through solenoids using power MOS switches and pulse width modulation
as presented in Fig. 1. When the MOSFET is on, the solenoid is connected to the

positive input

differential
input

common
mode
jump

negative
input

solenoid

diode

shunt

current sense
amplifier

powerfet

output to
ADC

+24V

+5V +24V

Fig. 1 Control of current through a solenoid using pulse width modulation
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battery and the current through the solenoid will increase. During this time, the
common mode voltage on the shunt resistor is close to ground. When the MOSFET
is off, the current through the solenoid will flow in the mesh created by the solenoid,
the shunt resistor and the freewheeling diode. During this time, the current will
gradually decrease because of power losses inside this mesh. During this period
the common mode voltage across the shunt resistor will be slightly above the bat-
tery voltage. The current sense amplifier should completely reject the large varying
common mode voltage while amplifying and level shifting the small differential
voltage across the shunt

The name ‘current sense amplifier’ is somewhat misleading because it can be
interpreted as an amplifier with a current input. In fact, a current sense amplifier is
simply a voltage difference amplifier that is designed and optimized for sensing the
differential voltage across a shunt resistor while rejecting large input common mode
voltages. From this description it is clear that a current sense amplifier is quite simi-
lar to an instrumentation amplifier. It is true that many of the design aspects related
to current sense amplifiers are similar to those related to instrumentation amplifiers.
There is, however, an important difference: current sense amplifiers typically have
an input common mode voltage range (CMVR) that extends far above, and some-
times also below, the supply rails. The CMVR extension is typically achieved at the
cost of a reduced input impedance, which is not a significant specification for the
target application at all.

The phrase ‘extended common mode voltage range’ in the title of this paper
should be interpreted either as ‘extended beyond the supply’ or as ‘extended beyond
the intrinsic capabilities of the process’. Provided some measures are taken, current
sense amplifiers can be fabricated in low-voltage analog processes. In this case, the
CMVR of the amplifier does not only extend beyond the supply, but also beyond
the standard operating voltage range of the fabrication process. Such current sense
amplifiers will be discussed in Section 2. It is also possible to design current sense
amplifiers in fabrication processes that can intrinsically handle the large CMVR of
the applications. As will be discussed in Section 3, such current sense amplifiers
do provide some performance benefits. A new current sense amplifier fabricated in
Silicon On Insulator (SOI) will be presented in Section 4. A classification of current
sense amplifier topologies will be given in Section 5. Finally, Section 6 will present
some conclusions and a future outlook.

2 Current Sense Amplifiers in Low-Voltage Fabrication
Processes

In most low-voltage IC fabrication processes the junction breakdown voltages of
the active components (e.g. the base collector breakdown voltage of the bipolar
transistors) are only somewhat larger than the intended maximum supply voltage.
This means it is very hard to process the high voltage signals on the input of a current
sense amplifier with these active components directly. Moreover, in most processes
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all active components are junction isolated from the substrate and the breakdown
voltage of the isolation junctions poses another limitation on the maximum voltage
that can be processed. The only option that a designer has left is to use thin-film
or poly resistors on the inputs. Because these resistors are oxide isolated from the
substrate they can withstand much larger voltages.

Of course, the oxide breakdown voltage towards the substrate is still a limit to
the maximum voltage that can be handled by the resistors. Also, there is still the
issue of input ESD protection. Even if the inputs are only connected to oxide iso-
lated polysilicon or thin-film resistors, it will still be necessary to protect the inputs
against ESD events, if only to protect against dielectric breakdown during human
body ESD events at 2 kV or higher. In practice this means that many standard low-
voltage processes are not suited for the implementation of high-CMVR current sense
amplifiers while in some other processes special measures will have to be taken [1].

2.1 Dynamic Bridge

Figure 2 shows a schematic of a circuit known as a dynamic bridge. Without the
resistors R2, the circuit simplifies to a standard opamp difference amplifier with
input resistors R1 and feedback resistors R3. The differential input voltage is gained
up by a factor -R3/R1 and level shifted to be referenced to the voltage on the Vref

input. Because the gains are typically much larger than one, the input resistors R1

are typically much smaller than the feedback resistors R3, and the common mode
voltage at the input of the opamp is almost equal to common mode voltage at the
input of the overall circuit. Therefore, the input CMVR of the difference amplifier
is significantly limited by the input CMVR of the opamp which usually is restricted
by the supply rails. To extend the input CMVR of the overall circuit the resistors R2

are added. Together with the resistors R1 these create a bridge that divides the input
common mode voltage. The resistors R2 do not affect the signal transfer because

Fig. 2 A dynamic bridge
current sense amplifier
implementation

R1 R í1

R2 R ’2

R ’3

R3

Vout

Vref

Vin+ Vin
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there is no differential voltage across the opamp inputs and the resistors R2 do not
unbalance the overall circuit.

2.1.1 Offset Performance

The resistors R2 significantly increase the gain with which the offset of the opamp
is referred back to the input of the system. The system offset voltage Vos due to the
opamp offset Vos,amp equals:

Vos = R1 R2 + R1 R3 + R2 R3

R2 R3
· Vos,amp =

(
1 + R1

R2 ‖ R3

)
Vos,amp (1)

In typical applications, the CMVR should be extended significantly, which requires
that R2 is much smaller than R1. For gains larger than one it follows that R3 >

R1 > R2 and the offset gain can be simplified to R1/R2. This ratio (R1/R2) will
appear frequently. If the input CMVR of the opamp is approximately equal to the
supply voltage, then the input CMVR of the circuit in Fig. 2 is approximately equal
to R1/R2 times the supply voltage. It is obvious that larger CMVRs can easily be
obtained by increasing R1/R2 but this immediately carries an offset penalty.

2.1.2 Noise Performance

The common mode divider resistors R2 also significantly degrade the input referred
noise of the current sense amplifier. An evaluation of the input voltage noise density
due to the three resistors in the circuit results in:

u2
n = 8kT R1

(
1 + R1

R2
+ R1

R3

)
(2)

The term to the left of the brackets is the noise due to the input resistors which
obviously has to be expected in a topology with resistors at its input. From the
equation and the inequality R3 > R1 > R2 discussed above, it follows that due to the
presence of the resistors R2, the equivalent input referred noise density increases
approximately by a factor

√
R1/R2.

2.1.3 Speed Performance

The presence of the resistors R2 reduces the speed of the current sense amplifier.
Assuming the opamp has a single pole transfer characteristic with a gain bandwidth
product ω0, the AC transfer function of the system shown in Fig. 2 is:

uo

ui
= R3

R1

1

1 + jω

ω0

(
1 + R3

R1
+ R3

R2

) (3)
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Without the presence of the resistors R2 (R2 → ∞ in the equation) this equation
shows that for relatively large system gains R3/R1, the pole of the system transfer
function is approximately located at the gain-bandwidth product of the opamp ω0

divided by the gain. With the resistors R2 present and assuming R3 > R1 > R2 the
pole moves to ω0 divided by R3/R2, which is at a factor R1/R2 lower frequency.

The conclusion is that the offset, noise and bandwidth are all degraded by the
same ratio R1/R2.

2.1.4 Matching Requirements

In the circuit shown in the above figure the high input common mode voltage is
not isolated from the output signal: there are resistive paths between the input and
output. In high performance instrumentation amplifier topologies, a combination of
both isolation and balancing ensures a good CMRR [2]. In the circuit shown above,
the CMRR is guaranteed only by the amount of balancing that can be achieved.
Mismatches in the resistor pairs will cause errors in the output voltage. The effect
of resistor mismatch in the dynamic bridge circuit can be analyzed using the circuit
shown in Fig. 3. One can calculate the input offset voltage required to counterbal-
ance the effect of resistor mismatch, assuming that the input is biased at a common
mode voltage Vcm the output and the reference input are both fixed at an output
reference voltage Vref and the input common mode divider resistors R2 are biased
at an internal reference voltage Vint. It is easier to use the conductances (g1, g2 and
g3) instead of the resistances (R1, R2 and R3) of the resistors. Some calculations
result in:

Fig. 3 Circuit schematic used
for calculating the effect of
resistor mismatch

g1 g ’1

g2 g ’2

g ’3

g3

Vref
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Vcm
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⎡

⎢⎢⎢⎢⎢⎢⎢⎣
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�R2
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�R3
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⎤

⎥⎥⎥⎥⎥⎥⎥⎦

(4)

The first term on the left is the derivative of the offset to the input common mode
voltage, which is the inverse of the common mode rejection ratio (CMRR). The
other terms are similar rejection ratios for the external and internal reference volt-
ages. Considering the fact that g2 > g1 > g3, it can be seen from the matrix equation
that for instance the CMRR term, �Vos/�Vcm, is approximately proportional to the
mismatches in R1 and R2. To achieve a CMRR in the order of 80 dB, the mismatches
of these resistor pairs should be in the order of 0.01%. Obviously, to achieve that
kind of CMRR performance, the resistors will have to be trimmed.

2.1.5 Trimming Considerations

Ideally all rejection ratios should be infinite (the derivatives in (4) should be zero).
The circuit can be optimized by trimming the resistors to improve their matching.
The matrix equation implies that it is not straightforward to sequentially measure
one of these quantities and trim a single resistor pair because each resistor mismatch
term affects all three rejection ratios. In other words: the trims won’t be orthogonal.

A potential resistor trim algorithm could be based on the fact that the matrix
equation above can be inverted to find the optimal trim values (the change in the re-
sistor matching) as a function of measured values of the derivatives on the left hand
side of (4). This matrix inversion will be problematic though because the matrix is
singular. This is because it is not necessary to match all three resistors exactly. There
is an additional degree of freedom because the two sides of the bridge only need to
have matched ratios, not matched absolute values. For instance, the circuit would
still be perfectly well balanced if R1 = α∗ R1’, R2 = α∗ R2’ and R3 = α∗ R3’. For this
reason, one has the freedom to only measure two rejection ratios and only trim two
resistor pairs.

2.2 Improved Dynamic Bridge

It is clear from the above discussion that making the resistor R2 as large as possible
will optimize the performance parameters of the current sense amplifier. A good
way to achieve this for circuits that have to sense both above the positive rail as
well as below the negative rail is illustrated in Fig. 4 [3]. The common node of
the R2 resistors is driven by a voltage source that changes inversely with the input
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Fig. 4 A dynamic bridge
current sense amplifier with
additional common mode
control loop to maximize the
value of R2
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common mode voltage detected at the input of the opamp. In this manner, circuit
can sense above the positive, as well as below the negative rail. In the circuit shown
in Fig. 2 sensing below ground is only possible by driving the common node of
the resistors R2 with a reference voltage larger than zero which would reduce the
maximum input common mode voltage that the bridge can handle for a given value
of R2. The circuit shown in Fig. 4 is an elegant manner to allow sensing beyond
both supply rails without degrading the R1/R2 ratio. It should be noted though that
there is no performance improvement for circuits that only have to sense at one side
of the supply rail.

2.3 Dynamic Level Shift

As discussed in the prior paragraphs, the common mode dividing bridge in the
dynamic bridge current sense amplifier is degrading offset, noise and speed per-
formance. Also the common mode rejection ratio of the circuit is limited by resistor
matching and the trim is somewhat complicated because the trim of the three resistor
pairs in the bridge is not orthogonal. It is interesting to review an alternative circuit
topology which will be referred to as dynamic level shift. This topology is shown
in Fig. 5. There is a control loop that detects the common mode at the input of the
opamp and controls the value of the current sources I2 below the input resistors R1

in such a way that the voltage at the input of the amplifier is equal to a reference
voltage. In this manner, the voltage drop across the input resistors R1 is controlled
such that the resistors implement a voltage level shift between the input common
mode voltage and the internal reference voltage.

At first glance one might think that the performance of the circuit shown in Fig. 5
is much better than that of the dynamic bridge because the relatively low-valued
resistors R2 that caused the performance degradations in the dynamic bridge have
been replaced with current sources with a much larger output impedance. However,
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Fig. 5 Dynamic level shift
current sense amplifier
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the physical implementation of the current sources will re-introduce most of the
problems. Figure 6 shows the dynamic level shift circuit with the current sources
integrated using degenerated bipolar transistors. Degenerated bipolars are a very
accurate and low-noise manner to create current sources. However, for this appli-
cation their performance is not sufficient. The problem is that the resistors R2 used
to implement the current sources, will have to have a similar – or even smaller –
value compared to the common mode divider resistors in the dynamic bridge. These
resistors will still have to carry the entire common mode level shift current flowing
through the input resistors and the voltage headroom available on the resistors R2

is still limited to the supply voltage of the circuit. This means that the white noise
generated by the current sources will still be the dominant noise source in the circuit
(see Equation (2)). Also, the base-emitter voltage (Vbe) mismatch of the BJTs in
the current sources will be gained up by a ratio R1/R2 when referred back to the

Fig. 6 Dynamic level shift
current sense amplifier with
the current sources
implemented with
degenerated bipolar
transistors
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input of the current sense amplifier. The Vbe mismatch of the bipolars in the current
sources is expected to be in the same order of magnitude as the Vbe mismatch of the
bipolars used in the input stage of the opamp. This means that instead of ‘solving the
problem’ of the high offset due to the opamps offset being gained up when referred
to the input, the dynamic level shift just ‘moves the problem’ from the components
used in the opamp’s input stage to the components used in the level shift current
sources.

2.4 Dynamic Level Shift with Dynamically Matched Level
Shift Current Sources

A way to improve the performance of the dynamic level shift circuit, and gain back
the offset performance advantage, is to dynamically match the level shift current
sources as shown in Fig. 7 [4]. The two current sources can be dynamically matched
by commuting them at a certain clock frequency. If the commutation frequency is
chosen larger than the forward differential signal path bandwidth in the current sense
amplifier, chopper residuals can be filtered by the differential amplifier. As shown
in the figure, it is possible to filter the chopper residuals right at the point where
they are generated by adding a filter capacitor between the input of the amplifier
stage that reads out the differential voltage behind the input level shift resistor R1.
Obviously, additional filter poles can be placed in the signal path behind the input
level shift stage. A nice feature of the topology is that the chopping only occurs in
the common mode level shift path while the differential signal path is not affected.

Fig. 7 Dynamic level shift
current sense amplifier with
dynamically matched current
sources
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This may reduce the problem of chopper residuals appearing at the output. On the
other hand, the circuit is commuting relatively large level shift currents which may
introduce chopper residuals that are relatively large. It should be noted that the
noise contribution of the current source resistors R2 is not affected by the chopper
switches so the white noise of the circuit shown in Fig. 7 remains very high. Only
the offset and 1/F noise are eliminated by the chopper.

A practical implementation of this circuit has shown very good performance
compared to other current sense amplifiers that use resistors to absorb the voltage
difference between the high voltage input signal and the low voltage supply domain.
The fabricated circuit has an input CMVR of −20 to +60 V when running on a 5 V
supply. Figure 8 shows offset (Vos), temperature coefficient of the offset (TCVos),
and common mode rejection ratio (CMRR) histograms of this circuit. The Vos is
only a few hundred �V, the TCVos is below 10�V/◦C and the CMRR is better
than 100 dB at room temperature and close to 100 dB at the industrial temperature
extremes. Also shown in the figure is the input referred noise density, which is still
very high due to the use of resistors.
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Fig. 8 Vos, TCVos, CMRR and noise performance achieved with a practical implementation of
the dynamically matched dynamic level shift circuit with an input CMVR from −20 to +60 V
operating from a 5 V supply
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3 Current Sense Amplifiers in High Voltage Fabrication
Processes

This section will discuss current sense amplifiers fabricated in a high voltage pro-
cess. It will be shown that these circuits have significant advantages over the resistor
topologies discussed in the prior section.

3.1 Operational Amplifier with Extended CMVR

Most current sense amplifiers that are fabricated in a high-voltage process tech-
nology use an input stage similar to the one shown in Fig. 9. This self-biasing
input stage can be used to extend the input CMVR of an operational amplifier
significantly beyond its supply rail [5]. The transistors Q1 and Q2 are a floating
mirror, setting up a bias current in the transistors. The two transistors Q2 are an
emitter-driven differential pair that converts the differential input voltage into a
differential output current gm×Vin. The emitters and bases of all transistors are
close to the input common mode voltage while the collectors of the input de-
vices Q2 can be at a relatively low potential so they can interface with a sec-
ond stage biased from a low voltage supply. In this manner, the base-collector
junction is blocking the high input common mode voltage. A maximum limit to
the input CMVR results from the base collector breakdown voltage of the PNP
transistors. Obviously, a similar topology can also be implemented with LDMOS
transistors.

The input stage in Fig. 9 is a common base input stage which has voltage gain, but
no current gain. It does draw current from the signal source. For some applications
this makes this input stage less suitable, but it is still very well suited for current
sense amplifier applications.

Both mismatch between the two input transistor Q1 as well as mismatch between
the bias transistors Q2 and the input devices Q1 introduces an input referred offset.
It is often possible to modify the general principle shown in Fig. 9 in such a way
that the offset contribution of the bias transistors is avoided.

Fig. 9 Extended CMVR
input stage

Q1 Q ’1
Q ’2Q2

2I
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Fig. 10 Simple current sense
amplifier using the extended
CMVR input stage
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An opamp using the input stage shown in Fig. 9 can be used together with some
feedback resistors to implement a current sense amplifier as shown in Fig. 10.
The large advantage of this circuit is that the common mode divider resistors R2

that were shown in Fig. 2 are no longer required, avoiding most of the associated
disadvantages. The CMRR of the resulting circuit still depends on the matching of
the resistor pairs R1 and R3 and trim would still be required.

3.2 Current Sense Amplifiers Based on Accurate High
Voltage V-I Convertor

Figure 11 shows a schematic illustrating another operation principle upon which
current sense amplifiers fabricated in high-voltage processes can be based. The
figure shows a high-voltage accurate V-I convertor that transforms the differential
input voltage into a differential current. The PMOS transistors are gain boosted to
achieve a very low input impedance. The gain-boosting amplifier ensures the volt-
ages at the sources of the PMOS transistors are equal. In this manner the transcon-
ductance of the V-I convertor is made accurate and equal to 1/R1. Note that the
high voltage is blocked by the drains of the transistor MP1 and there is no resistive
coupling between the input and output. Therefore, the common mode rejection ratio
is not limited by resistor matching.

As schematically presented in the figure, the gain boost amplifier can potentially
run from a floating supply that is biased from the high common mode input voltage.
This floating supply voltage can for instance be created using a zener diode. Of
course, in a high voltage process it is also possible to bias the entire gain boost
amplifier from the input common mode voltage source. An alternative solution is
shown in Fig. 12. In this circuit, not only the source-driven differential input stage
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Fig. 11 An accurate V-I
convertor can be operating at
a high common mode voltage
domain and the output
current can be transmitted to
the low-supply voltage
domain using high-voltage
PMOS transistors

low-voltage differential
current to voltage convertor

R1

Vin+ Vin-

R ’1

MP1 MP ’1

Fig. 12 A possible
implementation of a
self-biased gain-boosted V-I
convertor
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is self-biased from the input common mode voltage, but the gain-boost amplifier is
self-biased as well.

The readout circuit that processes the drain currents can run from a low supply
voltage. The drain junctions of the PMOS devices in the input V-I convertor will
block the difference between the input common mode voltage and the supply voltage
of the readout circuit. There are many ways to implement the low voltage readout
circuitry. For instance, the differential drain current can simply be dumped into two
matched resistors and the resulting differential voltage can be processed with a stan-
dard low-voltage instrumentation amplifier. Alternatively, the differential currents
can be transformed into a single ended current using a mirror. Of course, it also
possible to use a low-voltage transimpedance amplifier build around an operational
amplifier.
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3.3 Current Sense Amplifiers with Current Feedback
to the High Voltage Inputs

The current sense amplifiers discussed in the prior section used a high accuracy
voltage to current convertor that is operating at high common mode voltage. The
alternative solution shown in Fig. 13 does not require a high accuracy V-I convertor
at high voltages. Instead an accurate feedback signal is generated by the readout
circuit operating at low supply voltages and that current is fed back in front of the
high voltage input stage. Because of the loop gain in the readout circuit, the circuit is
only balanced when the sources of the high-voltage PMOS input stage are at equal
potential. This means that the differential input voltage is still accurately converted
into a differential current through the input resistors and the differential feedback
current flowing through the NMOS transistors is equal to the differential current
flowing through the input resistors. In the end, the differential voltage at the sources
of the NMOS transistors equals a resistor ratio R3/R1 times the differential input
voltage. In practice, it is necessary to stabilize the common mode voltage at the
opamps input and output with an additional feedback loop.

The output signal of the current sense amplifier shown in Fig. 13 is present as a
differential voltage across the resistors R3. It is important to note that these resistors
determine the voltage gain of the current sense amplifier. The circuit that takes the
differential voltage from these resistors should have a very high impedance input to
avoid affecting the gain accuracy of the system.

The principle of feeding back a signal current in front of the sources of the
high voltage input transistors allows the creation of an elegant and small current
sense amplifier topology as shown in Fig. 14. Assuming the input signal is positive,
the current through MP1’ will be larger than the current through MP1. The current

Fig. 13 A current sense
amplifier with feedback using
an accurate low-voltage V-I
convertor that feeds back in
front of the high-voltage
input stage
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Fig. 14 A current sense
amplifier using only a few
components
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through MP1 is mirrored by MN2 and MN2’ and summed to the current of MP1’.
The result is that the gate of MN3 will be pulled high and a feedback current will be
pulled through R1’ to counteract the differential voltage between the drains of MP1

and MP1’. The end result is that the differential input voltage is gained up by a ratio
R3/R1 and appears referenced to ground at the drain of MN3. A disadvantage of this
circuit is that it is only possible to sense positive input voltages and the circuit is not
very accurate for very small input signals.

4 Current Sense Amplifier Created Silicon On Insulator

Silicon On Insulator (SOI) technology allows a designer to float active components
inside their oxide isolated tub at high potential relative to the substrate. This allows
the combination of the high-voltage circuit topologies discussed in Section 3 with
the principle of resistor-based level shifting that was discussed in Section 2.

An example of a circuit that can be created in SOI is given in Fig. 15. This
circuit is somewhat similar to the current sense amplifier shown in Fig. 10, except
instead of having a CMVR limitation imposed by the active component used in the
common base (or gate) input stage, additional voltage room is created by introducing
a level shift voltage on the level shift resistors R2 that tracks the input common mode
voltage. The reference branch on the left hand side of the circuit sends a reference
current through the input of the mirror Q11 that is mirrored into R2 and R2’ by Q1

and Q1’. In this way, the common mode dependent voltage across R21 is copied
onto R2 and R2’. The voltage on the bottom end of R2 and R2’ is referenced to the
negative rail but because of the level shift voltage introduced across these resistors,
the collectors of Q1 and Q1’ will track the input common mode voltage.

The PNP transistors Q1 and Q1’ act as the input stage of the feedback ampli-
fier. Q6 and Q6’ are the second stage. The third stage is the output stage which
is schematically represented with a triangle. At the emitters of Q6 and Q6’ the
common mode behind the level shift resistors is detected and fed back on the bases



Current Sense Amplifiers with Extended Common Mode Voltage Range 141
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Fig. 15 A current sense amplifier implemented in SOI, with active components floating at the high
input common mode voltage domain and resistive level shifts

of the level shift current source transistors Q4 and Q4’. The degeneration resistors
R4 and R4’ do not introduce a lot of noise because these resistors do not have to
be much smaller than the input resistors R1 and R1’. There will be a lot of noise
present on the level shift resistors R2 and R2’ but this noise will be absorbed on the
drains of Q1 and Q1’. Mismatch between R2 and R2’ will introduce a small voltage
difference between the collectors of Q1 and Q1’, but this will only result in a second
order effect on the currents flowing through the collectors of Q1 and Q1’, because
the collectors have a relatively high small signal differential impedance.

A disadvantage of the circuit shown in Fig. 15 is the bias current through Q11

and Q1’ will be input common mode voltage dependent. This means that their
transconductance will be common mode dependent as well. Because Q1 and Q1’
are the input stage of the amplifier this complicates the frequency compensation of
the circuit. To avoid this, the input stage can be degenerated with R5 and R5’.

Figure 16 shows experimental results obtained on a prototype of a test chip based
on the principles shown in Fig. 15. This circuit achieves a CMVR of 3–60 Volts
when operating from a 5 V supply. Twenty-five test chips were curve traced for their
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Fig. 16 Experimental results achieved on 25 samples of an implementation of the circuit shown in
Fig. 15: Input referred offset over common mode, extrapolated offset at 0 V common mode, CMRR
and the noise on a single sample versus frequency

input offset voltage as a function of the input common mode voltage. From these
curves, the offset and CMRR can be found. These test chips were not trimmed at
all. When offset and CMRR trim are added, it is expected that offsets below a few
hundred microvolts and common mode rejection ratios in excess of 100 dB can be
achieved. The figure also shows the input referred noise density which, as expected,
is much better than what can be achieved with the dynamic bridge or dynamic level
shift circuits discussed in Section 2.

5 Classification of Current Sense Amplifier Topologies

Now that various current sense amplifier topologies have been reviewed, it is
instructive to try to classify all topologies based upon their operation principle. The
general operating principle of most current sense amplifiers is illustrated in Fig. 17.
Typically, current sense amplifiers connect to the input voltage signal through input
resistors R1. The input resistors carry a differential mode current Idif and perhaps
a common mode current Icm. A large common mode current is necessary to intro-
duce sufficient voltage drop in the resistor based topologies discussed in Section 2.
In high voltage topologies, this level shift current is usually not required though
typically there will be some common mode bias current through the resistors. The
primary goal of the input resistors is to transform the differential input voltage into
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Fig. 17 General operating
principle of current sense
amplifiers
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a differential current. To achieve an accurate voltage to current conversion, the two
voltages behind the two input resistors will have to be exactly equal. This ensures
that the differential current flowing through the input is exactly equal to Vin/R1. At
the output, some driver is introducing an output voltage Vout. That output voltage is
sensed with respect to a reference voltage Vref. Again, the difference between Vout

and Vref is transformed into a differential current though resistors R3. Again, the
voltages behind these two resistors should be exactly equal to ensure an accuracy.
The circuit in between the resistors should somehow adjust the output voltage using
a feedback loop in such a way that the differential current on the input side equals
the differential current on the output side. Comparing the currents can easily be
implemented by adding them.

In the current sense amplifiers discussed in Section 2, the two differential currents
were simply connected together and to the input of the opamp driving the output. In
this manner the input and feedback resistors were terminated at a virtual zero, the
two currents were compared and the difference was gained up to close the feedback
loop. In high voltage technologies, typically additional components were inserted in
the center of the schematic shown in Fig. 17. The advantage of high voltage tech-
nologies is that active components can be used to introduce current mode isolation
between the two voltage domains inside the current sense amplifier. However, the
general operating principle remains the same.

An accurate voltage to current conversion can also be implemented using gain
boosted cascode transistors. Some topologies discussed in Section 3 used such a
stage. Such a gain-boosted V-I convertor stage can be applied at the input side as
well as at the output side of the circuit. This line of reasoning eventually results in
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Fig. 18 Classification of current sense amplifiers. Gain boosting on cascode transistors to create
an accurate V-I convertor is indicated with an asterisk

the classification presented in Fig. 18. The first topology on the top left is a generic
difference amplifier with the high voltage input stage discussed in Section 3.1. The
second topology is the high voltage accurate I-V convertor discussed in Section 3.2
which required gain boosting on the PMOS input devices. The third topology uses
feedback in front of the high voltage I-V convertor and an accurate low-voltage
I-V convertor. The last figure on the top row uses accurate V-I convertors on both
the input and output signals and an additional loop amplifier to compare the two
differential currents and control the output voltage. This topology is probably not
cost effective, but it would work. The two topologies on the bottom are actually
not extended CMVR voltage difference amplifiers, but extended CMVR voltage to
current convertors that dump current into an external load resistor.

6 Conclusions and Future Outlook

Different circuit topologies for extended CMVR current sense amplifiers were
reviewed. In low-voltage technologies, the input signal can only be accessed by the
circuit through resistors that provide a common mode level shift and this has signif-
icant performance disadvantages. Some but not all of these can be mitigated using
dynamic matching techniques. High voltage technologies have intrinsic advantages
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because they allow a level shift in the current domain across junctions that block the
high input common mode voltage. In high voltage technologies, different topologies
are possible which were classified according to the locations in which additional
feedback loops were used to create virtual zeros in the circuit.

In the future, developments will continue. In battery operated hand held devices
power consumption is a prime concern. The shunts will become smaller to reduce
the power loss across the shunt. As a result accuracy requirements will continue to
increase. This is expected to result in the proliferation of dynamic matching tech-
niques in current sense applications [6].
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Low-Voltage Power-Efficient Amplifiers
for Emerging Applications
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T. Sánchez-Rodriguez, C. Rubia-Marcos and J. Ramı́rez-Angulo

Abstract Various design techniques aimed to obtain low-voltage power-efficient
amplifiers are presented. Power efficiency is achieved by employing class-AB stages
with high current efficiency based on these techniques. The use of resistive local
common-mode feedback and quasi-floating gate transistors is covered in detail.
Some applications of the amplifiers designed using these techniques are included.

1 Introduction

Emerging applications in various fields, such as Ambient Intelligence scenarios
or remote biomedical monitoring, currently demand wireless sensor netwoks with
transceivers having extremely low power consumption requirements. This is a key
issue in order to decrease battery weight and size and to increase the lifetime of
the battery, which usually in these sensing nodes is not replaceable. To achieve
these strict power requirements, several solutions have been proposed at various
layers. At the physical layer, savings in power consumption are achieved by low-
voltage operation and optimized power-to-performance ratio. Supply voltages of
1 V (or less) are anyway mandatory in modern deep submicron technologies to op-
erate reliably due to the extremely thin oxide. Furthermore reduction of the supply
voltage (even if not required) strongly reduces power consumption in digital cir-
cuits since it scales with supply voltage. Although this is not so simple in analog
circuits, they should operate at the same supply voltage than the digital part in
mixed-mode systems to avoid the complexity involved in generating various supply
voltages.

The canonic way of designing analog circuits consist in using high-gain ampli-
fiers with passive components in negative feedback loops, both in continuous-time
or discrete-time form. Sometimes amplifiers are operated in open loop (e.g. Gm-C
filters, some VGAs, etc.), and in this case a large linear range is required for the
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148 A. López-Martin et al.

amplifier at the expense of gain. In any case, amplifiers play a key role in analog de-
sign, and their power consumption directly impacts that of the overall analog system.
Such amplifiers usually take the form of Operational Transconductance Amplifiers
(OTAs) with high output resistance, typically driving capacitive loads, or operational
amplifiers with low output resistance able to drive low resistive loads.

Besides low-voltage and power-efficient operation, these amplifiers should have
a fast settling response, not limited by slew rate. Conciliating all these require-
ments is difficult with conventional class A topologies, since the bias current lim-
its the maximum output current. Hence a trade-off between slew rate and power
consumption exists [1]. To overcome this issue, class AB topologies are often
employed. These circuits provide well-controlled quiescent currents, which can
be made very low in order to reduce drastically the static power dissipation.
However, they automatically boost dynamic currents when a large differential in-
put signal is applied, yielding maximum current levels well above the quiescent
currents.

Several class AB amplifiers have been proposed. Most of them are based on adap-
tive biasing techniques, by including extra circuitry that increases quiescent currents
(e.g. by increasing tail currents in differential stages). However, often the extra cir-
cuits included increase both power consumption and silicon area, and add significant
parasitic capacitance to the internal nodes. Also positive feedback is often employed
to get boosting of dynamic currents, which makes difficult to guarantee stability
considering process and temperature variations.

A key issue scarcely considered in the design of class AB amplifiers is power
efficiency. This involves not only very low static power dissipation, but also high
current utilization [2] also named current efficiency (CE) and defined as the ratio
of the maximum load current to the supply current, i.e., CE = I M AX

out /Isupply . This
parameter is essential for optimum power management. To achieve high CE, boost-
ing of the dynamic current should take place at the output stage to avoid internal
replication of large transient currents in the amplifier. CE is typically below 0.5 for
most reported class AB amplifiers with output current mirror ratio B equal to 1 [2],
which means that at least half of the supply current is wasted in internal replicas of
the differential pair current. In these approaches, the only way to improve current
efficiency is to scale the output currents by increasing B. However, this method
increases static power dissipation, as quiescent currents at the output branches are
also scaled by B. Moreover, parasitic capacitances at the internal nodes increase for
large B, reducing phase margin.

In this work we illustrate the use of new circuit design techniques to achieve low-
voltage class AB amplifiers that combine simplicity and power efficiency. These
techniques allow introducing class AB operation at the input stage and at the ac-
tive load of the amplifier with minimum penalty in other performance parameters.
Section 2 presents the concept of Super Class AB amplifiers and various circuit
implementations. As an application, a Sample and Hold circuit is described in
Section 3. Section 4 covers the design of class AB amplifiers using quasi-floating
gate transistors. Their application in a VGA and a �� modulator for wearable elec-
troencephalogram monitoring is described in Section 5.
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2 Super Class AB Amplifiers

The first approach presented is what we name “Super Class AB” amplifiers [3].
They are single-stage class AB amplifiers that achieve dynamic current boosting at
both the differential input stage and at the active load. This double boosting allows
very large dynamic currents (ideally proportional to V 4

id with Vid the differential
input voltage) and at the same time very high current efficiency since the large dy-
namic current is generated in the output branch without internal replication. Class
AB operation at the input stage is achieved by low-voltage adaptive biasing tech-
niques, while class AB operation in the active load is achieved using resistive Local
Common-Mode Feedback (LCMFB) [4].

2.1 Principle of Operation

Figure 1 shows how a conventional OTA [Fig. 1(a)] can be converted into a Super
Class AB OTA [Fig. 1(b)]. An adaptive biasing circuit provides very small quiescent
currents IB I AS/2 to M1 and M2. When such adaptive circuit senses a large differen-
tial input, it automatically boosts the bias current provided.

Additional current boosting is obtained by LCMFB via the matched resistors R1

and R2. When no differential input is present, currents I1 and I2 in M1 and M2

are identical and very small, and no current flows through these resistors. However,
upon application of a differential signal, current IR = (I1 − I2)/2 = Id/2 flows
through the resistors, leading to complementary voltage swings at nodes A and B
whose maximum value is RI M AX

R , where R = R1 = R2. If node A has the largest
positive swing, it leads to a peak current in M5 given by

IM AX = β5

2

(
Vc + RI M AX

R − VT H
)2 = β5

2

(√
2Icm

β6,7
+ RI M AX

R

)2

(1)

where saturation is assumed for M5, Vc is voltage at node C, Icm = (I1 + I2)/2, and
βi is the transconductance gain of transistor Mi . If the node with the largest positive
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voltage swing is B, then IM AX flows through M8. In any case the OTA output current
is approximately IM AX . Hence additional current boosting is achieved if RIR is
large enough. Another advantage of LCMFB is the increase in the gain-bandwidth
(GBW) product of the OTA. Compared with the topology of Fig. 1(a), it increases
in gm5,8 RA,B , where RA,B = R||ro6,7||ro1,2 [3].

2.2 Examples of Super Class AB Amplifiers

Different Super Class AB topologies can be obtained using different adaptive bi-
asing techniques in Figure 1(b). Figure 2 shows three alternatives suited for low-
voltage operation. Figure 2(a) [5], [6] consists of two matched transistors M1 and
M2 cross-coupled by two dc level shifters. Under quiescent conditions VSG1

Q =
VSG2

Q = VB , so transistors M1 and M2 carry equal quiescent currents controlled by
VB . If VB is slightly larger than the MOS threshold voltage |VT H |, very low standby
currents can be achieved. However, for instance when VI N+ decreases voltage at
the source of M1 decreases by the same amount whereas the source voltage of M2

stays constant. Therefore, current through M2 increases whereas current through
M1 decreases. The maximum swing of these currents can be much larger than the
quiescent current. The level shifters must have very low output impedance and also
be able to source large currents when the circuit is charging or discharging a large
load capacitance. They should be simple due to noise, speed, and supply restrictions.
A good choice is shown in Fig. 2(b). Each level shifter is built using two transis-
tors (M3, M5 or M4,M6) and a current source IB I AS . We name these level shifters
“Flipped Voltage Followers” (FVFs) [7]. They have a very low output resistance
(typically tens of Ohms) and fulfil the aforementioned requirements. Quiescent cur-
rent in M1 and M2 is the well-controlled bias current IB I AS of the FVFs assuming
that transistors M1, M2, M3 and M4 are matched.
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An alternative technique is shown in Fig. 2(c) [8]. A single dc level shifter sets
the voltage at the common source node of the input differential pair. This voltage
is the common mode voltage of the inputs (VC M ) shifted by VB . Under quiescent
conditions, VSG1

Q = VSG2
Q = VB . Therefore, VB controls the quiescent currents

in a similar way as that of Fig. 2(a). When a differential input is applied, an unbal-
ance in the drain current is produced that is not limited by the quiescent current. A
very efficient implementation of this level shifter is again the FVF, and the resulting
circuit is shown in Fig. 2(d). The FVF bias current IB I AS is the quiescent current of
the input differential pair, assuming matched transistors M1, M2 and M3. A circuit,
named CMS in Fig. 2(c), is required to sense the common mode input voltage VC M

and to apply it to the gate of transistor M3, thus making quiescent currents inde-
pendent of the input common mode voltage and leading to a high Common Mode
Rejection Ratio (CMRR).

Figure 2(e) shows a modification of the idea in Fig. 2(c), where a Winner-Take-
All (WTA) circuit replaces the common mode sensing circuit [3]. The output of
the WTA circuit is the maximum (the “winner”) of the input voltages. Therefore,
voltage at the common source node of the differential pair is the maximum input
voltage VM AX shifted by the constant voltage VB . Under quiescent conditions, input
voltages are equal, and their maximum value corresponds to the common mode
input voltage.

Increasing R1 = R2 = R in the Super Class AB amplifier increases dc gain,
GBW and slew rate. Unfortunately, the maximum value of R is limited due to sta-
bility reasons. It can be shown that phase margin decreases as R increases [3]. A
different approach can be followed, that is illustrated in Fig. 3. It allows increasing
R to achieve high open loop gain and very high slew rate while preserving stability.
Although increasing R decreases the frequency of the internal poles at nodes A and
B, a stable behavior is still possible for moderate capacitive loads if phase lead com-
pensation is used at the output node, by means of a series resistor Rc to create a left
half plane zero at a frequency ωpz = 1/(RcCL ). The zero compensates (partially)
for the phase shift of the internal non dominant poles. The circuit of Fig. 3(a) has
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a conventional class A input stage, and the circuit of Fig. 3(b) has adaptive biasing
following the idea of Fig. 2(c). The difference with the implementation of Fig. 2(d)
is that now a folded Flipped Voltage Follower [7] is used instead of a FVF. Input
common mode sensing is carried out by a capacitive divider, thus not resistively
loading the inputs. The detected input common-mode voltage Vicm is downshifted
by the VGS of MF and applied to the common source of transistors M1 and M2. This
is a very low impedance node, so M1 and M2 form a pseudo-differential pair with
drain currents not bounded by the bias current.

2.3 Measurement Results

A test chip prototype containing the three Super Class AB OTAs with the adaptive
biasing of Figs. 2(b), 2(d), and 2(f) was fabricated in a 0.5 − �m CMOS process,
with nominal nMOS and pMOS threshold voltages of about 0.67 V and –0.96 V,
respectively. Resistors had values of 10 k�, and were implemented using interdigi-
tized polysilicon strips. However, linearity is not critical for the resistors. They can
be implemented by MOS transistors in triode region as will be shown in Section 2.4,
saving active area and with the additional advantage that the resistance value can be
readily programmed using a bias voltage [9]. Supply voltages were ±1 V, and bias
current IB was set to 10 �A. Figure 4(a) shows a microphotograph of the chip, where
the location and relative area of the three OTAs can be observed.

The transient response the OTAs was measured connecting them in unity-gain
configuration, and using a 1-MHz square wave at the input. The output terminal
was connected directly to a bonding pad and no external buffer was employed, so
the load capacitance corresponds to the pad, breadboard, and test probe capacitance.
It is of approximately 80 pF. Figure 4(b) shows in solid line the output of the pro-
posed OTAs and the output of the conventional class A OTA. The input is the dotted

(a)

0 0.5 1 1.5 2 2.5
–1

–0.5

0

V
ol

ta
ge

 (V
)

0 0.5 1 1.5 2 2.5
–1

–0.5

0

V
o

ta
ge

 (V
)

0 0.5 1 1.5 2 2.5
–1

–0.5

0

Time (us)

V
ol

ta
ge

 (V
)

(b)

OTA Fig. 2(b) 
600 μm 

OTA Fig. 2(f) 

OTA Fig. 2(d) 

Fig. 4 (a) Micrograph of the chip containing the super class AB OTAs (b) Transient response of
the OTAs with input stage of Fig. 2b (upper graph), Fig. 2d (middle graph), and Fig. 2f (lower
graph)
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(a) (b)

Fig. 5 (a) Pulse response of conventional Miller OTA with phase lead compensation (upper trace)
and proposed circuit of Fig. 3a (lower trace). CL is 80 pF. Horizontal axis: 1�s/div, vertical axis:
1 V/div. (b) Response of circuits of Fig. 3b (top trace), 3a (middle trace) and conventional Miller
OTA with phase lead compensation (bottom trace) for CL = 500 pF

waveform, almost undistinguishable from the output of the proposed OTAs. Supply
voltage, load, and quiescent currents were identical for all the OTAs. The increase
in slew rate obtained using the Super Class AB OTAs is of more than two orders of
magnitude.

The circuits of Fig. 3 were fabricated in the same technology, along with a con-
ventional Miller OTA with phase lead compensation for comparison. Resistors were
R = 50 k� and Rc = 330� (on chip) and unit transistor sizes were W/L = 25/1
and 60/1 for PMOS and NMOS transistors respectively. IB was 50�A. The circuits
were tested in voltage follower configuration with the common drain of M4 and
M8 connected directly on chip to the negative input terminal. A 250 kHz, 2 Vpp
input pulse signal and supply voltages VDD = 2.2 V, VSS = −2.2 V were used.
Figure 5(a) shows the experimental pulse response of the conventional Miller OTA
with phase lead compensation and the circuit of Fig. 3(a) with CL = 80 pF. Slew
rates are SR = 1 V/�s for the conventional OTA and SR=16 V/us for the OTA of
Fig. 3(a). Figure 5(b) compares the pulse response of the circuits of the conven-
tional OTA and the circuits of Fig. 3 with CL = 500 pF. In this case slew rates had
values SR = 10 V/�s for the circuit of Fig. 3(b), SR = 2.5 V/�s for the circuit
of Fig. 3(a) and SR = 0.2 V/�S for the class A Miller OTA. This corresponds to
maximum output currents with values 5 mA, 1.1 mA and 100�A respectively. These
measurements validate the efficient class AB behavior of the proposed structures.

2.4 Application Example

To show a possible application of super Class AB amplifiers, Fig. 6 shows a Sample
and Hold (S/H) circuit employing them [9]. It operates in two non-overlapping clock
phases, φ1 and φ2. During phase φ1 switches S1 and S2 are closed, and switches
S3 remain open. Therefore, the differential voltage sampled in the capacitors is
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Fig. 6 S/H circuit
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Vid − Vof f , with Vof f the input offset voltage of the amplifier. S1 turns off slightly
after S2 for proper operation. During phase φ2 switches S1 and S2 are open, and
switches S3 are closed, so the differential output voltage is held to the value that Vid

had at the end of phase φ1 irrespective of the input offset. The output switches are
used in our application, an incremental A/D converter, to disconnect the S/H circuit
when a valid output is not present.

The Super Class AB OTA used in the S/H circuit of Fig. 6 is shown in Fig. 7(a).
As compared to the basic topology in Fig. 1(b), several enhancements are included.
First, a fully balanced topology is used, yielding similar positive and negative
settling behavior. Second, dc gain is increased by the use of a cascode output
stage, leading to higher settling accuracy. Third, resistors are implemented by MOS
transistors in the ohmic region (M13 and M14), which saves area, allows the use
of simpler CMOS processes without high resistance poly layers, and allows ad-
justment of the resistance value via VRE S to achieve a target phase margin for a
given CL .

The output common-mode feedback (CMFB) circuit employed is the well-known
topology shown in Fig. 7(b). VOC M is the desired common mode output voltage, and
VB I AS is the nominal bias gate voltage in M5−M6. VC M F is the voltage applied to
the gate of M5−M6.The circuit uses two non-overlapping clock phases. During the
first phase, capacitors C1 sample the voltage VOC M−VB I AS . During the second one,
C1 is in parallel with C2, so VC M F is updated to keep the output common mode
voltage equal to VOC M .

The S/H circuit has been fabricated in the same 0.5 �m CMOS technology as
the other Super Class AB amplifiers. The total silicon area employed is 0.075 mm2.
Poly-poly capacitors of 1 pF were used. The output was connected directly to a
bonding pad and an external buffer was employed, so the load capacitance corre-
sponds to the pad, breadboard and input buffer capacitance. The ideal and measured
waveforms for a sampling rate of 31 kHz can be observed. Note that the output is
only available during phase φ2. The settling time for this large load capacitance is
1.9 �s, and the pedestal error is 900 �V. The measured droop rate is −0.75 mV/�s.
The quiescent power consumption is only 80 �W using a dual supply voltage of
±1.35 V.
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3 Class AB Amplifiers Based on Quasi-Floating Gate Transistors

In this Section another power-efficient approach for the achievement of class AB
operation is presented. Figure 9(a) shows a typical scheme of a class AB amplifying
stage. It is based on the use of a floating battery that allows node B to track voltage at
node A with a dc level shift Vbat . Under quiescent conditions, the quiescent current
is set by voltage at node A and the dc level shift. Under dynamic conditions, signal
variations at node A are transferred to node B allowing to provide output currents
not limited by the quiescent current. The dc level shift has been implemented in sev-
eral ways, e.g. using diode-connected transistors or resistors biased by dc currents.
The disadvantages of these approaches are that the implementation of the battery
requires extra quiescent power consumption and silicon area. Besides the quiescent
current is often not accurately set and dependent on process and temperature varia-
tions, and the parasitics added by this extra circuitry may limit bandwidth.
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Fig. 9 (a) Basic class AB stage using floating battery (b) Implementation of battery using QFG
transistor (c) Possible implementations of Rlarge

3.1 Principle of Operation

Figure 9(b) shows an efficient implementation of this dc level shift using a Quasi-
Floating Gate (QFG) transistor [10, 11]. It is a transistor whose gate (node B) is
weakly connected to a dc bias current VB through a large resistance Rlarge. The input
signal to the gate is applied through a capacitor Cbat . Hence, the quiescent current
of the output branch is accurately set to the bias current IB , regardless of thermal
and process variations as it is set by a current mirror. Under dynamic conditions,
voltage at node A is transferred to node B after being high-pass filtered with a cutoff
frequency 1/(2π RlargeCbat ). Due to the large resistance employed (in the order of
GigaOhms) this cutoff frequency is typically below 1 Hz, so in practice only the dc
component of voltage at node A is not transferred to node B. The large resistance
Rlarge doesn’t need to have a precise value as long as it is high enough to provide a
cutoff frequency 1/(2π RlargeCbat ) lower than the minimum frequency component
in node A to be transferred to node B. Hence, process, voltage and temperature
variations affecting the value of Rlarge are not relevant and it can be implemented
as shown in Fig. 9(c) by a minimum-size diode-connected MOS transistor in cutoff
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region or a minimum-size transistor biased in subthreshold region by another iden-
tical transistor, leading to a compact and power-efficient implementation. Note that
the implementation of the dc level shifter in Fig. 9(b) does not require additional
quiescent power consumption. The increase in silicon area is modest as Rlarge is
made by a minimum-size MOS transistor and Cbat can be small (with the minimum
value imposed by the parasitic capacitance at node B).

The positive slew rate of the circuit of Fig. 9(b) is S R = Imax/CL , where Imax

is the maximum output current available and CL the load capacitor. For a class A
implementation Imax = IB and therefore S R = IB/CL . In the circuit of Fig. 9(b)
when there is no input signal I2 = IB and

VSG2 = V Q
SG2 =

√
2IB

β2
+ |VT H2| (2)

where VT H2 and β2 = �nCox (W/L)M2 are the threshold voltage and transconduc-
tance factor, respectively, of transistor M2. When a large differential input Vin is
applied, this input variation is transferred to the gate of M2, leading to a drain cur-
rent:

I2 = β2

2

(
V Q

SG2 + kVin − |VT H2|
)2

= β2

2

(√
2IB

β2
+ kVin

)2

(3)

Constant k is the attenuation due to the capacitive divider formed by Cbat and
the parasitic resistance CB at node B, and is given by k = Cbat/(CB + Cbat ). It
is approximately 1 if we choose Cbat larger enough than CB . Note from (3) that
current I2 is not bounded by IB , reflecting the class AB operation of the followers.
For large positive Vin the output current is Iout ≈ I2, and maximum output current
amplitude for an input step Vstep is given by approximately:

IM AX ≈ β2

2

(√
2IB

β2
+ k

∣∣Vstep

∣∣
2

)2

(4)

which leads to a S R increase over the class A topology given by:

S RAB

S RA
= IM AX,AB

IM AX,A
≈ β2

2IB

(√
2IB

β2
+ k

∣∣Vstep

∣∣
2

)2

(5)

The analysis is only approximate as it assumes an ideal MOS I-V square law, but
it provides insight about the large-signal class AB operation of the circuit.

The use of this technique to implement a power efficient dc level shift can be
applied to nearly any circuit topology requiring to apply such dc level shift to a
high-impedance node, be it to achieve class AB operation or for any other purpose.
In the following subsections we show some examples.
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3.2 Two stage QFG Class AB Amplifiers

Figure 10 shows how a conventional two-stage Miller amplifier, shown in Fig. 10(a),
can be transformed into a power-efficient class AB amplifier [12] by using the QFG
technique proposed for implementing the battery in Fig. 10(b). Figure 10(c) shows
the resulting single-ended implementation and Fig. 10(d) the differential version.
The fully differential version operates essentially the same way but it features im-
proved rejection to input common-mode and power supply noise and interferences.
The CMFB circuit is not shown for simplicity.

Note that the only difference of the class AB amplifier of Fig. 10(c) with the
conventional version of Fig. 10(a) is that the output transistor M7 is dynamically
biased using the circuit of Fig. 9(b). Hence the output quiescent current has the
same value IB as the class A version of Fig. 10(a). The quiescent current in
M6 is also IB if the W/L is twice that of M3 and M4. In dynamic operation,
when the output of the amplifier is slewing, voltage at node A experiences a large
swing which is translated to node B since capacitor Cbat cannot modify its charge
rapidly through MRlarge. Hence class AB (push-pull) operation of the output stage is
achieved.

Depending on the compensation and load capacitors, the slew rate of the class
AB amplifier can be limited by the first stage due to the limited current delivered to
CC . In this case a low-voltage class AB differential input stage as these shown in
Fig. 2 can be used in order to achieve high slew rate at both the internal node and
the output node of the op-amp.
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3.3 Measurement Results

The circuits of Fig. 10(a) and Fig. 10(c) were fabricated in the same 0.5�m
CMOS technology as in Section 2.3. The following transistor sizes (in �m) were
used: M1, M2 : 30/1, MB, M3, M6 : 60/1, M4, M5 : 10/1, M7 : 20/1.MRlarge :
2/1, Cbat = 3 pF, Cc = 1 pF, Rc = 10 k�. Figure 11(a) shows the microphoto-
graph of the fabricated chip. The area of the class AB op-amp is 195 × 63 �m2. The
circuits were tested with a single supply VDD = 2 V, a bias current IB = 10�A
and CL = 25pF. The measured open loop ac response of the class A and class AB
amplifiers is shown in Fig. 11(b). As expected the dc gain is the same, nearly 45 dB.
Also the gain-bandwidth product is the same, about 11 MHz. However, note that
the unity-gain frequency is 6 MHz for the circuit of Fig. 10(a) and 11 MHz for the
circuit of Fig. 10(b). This is because the non-dominant output pole in the circuit of
Fig. 10(a) is at lower frequencies.

Figure 12(a,b) show the measured input and output waveforms of the op-amps
of Figs. 10(a) and 10(c) respectively, for a 250 kHz 1 Vpp input square waveform.
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Fig. 11 (a) Micrograph of the class A and class AB amplifiers (b) Measured open-loop frequency
response of the class A and class AB amplifiers

Fig. 12 Measured pulse response input and output waveforms (a) Conventional class A amplifier
(b) Class AB amplifier
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The corresponding measured slew rates were 0.41 V/�s and 20 V/�s, respectively.
Hence slew rate enhancement factor is of approximately 50. The large overshoot in
the response of the class A op-amp is an indication of its reduced phase margin with
respect to the class AB op-amp.

3.4 Application Examples

Two applications of the QFG class AB amplifiers will be presented. The first one is
a Variable Gain Amplifier (VGA). The second one is a second-order Sigma-Delta
modulator for Electroencephalogram (EEG) applications, achieving a resolution of
10 bits over a bandwidth of 25 Hz using 1.2 V of supply voltage and only 160 nW
of power consumption.

A. Variable Gain Amplifier.

Figure 13(a) shows a linear OTA in combination with an amplifier operating as
transresistance amplifier. The circuit is based on the Cherry-Hooper amplifier [13]
and behaves as a fully differential CMOS VGA with programmable and accurate
gain and high bandwidth that remains approximately constant with gain adjustment.
The OTA output is connected to a virtual ground, allowing high bandwidth and
relaxing OTA requirements on high output impedance and output swing. Besides
bandwidth of the amplifier is approximately its GBW if RF << RL .
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The linear OTA transforms the input voltage Vid into a current I = Gm Vid with
Gm = 1/Rtun . This current is converted to voltage by the transresistance amplifier
yielding an output voltage Vod = RF I = (RF/Rtun)Vid . Gain can be varied by
changing the adjustable resistance 2Rtun in the linear OTA, which is done by modi-
fying the dc gate control voltage of two series nMOS transistors in triode region that
implement such resistance. The linear OTA is shown in Fig. 13(b). Local feedback
is used to transfer accurately the input voltage to the tunable resistor, where it is
converted to a current IR = Vid/(2Rtun) which is conveyed to the output by a folding
stage. The amplifier is the Super Class AB circuit of Fig. 10(d).

Post-layout simulation results of the circuit in the same CMOS technology used
in the other Sections confirm that bandwidth remains constant at 47 MHz for a gain
variation in two decades (1–100) and CL = 15 pF. SFDR is 64 dB for a gain of
10, an output voltage of 1 Vpp at 1 MHz, and a 3.3 V supply voltage. A bread-
board implementation using a CA3280 bipolar OTA and an AD823 op-amp with
GBW = 16 MHz also verify the circuit. Dual supply voltages ±5 V, RF = 1.6 k�
were used. The bandwidth of the VGA is approximately constant (10.2 MHz) for
gains from 1 to 22.

B. Second-order Sigma-Delta modulator

There is an emerging scenario in the field of remote sensing of biomedical sig-
nals which requires portable and wearable ultra low-power equipment. This trend
is especially significant for long-term EEG (Electroencephalogram) monitoring for
epilepsy and other neurological diseases. This equipment allows to implement a re-
mote EEG monitoring for an extended period of time without requiring the presence
of the person in the medical facility.

The basic block diagram of a low-voltage low-power front-end suitable for a
wearable EEG system is shown in Fig. 14. The input signal from the scalp electrodes
is very slow (0.2–25 Hz), and shows a very low frequency drift due to the varia-
tion with time of the impedance of the electrodes. The instrumentation amplifier
increases the signal level by 40 dB and at the same time filters out these undesired
very low frequency variations. Flicker noise is reduced by a chopper technique.
Then an antialiasing filter removes the input signal spectral components below half
the Nyquist frequency (i.e. below 50 Hz/2=25 Hz) of the subsequent 10-bit ADC.
Finally the signal is digitized and further processed in digital form. Very low volt-
age and extremely low power are required in the front-end to make the system truly
wearable. To achieve this goal, the design of the ADC in the front-end is critical.

Instrumentation
amplifier Filter

SD ADC DSPEEG signal

Fig. 14 Front end of wearable EEG system
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Fig. 15 Second-order Discrete-Time Sigma-Delta Modulator

A simple and power efficient architecture for high resolution ADCs in the range
of biomedical signals is the classical second-order �� modulator (Fig. 15). The
architecture is simple, robust against component mismatch and can be made un-
conditionally stable. Behavioral simulations show a Dynamic Range (DR) of 72 dB
with an oversampling ratio of 64, which is enough to achieve the 10 bit resolution.
In order to get an unconditionally stable modulator and to maximize the integrators
output swing, the coefficients have been chosen as a1 = b1 = b2 = 0.25 and
a2 = 0.5.

Figure 16 shows the SC implementation of the modulator of Fig. 15. The archi-
tecture is composed of two integrators, a comparator and a 1-bit digital-to-analog
converter. Correlated Double Sampling (CDS) has been used in the integrators in
order to remove offset and to shape the flicker noise outside the signal band. The
CDS integrators operate as follows: During clock phase φ1 the amplifier flicker
noise and offset is sampled across CC DS . During clock phase φ2 the flicker noise
an offset are cancelled by the voltage stored in CC DS .

To achieve the required low voltage and low power operation, the fully differen-
tial class AB QFG amplifier of Fig. 10(d) has been used. Due to the low bandwidth
required, transistors are biased in weak inversion to minimize power consumption.
Bias current and transistors sizes are set to enforce the settling requirements. At
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1.2 V supply and a bias current of 3 nA, the op-amp achieves a simulated low
frequency gain of 90 dB, a unity-gain bandwidth of 30 kHz and a slew rate of
10 kV/ms with 150 fF load capacitor. The dissipation is 4 nA for the input stage
and 8 nA for the output stage.

Another issue in the Sigma-Delta modulator of Fig. 16 is the design of the
switches to achieve wide dynamic range using only 1.2 V of supply voltage. Rail-to-
rail switches are required to maximize such dynamic range. As the supply voltage is
low, not enough overdrive is provided to the gates of transistors used as switches to
be turned on over the whole signal range. To solve this limitation, the QFG technique
is employed also in the switches. Figure 17 shows a low voltage analog switch based
on two QFG transistors [14]. The two complementary QFG transistors, Mpass N and
Mpass P , are connected in series in order to get a rail-to-rail operation. The gate
of Mpass N is weakly tied to VDD through a large non-linear resistor implemented
by transistor MRlarge1. The gate is also coupled to the clock signal though a small
valued capacitor, C1, so that the clock signal is transferred to the quasi-floating gate.
The capacitor performs a level shift of approximately VDD , which allows switching
under very low-voltage restrictions. Note that the switch implemented by Mpass N is
not rail-to-rail because it is not possible to turn off the transistor for input signals
near the negative rail. The rail-to-rail operation is achieved thanks to QFG transistor
Mpass P . The gate of Mpass P is weakly tied to the negative rail through a pMOS
transistor, which acts as a very large (MRlarge2) voltage-dependent resistor. A com-
plementary clock signal is coupled to the gate of Mpass P . Now, when the switch
is off, transistor Mpass P will be in cutoff for input signals near the negative rail,
whereas transistor Mpass N will be in cutoff for input signals near the positive rail.
Therefore, rail-to-rail operation is achieved.

The Sigma-Delta modulator has been implemented using the same 0.5�m CMOS
technology mentioned in previous Sections. The chip microphotograph is shown in
Fig. 18(a). A sinusoidal input of 5 Hz and 362 mVpp has been used to characterize
the dynamic performance. Figure 18(b) shows the output spectrum of the modulator,
featuring a SNDR of 60.82 dB. Under these conditions, the power consumption is
only of 160 nW. The measured dynamic range is 67.4 dB, which corresponds to
10.75 effective bits.

Fig. 17 QFG rail-to-rail
switch
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Fig. 18 (a) Micrograph of the ΣΔ modulator (b) Measured output spectrum with an input signal
of 362 mVpp and 5 Hz

4 Conclusions

Novel amplifier topologies able to operate with low supply voltage have been pre-
sented. Operation in class AB is obtained with simple techniques, like resistive local
common-mode feedback and quasi-floating gate transistors. This simplicity leads to
an efficient use of the power supplied. Application examples of the proposed am-
plifiers have been shown to illustrate potential fields where the proposed techniques
are of interest.
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Integrated Amplifier Architectures for Efficient
Coupling to the Nervous System

Timothy Denison, Gregory Molnar and Reid R. Harrison

Abstract Monitoring the electrical activity of multiple neurons in the brain could
enable a wide range of scientific and clinical endeavors. An enabling technology for
neural monitoring is the interface amplifier. Current amplifier research is focused
on two paradigms of chronically sensing neural activity: one is the measurement of
‘spike’ signals from individual neurons to provide high-fidelity control signals for
neuroprosthesis, while the other is the measurement of bandpower fluctuations from
cell ensembles that convey general information like the intention to move. In both
measurement techniques, efforts to merge neural recording arrays with integrated
electronics have revealed significant circuit design challenges. For example, weak
neural signals, on the order of tens of microvolts rms, must be amplified prior to
analysis and are often co-located with frequencies dominated by 1/ f and popcorn
noise in CMOS technologies. To insure the highest fidelity measurement, microp-
ower chopper stabilization is often required to provide immunity from this excess
noise. Another difficulty is that strict power constraints place severe limitations on
the signal processing, algorithms and telemetry capabilities available in a practical
system. These constraints motivate the design of the interface amplifier as part of a
total system–level solution. In particular, the system solutions we pursued are driven
by the key neural signal of interest, and we use the characteristics of the neural
code guide the partitioning of the signal chain. To illustrate the generality of this
design philosophy, we discuss state-of-the-art design examples from a spike-based,
single-cell system, and a field potential, ensemble neuronal measurement system,
both intended for practical and robust neuroprosthesis applications.

1 Introduction to Neural Sensing

The measurement of neurophysiological activity spans a range of modalities for ap-
plications ranging from seizure monitoring to motor neuroprosthesis. As illustrated
in Fig. 1, neuronal activity can be measured with anumber of techniques, ranging
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Fig. 1 Relative comparisons of the three primary neural recording technologies including esti-
mates of spatial resolution, bandwidth and signal levels

in resolution from single cell recording of action potentials to the measurement of
gross cortical activity with the surface electroencephalogram (EEG). Each technique
has its trade-offs. Single-cell recording provides the highest spatial resolution, but
at the cost of increased amplifier power, the need for pre-processing of information
prior to telemetry, and challenging requirements for chronic electrode-tissue inter-
face stability. EEG provides the least invasive recording method, but at the expense
of small signals subject to artifacts and limited spatial-temporal resolution. The
measurement of ensemble activity around an electrode, called local field potentials
(LFPs), provides a compromise between power dissipation and spatial resolution,
but signals can be smaller than spikes and reside in a region often dominated by 1/ f
or popcorn noise. In practice, the choice of a particular measurement approach is a
balance of several system constraints, including the measurement electrode’s spatial
resolution, the desired neurophysiological information content, and the power re-
quirements for sensing, algorithm/control and telemetry. Finding the proper balance
between signal coding and technical trade-offs is key to building practical neuro-
prothetic applications. For a survey of these technologies and applications, we refer
the readers to 1-28.

To address the breadth of state-of-the-art neural recording techniques, this chapter
is organized into two sections. The first section discusses the design of single-cell
“spike-based” systems that are used for prosthesis requiring fine motor control. The
second describes amplifiers targeting field potentials that are useful for ‘simpler’
prosthetic systems like a cursor controller, and monitoring diseases of gross neu-
ronal activity like seizures and movement disorders.

2 Neural Spike Amplification

The measurement of neural spikes provides a direct linkage into the single-cell cod-
ing of the brain. This high fidelity neural decoding can be used in applications like
an arm prosthetic by decoding neurons from an electrode array placed in the motor
cortex to servo a robot arm [12]. To be practical, the spike-based system design
requires careful balancing of signal amplification, power, and data compression.
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A. Design Requirements

Due to the small amplitude of neural signals recorded extracellularly and the high
impedance of the electrode-tissue interface, amplification must be performed be-
fore these signals can be digitized or analyzed in any way. An integrated front-end
amplifier for neural signals must:

(1) have sufficiently low input-referred noise to resolve spikes as small as 30 �V in
amplitude;

(2) have sufficient dynamic range to convey spikes or LFPs as large as ±1−2 mV
in amplitude;

(3) have much higher input impedance than the electrode-tissue interface and have
negligible dc input current;

(4) amplify signals in the frequency bands of interest (roughly 300–5 kHz for spikes
and 10–200 Hz for local field potentials);

(5) block dc offsets present at the electrode-tissue interface to prevent saturation of
the amplifier; and

(6) consume little silicon area, and use few or no off-chip components to minimize
size.

In addition to these requirements, the amplifier should have a high common-mode
rejection ratio (CMRR) to minimize interference from 50/60 Hz power line noise,
and a high power-supply rejection ratio (PSRR) if power supply noise is significant
(e.g., from ac inductive power links). Arrays of amplifiers should have low crosstalk
between channels.

To reduce pickup of 50/60 Hz noise, microphonics, and other capacitively- and
inductively-coupled interferers, the distance between electrode and amplifier should
be minimized. Additionally, tethering forces introduced by wires cause problems for
electrode inserted into the soft, pliable brain tissue. Thus, the amplifiers are ideally
attached directly to the electrodes very near the recording site. This proximity of
the electronics to living tissue imposes strict limits on the amount of power that
can be dissipated by the circuitry; if cells are exposed to elevated temperatures
for extended periods of time, they will die [9, 10]. Thus, we add another require-
ment for neural signal amplifiers: operation at low power levels to minimize tissue
heating.

The precise limits to power dissipation in implanted devices can be difficult to
establish. Most devices are designed to limit the chronic heating of surrounding tis-
sue to less than 1◦C. Thus, the size and shape of a device determine its power limits.
Preliminary experiments have shown that an implanted cortical 100-electrode array
with integrated electronics measuring roughly 6 mm×6 mm×2 mm can safely dis-
sipate approximately 10 mW of power [29, 30]. This power limit poses a challenge
for high-channel-count recording systems since each electrode requires a dedicated
low-noise amplifier.

A rough order-of-magnitude analysis of multi-channel neural recording de-
vices presents a sobering picture for circuit designers: with modern MEMS arrays
providing approximately 100 electrodes and a power dissipation limit of 10 mW,
each channel must consume less than 100 �W, and this does not even include shared
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resources on a chip such as A/D conversion, power regulation, control, and telemetry
circuits.

B. Circuit Architecture and Design Techniques

Figure 2 shows the schematic of a neural signal amplifier that was first described
in [32]. The amplifier is based around an operational transconductance amplifier
(OTA) that produces a current proportional to the differential voltage applied to its
inputs, where Gm is the constant of proportionality. A capacitive feedback network
consisting of C1 and C2 capacitors sets the midband gain of the amplifier. (Cin mod-
els the input capacitance of the OTA, as well as any bottom-plate capacitance from
C1 and C2.) The input is capacitively coupled through C1, so any dc offset from
the electrode-tissue interface is removed. C1 should be made much smaller than the
electrode impedance to minimize signal attenuation.

The R2 elements shown in the feedback loop represent lossy elements that set the
low-frequency amplifier cutoff; they may be implemented using real resistors, but
the MOS-bipolar element used in [32] provides an area-efficient means of creating
a small-signal resistance of >1012 � for low-frequency operation (i.e., LFPs). The
long time constant associated with this pole can cause the amplifier to recover slowly
from large transients, so the MFS transistors can act as switches to implement a ‘fast
settle’ function.

Figure 3(a) shows a gain vs. frequency plot for the neural amplifier in Fig. 2. The
approximate transfer function is given by
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Fig. 3 (a) Log-log plot of
gain vs. frequency for the
neural amplifier shown in
Fig. 2. (b) Log-log plot of
neural amplifier output noise
vs. frequency

log frequency (Hz)

(b)

(a)

lo
g 

ga
in

 (
V

/V
) AM = 

fL =
2πR2C2

1
fH =

2πCLAM

Gm

fz = fH C2
2

C2

CL

CLC1

C2

C1

noise 
from 2×R2

log frequency (Hz)

fHfL fcorner

vnia

√2vnR

total noise

noise 
from OTA

lo
g 

ou
tp

ut
 v

ol
ta

ge
 n

oi
se

 (
V

/√
H

z)

vnia

C1+C2+Cin

fL

C2

C1+C2+Cin

C2

The midband gain AM is set by the capacitance ratio C1/C2, and the gain is
flat between the lower and upper cutoff frequencies fL and fH . The lower cutoff
frequency is determined by the product of R2 and C2, while the upper cutoff is
determined by the load capacitance CL , the OTA transconductance Gm , and the
midband gain. Capacitive feedthrough introduces a right-half-plane zero at fz . This
zero can be pushed to very high frequencies (higher than secondary poles due to
parasitic capacitances in the OTA) by setting

C2 <<
√

C1CL (2)

so that it has little practical effect on amplifier operation.
The thermal noise sources in the neural amplifier are shown in Fig. 2 as voltage

sources vnia and vn R . The source vnia models the input-referred voltage noise of the
OTA. The two vn R sources model the thermal noise (or Johnson noise) contributed
by the resistive R2 elements in the feedback loop. If both vnia and vn R are taken to
by white (i.e., ignoring 1/ f noise), their contributions to the total amplifier output
noise are shown in Fig. 3(b). The OTA contributes noise primarily between fL and
fH . Below a particular frequency, the noise contribution from vn R will dominate;
we denote this frequency fcorner. If R2 is implemented as a real resistor so that its
noise spectral density is
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v2
n R ( f ) = 4kT R2 (3)

and C1 >> C2, Cin, then fcorner is approximately

fcorner ≈
√

3CL

2C1
fL fH . (4)

(A similar result is obtained for the MOS-bipolar element used as R2 in [32].)
To minimize the noise contribution from the R2 elements, we should ensure that
fcorner<< fH . For resistive R2 elements, this can be accomplished by designing the
amplifier so that

CL

C1
<<

2

3

fH

fL
. (5)

In practical circuits, the 1/ f noise from the OTA may dominate the noise con-
tributed by the R2 elements. However, if multi-transistor, amplifier-based circuits
are used as R2 feedback elements, the increased thermal noise from these circuits
may masquerade as increased 1/ f noise as shown in Fig. 3(b).

If the noise contribution from R2 is negligible (i.e., fcorner<< fH ) and C1>>C2,
Cin, then the output rms noise voltage of the neural amplifier in Fig. 2 is dominated
by the noise from the OTA. Thus, the design of the OTA is crucial to minimize
the overall noise of the neural amplifier. We use a cascoded current-mirror OTA as
shown in Fig. 4, but other topologies such as a folded cascode amplifier would work
as well. The input-referred thermal noise spectral density of this OTA is given by

v2
nia ( f ) = 16kT

3gm1

(
1 + 2

gm3

gm1
+ gm7

gm1

)
(6)

where gm1 is the transconductance of the input devices M1 and M2, gm3 represents
the transconductance of the nMOS current mirror devices M3−M6, and gm7 repre-
sents the transconductance of the pMOS current mirror devices M7 and M8. The

Fig. 4 Schematic of
operational transconductance
amplifier (OTA) used in the
neural amplifier shown in
Fig. 2
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biasing transistors (MM1 and MM2) and the cascode transistors (MC1 and MC2) con-
tribute negligible noise.

As described in [32], the input-referred noise of this OTA can be minimized by
ensuring that gm1>>gm3, gm7. This is accomplished by sizing the transistors so that
M1 and M2 operate in weak inversion where the ratio of device transconductance
to drain current (gm/ID) is maximum and M3−M8 operate deep in strong inversion
where gm/ID is greatly reduced [33–36].

Perhaps the most critical tradeoff in neural amplifier design is that between power
dissipation and input-referred noise. A dimensionless figure of merit that captures
the essence of this tradeoff clearly is the noise efficiency factor (NEF), first proposed
in [31]:

NEF ≡ Vni,rms

√
2Itot

π · UT · 4kT · BW
(7)

where Itot is the total amplifier supply current, UT is the thermal voltage kT/q, BW
is the amplifier bandwidth, and Vni,rms is the amplifier’s input-referred rms voltage
noise. An amplifier with noise contributed only by the thermal noise of a single ideal
bipolar transistor has an NEF = 1; all physical circuits have NEF > 1. In [32], we
demonstrated that the NEF of CMOS neural amplifiers is minimized by selectively
operating transistors in weak or strong inversion as described above.

Figure 5 shows a photograph of a 100-channel neural recording system with
integrated ADC and wireless RF telemetry. The chip measures 4.7 mm × 5.9 mm
after fabrication in a 0.5 − �m 2-poly, 3-metal CMOS process. Each amplifier fits
into a layout area of 400 �m×400 �m so that it may be flip-chip bonded to the back
of a Utah Electrode Array for complete integration. The amplifiers on this chip were
designed for an input-referred noise of 5 �Vrms to reduce the required layout area.
Since the layout area of neural amplifiers is typically dominated by capacitance and
C ′ for linear capacitors does not scale dramatically in deep submicron processes,
moving to smaller processes results in modest area savings.

Fig. 5 Photograph of
100-channel neural recording
integrated circuit. The chip
measures 4.7 mm × 5.9 mm
and includes an ADC, spike
detectors, and a wireless RF
telemetry system [8]
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C. Signal Digitization

To permit the robust transmission of neural data across a wireless channel, the am-
plified neural signals must be converted into a digital representation. Figure 6 shows
a variety of techniques for performing this digitization. In all cases, a preamplifier
must be used first to boost the microvolt-level electrode signal and dramatically
lower the driving impedance.

The most straightforward technique for digitizing the neural signal is to pass
the wideband amplified signal through an analog-to-digital converter (ADC), as
shown in Fig. 6(a). If LFP information is not needed, it can be eliminated with a
high-pass filter prior to digitization, as shown in Fig. 6(b). Most commercial neu-
ral recording equipment (mounted in large rack-mount cases and supplied by ac
wall power) operates in one of these modes using sampling rates of approximately
30 kS/s with resolutions of 12–16 bits (e.g., [38]). These systems thus produce data
rates of 36–48 Mb/s from a 100-electrode array. A reduced sampling rate of 15 kS/s
and resolution of 10 bits [as shown in Fig. 6(a) and (b)] is sufficient for most scien-
tific and clinical applications, but this still yields a data stream of 15 Mb/s for 100
electrodes.

Transmitting data at these rates over a wireless transcutaneous link is diffi-
cult or impossible to achievable in small, implanted systems that are severely
power constrained. RF links are handicapped by the fact that the tissue absorp-
tion of electromagnetic radiation follows an f 2 trend. Infrared light penetrates
bone and tissue with little attenuation, but optical links require a fair amount of
power. Recently, transcutaneous data transfer at 40 Mb/s was demonstrated, but the
power consumption of the transmitter was 120 mW [39]. Clearly, implantable high-
channel-count neural recording devices will likely require circuitry for on-chip data
compression.

Fig. 6 Block diagram
showing six different
techniques for digitizing
various aspects of a neural
signal
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3 Efficient Signal Processing: Adaptive Neural Spike Detection

When one considers the nature of typical neural signals, it is clear that far too much
information is being transmitted in Fig. 6(a) and 6(b). For many scientific and neu-
roprosthetic applications, the only relevant information is the presence and timing
of action potentials to an accuracy of approximately 1 ms. Detecting the presence or
absence of a spike every 1 ms produces a 100 kb/s data stream for a 100-electrode
system. This data rate could be reduced even further by the use of an asynchronous
protocol that transmits data only when spikes appear (e.g., [40]). Cortical neurons
exhibit firing rates around 10 Hz, and in a 100-channel system, the “address” of each
spike can be encoded in a 7-bit number representing its electrode of origin. If we
transmit an address only when a spike occurs, our data rate can be reduced to an
average of 7 kb/s. A system described in [7] sends the address of spikes and uses a
5-bit ADC to transmit the amplitude of the spike as well.

The remaining problem is how to perform this data reduction from noisy analog
waveform to identified spikes in a small, low-power device. The amplitude of spikes
recorded extracellularly can vary widely from one electrode to the next depending
on the relative position and orientation of the recording site and the cell carrying the
impulse. Additionally, background noise caused by distant neural activity, electrode
noise, and electronic noise in the preamplifier can vary with time, temperature, and
electrode position.

A straightforward technique shown in Fig. 6(c) is to set a spike-detection thresh-
old manually using a digital-to-analog converter (DAC). This technique has been
implemented in a 100-channel wireless neural recording system that transmits one
user-selectable channel using the technique shown in Fig. 6(b), while spike data
from all 100 channels are transmitted using manual spike thresholding [8]. The
ADC allows the user to observe the waveform from each electrode in turn and set
an appropriate spike-detection threshold using local DACs.

In the future, it would be advantageous for the implanted device to autonomously
set spike detection thresholds for each channel. In pursuit of this goal, we developed
a small mixed-signal circuit to adaptively set spike detection thresholds above a
background noise level.

A. Adaptive Spike Detection Algorithm

The goal of our spike-detection algorithm (first described in [41]) is to adaptively
set a detection threshold that is low enough to capture action potentials, but high
enough to reject occasional peaks in the background noise. We assume Gaussian
background noise having a mean of zero. (Measured background noise from actual
neural recordings has a roughly Gaussian distribution, though the tails are slightly
wider [42].) Therefore the noise is entirely described by its rms value, which is
equivalent to its standard deviation, �. If we can measure the rms level � of the
background noise, we can set a threshold to some multiple of � and reject all but a
vanishingly small fraction of the background noise. For example, with a threshold of
5�, the probability of Gaussian noise triggering the spike detector is approximately
3 × 10−7.
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Fig. 7 If Gaussian noise (top)
is passed through a
comparator having a
threshold set to the rms value
of the noise (dotted line), the
resulting digital signal
(bottom) made up of zeros
and ones has a dc level of
0.159 (dotted line)

To develop a simple method for measuring �, we observe that if a threshold is set
at �, the probability of Gaussian noise exceeding this threshold is 0.159. Figure 7(a)
shows a noise waveform and a threshold level of 1 �. After comparing the noise with
this threshold, we get a digital waveform having a duty cycle (i.e., the fraction of
time the waveform is high) of 0.159 [see Fig. 7(b)]. The duty cycle is proportional
to the dc level of this digital waveform, and we can use this signal as feedback to
servo a reference voltage to the 1 � level of the waveform.

Figure 8 shows a block diagram of the proposed adaptive spike detection al-
gorithm. Comparator A is used in a feedback loop (with a gain of K ) that servos
the duty cycle of its output to 0.159, thus setting V1� to the rms level of the input
waveform. This voltage is then amplified by a constant N typically having a value
of five or greater. The resulting voltage VN� is used as the threshold level for Com-
parator B. Thus, the circuit performs spike detection using a specified multiple of
the background noise rms value.

The presence of spikes in the waveform will lead to errors in our estimate of the
noise rms level since the V1� feedback loop does not distinguish between spikes and

Fig. 8 Block diagram of the
adaptive spike detection
algorithm
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background noise. However, if the spikes are approximately ac balanced (as most
biphasic spike waveforms are) and occur relatively infrequently, they should have
little effect on the rms noise estimate.

B. Circuit Design and Implementation

We implemented the adaptive spike detection algorithm in a CMOS integrated cir-
cuit with the goal of minimizing power consumption and chip area. The circuit
was completely integrated in a 1.5 − �m 2-metal, 2-poly CMOS process, using no
off-chip components.

A schematic of the adaptive spike detection circuit is shown in Fig. 9. Compara-
tors A and B are implemented using standard regenerative latch-and-hold topolo-
gies [37]. The duty cycle of comparator A is calculated using an OTA to realize
a Gm − C low-pass filter. By biasing this OTA in the subthreshold region, cutoff
frequencies below 1 Hz may be achieved [34]. The high-frequency oscillations of
the digital waveform are attenuated leaving only the dc level, which is proportional
to the duty cycle of the waveform. By taking a “running average” of the duty cy-
cle using this leaky integrator, the circuit is able to adapt to time-varying levels of
background noise. The time constant of this filter sets the adaptation time constant.

An nMOS differential pair is used to compare the output of the low-pass filter
to the reference voltage Vduty = 0.159VDD, which corresponds to a low-pass filter
output indicating Comparator A is operating at the 1� threshold level. Current from
one leg of the differential pair is mirrored using a pMOS current mirror and driven
into two resistors in series. These resistors convert the current into two voltages:
V1� = IR and V5� = 5IR. To save chip area, these resistors were implemented as
nMOS transistors operating in the deep triode (linear) region.

Fig. 9 Schematic of the
adaptive spike detection
circuit
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C. Circuit Testing

We tested the adaptive spike detector using a synthetic waveform programmed into
an arbitrary waveform generator (Agilent 33120A). The test waveform consisted of
three typical extracellular action potentials embedded in a background of Gaussian
noise, and represented the output from a preamplifier in a neural recording system.
The first 10 ms of the test waveform is shown as the input waveform in Fig. 10. The
rest of the waveform consisted only of noise. The waveform was 80 ms in length
and was played in a loop so the burst of three spikes appeared periodically at a rate
of 12.5 Hz.

We applied this waveform to the input of the adaptive spike detector. The ampli-
tude of the waveform was set so that the largest spike had an amplitude of 70 mV,
and the background noise had an rms value of 5.5 mV. (Assuming a preamplifier
with a gain of 60 dB, this corresponds to a spike amplitude of 70 �V and a noise
rms value of 5.5 �V at the electrode.) Fig. 10 shows the input waveform along
with the value of V5� and the output of Comparator B. The adaptive spike detector
successfully sets the threshold to an appropriate level to detect spikes but reject
noise.

The amplitude of the input waveform (largest spike) was varied from 23 mV
to 116 mV (and the rms noise level varied from 1.8 mV to 9.2 mV). The circuit
functioned correctly as the amplitude of the background noise changed by a factor
of five. Figure 11 shows the response of the circuit to a waveform containing only
noise and no spikes. The algorithm succeeded in rejecting the noise completely
despite occasional peaks in the Gaussian waveform. (In Figs. 10, 11, the 0–5 V
digital output voltage is scaled down for clarity.) The circuit consumed 57 �W, and
the two comparators consumed 91% of this power, so future work will focus on
reducing their power dissipation.

Fig. 10 Measured output of
adaptive spike detection chip
for input amplitude of 70 mV
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Fig. 11 Output of adaptive
spike detection chip with
input of bandlimited
Gaussian noise only

4 Neural Field Potential Amplification

The previous section discussed the design of efficient spike-based measurement sys-
tems. A complimentary area of neural signal processing is being explored with local
field potentials (LFPs). LFPs represent the ensemble activity in the vicinity of the
electrode, which can include many thousands of cells. These signals can be useful
for measuring more gross activity in a neural circuit, such as generalized motor
activity for simple prosthetics, seizures and awareness. This section will provide an
overview of state-of-the-art techniques for field potential measurement, which also
translate to surface EEG recording.

A. Design Requirements

Low frequency power fluctuations of LFPs within discrete frequency bands pro-
vide a useful biomarker for discriminating normal physiological brain activity from
pathological states. Because LFPs represent the ensemble activity of thousands to
millions of cells in an in vivo neural population, their recording generally avoids
chronic issues like tissue encapsulation and micromotion encountered in single-unit
recording [48,49]. LFP biomarkers are ubiquitous and span a broad frequency spec-
trum, from ∼1 Hz oscillations in deep sleep to >500Hz “fast ripples” in the hip-
pocampus, and show a wide bandwidth variation. As an example, Fig. 12 illustrates
high gamma band power fluctuations in the motor cortex signaling motion intent.
The ability of a primate to signal an intention to move, and further modulate this
band for refinement of control, has motivated it’s use as the input for a prosthetic
actuator [48, 49]. This example also demonstrates a trend in neuronal sensing sys-
tems towards using higher frequency bandpower tracking from signals that were
previously filtered out of surface EEG recording [49]; this trend exacerbates the
use of digital processing to track key biomarkers due to power penalty of Nyquist
sampling and high-rate digital processing

As the LFP biomarkers increase in frequency, the nature of their encoding moti-
vates a new circuit architecture that directly extracts energy at key neuronal bands
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Power Band

Motion

Fig. 12 An example of spectral band fluctuations in the motor cortex preceeding motion [48].
This biomarker can be used to control a prosthesis using bandpower fluctuations under conscious
control. Reprinted with permission

and tracks the relatively slow power fluctuations – much as an AM radio produces
audio signals from the high-frequency carrier signal. By partitioning the neural in-
terface for analog extraction of the relevant power fluctuations prior to digitization,
the back-end requirements for sampling, algorithms, memory, & telemetry are re-
lieved [50].

Similar to a spike-based system, the small amplitude of neural signals recorded
extracellularly requires amplification before these signals can be digitized or ana-
lyzed in any way. An integrated front-end amplifier for neural signals must:

(7) have sufficiently low input-referred noise to resolve local field potential (LFP)
fluctuations as small as 1 �V-rms in amplitude;

(8) have sufficient dynamic range to convey LFPs as large as ±1−2 mV in ampli-
tude;

(9) have much higher input impedance than the electrode-tissue interface and have
negligible dc input current (note that the impedance off large platinum-itidium
electrodes is an order of magnitude smaller than a MEMS array).

(10) amplify signals in the frequency bands of interest (roughly 1–500 Hz for local
field potentials);

(11) reject low frequency drift (1/ f ) and popcorn noise which might compromise
the signal;

(12) block dc offsets present at the electrode-tissue interface to prevent saturation
of the amplifier; and

(13) use few or no off-chip components to minimize size. Note that for this applica-
tion amplifier size is not as critical since we are measuring ensemble activity
and do not require a large array of amplifiers.
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B. Additional System Considerations

To achieve a practical chronic LFP measurement system, we want to extract the
key physiological information prior to digitization. This design approach is simi-
lar in spirit to the 1-bit digitizer in a spike-based prosthesis, but we now focus on
bandpower measurements. As highlighted in Fig. 13, we partitioned our sensing
and algorithmic research prototype into three key blocks: a sense interface amplifier
that connects to the electrodes for conditioning and amplifying field potentials, a
microprocessor or equivalent processing unit for performing algorithms on the sig-
nal based on feature extraction, and a memory unit for recording events or general
data-logging. The partitioning of the signal chain between analog and digital blocks
is not arbitrary – we focused on designing a robust analog front-end to extract the
core information of interest and thereby maximize information content prior to dig-
itization. This allows us to run the digitizer and algorithms in the microprocessor
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at low rates, utilizing less than one percent of the available processor resources
and keeping system power below 25 �W/sensing channel. To put this power budget
into perspective, DBS therapies requires on the order of 500 �W for tissue stimu-
lation. Although the choice of this architecture provides the necessary flexibility in
the algorithm by using a microprocessor, it does place demands on the design of
the analog preprocessing block to maintain flexibility and acceptable accuracy over
manufacturing corners.

C. Micropower Chopper-Stabilized Amplification Strategy

To resolve LFPs in the presence of 1/f and popcorn noise, we used a chopper sta-
bilized amplifier. Chopper stabilization is an established technique for suppress-
ing offsets and drift, and has been explored extensively for biomedical applica-
tions [51, 52]. Figure 14 illustrates the core elements of a typical open-loop chop-
per amplifier. At the input, a CMOS switch modulator shifts the input signal, Vin,

prior to entering the amplifier at node VA. The choice of the modulation (chop-
ping) frequency is set by the amplifier’s excess noise, illustrated as “aggressors”
superimposed at node VA. The modulation frequency should be higher than the
1/ f noise corner, as described in [57]. Post-amplification, a second demodulator at
VA’ translates the signal back to baseband while shifting the aggressors up to the

Vin Vout
Ao

Modulation

VBVA

Amplifier LPF

Aggressors
(1/f, drift, popcorn)

VA Signal

VA’

timetime

VA’

timetime

VoutVB

Offset*Gain

Effective Gain
= Ao*(1-4τ /

CMOS Switch CMOS Switch

T)

Fig. 14 Distortion and headroom problems encountered with an open-loop, low-power chopper
amplifier architecture [57]
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modulation frequency. The final lowpass filter of the signal at VB then suppresses
the up-modulated offsets and 1/ f noise from the amplifier at the output, Vout. Chop-
per stabilization suppresses the low-frequency noise with minimal signal or noise
aliasing.

As summarized in [51], chopper stabilized amplifiers provide excellent microp-
ower conditioning of a neural signal in the presence of excess noise from the pro-
cess. Figure 15, for example, shows the elimination of popcorn noise from a signal
by chopping above the Lorentzian corner for the process. In addition, the baseline
NEF on the order of 4 represents state-of-the-art performance for general low-noise
instrumentation amplifiers. However,as highlighted in the Fig. 13, the amplification
of the signal is only one facet of a complete system design.

The extraction of the biomarkers requires additional signal processing, and this
must be done with a power budget on the order of 10 �W. If done with a micro-
processor, this requires digitization of the signal at relatively high Nyquist sampling
rates (∼500Hz) and relatively fast digital signal processing. Using off-the-shelf pro-
cessors, this processing burden requires up to 1000 × the power of the amplification
process – hardly a good use of system power resources. In the spirit of the thresh-
old detector for spikes, we will next describe a modest adaptation of the chopper
amplifier that extracts key biomarker of interest. With this simple but robust ana-
log preprocessing step, the overall system power drops by more than two orders of
magnitude to help enable a practical LFP measurement architecture.
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5 Efficient Signal Processing: Bandpower Extraction
of Field Potential Biomarkers

A. Analog Preprocessing with the Heterodyning Chopper

The goal of the chopper-based analog preprocessing block is to extract bandpowers
at key physiological frequencies with an architecture that is flexible, robust and
low-noise; parts of this work were previously discussed in [56]. Chopper stabilized
amplifiers were adapted for this purpose to provide wide dynamic range, high-Q
filters. The key design change from [51] is to displace the clocks within the chopper
amplifier to translate the frequency of the signal. As illustrated in Fig. 16, the up-
modulator is set to one frequency, Fclk. At node VA, the signal is then centered about
the Fclk modulation frequency, well above the excess aggressor noise (1/ f , pop-
corn). Demodulation is performed with a second clock of frequency Fclk2 = Fclk+�.
The net deconvolution of the signal and the demodulation clock re-centers the signal
to dc and 2� at the node VB. Since the biomarkers are encoded as low frequency fluc-
tuations of the spectral power, we can filter out the 2� component with an on-chip
two-pole lowpass filter with a bandwidth defined as BW/2; signals on either side of
� are aliased into the net pass-band at VOUT. Unlike standard switched choppers, the
heterodyning chopper suppresses harmonics as the square of the harmonic order, to
yield a net output of

Vout ( f ) = 4

	2
•

∑

n,odd

1

n2
• Vin( f + � · n) • cos(φ), (8)
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Fig. 16 Concept of merging heterodyning and chopper stabilization for flexible bandpass selection
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where n denotes the harmonic order, and 
 is the phase between the � clock
and the field potential input. To first order, therefore, the heterodyned chopper
extracts a band equivalent to a fourth-order bandpass filter with a scale factor of
4/	2. The robustness of the design arises from the same features that make het-
erodyning attractive for AM radio applications – the center frequency is set by a
programmable clock difference, which is simple to synthesize on-chip, while the
bandwidth (and Q) is set independently by a programmable lowpass filter with a
quasi-Guassian profile to minimize the frequency-time resolution constraint from
information theory.

Since the “brain-under-test” and the IC clocks are uncorrelated, the phase of the
signal, 
, must also be accounted for in the circuit design. To address the phasing
issue, two parallel heterodyning amplifiers are used driven with “in-phase” (I) and
“quadrature” (Q) clocks created with on-chip distribution circuits; the net signal
flow graph is illustrated in Fig. 17. The net power extraction,

VE EG Power ( f ) =
[

4

	2
•

∑

n,odd

1

n2
• Vin( f + � · n)

]2

, (9)

is achieved with the superposition of the squared in-phase and quadrature signals. To
achieve the lowest power possible, the superposition is achieved using on-chip self-
cascoded Gilbert mixers to calculate the sum of squares and superimposing currents
[54]. To prevent residual offsets in the tanh circuits from creating intermodulation
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products in the I and Q channels, the inputs to the Gilbert multipliers are chopped
with a 64 Hz square wave. The power output signal is lowpass filtered to the order
of 1 Hz to track the essential dynamics of the biomarker, greatly easing resource
requirements in the digital processing blocks.

In addition to bandpower extraction, the heterodyning chopper amplifier has sev-
eral uses when the clock difference, �, is set to zero. The first application is to
measure a standard time-domain neural signal without preprocessing, which can be
useful for prescreening the waveforms to identify the spectral biomarkers of inter-
est and to confirm algorithm functionality. The second application is to measure
impedance with the addition of 10 uA current stimulation injected across electrodes
at the chopper clock frequency, and fixing the state of the front-end modulators.
Tapping the signal output of the in-phase channel then provides the real compo-
nent of the impedance, while the output of the quadrature port is the complex
impedance. This measurement can be useful for characterizing electrodes and tissue
properties.

B. Circuit Testing

A heterodyning chopper amplifier channel was prototyped in a 0.8 um CMOS pro-
cess with high-resistance CrSi to verify the theory of operation.

The total IC current draw of 7 uW from a 1.8 V supply; 5 �W was allocated
for the heterodyning chopper chain, and 2 �W for the support circuitry. Figure 18
illustrates the broad power tuning capabilities of the chopper for biomarkers be-
tween 10 Hz to 500 Hz (trim steps are 5 Hz). This range of programmability covers
both known biomarkers detectable in surface EEG, as well as significantly higher
frequency biomarkers like those in [48]. Trim states are written from the micro-
processor via an I2C port, and can be either adjusted as part of an algorithm (e.g.
a swept-sine spectrogram) or a state can be locked in with a non-volatile memory
array on-chip.

Fig. 18 Demonstration of band selectivity with the brain radio across a broad selection of physio-
logically relevant frequencies
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The differential clock performance is crucial to proper operation of the signal
chain. The maximum differential clock jitter was bounded (3�) to +/− 1 Hz using
150 nA channel bias current, and the mean clock drift was approximately 0.1 Hz/C.
The tight differential clock tolerance insures robust programmability using on-chip
oscillators.

The signal chain’s noise floor was measured to be approximately (1 �Vrms)2

with channel conditions programmed to BW = 10 Hz, and BWpower = 1 Hz, in
excellent agreement to theoretical expectations and suitable for detecting relevant
biomarkers for neuroprosthesis. To demonstrate the application of this IC in its in-
tended application, Fig. 19 shows the response to a 50 �V peak-to-peak test tone
similar to the motor intention signal in Fig. 12. The IC output power reflects the
low-frequency biomarker of interest, which can be now be sampled by the micropro-
cessor at low frequency to save significant system power. Similar to the spike-based
system, the extraction of the information prior to digitization also minimizes power
for algorithmic computation and telemetry.
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6 Summary of Neural Amplifier Design Strategies

This chapter discussed prototypes for practical prosthetic interface systems using
the two major areas of focus in state-of-the-art neural recording: single-cell spike-
based sensing and cellular ensemble field potential sensing. The choice of sensing
paradigm is strongly dependent on the intended application. When the highest fi-
delity mapping of cortical function is required, the system designer will most likely



188 T. Denison et al.

tend towards the resolution offered by ‘spike’ based systems; neuroprosthesis re-
quiring fine motor control is an example of such a system. Measurement of gross
circuit activity to detect information such as general awareness, intention to move,
and seizures does not require spike based signal resolution, and processing architec-
tures that shift to more classical spectral analysis techniques provide definite power
savings and advantages for chronic sensing. Each approach has its trade-offs, and
the appropriate choice is made by the sensing requirements of the intended use.

Although the detailed constraints of each application are quite different, the de-
sign techniques employed are similar. Both applications focus on efficiently ex-
tracting neuronal biomarkers using analog preprocessing prior to digitization and
algorithms and/or telemetry. Using the strategy of analog preprocessing prior to
digitization, overall system power is greatly reduced with minimal trade-offs in al-
gorithm performance. To select the appropriate method of analog pre-processing,
the circuits are tailored for the specific features of the signal that define the relevant
‘biomarker.’ As the field of neural engineering continues to develop, IC designers
will benefit by carefully studying the nature of bioelectrical signals of interest and
architecting circuits as part of the overall biophysical neural network.
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Transimpedance Amplifiers for Extremely
High Sensitivity Impedance Measurements
on Nanodevices

Giorgio Ferrari, Fabio Gozzini and Marco Sampietro

Abstract The paper highlights the critical aspects in the design of high perfor-
mance transimpedance amplifiers to be used for the electrical characterisation of
nano-biodevices. Current sensitivity, bandwidth, dynamic range and leakage current
discharge are discussed to cope the tight needs in impedance spectroscopy measure-
ments at the nanoscale. An implementation in a standard 0.35 �m CMOS technol-
ogy using dual power supply of ±1.5 V is described in detail: thanks to an active
resistor of equivalent value up to 300 G� and minimum noise, a transimpedance
amplifier operating from few Hz is obtained, featuring an operative dynamic range
for ac current signals independent of the amount of the leakage current and allow-
ing an unlimited measuring time, ideal for attoFarad capacitance measurements of
biological samples in their physiological medium.

1 Introduction

The electrical characterization of single molecules and nanometer-scaled devices
(referred as Device Under Test – DUT) requires the capability of detecting ex-
tremely low signals as a consequence of their very small dimension and of their very
poor conductance. In most cases, and irrespectively of the specific measurement to
be performed (quasi static current-voltage curves, impedance spectroscopy, noise
analysis), the electrical quantity to be sensed is a current, whose value may be well
below the pA in nowadays nano-bio research [1–4].

Transimpedance amplifiers, in which the signal current made available by the
DUT is converted into a voltage with maximum signal-to-noise ratio ready for fur-
ther processing, are perfectly suited to this task: thanks to the input virtual ground
made available by the feedback architecture (see Fig. 1) the current flowing in
the DUT can be measured with high accuracy irrespective of the overwhelming
stray capacitances introduced by the connections. By applying a sinusoidal input
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Fig. 1 Measurement setup for the electrical characterization of a device (DUT) exploiting the
peculiarities of transimpedance amplifiers. Cp1 and Cp2 are the stray capacitances given by the
connections not influencing the accuracy of the measurement

voltage and by sensing the in-phase and in-quadrature current components, the
device impedance upon the frequency can be extracted. Indeed, impedance spec-
troscopy is an essential tool to study the frequency response of a variety of systems
and to obtain characteristic parameters of devices such as dielectric constant, charge
carrier density, junction capacitance, electron mobility [5–8], as well as in electro-
chemistry [9, 10] to study interface adsorption and charge transfer reaction.

In the scheme of Fig. 1 the impedance resolution (maximum detectable ac re-
sistance and minimum detectable capacitance) and the frequency range of the mea-
surement are essentially determined by the transimpedance amplifier. Once fixed
the noise floor given by the current-to voltage amplifier, higher resolution can only
be achieved by continuously acquire the signal to filter out the noise fluctuations,
thus paying the penalty of slowing down the measurement system. Therefore efforts
must be put in the design of very low noise and adequate bandwidth transimpedance
amplifiers to cope with the request of very high sensitivity.

Bandwidth is required not only to extend the frequency range of impedance
measurements and to increase sensitivity. Fast circuits are also desired to track the
time evolution of the nanoscopic system, for example in discriminating ionic current
variations in detecting the chemical identity of single molecules passing through a
ion channel [11, 12] or in conjunction with scanning probe microscopes (SPM), to
operate in fast scanning mode so to investigate dynamical processes and to reduce
the effects of the mechanical drift and of environmental noise [13]. In addition, the
ability to discharge steady currents of non-negligible values is also an important
feature. This is the case when measuring for example the capacitance of a living
biomolecule with a precision better then the attofarad, having the molecule in its
physiological medium, and consequently with large steady leakage currents [14,15].

2 Transimpedance Amplifier Architectures

The classic configuration of a transimpedance amplifier (see Fig. 2a) having a sim-
ple resistor in the feedback path of an Operational Amplifier (OpAmp) cannot be
adopted in single-chip realisations because of the difficulty to integrate a stable
linear resistor of sufficiently high value (G� values are currently used in discrete
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Fig. 2 Transimpedance amplifier configurations: (a) classical, (b) pole-zero compensated and
(c) integrator-differentiator

realisations) and of the corresponding limited bandwidth due to the unavoidable
stray capacitances in parallel to the resistor itself. Note that the feedback resistor
would define the sensitivity of the transimpedance amplifier, as it sets the current
noise at the input node (4kT/Rf ) and the precision of the instrument as it sets the
current-to-voltage conversion factor; therefore, to improve the current resolution,
the feedback resistor must be chosen as large as possible.

The lack of high-value, stable and linear resistor-like structures in most of the
available integrated technologies has solicited the design of alternative topologies
of transimpedance amplifier. At first, to extend its bandwidth the circuit of Fig. 2a
can be followed by an amplifier with a gain that increases at frequencies greater
than 1/(2π Rf Ci), as in the example of Fig. 2b, obtaining a flat overall frequency
response [16, 17].

In the scheme of Fig. 2b a precise zero-pole compensation is obtained in the case
of Rf Ci = Rz Cd. The disadvantage of this solution is the accurate calibration of
the pole-zero compensation necessary to have a perfectly flat frequency response
over the desired bandwidth. Usually in a totally integrated solution the two resistors
are substituted by a matched pair of non-linear devices, typically transistors, con-
veniently operated (ohmic, saturation or subthreshold region) to obtain the desired
conductance value [17,18]. In this case the input offset of the amplifiers unbalances
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the voltage across transistors and sets their transconductances to different values.
This gives an unavoidable mismatch between resistances and capacitances that may
prevent a flat response: at low frequencies the response is given by the ratio of the
channel resistances and at high frequencies the response is given by the ratio of the
capacitances. Furthermore the frequency of this gain discontinuity changes as the
dc current from DUT changes because the channel resistances change their absolute
values. These effects become important when the current is reduced, typically be-
low the pA, irrespective of transistor operation, that is when the transistor voltages
become comparable to the offset of the amplifiers. As a last disadvantage of this
configuration, the leakage from the DUT changes the output voltage of the OpAmp
and reduces the dynamic range of the circuit for the signal.

The substitution of the feedback resistor Rf with a switched-capacitor resistor
cannot be used in our context of high-sensitivity wide bandwidth applications. Since
a clock frequency greater than the signal bandwidth is required to avoid aliasing
effects, the charge injection during the switching becomes a critical parameter. For
example, a clock frequency of 10 MHz and a charge injection as low as 1fC give a
spurious current of 10 nA! The successful application of switched capacitor concept
is limited to the measurement of small capacitance variations of purely capacitive
DUT [19, 20].

3 Integrator-Differentiator Scheme

The ideal architecture would be the integrator-differentiator scheme of Fig. 2c where
the feedback resistor of the OpAmp is substituted by a well stable in value capac-
itor, thus obtaining a large bandwidth integrating stage and where a differentiating
amplifier has been added to recover the desired linear relationship between input
current and output voltage. Obviously a reset element must be added in parallel to
the capacitance in order to prevent saturation of the integrator stage by the leakage
currents to the input node from the DUT or from the OpAmp. This architecture
offers the best trade-off in term of minimum noise (besides the OpAmp noise,
along the signal path only the resistor Rd affects the input noise but reduced by
the square of the amplifying factor Cd/Ci), of accuracy of the current-to-voltage
conversion factor (the gain being given by the ratio of two capacitances) and of
large bandwidth practically approaching the gain bandwidth product (GBP) of the
OpAmp.

Note that technology aspects play an important role in defining the amplifier
characteristics. Taken a maximum practical value of Rd in the range of 100 k�
and a maximum practical value of Cd of 20 pF, to produce a noise of Rd at the
input equivalent to a 4 G� resistor (therefore negligible with respect to the white
noise of any practical reset network), a ratio Cd/Ci>200 is required, thus setting
Ci in the 100 fF range. Given a DUT+strays capacitance of 1 pF and a GBP of the
OpAmp of 100 MHz (see Par.7 for details), the overall operating frequency limit of
the transconductance amplifier is around 10 MHz, well above the classical scheme
of Fig. 2a and adequate for a large set of applications.
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The low frequency limit of operation of the transimpedance amplifier in the
integrator-differentiator configuration instead depends on the details of the reset sys-
tem of the integrator. A simple switch in parallel to Ci operated when the integrator
output voltage reaches a defined threshold, would ensure a good extension in the
low frequency region but would set a limit to the time interval available to measure
the DUT current. This time depends both on the DUT leakage current and on Ci:
if Ci = 100 fF and Ileak = 10 nA, a discharge period of only few tens of �s would
result, largely inferior to the time required to measure accurately the impedance in
many applications.

To obtain an unlimited measuring time, the switch should be replaced by a
continuously-active system that resets the DC but leaves untouched the signal over
a large bandwidth. In other words, the integrator stage should behave like a pure
integrator starting from very low frequencies and consequently the singularities in
the reset system should be placed at even lower frequencies, namely in the tens
of Hz range. Because of this requirement, the successful solutions available in the
literature to reset the feedback capacitance of charge preamplifiers [21–23] cannot
be directly transferred to transimpedance amplifiers. Those architectures are not
conceived to have poles at such low frequency and do not give the possibility to
insert an equal number of low frequency zeros to provide the necessary feedback
stability. In addition, charge preamplifiers used as transimpedance amplifiers have
a mean value of the integrator output voltage defined by the dc leakage current,
thus loosing the feature of having rail-to-rail dynamic range for ac current signals
independent of the amount of the dc current.

In the following, we analyze a fully integrated solution to these problems con-
sisting of a stable active reset network having poles and zeroes in the Hz range,
providing a DC path to ground for the DUT leakage current, rail-to-rail dynamic for
the signal and a signal extended bandwidth up to few MHz.

4 Active Discharge System

The conceptual scheme of the proposed active reset circuit, made of an amplifier
H(s) in series to a resistive element Rdc , is shown in Fig. 3. The amplifier H(s) has
a gain from node A to node B greater than 1 for the dc component and a strong
attenuation in the signal bandwidth, as sketched in the figure.

The loop gain of the new feedback loop can be written (see details in [24]) as

Gloop = H (s)
A

1 + s(1 + A)Ci Rdc
(1)

where A is the gain of the integrator OpAmp. At low frequencies the loop gain is
strong enough to control the voltage across Rdc and to collect the leakage current,
Idc, in the resistor. At higher frequencies the feedback is not active and consequently
not affecting the input signal, is, that is integrated in the capacitance Ci. Therefore
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Fig. 3 Concept of the feedback network to discharge the standing current from the DUT in the
integrator stage (left), corresponding transfer function of the H(s) block (upper right) and overall
loop gain to ensure stability (lower right)

the frequency fm at which |Gloop(fm)| = 1 defines the lower limit for the signal
bandwidth.

To ensure stability to the feedback network, since the integrator introduces a
pole at very low frequency, the phase margin is fixed only by the amplifier H(s)
and is given by 
m = 90◦ − ∠H(fm). By using an amplifier H(s) with one pole at a
frequency fp and one zero at a frequency fz>fp, as sketched in Fig. 3, a phase margin
greater than 45◦ is ensured providing that fz<fm. In this condition the minimum
frequency amplified by the circuit is given by the following expression:

fm = 1

2π · RdcCi · γ
(2)

where � is the attenuation of H(s) for frequencies greater than fz and is a free pa-
rameter that can be tuned to obtain the desired value of the minimum frequency of
signal, fm, amplified by the transimpedance amplifier.

The challenges of implementing an integrated solution using a low-noise “resis-
tance Rdc” and an amplifier H(s) with pole and zero frequencies well below 100 Hz
are discussed in the following sections.

5 Realisation of Very Large-Value Resistors

As the current noise of the resistance Rdc(4 kT/Rdc) would be injected directly into
the input node, to sense femtoAmpere currents it is essential to use an equivalent
resistor in the G� range. Since technological limits prevent the integration of a
physical resistor of such high value, an active very low-noise circuit should be
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Fig. 4 Schematics of the transimpedance circuit with the active network to draw the DUT steady
current (dashed ellipse on the left) and with the amplifier H(s) (dotted ellipse on the right). The
large value “resistor” Ra is, in turn, implemented by cascading 4 current reducer systems (see
Fig. 5)

chosen. Note that although the linearity of element Rdc positively does not affect
directly the signal path, a non-linear element such as a simple transistor would give
a frequency fm (and consequently a loop stability) dependent on the input dc current.
Our solution uses a linear transconductor as shown in the dashed ellipse on the left
in Fig. 4.

The core of this system are the matched MOSFET Tatt and Tspill connected with
source-well short circuited: with negative VGS, the device operates as a pMos-diode;
with positive VGS, the parasitic drain-well (p-n) junction is forward biased, and
the transistor acts as a diode [25]. The matched MOSFET’s have the same channel
length and are biased with the same voltage, thus their current density is the same
irrespective to the sign of the current Idc flowing in Tspill. By designing Tatt M-times
larger than Tspill, the overall system acts as a linear and accurate current reducer
by factor M. Figure 5 (left) shows the measured I-V characteristic certifying an
equivalent resistance of more than 45 M� with very good linearity over the full
voltage swing of ±1.5 V and occupying a very small area.

The implemented scheme is very beneficial from the sensitivity point of view:
the current noise of the physical resistor Ratt is in fact injected into the input of
the circuit reduced by the factor M2. In this way, chosing a reducing factor of 150
and a resistor Ratt of 300 k�, the noise injected in the input is equivalent to a very
large resistance of about 6.5 G�, although the I/V characteristic shows a resistance
of “only” 45 M�. This low noise condition is preserved for currents less than the
pA. For greater Idc currents the shot noise (2qIdc) of the Tspill transistor operating in
sub-threshold regime or as p-n diode becomes dominant. The flicker noise of Tspill

has been made negligible in the signal band by using a non-minimal area MOSFET.
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Fig. 5 Measured I-V characteristics of the current reducers realized with the matched MOSFET
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ing DUT current (left) and of 300 G� used to set the very low frequency pole in the H(s) network
(right). In the insets the magnification around zero showing the capability of this system to drive
very low current in the fA range

6 Feedback Network Design

Another critical aspect of the project is the realisation of the feedback network H(s)
which should have (i) zeros and poles at frequencies well below 100 Hz given by
the low limit of the signal bandwidth and (ii) a high DC gain, H(0), to keep the
output of the integrator close to zero irrespective of the dc input current, ensuring
the maximum input range for the signal and a high linearity of the integrator in any
bias condition. We adopted a first order filter (see Fig. 4) characterized, up to the
GBP frequency of the amplifier OPH, by the transfer function:

H (s) = A0(1 + sC2 Ra)

1 + s Ra [C2 + C1(1 + A0)]
(3)

where A0 is the DC gain of OPH.
With this solution the crucial point is the design of the “resistor” Ra. Given a

technical limit for C1 of 10 pF, a value fm of about 100 Hz can be obtained with
a � factor (see Fig. 3) equal to 400 and C2 = 25 fF. To set the zero at least 1
decade before fm the “resistor” Ra must be in the order of hundreds G�. To accom-
plish this, a cascade of 4 current reducers similar to that discussed in the previous
section has been implemented. Figure 5 (right) reports the measured I-V character-
istic and shows that with this technique it is possible to make transconductors as
low as 1/300 G� together with a good linearity. Note that the circuit can properly
work at current levels as low as fA, with parasitic currents playing no role because
all MOSFET terminals are actively controlled by the operational amplifier and the
leakage current of Nwell-substrate is driven directly by the amplifier output. These
properties are strictly necessary in this application in order to keep stable the loop
in every bias conditions.
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7 Forward Amplifier Design

The forward amplifier of the integrator stage plays a major role in the sensitivity of
the instrument, as it sets the noise of the system, and in its operating capabilities, as
it sets the high frequency bandwidth of the full transimpedance and the DC voltage
of the input node. This latter point has solicited the use of a differential input con-
figuration, powered at ±1.5 V, to control the potential of the virtual ground of the
integrator and to apply very small and accurate DC signal across the DUT without an
additional voltage source. For this reason, a simple common source configuration,
typical in many low noise applications, has not been used.

In order to achieve the desired very high sensitivity, the differential input stage
uses a pair of p-MOS transistors (to minimize the flicker noise contribution in the
signal bandwidth, despite a slightly higher white noise than in n-MOS) and is purely
resistively loaded (an active load with a current mirror would have fully added its
noise, whose white component would be higher than the one of a simple resistor
and whose 1/f component would be very high considering that nMOSFET should
be used). Parallel (current) noise of the input pair can of course be neglected. The
voltage noise, instead, plays a role as it is amplified through the total input capaci-
tance seen from the inverting OpAmp’s input (sum of Ci, the feedback capacitance,
of CDUT, the equivalent capacitance of the DUT and of the relative interconnections,
and of Cgate of the MOSFET) giving an equivalent input current noise of:

i2
eq = (2π f )2(Ci + CDU T + Cgate)2 · v2

n (4)

Because of the frequency dependence, this noise becomes dominant at the high
frequency of the signal bandwidth and must be minimized. Special care should con-
sequently be drawn in the design of the differential input transistors that set both
Cgate and v2

n , whose expressions are:

v2
n = 2 ·

[
2

3

4kT

gm

]
= 2 ·

[
2

3

4kT

μp

L2

Cgate(VG − VT )

]
(5)

Cgate = C ′
ox W L (6)

where the constant 2 reflects the presence of the two MOSFETs of the differential
pair, k is the Boltzman constant, �p is the hole carrier mobility in the channel and
Cox, W, L are respectively the gate capacitance per unit area, the channel width
and length of the transistors. The suggestion of minimizing Cgate given by Eq. 4 is
counter balanced by the suggestion of maximizing it in Eq. (5); optimum is obtained
by differentiating Eq. (4) giving the following condition for the gate capacitance
[26, 27]:

Cgate = Ci + CDUT

In our case, with Ci already set at 100 fF and CDUT estimated in the range of
0.5 pF (basically due to the on chip interconnection and to the bonding pad), we
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obtained Cgate = 600 fF leading to L = 0.6 �m, the minimum value that guarantee
a good matching of the differential pair and a good drain resistance and W=220 �m.
Note that the additional capacitance of the real DUT which will be connected to the
bonding pad (molecules or nanometer-scale devices) do not alter this choice. In this
framework, the amplifier can be used in many different applications without a need
of a re-design.

The chosen configuration of differential input stage with simple resistive loads
ensures also that the noise produced by the stage is not boosted higher by the fact
that the two inputs of the differential pair are connected to significantly different
impedances. This effect usually is present in commercial OpAmp made with com-
plex input differential stage which is sensitive, from a noise point of view, to the
difference on the input impedance [28].

The second stage of our OpAmp (see Fig. 6) is again a differential pair with
active load that injects its current in a multipath nested Miller compensation stage
[29, 30] to obtain the highest possible gain with strong loop stability. The overall
Gain-Bandwidth product of the OpAmp ended to be of 100 MHz, thus providing
about 10 MHz bandwidth to the transimpedance amplifier.

The output stage is not made with a common “push pull” topology because even
if it has a good driving capability, the source output limits the dynamic range: the
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gate source potential in fact cannot drop below the threshold voltage so even if
the gates of the output MOSFETs are actively driven rail-to-rail, the output voltage
swing would be Vsupply−VthP−VthN � 1.5, too small for our purpose. The necessary
capability to drive rail-to-rail the integrator output voltage is fully accomplish by a
simple CMOS inverter [31].

Concerning the differentiator stage, its forward amplifier has an input stage sim-
ilar to the one just described. A different compensation technique has been used
because of the absence of the feedback capacitance now substituted by the resistance
Rd that introduces a pole in the loop gain at the frequency 1/2	RdCd=80 kHz. A
standard compensation, achieved by adding a feedback capacitance Cfd in paral-
lel to the resistance Rd, is not straightforward because the singularity 1/2	RdCfd

should be at frequency greater than 10 MHz not to limit the differentiator bandwidth.
This imposes a gain-bandwidth product of the operational amplifier greater than
10 MHz · Cd/Cfd = 1.25 GHz. Instead, without affecting the closed-loop transfer
function we introduced a zero directly in the forward path in the Miller compensa-
tion network, as well known from the literature [32–34].

8 Dynamic Range Considerations

The maximum amplitude of the current signal that the circuit can process depends
on the frequency and is limited by the saturation to the supply voltage of three
different nodes (see Fig. 4): the DCout, the integrator output and the ACout. At very
low frequencies (DC range), where the amplifier H(s) has a high gain, both the
integrator’s output and the ACout are not moved by the input signal; therefore, as
reported in Fig. 7, the input current is limited by the saturation of the DCout and
given by 1.5 V/RDC, that is about 25 nA for both negative or positive DUT currents.
This condition holds as long as the gain of the amplifier H(s) is larger than 1. Over
this limit (few tens of mHz) the integrator output node becomes the limiting node

Fig. 7 Maximum input
current that can be accepted
by the transimpedance input
node as a function of the
frequency of the input signal
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and the maximum input current decreases with frequency until the minimum value
of 1.5 V/(�RDC) ∼= 50 pA after the zero of the amplifier H(s) (10 Hz) when the
attenuation � is maximum. This low value is kept until the feedback network is
deactivated (100 Hz) and then increases with the frequency since the module of
the integrator transfer function decreases. In this raising region the maximum input
current is given by |Imax| = 1.5 V · (2	fCi). Finally, when the differentiator gain
become larger than 1, the saturation of the transimpedance output voltage (ACout)
becomes dominant and the maximum input current is given by 1.5/60 M� = 25 nA.

9 Experimental Performance of the Circuit

The overall frequency response of the circuit, implemented on standard 0.35 �m
CMOS technology [35], measured in the frequency range 10 Hz–10 MHz is reported
in Fig. 8. The full bandwidth of the integrator expected by the theoretical analysis
is fully confirmed by the experimental value: the minimum frequency is set by eq. 3
and the maximum frequency is limited only by integrator loop in agreement with
its GBP of about 100 MHz and taking a Cstray of about 800 fF of the input device
(giving a Ci + Cstray = 1 pF).

Note in Fig. 4 that the amplifier has actually two outputs: the signal output ACout

with bandwidth 100 Hz–5 MHz and a dc output DCout that senses the voltage across
Ratt containing the frequency components lower than 100 Hz. Even if the feedback
network is made by non-linear elements, the I/V characteristic of the DCout, reported
in Fig. 5 (left), shows a good linearity on a wide current range from 1 pA to 10 nA
with only a slight asymmetry between positive and negative currents. This is due to
the offset between the virtual grounds V1 and V2 and to the mismatch between the
MOSFETs Tspill − Tatt working as MOS-diode when the current is negative or as
drain-Nwell diode when the current is positive. Despite this small asymmetry, the
DCout is well suited to monitor the bias condition of the DUT during the measure-
ment and to track continuously the low frequency variation of the DUT if needed.

Figure 9a shows the equivalent input noise measured on the integrator-differen-
tiator prototype, operating with the lowest bias current. The experimental result is
in agreement with the theoretical prediction given by

i2
n ≈ 4kT

Ratt M2
+ i2

T spil + 4kT

RD (Cd/Ci )
2 + e2

int · ω2 · (
Ci + Cinput

)2
(7)

Fig. 8 Experimental
frequency response of the
transimpedance amplifier
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where i2
T spil is the current noise of Tspil, e2

int
∼= (4nV )2/H z is the noise voltage

source of the integrator OpAmp; Cinput
∼= 700 fF is the total capacitance at the

input node of the integrator stage due to the operational amplifier, the DUT and
the input stray capacitance. The thermal noise of the physical resistors Ratt and Rd

gives a contribution as low as 3 fA/
√

Hz equivalent to the thermal noise of a 2 G�
resistor. The current noise of MOSFET Tspil depends on the input dc current, it is
negligible for currents smaller than 30 pA and then increases by increasing the input
bias current as shown in Fig. 9b. The increase follows a theoretical shot noise as
expected for a transistor operating in sub-threshold regime or as a p-n diode. For
large negative current the transistor Tspil operates in inversion regime and the noise
is correspondingly less than the shot noise. The 1/f noise a frequencies lower than
1 kHz is added by the differentiator stage and therefore is independent from the
input bias.

10 Conclusions

A transimpedance amplifier to be coupled to sub-pF capacitance DUTs has been
designed and tested. The high sensitivity and the wide bandwidth achieved make
it suitable for sensing very low and fast signals (pA on 100 kHz) or very small
capacitances down to the attoFarad even when the biological sample under test can
support a voltage signal of only few milliVolt.
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Design of High Power Class-D Audio Amplifiers

Marco Berkhout

Abstract Although distortion is a key characteristic of class-D audio amplifiers,
in practice most design effort is spent on robustness and the mitigation of audible
artifacts. This paper explores some topics from these relatively unfamiliar areas of
design. The switching nature of class-D amplifiers involves problems and solutions
that are typical for class-D.

1 Introduction

High power class-D amplifiers have become standard in many consumer electronic
applications such as television sets and home-theatre systems. The most important
feature of class-D amplifiers is high efficiency that typically is higher than 90% at
full output power. This high efficiency allows very high output power with modest
heat sinking. Output powers in excess of 100 W per channel are no exception. Cur-
rently, class-D is also making a cautious entrance into the automotive domain. The
first integrated class-D audio amplifiers designed to operate directly from the car
battery are now entering the market. Although audio amplifiers are required to have
low distortion, in practice distortion is not considered a product differentiator. For
sure, the distortion has to satisfy some minimum requirement, e.g. 60 dB, but that
is usually not too difficult to achieve. Ultimately, the end customer will probably
not notice a few dB’s improvement in distortion, but he will notice undesired noises
that are produced by the amplifier and he will most certainly notice a malfunction.
Therefore, considerable effort is made in making audio amplifiers quiet when they
are supposed to be quiet and keeping them intact the rest of the time.
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2 Class-D Basics

A basic class-D amplifier is shown in Fig. 1. At the heart of a class-D amplifier
are two low-ohmic switches that alternately connect the output node to the positive
or negative supply rail. Usually, some form of Pulse Width Modulation (PWM)
is used to encode the audio signal. The audio signal is subsequently retrieved by
means of an LC lowpass filter connected between the class-D output stage and
the load.

The probably simplest form of PWM is so-called natural sampling PWM or
NPWM [1]. A NPWM signal can easily be constructed by comparing the audio
signal to a triangular reference as shown in Fig. 2. The fundamental frequency of
the triangular reference is usually much higher than the highest audio frequency,
e.g. around 350 kHz, and is called the carrier frequency

Although the generation of NPWM involves a highly nonlinear comparator the
frequency spectrum of a NPWM does not contain harmonics of the input signal but
only intermodulation products of the carrier and the input signal, i.e., NPWM is free
from harmonic distortion. Assuming that the triangular reference has a sufficiently
high frequency, the intermodulation products do not fold back to the audio frequency
band and are filtered out by the LC lowpass filter.

A class-D output stage can be either single-ended (SE) or differential, yield-
ing a so-called bridge-tied-load (BTL) configuration as shown in Fig. 3. In a BTL
configuration both sides of the loudspeaker load are driven in opposite phase. The
BTL configuration has the advantages that it can work from a single supply while
doubling the voltage swing across the load, giving four times more output power
compared to a single-ended amplifier. Furthermore, the balanced operation cancels

Fig. 1 Basic class-D
amplifier
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out even order distortion. On the downside, a BTL amplifier needs twice the number
of power switches and inductors making it relatively expensive.

In a BTL class-D amplifier the phase of the carriers of both bridge halves can
be chosen independently. When the carriers are in opposite phase, as shown in
Fig. 3(a), this is called AD-modulation. The main advantage of AD-modulation is
that the output signal has zero common mode since the bridge halves always switch
simultaneously in opposite directions. Conversely, when the carriers are in-phase,
as shown in Fig. 3(b), this is called BD-modulation. Compared to AD-modulation,
BD-modulation is much less sensitive to clock jitter. [2]. In practice both modulation
types are being used.

2.1 Amplifier Architectures

A distinction can be made into two main amplifier architectures. The first is the
open-loop architecture, often referred to as full-digital. In open-loop class-D am-
plifiers the PWM signal is generated in the digital domain and then used to drive
a class-D output stage. Open-loop class-D amplifiers can achieve very good per-
formance but do require a very good power supply since they have a poor supply
rejection [3]. Since full-digital class-D amplifiers are generally configured in BTL,
the effect of supply variations is cancelled out differentially as long as no signal is
applied. Open loop class-D amplifiers can be found in many consumer applications
such as home-theatre systems but are unacceptable for car audio because the car
battery tends to be rather noisy.
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A straightforward method to improve supply rejection is to use feedback, which
marks the second class-D amplifier architecture. Besides providing supply rejection
the feedback loop also corrects for timing and amplitude errors in the class-D power
stage. In feedback class-D amplifiers, a subdivision can be made in self-oscillating
and fixed frequency amplifiers. Self-oscillating class-D amplifiers do not require an
external clock reference but are essentially oscillators by themselves. Although self-
oscillating amplifiers can have extremely good audio performance it is difficult to
combine more than one audio channel [4]. This is because the switching frequency
of self-oscillating class-D amplifiers is not constant but depends on the output signal.
When two adjacent channels switch at slightly different frequencies, this can lead
to audible intermodulation products or beat tones. This problem does not occur in
fixed-frequency feedback class-D amplifiers that use an external clock reference
that determines the PWM carrier frequency [5]. A major disadvantage of feedback
class-D amplifiers is that they require an analog input signal whereas nowadays most
audio sources are digital.

3 Robustness

Robustness is an absolute necessity for any integrated circuit but is especially chal-
lenging in audio power amplifiers since the outputs are usually readily available
to the outside world. Consequently an audio power amplifier needs to be able to
survive all sorts of abuse including short circuits across the load and from the output
to the supply rails, dynamic and nonlinear behavior of loudspeakers and, in case of
class-D amplifiers, resonating output filters and inductor saturation at high output
currents. Usually an over-current protection is used to prevent the amplifier from
getting damaged if the output current exceeds a safe limit value [6]. Up to that limit
value the output stage needs to be able to switch reliably even if the application
around the amplifier is not optimal. For example, it is not always possible to have an
effective supply decoupling as close to the output stage as one would like. To reduce
cost many electronics manufacturers prefer through-hole packages with long leads
over surface-mounted packages and also cheap single layer printed circuit boards
are commonly used.

3.1 Power Transistor Design

Design of a class-D output stage begins with the design of a proper power transistor.
High power class-D amplifier IC’s are manufactured in dedicated BCD technologies
[7, 8]. The DMOS transistors in these technologies are very well suited to serve as
power switches. In Fig. 4 a class-D output stage is shown in more detail. Two very
large DMOS power transistors ML and MH are used as switches. The backgate
diodes of the DMOS transistors serve as fly-back diodes. The gate driver of the
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Fig. 4 Class-D output stage

lowside DMOS power transistor ML uses an externally decoupled supply VREG .
The highside gate driver is supplied from an external bootstrap capacitor CBO OT .

The bootstrap capacitor is recharged each time the output node VOU T is switched
to the negative supply VSS P through a diode DBO OT that is connected to VREG . The
switching of the output is controlled by a logic circuit that operates from a separate
digital supply. The communication between the gate drivers and the switch control
logic is handled by levelshifters.

The power transistors in the output stages usually consume at least half the die
area. As a result the optimization of these power transistors is an important aspect
in the design. The DMOS power transistors need to have a low on-resistance RDSon ,
e.g. 100 m� to achieve high efficiency. On the other hand the power transistors
need a sufficiently high breakdown voltage to survive the inductive voltage peaks
that occur when switching large currents. In a typical BCD process, RDSon

∗ Area
product scales approximately linearly with breakdown voltage.

3.2 Transient Dissipation

At high output currents the peak dissipation in the power transistors can become
extremely high during output transitions. As can be seen in the class-D output
stage shown in Fig. 4, the gates of the power transistors MH and ML are driven
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by inverters MP H/N H and MP L/N L . The dimensioning of these inverters together
with the parasitic capacitances of the power transistors determines the dynamic be-
havior of the class-D output stage [9, 10]. The inductor in the demodulation filter
forces the output current IOU T to remain nearly constant during output transitions.
The output current IOU T can be flowing both towards and from the output stage
during both rising and falling output transitions. This yields four possible transition
scenarios. Figure 5 shows some typical waveforms that occur during a rising and
a falling transition at the output while a high current, e.g. 10 A, is flowing towards
the class-D output stage. Note that when the direction of the output current is re-
versed the transition behavior is similar but the roles of highside and lowside are
interchanged.

The top graphs show the gate-source voltages VGSL and VGSH of the power tran-
sistors ML and MH respectively. The middle graphs show the drain-source voltage
and the drain current of the lowside power transistor ML . Finally in the bottom
graphs the instantaneous power dissipation in the lowside power transistor ML is
shown.

In Fig. 5(a) a rising transition is shown. Three phases can be distinguished in the
transition. First the gate of the lowside power transistor ML is discharged rapidly
while the gate of the highside transistor MH is charged. As soon as VGSL approaches
the threshold voltage level VT H , the output current IOU T pulls the output node VOU T
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up entering the second phase. The transition is so fast that the lowside power transis-
tor ML is not switched off completely but remains conducting during the transition.
The speed of the transition is actually governed by the size of driver transistor MN L

and gate-drain capacitance CG DL . As can be seen the gate-source voltage VGSL

stalls during the transition. The gate-source voltage VGSH of the highside power
transistor MH initially starts to rise but is then pushed down through CG DH . Af-
ter the transition has finished the third phase starts where the gate of the highside
power transistor MH is charged to its final value. This scenario is known as soft
switching.

During the transition phase a dissipation peak occurs since there is both current
through and voltage across the lowside power transistor ML . Although the peak
dissipation is quite high, it pales in comparison to what happens during the falling
transition shown in Fig. 5(b).

In the first phase the gate of the highside power transistor MH is discharged
causing the output current to flow through the backgate diode of MH . At the same
time the gate of the lowside power transistor ML is charged. As VGSL reaches the
threshold level the lowside power transistor ML starts to conduct but the output node
VOU T remains at the highside until the current through ML matches the output cur-
rent IOU T . Meanwhile, VGSL increases further. As the output node VOU T is pulled
down the voltage across the (conducting) back-gate diode is reversed. This results
in a reversal of the diode current due to a well-known effect called reverse recovery.
In the lowside power transistor ML the reverse recovery current adds to the output
current causing VGSL to increase even further. The reverse recovery current tends
to stop quite abruptly when the diode runs out of minority carriers. However, by
then the gate-source voltage VGSL of the lowside power transistor ML has reached
a value that corresponds to the output current plus the reverse recovery current. As
a result the output node VOU T is initially pulled down very fast. Then feedback
through the gate-drain capacitance CG DL causes VGSL to be pushed down causing
a characteristic ‘overshoot’ in VGSL . Also the gate of the highside power transistor
MH is pulled up which can lead to additional peak current if the threshold voltage
VT H is exceeded. After this rapid start the transition is continued at a more moderate
pace during the second phase. Finally after the transition has finished the charging of
the gate of lowside power transistor ML is finalized in the third phase. This scenario
is known as hard switching. As can be seen in the bottom graph of Fig. 5(b) the
dissipation PL in the lowside power transistor ML is huge. The peak dissipation
is the product of the output current plus reverse recovery current and the supply
voltage, e.g. 13 A∗60 V = 780 W ! The total dissipation depends on the duration of
the transition.

The occurrence of reverse recovery and especially the rapid decrease of the re-
verse recovery current is probably the most important source of EMI in class-D
amplifiers. The magnitude of the reverse recovery current depends on how fast the
current in the lowside power transistor increases but can easily exceed the initial
forward current through the diode. Here a tradeoff needs to be made. On one hand,
slowing down the transition reduces the reverse recovery current and reduces EMI
but on the other hand this increases the power dissipation.
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3.3 Inductive Voltage Peaking

The situation becomes more complicated when parasitic inductances are taken into
account as shown in Fig. 6. These inductances are caused by bonding wires, lead
fingers and PCB tracks and can easily add up to tens of nanoHenrys.

Especially the inductances L SS P and L DD P in series with the power supply
have a significant influence because the current flowing through these inductors is
switched on and off during normal operation.

Consider, for example, what happens during a falling transition while a large
current is flowing out of the class-D output stage. Initially the highside power tran-
sistor MH is conducting and the current is drawn from the positive supply VDD P

through inductance L DD P . As the falling transition begins the current through the
inductance decreases rapidly causing a positive voltage excursion at the drain of
the highside power transistor MH . When the output voltage reaches the negative
supply rail VSS P the backgate diode of the lowside power transistor ML starts
conducting, causing a rapid increase in current towards the negative supply VSS P

through inductance L SS P . This in turn causes a negative voltage excursion at the
source of the lowside power transistor ML . The combination of these excursions
can cause the total voltage across the class-D output stage to exceed the breakdown
voltage of the power transistors, damaging the circuit. Besides the power transis-
tors, also the circuits in the lowside driver that are supplied from the VREG node
are at risk. This is because the external decoupling capacitor CREG is in series
with inductance L SS P . Consequently, the negative voltage excursions at the source
of the lowside power transistor ML also appear directly across the lowside driver
circuits.

switch
control Q

set

reset

Q

set

reset

in

level
shifter

level
shifter

VDDP

MH

ML

VSSP

inlow

inhigh

VREG

VBOOT

VOUT

VGSL

VGSH

MPH

MNH

MPL

MNL

CGSH

CGDH

CGSL

CGDL

CBOOT

CREG

DBOOT

CSUP

LDDP

LBOOT

LOUT

LREG

LSSP

VDDD

VSSD

switch
control Q

set

reset

Q

set

reset

level
shifter

level
shifter

Fig. 6 Parasitic inductances



Design of High Power Class-D Audio Amplifiers 217

An effective way to prevent damage to the circuits is the use of voltage clamps.
The voltage across the lowside and highside driver circuit can be clamped using
snapback ESD devices such as grounded gate NMOS transistors. The energy in-
volved with clamping of inductive voltage peaks is quite small compared to an ESD
event. A 2000 V Human Body Model discharge releases 200 �J whereas a 10 A
current through a 20 nH inductor only yields 1�J. For clamping the output stage an
active clamp as shown in Fig. 7 can be used. The ignition voltage of this circuit is
determined by the number of Zener diodes in the stack and can be tuned to match
the breakdown voltage of power transistors. In this way power transistors can be
used with a minimal overhead in breakdown voltage.

The large voltage excursions during high current switching make it necessary
to include parasitic inductances in the circuit simulations. Figure 8 shows a falling
and rising output transition with and without the effect of parasitic inductance. For
comparison a measured output transition under the same conditions is shown.

As can be seen parasitic inductances have a significant influence on the output
transitions. The measurement confirms that voltage excursions in the range of tens
of Volts are realistic. Under such circumstances it is very well possible that parts of
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the circuit do not behave as desired. Especially the gate drivers and levelshifters in
the class-D output stage are likely candidates for malfunction. In practice, a coarse
modeling of the parasitic inductances is sufficient to track down potential malfunc-
tion in circuits.

4 Audible Artifacts

Besides robustness, much effort in the design of high power class-D amplifiers is
spent on audible artifacts or rather the prevention or minimization thereof. This
section discusses some topics in this area. As a vehicle for the discussion, the second
order class-D feedback loop shown in Fig. 9 is used.

The loop has two integrators configured around amplifiers gm1 and gm2. The in-
put signal is converted to a current II N by a linear VI converter gm0 and injected
into the virtual ground of the first integrator gm1. The load RO is connected to the
amplifier by means of a low-pass LC-filter. Analysis of the loopgain and stability of
this feedback loop is presented in detail in [8] and is beyond the scope of this paper.
However, as an introduction to the following paragraphs some characteristics of the
signals inside the loop are shown in Fig. 10.

The PWM output voltage VOU T is converted to a current ±IPW M through feed-
back resistor R1 and injected into the virtual ground of the first integrator gm1. This
yields a triangular wave VP at the output of the first integrator. A reference clock
signal osc is converted to a square wave current ±IO SC that is injected into the vir-
tual ground of the second integrator gm2. This yields a second triangular wave VM at
the output of the second integrator. This second triangular wave serves as reference
triangle for NPWM generation as presented earlier. The oscillator current IO SC is
made proportional to the supply voltage so that the amplitude of both triangular
waves is also proportional to the supply voltage.

The triangular signals VP and VM are fed to the non-inverting and inverting in-
puts of a comparator A0. When the triangular waves intersect the comparator output
signal pwm changes state and the output VOU T of the amplifier switches yielding
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the desired PWM signal. Note that the peaks of signal VM coincide with the edges
of the osc signal and the peaks of signal VP coincide with the edges of the pwm
signal.

Figure 10(a) shows the triangular wave signals VP and VM when no input signal
is applied yielding a PWM output signal with a 50% duty-cycle. Figure 10(b) shows
the same signals when a positive input signal is applied. The input signal causes the
slopes of VP to change. The shape of VM remains (almost) the same but the DC-level
is shifted with respect to zero. The output signal now has a duty-cycle greater than
50%. The opposite happens for a negative input signal as shown in Fig. 10(c). In
this manner a linear relation is realized between the input signal and the duty-cycle
of the output signal VOU T .

4.1 Startup Noise

A common problem with audio amplifiers is the occurrence of noises in the loud-
speaker when the amplifier is switched on. Considerable design effort is usually
needed to reduce this startup noise or ‘plop’. In the class-D feedback amplifier sev-
eral mechanisms can contribute to startup noise.

Usually, the most dominant mechanism is related to the equivalent input offset
voltage of the amplifier. An example of a linear VI-converter circuit is shown in
Fig. 11. Offset is caused by mismatches in the VI-converter circuit, primarily the
conversion resistors, or components in the external application. Because this offset
is amplified by the closed loop gain, e.g. 30 dB it can easily add up to several tens of
milliVolts at the output. If this offset voltage is applied instantaneously at the output
it will produce a loud low-pitched ‘plop’ noise.

An effective way to avoid offset related startup noise is to apply the offset in a
gradual way. This can be done by slowly increasing the gain of the VI-converter
from zero to full. In this way the plop noise becomes inaudible. A straightforward
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Fig. 11 Linear VI converter
with gain control
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way to implement gain control in a linear VI-converter is to use gain-cell Q3 − Q6

as shown in Fig. 11. The gain control is also used to mute the amplifier.
Offset related startup noise is not exclusive for class-D amplifiers but occurs in

other amplifier classes as well. There are however, also startup noise mechanisms
that are exclusive for class-D.

First, when the amplifier is started, the initial condition of the integrators in the
loop is undefined and usually not even near the steady state region. Therefore, the
loop needs some time to settle. Since the class-D output stage needs to be active
during this settling this can lead to audible noises in the loudspeaker. Ideally, the
output of the amplifier would produce a stable square-wave signal with 50% duty-
cycle directly after startup. A straightforward improvement would be to reset the
integrators by short-circuiting the capacitors before startup but this is not sufficient.
As can be seen in Fig. 10(a), in steady state the integrators are never zero at the same
time.

A better solution is to use a secondary feedback loop. As explained earlier, the
signal that is fed back to the virtual ground of the first integrator in the loop is a
square-wave current IPW M whose amplitude is proportional to the supply voltage.
This current can be mimicked by a switchable current source ISI L E N T that is con-
trolled by the same comparator output as used to control the class-D power stage.
This results in the system shown in Fig. 12. The system operates as follows. As long
as the class-D power stage is not enabled, no current is fed back through resistor R1.
In this case the switched current source is enabled and a current ±ISI L E N T is fed
back to the virtual ground. As far as the loop is concerned this situation is equiv-
alent to the situation where the class-D power stage is enabled and the switched
current source is disabled as long as ISI L E N T equals IPW M . Consequently, the loop
converges to steady state within a few clock cycles and then the switched current
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Fig. 12 Silent feedback loop

source ISI L E N T is disabled and, simultaneously, the class-D power stage is enabled.
This secondary feedback configuration is called the silent loop since it operates only
if the class-D power stage is disabled.

A similar startup noise mechanism is linked to the demodulation filter. Before
startup the output of the class-D output stage is usually in a high-ohmic state. Even if
the class-D amplifier is able to produce a perfect PWM signal with 50% duty-cycle
directly after startup this still produces a response in the loudspeaker because the
demodulation filter needs to settle to a new steady-state. The only degree of freedom
that remains to minimize that response is the phase where the class-D output stage
is enabled.

In order to determine the optimal starting phase consider the setup shown in
Fig. 13. Here the voltage source VOU T generates a square wave with frequency
fPW M much higher than the cutoff frequency fo of the LC filter. Initially, switch
S is open and no energy is stored in the filter, i.e. both inductor current IL and
capacitor voltage VC are zero.

When switch S is closed and the filter has settled to steady state the inductor
current IL and capacitor voltage VC change periodically. The energy stored in the
inductor and capacitor is expressed as:

VOUT

S L

C R

VLOAD

Fig. 13 Equivalent circuit during startup
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ELC = 1

2
L · I 2

L + 1

2
C · V 2

C

In steady state the total energy stored in the filter also changes periodically. The
optimal time to close the switch is in the phase of the source signal where the stored
energy reaches the minimal value. In the stopband of the filter the energy stored in
the components in an LC-filter decreases rapidly from source to load and is dom-
inated by the element nearest to the source. In a second order filter the inductor
dominates the total stored energy. Therefore the stored energy is minimal when the
inductor current IL is zero as illustrated in Fig. 14.

In this example L = 22 μH , C = 680 nF , fPW M = 325 k H z and the ampli-
tude of VOU T = 30 V . The top graph shows the steady-state inductor current IL

and capacitor voltage VC . The bottom graph shows the PWM signal VOU T and the
instantaneous energy ELC that is stored in the filter. As can be seen the inductor
current IL becomes zero twice in each period almost exactly halfway between two
edges of the PWM signal. Consequently, the optimal startup moment is at 1/4 or 3/4
of the PWM period. This reasoning also applies to higher order demodulation filters.

The optimal startup moment halfway between edges of the PWM output signal
can be readily derived using the available signals inside the feedback loop shown
earlier in Fig. 10. As can be seen the output signal of the first integrator VP crosses
zero exactly halfway between two edges of the PWM output signal. Since the silent
loop is equivalent to the main loop the internal signals in silent mode are identical to
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Fig. 15 Simulated startup responses (a) using integrator reset (b) using silent loop

those in normal mode. An additional comparator can easily detect the zero crossings
of the first integrator.

In Fig. 15 the effect of the silent start is demonstrated. For comparison, Fig. 15(a)
shows the case that the integrators are reset until the startup moment. As can be
seen the feedback loop settles within a few clock cycles but a significant post-filter
response is produced. In Fig. 15(b) the silent loop is used prior to startup yielding a
minimal post-filter response.

In Fig. 16 the measured startup response of a class-D amplifier IC is shown. As
can be seen there still is a small settling response across the load. This is mainly
caused by the delay mismatch between the silent feedback and the main feedback

Fig. 16 Measured startup
response using silent loop
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that causes a slight deviation from the optimal startup timing of the class-D power
stage. The startup response that remains is audible as a soft high-pitched ‘tick’.

When a BTL configuration is used then the startup noise problem is basically
the same as for the SE configuration if AD-modulation is used. However, if BD-
modulation is used then startup noise is much less sensitive to characteristics of the
switching pattern at startup as long as both bridge halves produce identical startup
patterns. In this case no differential mode voltage appears across the load and hence
no plop is perceived.

4.2 Clipping Recovery

A common requirement for audio amplifiers is that the output can be driven rail-
to-rail. As a matter of fact it is customary to specify the output power of audio
amplifiers at 10% distortion, meaning that the output signal is clipping about 40%
of the time. When the output is clipping the feedback loop loses control over the
signal and integrators inside the loop diverge from their operating point. When the
output signal returns to normal the feedback loop needs some time to recover.

To examine this in more detail, consider again the feedback loop shown earlier in
Fig. 9. By definition the duty-cycle of the output signal is limited between 0% and
100%. This also puts a limit on the input signal that can be amplified linearly. If the
input signal exceeds this limit the triangular signals VP and VM no longer intersect
and diverge in opposite directions. Figure 17 shows the integrator voltages VP and
VM in case an increasing negative input signal is applied.

This situation occurs when the magnitude of the current from the input VI con-
verter II N exceeds the magnitude of the feedback current IPW M through the feed-
back resistor R1. The class-D output stage stops switching and remains low as long
as the input signal is too large. In a practical realization the outputs of the integrators
cannot diverge indefinitely but are limited to the supply voltage. When the input
signal is decreased the signals VP and VM return to normal operation. In Fig. 18 the
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Fig. 17 Integrator signals VP and VM and comparator output pwm going from zero to negative
clipping
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integrator signals VP and VM and the post-filter output signal VL O AD for a clipping
signal are shown. Note that for clarity of the figure a different time scale is used
for the graphs. As can be seen in Fig. 18(a) it takes some time for the signals VP

and VM to return to normal operation and also the loop needs some time to settle.
This results in typical ‘sticking’ behavior at the output followed by a second order
response as shown in Fig. 18(b). This clipping recovery behavior is audible and is
perceived as a ‘ticking’ noise that is clearly different from the ‘normal’ distortion
that results from clipping.

The clipping recovery behavior can be improved significantly if the integrators
are prevented from diverging during clipping. To do so the onset of clipping needs
to be detected and corrective action needs to be taken to keep the integrators near
their steady-state values.

Detection of clipping in the class-D feedback loop is fairly simple. As can be
seen in Fig. 10, during normal operation a fixed sequence exists in the transitions
of the reference clock signal osc and the comparator output signal pwm. A rising
edge of the osc signal is always followed by a rising edge of the pwm signal and
a falling edge of the osc signal is always followed by a falling edge of the pwm
signal. A deviation from this sequence can be detected by a simple asynchronous
logic circuit. The state transition diagram of such a circuit is shown in Fig. 19.
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Fig. 19 State transition diagram of clip detection logic
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As long as the signals osc and pwm follow the correct sequence the circuit cycles
through the states S0, S1, S2 and S3. If a transition of the osc signal is followed by
an opposite transition of the osc signal instead of the expected transition of the pwm
signal the circuit jumps to state S1a or to state S3a and the output signal clip goes
high to indicate that the loop is clipping. When the loop returns to normal operation
the sequence of the osc and pwm signal is resumed and the circuit cycles through
state S0, S1, S2 and S3 again.

During clipping the integrators diverge and do not cross zero anymore as can be
seen in Fig. 18(a). Forcing the output of both integrators to cross zero each clock
cycle can prevent this. For the first integrator this can be achieved by temporarily
interrupting the current from the VI-converter gm0. This will automatically cause the
output VP of the first integrator to change direction and return towards zero.

After a comparator detects a zero crossing the current from VI-converter gm0 is
resumed. This system is shown schematically in Fig. 20. Note that a comparator to
detect zero crossings of the first integrator was already included in the loop to build
the silent start system described earlier. Also the mute feature that is built into the
VI-converter can be reused to implement the interruption switch S1.

For the second integrator a zero crossing can be forced by manipulation of the
edges the osc signal. As can be seen in Fig. 21 the negative peaks of triangular wave
VM stop crossing zero when positive clipping starts. A zero crossing can be forced
when the edge of the osc signal is delayed. As can be seen in Fig. 21, this causes
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Fig. 22 Zero crossing
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the falling slope of VM to become longer until it crosses zero. The zero crossing is
detected by an additional comparator A2 as shown in Fig. 22.

An asynchronous logic circuit can be used to delay the osc edges accordingly.
The state transition diagram of such an asynchronous logic circuit is shown in
Fig. 23. The inputs of the edge delay logic are the osc signal and sign2 signal.
The output is a signal oscout that is high in states S1 and S2 and low in states S0

and S3.
Under normal operating conditions the signal VM is positive (sign2 = high) dur-

ing rising edges and negative (sign2 = low) during falling edges of the osc signal.
Consequently the edges of the output signal oscout coincide with the edges of the
osc signal because the delay logic is always in state S0 during rising edges of and
in state S2 during falling edges of osc. Now if for example the integrator output VM

is positive (sign2 = high) during a falling edge of the osc signal as is the case in
Fig. 21, the delay logic is stuck in state S1. As soon as VM crosses zero the delay
logic jumps to state S2 and then immediately to state S3 thus causing oscout to go
low. In this way the falling edge of oscout does not coincide with the falling edge of
osc anymore but is delayed until a zero crossing of VM is detected.

The resulting the clipping behavior for the class-D amplifier is shown in Fig. 24.
As can be seen the integrator outputs remain close to zero during clipping and the
sticking and second order response in the post-filter output have vanished com-
pletely. Figure 25 shows post-filter output signals measured on a class-D amplifier
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Fig. 25 Measured clipping behavior: (a) without clipping recovery system (b) with clipping re-
covery system

without and with the clipping recovery system active. As can be seen the measured
signals are in good agreement with the simulations.

5 Conclusion

Robustness is arguably the most important requirement for a high power class-D
audio amplifier. A failure in the assembly line or, even worse, at the end customer
involves high costs associated with failure analysis and repair. On the other hand,
for reasons of economy it is necessary to design as close to the edge as possible
since headroom in the design usually translates directly to chip area and thus cost.

Second on the list of requirements is the absence of audible artifacts. Both ro-
bustness and audible artifacts relate directly to the perception of quality of both
equipment manufacturers and end customer.
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Part III
Power Management

The last chapter of this book covers Power Management. With the increasing use
of portable devices and more focus on energy savings and environmental friendli-
ness, power is now an important aspect of current electronic system design. This
has resulted on the one hand in low power design techniques for high speed and
large complexity functions, where chip heating is a real limitation and in advanced
power management techniques for the supply side of these low power systems on
the other hand. Power management circuits are now broadly used and, dependent
on the application, have very different requirements such as high efficiency, high
accuracy and low noise, low bill of materials and area, very low standby power,
high robustness, high level of integration and flexibility.

The first paper deals with single inductor, multiple output DC-DC convertors.
This is a new area in the field of power management where the current of a sin-
gle inductor is time shared between multiple outputs. Massimiliano Belloni et al.
first describe different current switching schemes and the extra switches needed for
boost, buck and buck-boost converters. A pragmatic and an analytical control loop
strategy is then presented. The driving of the power switches is a special problem
in multiple output converters. Dynamic well biasing, complementary switches and
a self-boosted snubber are described. Finally, design examples of a two output and
a four output DC-DC converter are given.

An enhanced ripple regulator, which improves DC regulation, reduces noise sen-
sitivity and helps avoiding fast-scale instability is the subject of the next paper.
Richard Redl first describes traditional ripple regulators: hysteretic, constant-on-
time, constant-off-time, constant-frequency and Vsquare architectures. An enhanced
ripple regulator with combined voltage-error and ripple amplifier is then proposed
and its compensation is described. A further improvement is obtained by the ramp
pulse modulation technique, which reduces the unloading overshoot of a constant
on-time ripple regulator. An implementation of this converter is described.

The third paper of Ivan Koudar addresses the specific requirements for a robust
DC-DC converter for automotive applications. From the different possible topolo-
gies, peak and average current mode control shows the better rejection of fast battery
transients and implicit current limitation. Despite the higher complexity, average
current mode is chosen for its better noise immunity. This has been implemented
in a buck-boost converter for a gateway SOC. The complex regulation loop and
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several circuits such as static and dynamic current sensing and limitation, mode
control, power stage control charge pump and startup are then described in detail.
The fabricated silicon proves the selected concepts.

A highly integrated power management IC in an advanced CMOS process tech-
nology is described by Mario Manninger in the fourth paper. Portable devices com-
bine more and more functions with very different supply requirements, such as
intelligent battery chargers, high current buck converters for digital and baseband
functions, low-dropout regulators for RF and audio codec functions, buck-boost and
hybrid converters for flash memory and boost converters for lighting management.
The paper describes the different architectures, the converter and battery models
used in the design and the resulting complex power management IC.

The fifth paper of Lázaro Marco et al. provides a review of adaptive power
management techniques for power demanding loads in portable devices. Envelope
tracking for polar RF power transmitters and on-chip line drivers for power line
communications are two examples of such loads, which require wideband efficient
power amplification. The system aspects and design challenges of the former are
first described. Different topologies for wide-band efficient amplification such as a
three-level buck converter and a linear-assisted switching power amplifier are then
elaborated. Finally, two alternative modulation and control techniques are discussed
in the last part of the paper.

The last paper, of Vadim Ivanov focuses on the limitations of low-dropout voltage
regulators. Traditional LDO circuits require a minimum or maximum load capaci-
tance and have a slow reaction time to a load step. By applying the structural design
methodology to the embedded LDO circuit, any-load stable regulators with very fast
load regulation, low noise and large power supply rejection could be developed. The
paper describes first the structural design methodology with flow graphs, dedicated
feedback control and a library of elementary cells. This methodology is then applied
on LDO regulators with very different requirements such as a very low quiescent
current memory retention LDO, a low-noise LDO for radio functions and an instant
load step regulator for digital circuits.



Single-Inductor Multiple-Output
Dc-Dc Converters

Massimiliano Belloni, Edoardo Bonizzoni and Franco Maloberti

Abstract This chapter deals with the design methodologies to obtain DC-DC
converters with multiple outputs and only one inductor. The four possible schemes,
buck, boost, and inverting or non-inverting buck-boost, are considered. The key
specific problems related to the issue are the inductor current switching scheme,
the multiple-loops control, the suitable driving of power switches and, accordingly,
the converter power efficiency. All the issues are discussed in details. Moreover, de-
sign examples of devices integrated with CMOS technologies and the experimental
results are presented.

1 Introduction

The continuous market growth of battery-operated systems and the need of opti-
mizing the power consumption in multi-processors by a dynamic regulation of the
supply voltage expand significantly the portable power management market. In ad-
dition to conventional DC-DC devices, [1], there is an increasing need of DC-DC
converters capable to generate many outputs while using a single inductor. The
reason is that when on the same system it is required to generate multiple supply
voltages, the increased PCB area, the augmented number of components, and the
reduced reliability for the many inductors used, becomes problematic, [2, 3]. The
new devices discussed here that can be boost, buck or buck-boost, give the solution.
To have multiple outputs it is necessary to time-share the inductor current between
various loads. For this, the feedback loop that regulates the voltage becomes a multi-
feedback loop with probable problems of stability and possible ringing of the out-
puts. Moreover, for buck architectures, it is necessary to use extra power switches.
In addition, for these kinds of converters, the switches must separate voltages that
can have a significantly different value. Therefore, the power switch drivers must
account for problems that are specific of the multiple output function.
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2 SISO DC-DC Switching Regulators

Figure 1 shows the four conventional Single-Inductor Single-Output (SISO) DC-DC
switching regulators, [1].

Fig. 1 SISO DC-DC switching regulators conventional topologies

The switches properly charge and discharge the inductor with non-overlapped
phases that are a fraction of the switching period. A control loop, not shown, ensures
that the output voltage is as close as possible to the setting. Figure 1(a) and 1(b) are
the conventional buck and boost architectures, while the inverting and non-inverting
buck-boost schemes are the ones shown in Fig. 1(c) and 1(d), respectively. Trans-
forming the four schemes of Fig. 1 into multiple output versions requires duplicating
the switch on the load side for the inductor current time-sharing. For the scheme of
Fig. 1(a) it is necessary to add extra switches on the load side because on that point
there is no switch that the DC-DC operation foresees.

3 Inductor Current Switching Schemes

A DC-DC switching regulator with multiple outputs time-shares the inductor current
among different loads. The sharing strategy depends on the operation that can be in
the discontinuous mode, with clamping at zero of the current, or in the continuous
mode, [1]. For a double boost scheme, [4, 5], like the one shown in Fig. 2, there
are three time slots: one used to charge the inductor and two used to discharge the
inductor into the two loads. For discontinuous mode there are mainly two options:
a time interleaved operation with one clock period fully dedicated to one load and
the next clock period to the other (Fig. 3(a)) or the configuration shown in Fig. 3(b).
Figure 3(a) shows that the time slots to charge the inductor are different during the
even and odd periods (TA1, TB1). On the contrary, Fig. 3(b) shows the use of just one
period to charge the inductor followed by the sequence of two slots to deliver the
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Fig. 2 Single inductor double
output DC-DC boost
converter

Fig. 3 Inductor current in the two-outputs boost converter (discontinuous conduction mode)

power to the loads A and B. The advantage of the method of Fig. 3(a) is that there is
no cross regulation between the two outputs. However, the second method can use a
lower switching frequency, as the output voltages ripple is lower. The two methods
can be extended to more outputs and, possibly, hybrid methods can be used, with
time interleaving of pair of output loads served on the same switching period. In
addition, the switching scheme of Fig. 3(b) is suitable for continuous conduction
mode.

For buck converters a two-outputs scheme (Fig. 4), [6], is here considered, but
the solution can be extended to more output loads, [7]. In this case, the conventional
buck switches M1 and M2, and the current sharing ones, S1 and S2, have to be
controlled. The two switching times are unrelated since the switching between the M
transistors can occur before or after the switching of the S transistors. The currents
in the inductor are like the profiles shown in Fig. 5(a) and (b).

In a more complex situation, with four outputs, the switching times and the cur-
rent in the inductor looks like the diagram of Fig. 6, [7, 8].

Remind that for the switching of transistors Mi and Si it is necessary to ensure a
proper disoverlap to avoid short connections.

For the switching current scheme of Fig. 6 there is the problem of cross regulation
because the increase in the time slot of one load affects the power delivered to the
other loads and the control system must be able to handle the problem.
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Fig. 4 DC-DC SIDO buck converter

Fig. 5 SIDO buck output branches currents (IA, IB) in the two cases D < D1 (a) and D > D1(b)

Fig. 6 4-output SIMO buck
inductor and output branches
currents (IA, IB, IC, ID)

Figure 7 shows a two output buck-boost converter. The switches connected to the
output loads in addition to the normal operation of the buck-boost also work for the
current sharing.

The switching scheme is the same as the boost circuit with the control of M2
made by the OR function of the controls of SA and SB.
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Fig. 7 DC-DC SIDO buck-boost converter

Fig. 8 SIDO buck-boost main switches currents (IM1, IM2, IM3) (a) and output branches currents
(IA, IB) (b)

4 Multiple-Loop Control Strategy

Figure 9 shows the conventional control loop. Its operation is well known: the output
voltage is subtracted to the voltage setting to obtain the output error, �. The error is
amplified and used as threshold of a saw-tooth signal whose period is the inverse of
the switching frequency. The resulting pulse and its complement are used to control
the power switches.

For N outputs it is necessary to foresee N control loops whose output determines
the switching times discussed in the previous Section. One of those times drives the
switches for the conventional operation and the other switches on the loads side. The
control strategies can be “pragmatic” or “analytical”. The first type is driven by logic
considerations the second one is an extension, albeit not completely investigated, of
the theory used in single output schemes.

The first method is presently used in boost schemes because it is more difficult
to generalize the single output method. Here, two approaches are reported. What is
used in one of the design examples presented in the following of this chapter is prag-
matic and it is based on the following observation. The highest error indicates the
power needed by the entire converter. Therefore the switching of M2 is controlled
by this highest error. The current time sharing is defined by considering one output
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Fig. 9 Switching regulator closed loop control system

as “master” and the other as “slave”. The output of the master is measured and when
it reaches the setting the current is delivered to the slave.

The other approach, [8], identifies suitable variables E as input of a feedback
control. The problem is to find a vector T of N time instants as a function of the
input E:

T = f (E) (1)

The used solution foresees a linear processing of E, leading to a linear system of
equations:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

T1 = a11ε1 + a12ε2 + · · · + a1N εN

T2 = a21ε1 + a22ε2 + · · · + a2N εN

. . .

TN = aN1ε1 + aN2ε2 + · · · + aN N εN

(2)

It is evident that it is convenient to use as vector of the input variables the errors
�i = (Vouti − Vseti). Therefore:

T = kA� (3)

where k denotes the overall gain loop.
The various used solutions differ because of the utilized matrix A. As an example,

the following matrixes can be considered:

A =

⎡

⎢⎢⎢⎢⎣

1 0 . . . 0 0
0 1 . . . 0 0
0 0 . . . 0 0
0 0 . . . 1 0
0 0 . . . 0 1

⎤

⎥⎥⎥⎥⎦
(4)
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that is using a single error for the control of one of the times.

A =

⎡

⎢⎢⎣

1 1 1 1
1 −1 −1 −1
1 1 −1 −1
1 1 1 −1

⎤

⎥⎥⎦ (5)

with the first line used to control the main switching. This solution has proved better
performance for buck converters with N > 2.

For boost configurations, it is also possible to use the analytical method. It is
required to use coefficients that ensure the condition

Ti > T1, i > 1 (6)

where T1 is the charging period.

5 Power Switches Driving

As mentioned above, in multiple-output DC-DC converters, an important design
issue is the power switches driving strategy as it affects the overall system effective-
ness, in terms both of area and power.

In any single or multiple outputs DC-DC converter, the switch connected to the
battery and the one connected to ground are obviously made by p-channel and
n-channel devices, respectively. By contrast, the switches on the load side can be
problematic. There are three possibilities: use of a p-channel, an n-channel or a
complementary switch. The choice depends on the expected regulated voltage, and
the cost-efficiency trade off. If the regulated voltage is relatively large, much higher
than the transistor threshold, then the use of a p-channel is a good solution: the
overdrive is enough and the series conductance, Gon, caused by the extra switch can
become affordable with a reasonable transistor aspect ratio

Gon = μCox
W

L
(Vout − VT h) (7)

For a modern power technology, the parameter �Cox is in the 100–200 �A/V2

range. Therefore, a switch resistance of 1 � is obtained with W/L of in the order of
3500, that is large but acceptable. As known, the threshold voltage changes because
of the body effect and, in order to cancel it, it is necessary to connect the substrate
to the source. This is admitted with a single output and n-well technologies, but is
not possible with multiple outputs because of the possibility of having the terminal
connected to the inductor at a voltage that is the higher than the switched output. The
limit is significant because the body effect can worsen the threshold by 100–200 mV
and with 500 mV of overdrive the series resistance becomes 25% and 66% higher,
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Fig. 10 Schematic diagram of the bulk biaser circuits

respectively. The solution to the problem is to tight the well to the higher voltage
between the switched terminals, [6].

The technique of dynamic biasing of the well is illustrated in Fig. 10 for a two
outputs buck converter. The circuits BB1 and BB2 dynamically bias the bulk of
transistors M2 and M3 by two n-channel switches controlled by a logic signal and
its inversion. The logic signal is generated by a simple comparator of the voltages
between the switching nodes: IND+ and the output voltages VOU T 1, I N D+ and
VOU T 2, respectively. Therefore, the body effect is cancelled during the on-phases,
thus improving the converter power efficiency. Notice that a possible offset of the
differential pair is not critical because problems arise when an incorrect substrate
biasing is in the order of several tens of mV.

Another possible solution is to use complementary power switches but there are
limits: the silicon area is almost doubled and the power required to charge and dis-
charge the gate of the power transistors significantly increased. Therefore, comple-
mentary switches can be used only for applications with very low current for which
the sizing of the power switches is not an issue.

The other possible solution is to use an n-channel transistor that for being prop-
erly opened requires a voltage higher than the supply. As known, the request can be
satisfied by charge pumps, [9]. The switching of one or more pumping capacitances
enables reaching the high voltages as required by non-volatile memories. However,
in the case of multiple output boost schemes, the gate capacitance of the power tran-
sistor can be as high as 15 pF and the corresponding charge that must be provided
leads to area and efficiency issues.

A different approach, named self-boosted snubber is shown in Fig. 11, [7]. The
method exploits the fact that it is necessary to ensure disoverlap between the switch-
ing between loads. During the disoverlap periods the inductor current must be prop-
erly handled as it is done with the snubber. In the circuit of Fig. 11, the current
is used to boost the voltage across Csunb through a diode, D. The charge stored
on the capacitor is the tank that enables switching on the power n-MOS, SA. The
switching is controlled by two transistors: the n-type is to switch off and the p-type
to switch on SA. In order to ensure that during the off state the control of the
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Fig. 11 Schematic diagram of the self-boosted snubber circuit

p-channel is equal or higher than the boosted voltage, a low-power charge pump
(cp in Fig. 11) suitably augments the supply voltage. Therefore, the current dur-
ing the disoverlap periods is used to store the energy necessary to drive the power
MOS.

The switching of the power MOS in multiple output boost converter has the dou-
ble problems of protection of the driver that normally is designed with a low-voltage
option of the technology and the separation between the high voltage outputs. The
simplest way to avoid short circuits and ensure good isolation of the outputs is to
use diodes (possibly external) in addition to suitable drivers. Since Schottky diodes
ensure a low drop, they are the optimum solution. Figure 12 shows a scheme that al-
lows using low voltage devices to control transistors capable to sustain high voltage
(drain extension), [5]. The current source M1 and the resistor R1 generate a proper
bias used to clamp the on-control of the power p-MOS. The transition from the on to
the off states is made fast thanks to transistor M2 that discharges quickly the CGS of
the power p-MOS. Low voltage devices are protected by the transistors with drain
extension MP1, MP2 and MP3.

Fig. 12 Possible driver of the power switch in boost DC-DC
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6 Design Examples

The design techniques discussed in the previous Sections are the basis of design and
implementation of integrated DC-DC SIDO and SIMO converters. The features and
the experimental results of three of them are here discussed.

Figure 13 shows the block diagram of a two-output boost converter for backlight
applications realized in a 130-nm CMOS technology, [5]. The circuit is capable
to generate two independent voltages up to 11 V with a maximum over current of
28 mA.

Realizing a dual output DC/DC converters for backlight applications requires
an independent control of output voltages and currents as certain lighting functions
require different light intensity and also the feature of selectively turning on or off
the backlight sources.

The circuit uses the control scheme employing the “1-2A-2B” current switching
method with a pragmatic control like the one previously described. The power p-
MOS switches are with drain-extension and can sustain a drain-source voltage (VDS)
up to 20 V. The external Schottky diodes prevent reverse currents in any conditions
of operation. Figure 14 shows the layout of the chip with some details of the floor
plan.

Figure 15 illustrates the power n-MOS drain voltage and two steady-state output
voltages both at about 7 V and supplying 5 mA and 30 mA, respectively. The drain
voltage clearly shows that “1-2A-2B” control scheme with output B (high voltage)
biased first and then followed by output A. The subsequent ringing is caused by the
inductance and parasitic capacitance.

Figure 16 illustrates the power efficiency of the converter versus output voltage
with both outputs at 28 mA. It also shows that as the output voltage decreases to
about 4.5 V, efficiency converges to the same number for the 28-mA and 10-mA
case, whereby the power loss are dominated by switching loss.

Fig. 13 Schematic diagram of a SIDO boost
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Fig. 14 Layout of the SIDO boost converted

Fig. 15 Significant waveforms of the SIDO boost

The second design example is a two-output buck, [6]. Its basic scheme is shown
in Fig. 17. The loop control is a simple diagonal coefficient matrix: the control of
the main switching is done with one of the errors and the time-sharing with the
other.
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Fig. 16 Efficiency of the SIDO boost

Fig. 17 Circuit diagram of the proposed SIDO buck

The PWM generator uses the same waveform (in this case a triangular wave)
to obtain both the control phases. The switching frequency is 1 MHz and the gain
of the error ensured by A1 and A2 is approximately 45 dB. Switches S1 and S4

are obviously realized with n-channel and p-channel devices, respectively. Since it
is assumed that the regulated voltage is relatively high, S2 and S3 are p-channel
devices. The sizes of M1, M2, and M3 are equal to 18000/0.6 �m, while NMOS
transistor M4 is 6000/0.6 g�m. These aspect ratios come up from a trade-off be-
tween the on-resistance of the switches, the waste of silicon area, and the dynamic
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power consumption. The used channel length (about twice the minimum) minimizes
transistor leakage currents and ensures proper ESD protection.

The circuit achieves the optimum substrate biasing by the dynamically switch be-
tween the voltages across the switch terminals, as discussed in the previous section.
The single-inductor dual-output buck converter has been fabricated in a 0.35–�m,
5 − V transistor option, p-substrate, 2-poly, 3-metal levels CMOS technology.
Figure 18 shows the chip microphotograph. The chip area is 1350 �m × 1800 � m,
including pads. The power transistor area is about 0.22 mm2. In order to minimize
the resistance and the inductance of the bonding wires, a triple bonding approach
has been adopted for the drain and the source terminals of each power transistor.
The used off-chip inductor and storage capacitors, referred to as L , C1, and C2,
respectively, are 22 �H and 35 �F, respectively.

Figure 19 shows the ripple in the measured output voltages. With a power sup-
ply of 3.6 V, the voltages VOU T 1 and VOU T 2 are 3.3 V and 1.8 V, respectively. The
achieved voltage ripple is 31 mV for VOU T 1 and 24 mV for VOU T 2, with output
currents of 56 mA and 40 mA, respectively.

Figure 20 shows the cross-regulation of the output voltages, with one output fixed
at 3.3 V (VOU T 1) and the other (VOU T 2) changing by 680 mV, from 1.42 V to 2.1 V.
The increase of the current on the second load from 22 mA to 33 mA does not affect
VOU T 1 at all.

The measured power efficiency is good, as shown by Fig. 21. By keeping the
power supply set to 3.6 V and the output current on the second load equal to
40.2 mA, the power efficiency, measured as a function of the first output current,
reaches 93.3% when both output voltages are set to 3.3 V and the overall output cur-
rent is 124.8 mA. When the output voltages are set to 3.3 V and 1.8 V, respectively,

Fig. 18 Chip
microphotograph
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Fig. 19 Measured output voltages

Fig. 20 Measured step response (VOU T 1 = 3.3 V, VOU T 2 = 1.42V − 2.1 V − 1.42 V)
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Fig. 21 Measured power efficiency (Vdd = 3.6 V, Iout2 = 40.2 mA)

the power efficiency reaches 85.2% when the overall output current is 190 mA. The
power efficiency is anyway always higher than 62.5%.

The third design example is a buck DC-DC converter with four outputs volt-
ages, [7]. The control subsystem, together with the drivers, provides the four control
signals. By using the complex control scheme described by equation (5).

Figure 22 shows the processing block diagram including the PWMs output
pulses. H (s) in the main path is a first-order zero-pole filter that achieve the loop
compensation, while A blocks in the sharing paths are just amplifiers. The main
path, driven by H (s)X1, controls the main switches MP and MN, while the other
paths, driven by AX2, AX3, and AX4, manage the sharing of the inductor current,
thus determining the four time-sharing slots.

The analog processor is realized with a switched-capacitor circuits that achieves
the error combinations given by equations (5) as well as the other functions.
Figure 23 shows the detail of the first processing channel, which consists of three
sections. The first section combines the errors and provides a gain equal to 5, while
the second section is the zero-pole switched-capacitor filter. The branch including
C5 and Vbias achieves a DC level shift. Finally, the flip around double sample-
and-hold decouples the filter from the PWM, thus limiting the kickback from the
switching part and eliminating the glitches produced by the switching from phase
1 to phase 2. The other channels have only two sections. One is the amplifier that
processes the errors providing a gain of 10 and shifting the DC level, and the other
is the sample-and-hold.
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Fig. 22 Conceptual scheme of the analog processor and PWMs output pulses

Fig. 23 Analog processor first channel schematic diagram

The driving of the switches of the buck converter is straightforward, since they
are connected to VDD or ground. By contrast, the control of the load switches uses a
self-boosted driver as shown in Fig. 24. The internal capacitor is CS = 170 pF with
in parallel and external capacitance CS1 = 430 pF. To ensure the proper control of
MNi −MPi, the logic signal provided by the analog processor is almost doubled with
a charge pump (CP), [10].

The circuit has been fabricated with a 0.5–�m 2-poly, 5-metal CMOS process.
Figure 25 shows the chip microphotograph. The total area is 3.5 mm×3.8 mm, with
1.2 mm2 used for analog processing.

Figure 26 shows 3 of the 4 output voltages and the switching node voltage wave-
forms in the steady state. It can be noted from the switching node voltage waveform
a good stability of the main loop. The main duty in this case is about 60%.
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Fig. 24 Self-boosted switch drivers schematic diagram

Fig. 25 Chip
microphotograph

Figure 27 shows an output voltage ripple measurements. It is possible to see the
four output waveforms in the steady state ac coupled, with a vertical scale of 50 mV.
The maximum ripple is about 65 mV.

For cross-regulation measurements, an input filter slows down the transient re-
sponse of the converter in order to avoid transient cross-regulation drops of the
output voltages. However the converter it is pretty fast since it sets in about 80 �s.
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Fig. 26 Measured output voltages

Fig. 27 Measured ac coupled output voltages

In measurement shown in Fig. 28, Vout2, Vout3 and Vout4 are set at their proper
voltage level, while Vout1 changes from 0.7 to 1.6 V and vice versa.

Figure 29 shows Vout4, its gate voltage, the clock signal and the switching node
voltage waveform. It can be noted that the self-boosted snubber circuit boost up the
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Fig. 28 Cross-regulation measurement

Fig. 29 Measurement of the self-boosted drivers effectiveness
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Fig. 30 Power efficiency of the 4-output buck converter

switch gate voltage at 5.5 V clamped by the protection pads. Some Vout4 ringing of
about 80 mV peak during the load switch commutations has been observed in this
condition.

Figure 30 shows the measured power efficiency as a function of the fourth output
current with Iout1, Iout2, Iout3 fixed at 200 mA, 100 mA, and 150 mA, respectively.
The supply voltage is at its minimum value of 2.3 V. The efficiency peak is of about
85% at 330 mA. Table 1 summarizes the chip performance.

Table 1 Performance summary

Supply Voltage 2.3 → 5 V
Output Voltages 0 → (Vsupply − 0.5) V
Max Output Voltage 3.6 V
(Total) Output Current 0.1 → 1.8 A
(Single) Output Current 0 → 0.8 A
Max Voltage Ripple 90 mV
Max Cross-Regulation 40 mV/V
Max Load-Regulation 45 mV/V
Peak Efficiency@(Vsupply = 2.3 V) 85%

7 Conclusions

The design of single-inductor multiple-output DC-DC converter is important for
future low-power portable systems. The key issues and some possible solutions have
been described in this chapter. The provided examples demonstrate the feasibility
and the limits of various approaches. Because of the increased diffusion of complex
and portable systems is expected that the area will come upon great development in
the near future.
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Enhanced Ripple Regulators

Richard Redl

Abstract The various ripple regulator types have simple control structure, fast
transient response, and (in some versions) a switching frequency that is propor-
tional to the load current in discontinuous conduction mode. Those characteristics
make the ripple regulators especially well-suited for power-management applica-
tions in computers and portable electronic devices. Ripple regulators, however,
also have some drawbacks, including (in some versions) a poorly defined switch-
ing frequency, noise-induced jitter, a tendency for fast-scale instability, and inade-
quate dc regulation. This paper focuses on a novel ripple regulator architecture that
improves the dc regulation, reduces the noise sensitivity, and also helps avoiding
the fast-scale instability. The proposed architecture combines a dual-purpose (error
and ripple) amplifier with a traditional (hysteretic, constant-on-time, constant-off-
time, or constant-frequency) ripple regulator. The performance can be further im-
proved by the addition of the so-called ramp pulse modulation technique, which
substantially reduces the worst-case unloading overshoot in the constant-on-time
version.

1 Introduction

Dc-dc converters using the output ripple voltage as the PWM ramp (commonly
called “ripple regulators” [1]; the control technique itself is sometimes called
“ripple-based control” [2]) have simple control architecture and fast line, load, and
reference transient responses. The hysteretic and constant-on-time versions also
have a switching frequency that changes proportionally with the load in discontin-
uous conduction mode—this feature is useful in applications where high efficiency
must be maintained over a wide range of load currents. The above characteristics
make the ripple regulators especially attractive for computer or portable electron-
ics applications. The ripple regulators, however, suffer from some serious practical
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problems, including a poorly defined switching frequency (in some variations of
ripple-based control the frequency strongly depends on the parasitics of the output
capacitor, circuit delays, and the input and output voltages), jittery behavior (this
is caused by the ambient electromagnetic noise, which is generated for example by
another converter on the same circuit board), inadequate dc regulation, and tendency
for fast-scale, or subharmonic, instability.

The frequency dependency can be solved by introducing a timer for adaptively
setting the on-time or off-time of the control switch, by feedforward frequency sta-
bilization [3,4], or by synchronizing the converter to an external clock [3–5,13]. The
jitter caused by the ambient noise can be reduced by a switched noise filter [6]. The
dc regulation can be improved by compensating some of the error components [7] or
by introducing an integrating error amplifier between the reference voltage and the
PWM comparator (“Vsquare” control, [8, 9]). Unfortunately, the Vsquare control is
a patented technology, which prevents its general use; also it does not solve the noise
sensitivity issue because the PWM ramp remains small. Reference [10] discloses a
hysteretic regulator that combines the error amplifier with a large artificial ramp, but
that solution is complex and also proprietary.

This paper presents an enhancement for the basic ripple regulators that improves
the dc regulation, reduces the noise sensitivity, and can also alleviate the fast-scale
instability. The enhancement can be used with all types of ripple regulator architec-
tures, including the hysteretic, constant-on-time and constant-off-time versions, and
it can also be adapted to the constant-frequency versions. By further improving the
constant-on-time version with the addition of the proprietary ramp pulse modulation
technique [11] discussed in Section 4, the unloading overshoot can be significantly
reduced.

2 Ripple Regulator Overview

Figure 1 shows the general block diagram of the ripple regulator.
The output voltage of the LC power filter is connected to the inverting input

of the PWM comparator either directly or with a feedback divider. Optionally the

Power
switch
stage

Driver LC power
filter

Feedback
divider,
optional

signal filter

PWM
comp.

+

_
PWM-signal

postprocessor
Vref

vout

vfb
vcmp

vpwm vdrv vsw

Fig. 1 Ripple regulator block diagram
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feedback divider includes a signal filter (e.g., a capacitor across one of the feedback
resistors). The output of the PWM comparator changes state when the feedback
voltage vfb crosses Vref. The comparator output goes through a postprocessor circuit
that sets one or more parameters (on-time, off-time, frequency, peak-to-peak ripple,
etc.) of the converter. In some implementations (e.g., the hysteretic regulator [1]
or ripple regulators using the switched noise filter [6]) the feedback voltage or the
reference voltage is modified by a signal coming back from the postprocessor—this
is represented by the dashed-line connection.

2.1 Hysteretic Regulator

Figure 2 shows a buck converter, controlled by a hysteretic comparator. This circuit
is the first, and possibly simplest, member of the ripple regulator family; its origin
goes back to the 1950s. Its common name is “hysteretic regulator.”

The basic operation of the hysteretic regulator is as follows. When the switch S is
on, the inductor current iL(t) increases. This leads to an increase in the output voltage
vout(t) and also to a proportional increase in the feedback voltage vfb(t). When vfb(t)
exceeds the upper threshold (Vref + VH/2) of the comparator, the output of the
comparator goes low, which causes the turn-off of switch S after a turn-off delay
Td(off). Then iL(t) begins to decrease, causing a decrease in both vout(t) and vfb(t).
Eventually vfb(t) drops below the lower threshold (Vref–VH/2) of the comparator,
which changes the output of the comparator to low and causes the turn-on of switch
S after a turn-on delay Td(on).

A practically important characteristic of this regulator is the switching frequency,
which strongly depends on the parasitics of the output capacitor and the turn-on
and turn-off delays [12]. The capacitor parasitics are the equivalent series resis-
tance (“ESR,” RC in Fig. 2) and the equivalent series inductance (“ESL,” LC in
Fig. 2). Besides the capacitor parasitics and the delays, the frequency depends also
on the hysteresis voltage VH, the division ratio of the feedback divider, the induc-
tance L, and the input and output voltages. The capacitance C, however, has only a

Fig. 2 Hysteretic regulator
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small effect on the frequency. It is to be noted that in continuous conduction mode
(“CCM”) the switching frequency is a weak function of the load current, but in dis-
continuous conduction mode (“DCM”) the switching frequency is essentially pro-
portional to the load current, which is useful for maintaining high efficiency at light
load.

The dc regulation depends on the time constant (RCC) of the output capacitor and
on the turn-on and turn-off delays. In DCM, the dc output voltage is also a function
of the load current [12].

In CCM, neglecting the effect of the capacitance, the switching frequency is

f = RC

VH(eff)L

(
Vin − Vout

)
Vout

Vin
(1)

where

VH(eff) = VH

(
1 + R1

R2

)
− LC

L
Vin + Td(off)

Vin − Vout

L
RC + Td(on)

Vout

L
RC (2)

In DCM, the switching frequency is

f = 1

Ton + Toff1 + Toff2 + Td(on)
(3)

where

Ton = L

RC

VH

(
1 + R1

/
R2

)
− (Vin − Vout) LC

/
L

Vin − Vout
+ Td(off) (4)

Toff1 = IpeakL

Vout
(5)

Toff2 = �VC

Iout
C (6)

Ipeak = Ton

L
(Vin − Vout) (7)

�VC =
(

Ipeak

2
− Iout

)
Ton + Toff1

C
(8)

The hysteretic regulator is essentially free from fast-scale instability. Its biggest
practical limitation is the poorly defined switching frequency in CCM.
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2.2 Constant-Off-Time and Constant-On-Time Ripple Regulators

Figure 3 shows two ripple regulator architectures where the frequency is indepen-
dent from the capacitor parasitics or the feedback divider. In CCM the frequency is
also independent from the inductance of the output inductor.

A well-defined switching frequency is achieved by inserting a timer, or monos-
table multivibrator (MMV), between the PWM comparator and the switch S. In the
constant-off-time peak-voltage regulator (PVR) when the feedback voltage vfb(t)
rises above Vref the timer is triggered and turns off switch S for a set time Toff(set).
The switch turns back on when Toff(set) expires. In the constant-on-time valley-
voltage regulator (VVR) when the feedback voltage vfb(t) falls below Vref the timer
is triggered and turns switch S on for a set time Ton(set). The switch is then turned off
when Ton(set) expires. Table 1 shows the switching frequencies of these regulators in
CCM and DCM.

Load
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Td(on)
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vfb(t)

Fig. 3 Constant-off-time peak-voltage regulator (PVR) and constant-on-time valley-voltage regu-
lator (VVR)

Table 1 Switching frequencies of the constant-Toff PVR and constant-Ton VVR

Constant-off-time PVR Constant-on-time VVR

CCM f = Vin − Vout

VinToff
f = Vout

VinTon

f = 1

Toff + Ton(dcm)
DCM where f = 2L IoutVout

T2
on (Vin − Vout) Vin

Ton(dcm) =
L VoutIout

(
1 +

√
1 + 2 (Vin − Vout) VinToff

L VoutIout

)

(Vin − Vout) Vin

In the table Toff = Toff(set) + Td(on) − Td(off) and Ton = Ton(set) − Td(on) + Td(off).
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Fig. 4 Implementing frequency stabilization of the constant-Ton VVR in CCM

By inspection of the frequency expressions of the constant-on-time VVR in
Table 1 we can conclude that (1) in CCM the frequency can be stabilized by making
Ton inversely proportional to Vin and (2) in DCM the frequency is proportional to
the output current. Both of those features are quite useful in practice, which explains
the popularity of the constant-on-time VVR. Figure 4 shows how the frequency
stabilization in CCM is implemented.

The idea is to make the charging current of the capacitor Ct in the timer section
proportional to the input voltage. The results are an on-time

Ton(set) = CtVth

gVin
(9)

and a switching frequency (neglecting the delay time difference)

f = Vout

VinTon(set)
= gVout

CtVth
(10)

As can be seen the frequency is now independent from Vin.
It is to be mentioned that the constant-Toff and constant-Ton regulators produce

fast-scale instability when the RCC time constant of the output capacitor is less than
one-half of the set off-time or on-time [12]. The addition of a second, low-time-
constant, capacitor to the output aggravates this problem.

2.3 Constant-Frequency Ripple Regulators

The frequency of the ripple regulators can also be directly synchronized to an exter-
nal clock. Figure 5 shows how to do this. (Note: [13] presents a similar solution, but
without the stabilizing ramp.)
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Fig. 5 Constant-frequency PVR and VVR

In the PVR the clock pulse turns on the switch and in the VVR the clock
pulse turns off the switch S. The switch changes state when the feedback voltage
goes above (PVR) or below (VVR) the reference voltage Vref. To avoid fast-scale
instability above (PVR) or below (VVR) 50% duty ratio, a small ramp voltage
vramp(t) must be added to vfb(t) (PVR) or to Vref (VVR); also the time constant
of the output capacitor must be above a certain value. Reference [12] discusses
how select the capacitor time constant and the ramp amplitude to ensure stable
operation.

2.4 Considerations for Dc Regulation

Besides the obvious factors that influence the initial accuracy, the dc regulation of
the previously discussed ripple regulators depends mostly on the actual shape and
peak-to-peak value of the output ripple voltage and on the turn-off or turn-on delays.
In the case of the constant-frequency regulators the presence of the stabilizing ramp
also contributes to the dc regulation error.

It is possible to determine mathematically how the various parameters of the
regulator influence the dc output voltage, but the derivations can be rather tedious.
In any case, it is reasonable to assume that the total variation of the dc output voltage
is not more than the peak-to-peak ripple, except when the turn-on and/or turn/off
delays are excessively big or when stabilizing ramp is employed.

For applications with a high dc accuracy requirement (e.g., voltage regulators
feeding microprocessors or DSPs) the basic ripple regulators might not have an
acceptably tight dc regulation. In those cases the factors that influence the dc output



262 R. Redl

voltage can be compensated, e.g., by using an approach similar to the one discussed
in [7], or by adding a high-dc-gain error amplifier to the converter, as discussed
below.

2.5 Vsquare Ripple Regulator

Figure 6 shows how an error amplifier with high dc gain can be used to improve
the dc regulation of the basic ripple regulators [8]. That amplifier is added be-
tween the reference voltage and the corresponding input of the PWM compara-
tor. It monitors the difference between the second feedback voltage vfb2(t) and
Vref and provides an error voltage verr(t) for the non-inverting input of the PWM
comparator. The error voltage varies slightly as needed to maintain perfect dc regu-
lation, while the fundamental operation of the parent ripple regulator remains virtu-
ally unchanged. This technique, called Vsquare regulation, is effective and easy to
implement—unfortunately it is patented [9], and therefore it cannot be used without
a license. Also, Vsquare does not help with some of the other deficiencies of the
ripple regulator (small PWM ramp and the related noise sensitivity or fast-scale
instability).
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Fig. 6 Vsquare ripple regulator

3 Enhanced Ripple Regulators with Combined Voltage-Error
and Ripple Amplifier

Figure 7 shows an alternative solution to the dc regulation problem of the basic
ripple regulators—the enhanced ripple regulator.

The main difference between the Vsquare regulator and the enhanced ripple reg-
ulator of Fig. 7 is that here there is only one feedback path, via the amplifier. That
amplifier is actually used for two purposes—it serves as a high-dc-gain voltage-error
amplifier for a nearly ideal dc regulation and it also amplifies and shapes the ripple
voltage that constitutes the ramp for the PWM comparator.
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Fig. 7 Enhanced ripple regulator with combined voltage-error and ripple amplifier

The PWM implementation can be any of the previously discussed ripple-regulator
variations (hysteretic, constant-Toff and constant-frequency PVR, constant-Ton and
constant-frequency VVR). In the schematic of Fig. 7 the voltage V1 serves only
as a bias voltage to position the output of the amplifier to within a convenient
range.

3.1 Amplifier and Loop Compensation Considerations

The compensation of the amplifier should be selected such that the correct switch-
ing frequency (in the hysteretic version) is ensured, or the fast-scale instability (in
the constant-Ton, constant-Toff, or constant-frequency versions) is eliminated. The
frequency response of the amplifier is as follows.

A(s) = − 1

s (CA + CB) R1

(1 + sR1C1) (1 + sRACA)

1 + sRA
CACB

CA + CB

(11)

By properly positioning the poles and zeros the effect of the parasitic inductance
(ESL) on the shape of the amplified ripple can be eliminated. This is important for
hysteretic regulators that are designed to operate in a given frequency range. The
compensation can also reduce the destabilizing effect of the smaller than required
RCC time constant of the output capacitor or of a low-time-constant capacitor in
parallel with the bulk output capacitor. For example, by omitting C1 and adding the
capacitor CB such that the second pole of the amplifier coincides with the ESL zero
(RC/2	LC) in the impedance of the capacitor the amplified ripple will be free of
the effect of the inductive ripple component. This will eliminate the effect of the
capacitor ESL on the switching frequency. By using C1 in parallel with R1 such
that the first zero in the frequency response is less than the ESR zero of the output
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capacitor (1/2	RCC), the constant-off-time or constant-on-time regulators will be
free of the fast-scale instability even with RCC time constants that are less than
one-half of the set off-time or on-time.

The RACA time constant should be selected such that the corresponding zero
frequency is around or below the switching frequency, so that it does not exert much
influence on the shape of the amplified ripple. It is to be noted that the regulator
works well with zero frequencies much below the switching frequency but this slows
down the dynamic correction of deviations caused by sudden input-voltage or load-
current steps.

If CA is selected such that its impedance is much less at the switching frequency
than that of RA, and if C1 and CB are not present, the amplification of the ripple
component will be determined solely by the RA/R1 ratio. There is no hard rule
regarding how to select that ratio. If the ratio is large the amplifier must have a
high open-loop bandwidth, but the converter will provides tighter dynamic regu-
lation, and if the ratio is small the required open loop bandwidth will be reduced
but the dynamic regulation will be poorer. A ratio of about 10 to 50 seems sat-
isfactory in most practical cases. Note also that if we use RPM (discussed in the
next section), a higher RA/R1 ratio tends to reduce the unloading overshoot more
effectively.

4 Ramp Pulse Modulation (RPM)

Ramp pulse modulation, or RPM, is a proprietary improvement for the enhanced
ripple regulator with constant-on-time control [11].

Ripple regulators with constant-on-time control are popular in battery-powered
applications because in DCM the switching frequency becomes proportional to the
load current, which ensures high efficiency at light loads. Another reason for their
popularity is that by using input-voltage feedforward in CCM the frequency can
be made quasi-constant, which is important for better-controlled switching losses
or a predictable EMI. A known drawback of constant-Ton control is, however, that
when the load current steps down during the on-time the controller cannot termi-
nate the conduction of the control switch until Ton expires. This increases the over-
shoot of the output voltage. The presence of the voltage-error/ripple amplifier in the
enhanced version does not overcome this limitation, but RPM does. RPM retains
the advantages of the enhanced ripple regulator with constant-Ton control but by
making Ton adaptively shorter during a transient by using verr(t) as the threshold of
the timing ramp it also reduces the overshoot. Figure 8 shows the implementation
of RPM. Figure 9 shows the simulated waveforms of the buck converter with and
without RPM control when a worst-case unloading transient happens. (Simulation
parameters: Vin = 5 V, Vref = 1.2 V, Iout = 15 A → 5 A, L = 500 nH, C = 500 �F,
LC = 0, RC = 5 m�, R1 = 1 k� , no R2, RA = 50 k� ,CA = 200 pF, CB = 0,
Ct = 100 pF, g = 100 �A/V, V1 = 4 V; for the case w/o RPM the threshold
voltage for the comparator of the on-time setting section is 3 V). As can be seen,
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in this particular example the presence of RPM reduced the unloading overshoot by
about 34 mV, which is 2.8% of the output voltage.

4.1 Experimental Results

RPM control has been implemented in several integrated circuits, including the
ADP3209, a multimode PWM controller with diode emulation and voltage posi-
tioning capabilities [14]. Figure 10 shows the block schematic of that device.

Figure 11 shows steady-state experimental waveforms taken from a buck con-
verter controlled by the ADP3209 IC. (Note that the actual ramp voltage is internal
to the IC and cannot be observed from outside. The ramp voltage waveform in
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Fig. 12 Waveforms of the buck converter in CCM (left) and in DCM (right)

Fig. 11 was manually added to the scope photo.) Figure 12 shows the error volt-
age, the switched-node voltage and the output ripple voltage of the converter in
CCM (5-A load, 355-kHz switching frequency, left side) and in DCM (1-A load,
155-kHz switching frequency, right side). As can be seen, the inherent propor-
tionality of the switching frequency and load current in DCM, which is a funda-
mental property of the constant-on-time ripple regulator, is retained with the RPM
control.

5 Conclusions

After providing a brief review of the traditional (hysteretic, constant-on-time,
constant-off-time, or constant frequency) ripple regulators this paper introduced a
novel ripple regulator architecture that improves the dc regulation, reduces noise
sensitivity, and also helps avoiding the fast-scale instability. The idea is to add a
dual-purpose (error and ripple) amplifier in the feedback path. Further performance
improvement could be achieved by the inclusion of the so-called ramp pulse mod-
ulation technique, which substantially reduces the worst-case unloading overshoot
of the constant-on-time ripple regulator. These techniques have been successfully
implemented in commercially available integrated circuits.
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Robust DCDC Converter for Automotive
Applications

Ivan Koudar

Abstract A Step up step down non-isolated DCDC converter using Average Current
Mode (ACM) control is described. Specific automotive requirements and the corre-
sponding DCDC topology adaptations are discussed. Comparison of several topolo-
gies is discussed and motivation for choosing ACM is explained. Topology of the
whole converter is shown with a link to the DCDC die floor plan. Specific sensitive
blocks are elaborated in more detail such as the accurate coil current sensing, where
the schematics of the common structures for all three modes (boost, buck-boost,
and buck) are described. The block layout is also depicted. Measured results on
manufactured silicon verify the functionality and the high DCDC robustness for
the automotive field. EMC results, which fulfil required automotive standards, are
included.

1 Power Management – Automotive Specific Requirements

Effective power management in modern car electronics systems is a necessity, es-
pecially as increasing numbers of sensitive electronic systems require a stable low
voltage supply source.

1.1 General Automotive Requirements

Car battery voltage frequently requires conversion to an appropriate level required
by that particular electronic device. Car battery line voltage can easily swing very
fast between 4 V and 40 V during engine starting, while all the sensitive electronics
(sensors, diagnostics, etc) and the overall car communication networks (CAN, LIN,
etc) must stay operational. On the contrary, a very slow battery voltage ramp of a
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few volts is typical for a battery charging process where all electronics systems must
also stay operational.

Gateway is a typical example of an SOC, where the DCDC converter is inte-
grated. An important characteristic of the Gateway SOC is the integration of a high
number of CAN and LIN communication channels. These channels introduce very
fast load current changes, which must be well absorbed by the DCDC converter
without disturbing sensitive electronics. In addition, high conversion efficiency and
overall robustness is required. The automotive environment has a very demanding
temperature range. Typical required range is −45◦C up to 150◦C ambient and some
special modules (mounted on the engine body) even require a temperature range
approaching 200◦C.

1.2 DCDC Converter Efficiency

Converter efficiency is the next important feature. One can say that car electronics
power consumption and DCDC efficiency is not that dominant in comparison to
e.g. headlamps or other car power actuators efficiency. The reality is more complex.
The DCDC integration on an SOC silicon requires a very high efficiency, because
the high ambient temperature together with package thermal resistance (Rt) de-
fines maximum allowable power loses. This high efficiency requirement is further
increased by the fact that car industry price pressures require low cost packages
suffering from poor Rt parameters (30 – 60 K/W)

1.3 EMC Radiation and Susceptibility

Automotive EMC requirements are very strict. Not only international standards ap-
ply but many car manufacturer specific limits are also applicable. A DCDC con-
verter as a switching mode power supply is very likely to generate wide RF radiated
and conducted emissions. Typical radiated emission results with visible DCDC con-
tribution is depicted in Fig. 1.

Fig. 1 Example of DCDC conducted emissions measured on input battery node (left) and on the
DCDC output voltage (right)
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An important aspect is the PWM frequency. A fixed PWM frequency is preferred
in automotive applications. The main reason that fixed PWM frequency is preferred
is the predictable EMC behaviour as opposed to the hysteretic DCDC converter
topologies, which have very poor EMC performance.

1.4 Transient Over Voltage Pulses

A set of special test pulses is standardized for automotive electronic modules. The
purpose is to emulate fast power pulses, which are coupled through parasitic ca-
pacitances or inductances to a module, and all unwanted ESD stresses during man-
ufacturing and maintenance. A typical over voltage pulse occurs due to a sudden
switching of current, e.g. the starting or stopping of an electrically controlled win-
dow. An example of over voltage pulses applied on a power supply line is depicted
in Fig. 2. A full set of pulses can be found in DIN40839 parts 1&3 and ISO7637
parts 1&3. Electronic module qualification strictly requires the module to survive
all prescribed pulse tests and even some critical modules must stay fully operational
without any parameter deviation during test pulses. Chip level ESD requirements
start at 2 kV HBM (Human Body Model), and even 8 kV HBM are more and more
required by OEM car manufactures. Typical ESD levels for MM (Machine Model)
and CDM (Charge Device Model) are 200 V and 750 V respectively.

Pulse type Peak voltage (Vpulse) Cycles
1 – 100V 10
2 +100V 10
3a – 150V 1h
3b +100V 1h

5b +40V 5

Vpulse1

10%

90%
1µs

2ms

200ms

<100µ

5s

12V

V

t

200ms

100ns

50µs
500ms

10%

90%
Vpulse2

12V

V

t

12V

Vpulse3
100µs

10ms 90ms

10%

90%

10ns

100ns

t

V

Fig. 2 Example of the over voltage pulses applied on power supply lines

2 DCDC Converter Topologies for Automotive Applications

There are about 14 basic topologies [1] commonly used to implement DCDC con-
verters. Each topology has its unique properties and is best suitable for a particu-
lar application [1, 2]. Only a limited set of DCDC topologies can fulfil the strict
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automotive requirements. The most frequently used topologies are voltage mode
control, peak current mode control, and average current mode control respectively.

2.1 Voltage Mode (VM)

Voltage mode control is based on a single regulation loop. This topology is relative
simple, but it has some severe limitations. The main limitation of the VM control is
in the limited response speed on a fast battery voltage change.

The regulation loop frequency band-width (BW) is restricted to BW < 1 1
2π LC .

This constraint leads to some output voltage dips during fast battery voltage fluctua-
tions. A typical non-isolated voltage mode DCDC topology is displayed
in Fig. 3.
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Fig. 3 Non isolated voltage mode DCDC converter topology

2.2 Peak and Average Current Mode (PCM, ACM)

PCM and ACM control topologies offer much better rejection of fast battery volt-
age transient and implicit current limitation possibilities. The drawback is a more
complex structure based on two nested regulation loops. Examples of the ACM
and PCM topologies are displayed in Fig. 4a and 4b respectively. Both PCM and
ACM topologies have two regulation loops – inner and outer. The slow outer loop
is commonly called the “voltage loop” and the fast inner loop is often called the
“current loop”. The voltage loop functionality is very close to the voltage loop
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in Fig. 3. Here the voltage loop monitors the output voltage level. The VA am-
plifier output VE error signal directly controls the pulse width modulator. In the
case of the current mode control (Fig. 4a,b), the voltage amplifier output “pro-
grams” the coil current IL via the current loop. The IL is “programmed” in a way
that the output voltage VO approaches required level. The current loop’s primary
function is fast coil current regulation. IL is sensed and converted to the VI volt-
age. Comparing VI and VE dictates the PWM duty cycle and this IL. Current
loop regulates IL towards average or peak values for the ACM and PCM controls
respectively.

The frequency BW of the current loop is at least an order of magnitude higher
than the voltage loop BW. Such high current loop speed significantly improves the
rejection of fast battery voltage fluctuations in comparison to the voltage mode con-
trol. A relevant question is: which current mode topology performs better in a harsh
automotive environment? The answer is not black and white.

Both topologies have their own advantages and disadvantages. One major advan-
tage of the ACM is better noise immunity.

In Fig. 5 below is a more detail description of this phenomenon. The core of the
“problem” is in the SNR on the VI voltage.

For small coil currents (i.e., light loads) the SNR dramatically declines, while the
noise remains high. The PCM doesn’t (even cannot) have any kind of VI filtering.
This results in higher PWM jitter. Higher PWM jitter impacts the output voltage
noise and EMC radiated and conducted emissions. ACM benefits from the current
amplifier presence with a low pass filter LPF. On one side the LPF frequency profile
defines the average current proximity level, on the other it impacts the inner loop
speed. Typically the LPF GBW is ∼ 1/2 of the PWM frequency.

A disadvantage of the ACM compared to the PCM is a higher regulation loop
complexity and a little bit worse fast battery fluctuations rejection. Also current
limitation is better controlled for the PCM topology.

3 Practical Robust Automotive Average Current Mode
Control DCDC Converter Integration

This paragraph describes a non-isolated ACM DCDC converter integrated in the
Gateway SOC. The reason for preferring this topology was mainly the robust noise
immunity as discussed in paragraph 2. This converter is a step up/step down type
implementing all three - boost, buck-boost and buck. Sets of the basic DCDC pa-
rameters are listed in the table below.

The discussed converter detail block level structure is displayed in Fig. 6 and is
formed from these blocks: CSA (Current Sensing Amplifier), CA (Current Ampli-
fier), VA (Voltage amplifier) and PWM modulator. This set of blocks is the core of
the regulation loop. The Mode control block selects the proper boost, buck-boost or
buck mode according to the Vin (battery) voltage.
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Table of basic DCDC converter parameters

Parameter min max

Vin Input line voltage 3.3 V 30 V
Iload Load current 30 mA 650 mA
VO Output voltage 5.54 V 6.77 V
Ilim Current limitation 1.8 A 2.2 A
fs PWM frequency 324 kHz 396 kHz
Tset VO settling time @ max Iload step 100 us
Trdy Start-up time 5 ms
DPWM PWM Duty cycle 8.3% 91.6%
Vstart Vin startup voltage 4.75 V
Tj Junction temperature −45degC 150degC

The charge pump is an auxiliary block supporting the power switch controls. The
startup block together with soft start block controls smooth DCDC start under any
actual Vin voltage.
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Fig. 6 Detail non-isolated DCDC converter implementing ACM topology

3.1 DCDC Layout Floor Plan

Floor plan of the silicon with integrated DCDC converter is displayed in Fig. 7.
The overall DCDC occupied area is dash marked and the solid line marks the main
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Fig. 7 DCDC converter silicon floor plan

blocks and its critical connections. There are few severe layout and floor plan rules
to be followed. Extra attention should be paid to the isolation of the power part and
regulation loop. The regulation loop blocks are positioned far from power switches
and surrounded by isolation guard rings. The most sensitive blocks like CSA, CA,
and VA are close together with straight signal path direction. The current sensing
resistor has a symmetrical layout and its connection to the CSA amplifier has to be
perfectly balanced. Special care must be taken on bonding of the power pins. It is
strongly recommended to merge power part bond pads with power switch metalliza-
tion. Also due to electro migration phenomena, the number of bond pads depends
on the current direction.
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4 ACM Regulation Loop Concept

4.1 Current Loop Stability

As was mentioned in paragraph 2, ACM involves 2 loops – a voltage and a current
loop. From feedback systems theory [1,3], it is known that a system is stable if both
isolated loops are stable. This is the base for the analysis and the design approach.
The topology of the current loop and the voltage loop is displayed in Fig. 8.

Each loop must be analyzed separately using large and small signal models.
Finally both loops are put together to evaluate overall ACM control performance.
Current loop large signal model analysis details are displayed in Fig. 9
The main focus of the large model is to avoid parasitic comparator switching. To

guarantee it, the following condition must be met:

�Vs(t)

�t
>

�VE (t)

�t
. (1)

In the opposite case, rapid comparator switching causes sub-harmonics in the cur-
rent coil with a negative impact on EMC radiated emissions and output voltage
ripple. The final large signal stability condition is:

AC A ≤ Vs fs
L

VO Rs AC S A
(2)
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Fig. 8 Detail ACM control loops system
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where Vs is the saw tooth amplitude, fs is the PWM frequency, L is the coil induc-
tance, VO is the output voltage, Rs is the sensing resistor and ACSA is the A1 ampli-
fier gain. This is a very important result because equation (2) defines the maximum
HF gain the current amplifier can have to meet the large signal stability criteria.

Figure 10 summarizes the large signal model requirement.
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Fig. 10 Large signal model current amplifier gain restriction
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The small signal current loop stability is more complex and all operational modes
(boost, buck-boost and buck) must be analyzed separately.

Small signal analysis of any operational mode requires an appropriate model of
the power part. Such a model derivation is far beyond the scope of this paper. More
details of the power part small signal model derivation can be found in [1] and [3].
The current loop small signal model of the buck mode using appropriate buck mode
power part model is displayed in Fig. 11. The shadow area in the picture displays
the modeled power part. Using a known elaborated linear circuit analysis method
we get a set of equations describing the required frequency response for the current
loop.

AC L ( f ) = AC A0

(
1 + jG BWAC L

fZ

)

(
1 + jG BWAC L

f p

) Vin ZT

(RS + j2πG BWAC L L)Vs
(3)

AC A( f ) = AC A0
1 + j f/ fZ

1 + j f/ f p
(4)

G BWAC L = Vin fs L − VO RS

2πVO L
(5)
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Fig. 11 Example of buck mode small signal stability model

4.2 Voltage Loop Stability

Up until now, the voltage loop was assumed to be open for the current loop analysis.
At this point the current loop is analyzed and its features are described by its large
(2) and small signal (3), (4) and (5) models, so the voltage loop can be added. For
DC signals the loop is closed, while for AC signals it is opened due to the AC
stopper.
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Fig. 12 Current loop buck mode frequency response example

The AC stimulus is forced via the AC source VAC. The goal for the following
analysis is to determine the voltage loop DC gain, the voltage loop unity gain
frequency GBWVL, and the required GBWVA for the voltage amplifier. Similarly
to current loop analysis, first the voltage loop large signal model is analyzed to
derive required DC gain. The large signal model together with the required I – V
characteristic is displayed in Fig. 14.

DCDC converter performance is mostly specified by the maximum and minimum
load current and the corresponding voltage drop �VO (see Fig. 14). The minimal
voltage amplifier LF gain is described by formula:
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AV A0 = Rs AC S A
ΔIL

ΔVO
(6)

where ACSA is the LF current sensing amplifier gain.
For small signal derivation the closed current loop can be modelled as a voltage

controlled current source (VCCS), whose gain is given by (7) for f < GBWACL.

gmp = 1

Rs AC S A
(7)

Figure 15 depicts this AC model. An important impact of the current loop on the
voltage loop analysis is that it “hides” the L.

In other words, the voltage loop AC model doesn’t see the RL-L-CF resonator,
but only CF RL load. This makes the stability conditions for the ACM easier to meet
than for the VM.

According to Fig. 15, the voltage open loop gain formula is:

VSET

Vo

gmVSET

RL

CF

RESR

AC
Stopper

AC = 1

AVA(f)

Low
ESR

Fig. 15 Voltage loop small signal model
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AV L ( f ) = AV A( f )
RL

Rs AC S A

(
1 + j

f

G BWAC L

)(
1 + j

2π f

RE SRCF

)

1 + j2π f CF (RL + RE SR)
(8)

where AVA(f) is the voltage loop amplifier gain (dashed line in Fig. 16). Its DC value
is given by (6). The open voltage loop module and phase frequency response (8) is
depicted in Fig. 16.
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Fig. 16 Open Voltage loop module and phase frequency response

4.3 ESR Stability Impact

As mentioned in paragraph 1, typical temperature ranges for automotive electronics
is required from −45◦C up to 150oC ambient.

The low temperature limit is especially critical for DCDC converter stability.
Low temperatures causes electrolyte freezing, resulting in a dramatic ESR raises
with a consequence of an uncontrolled zero shift as shown in Fig. 17.

As is seen the loop stability criteria is met for ESR = 0.1 �, for ESR = 1 �
the stability is poor, while for ESR = 10 � the regulation will be unstable. For
DCDC designs in automotive applications it is a must to select output electrolytic
capacitors with the lowest possible ESR - specified as worst case at low temperature
limits. Another option is to add in parallel a few ceramic capacitors to partially
compensate for the ESR impact – as depicted in Fig. 15.
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Fig. 17 ACM open loop frequency response sensitivity on ESR

5 Current Sensing and Limitation

Almost all DCDC converter circuits need inductor current sensing for several inter-
nal functions [1,4], especially current mode DCDC converters which use coil current
sensing as a part of their inner (current) loop feedback. For DCDC current mode
converters, the accuracy of sensing the current directly impacts the overall converter
performance. It is also important to provide over current protection because the
surrounding electronics and the DCDC circuit itself need to be protected during the
DCDC steady state operation (where the DCDC control loop is balanced) as well as
during the DCDC start-up phase (when the control loop is unbalanced). For DCDC
converters using only a single mode like buck mode (step down) or boost mode
(step up), current sensing and current limitation is much easier to implement [5].
On the contrary, converters which can smoothly switch among all buck, buck-boost,
and boost modes [2] require more complex current sensing and limitation circuits
because of the inductor’s high swing voltage and high frequency common mode
voltage (CMM). The problem is that the voltage representing the coil current is at
least orders of magnitude smaller than the CMM ripple. Here the sensing circuitry
design must provide a high common mode rejection ratio (CMRR) at high frequen-
cies, together with high voltage robustness. A good overview of existing current
sensing circuits and techniques can be found in [2] and [5]. These circuits have
well elaborated sensing methods but assume a single (up or down) DCDC mode.
Frequently, they assume a known value of L without taking into account part tol-
erances, parasitic resistance, manufacturing tolerances or temperature dependencies
(especially important in automotive applications). All this results in inaccurate sens-
ing. Other methods use mirrored current through a power switch, which also has the
drawback of marginal accuracy due to a high mirroring factor. Practical implemen-
tation of an accurate current sensing and limitation circuit for a step up/down ACM
DCDC converter is hown in Fig. 18. Current sensing is based on the 250 m�-sensing
resistor Rs. This resistor is located behind the coil, which significantly helps to filter
input noise - typical for harsh automotive applications. All the sensing circuitry is
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Fig. 18 Embedded current sensing and limitation circuitry

implemented in low voltage CMOS (0.7 um) with a maximum voltage of 5.5 V. To
scale down the Rs common mode voltage swing (between 0 V and Vout + VD2), the
scaling resistors R3 and R4 are employed with a scaling factor of 1/3. This avoids
over voltage on the low voltage CSA amplifier input.

An important feature is the scaling symmetry based on the easily met condition
Rs << R3, R4 and matched resistors R3A, R3B and R4A, R4B. The scalar common
node is connected to the AGND representing the analog ground. In this case CSA
inputs A+ and A− see the same impedance. This is another factor, which strongly
improves noise immunity. The key block having the dominant impact on current
sensing performance is the four input differential amplifier CSA. Together with R1,
R2 feedback, it serves as a transimpedance amplifier converting the coil current to
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Fig. 19 Current sensing amplifier with associated signals

the VCS voltage. The CSA amplifier circuit structure is displayed in Fig. 19. The key
feature is signal isolation between the differential ports A and B. Port A is directly
exposed to the coil common mode voltage. For the buck-boost and boost modes, the
coil common mode voltage (not the voltage on a coil itself) changes very fast from
0 to Vo+Vdiode.

The common mode slew rate (SR) can easily exceed 400 V/�s. Port B serves
as a feedback input with ideally zero common mode voltage ripple. Practically the
CMRR is a finite number and with such a high SR, the CSA output voltage con-
tains small residual glitches. It is very important to keep these glitches symmetrical
(Fig. 19) to avoid potential rectification by the CA amplifier causing a DC shift
inside the current loop resulting in a higher output voltage inaccuracy. This require-
ment is ensured by the CSA symmetrical structure.

Both inputs of port A (QA1, QA2) and port B(QB1,QB2) are perfectly symmetrical.
The second amplifier (Q3, Q4) is symmetrical as well, which significantly helps to
achieve a high CMRR value resulting in excellent current loop performance. Real
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Fig. 20 Current sensing measured signals RSA, RSB 2 V/div; VCS 500 mV/div; I coil 1 A/div

measured signals on the current sensing circuitry are displayed in Fig. 20. In this
case, the DCDC converter was running in the buck-boost mode with maximum
load. It is obvious from Fig. 20 that the VCS signal is for all practical purposes
not influenced by the high and fast CMM voltage swing.

5.1 Current Sensing Block Layout

Details of current sensing block layout are displayed in Fig. 21. Connection to ex-
ternal components is also included. An important layout requirement is the symmet-
rical placement and connection of the Rs sensing resistor, which is split on purpose
into two parts connected in parallel.

The CSA input connection to the Rs must also be well balanced – like symmet-
rical transmission lines.

6 Operational Mode Control

As was mentioned above, the DCDC converter uses all three modes – boost, buck-
boost and buck. Switching between modes is primarily based on the monitoring of
the input line voltage Vin. The signal DPWM is used for mode swap synchronization.
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Fig. 21 Current sensing layout detail with internal and external connection

A mode change always happens after the active TON phase to avoid sudden asyn-
chronous coil current changes.

The detail mode switching system is depicted in Fig. 22. Comparators continu-
ously monitor Vin and output signals CMP1,2 are coded and synchronized via the
DPWM signal in the digital Control Block. The mode change takes place on the
falling edge of DPWM.
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7 Power Switches Control

7.1 Charge Pump

Both (high side and low side) power switches are NDMOS transistors. The low side
driver doesn’t need an extra floating voltage for NDMOS control. In the case of
the high side driver, a floating voltage source is a must. Figure 23 schematically
depicts the low and high side drivers together with the charge pump. This charge
pump serves as a floating voltage source supplying the high side driver, where C1
accumulates this floating voltage.

It is very important to balance the low and high side drivers’ delay for the
buck-boost mode. In the case of an unbalanced delay the efficiency declines to-
gether with the output current capability. For more details refer to [2]
and [5]
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(HSW)

SWX

t

Vcup-Vsup

Φ3 Φ3Φ4 Φ4
PWM
(LSW)

SWY

t

Vcup-Vsup

SWZ

VCCI-VSDN

VH

Co

VBat SUP RsenseCURR

CUP

SDN

CCI

L

D2

D1

HSW

LSW

SWY

SWX

SWZ

C1 C2

CHARGE PUMP

ESR

HSP

LSP
CLU

CLU

a) DCDC POWER STAGE

b) BUCK & BUCK-BOOST MODE c) BOOST MODE

Fig. 23 Power stage control charge pump
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8 Auxiliary and Automotive Specific DCDC Blocks

8.1 Static and Dynamic Current Limitation

The static and dynamic current limitation circuit and its functionality are displayed
in Fig. 24. Static current limitation takes place when the regulation is in balance.
Dynamic current limitation is active during the DCDC start up phase when both
regulation loops are unbalanced. In the start up phase, the output voltage is zero
and output error voltage VERR is saturated at its maximum level. In the case that
the VERR is directly connected to the CA amplifier, the coil current can rise to a
high-uncontrolled value, because the PWM duty is at its maximum. In the worst
case, the DCDC converter can be destroyed.

Similarly for the steady state condition, when the load current state exceeds its
maximum, the coil current can rise to an uncontrolled value. To avoid this, a cur-
rent limitation block is inserted between the VA and CA amplifiers. During the
DCDC start up phase the dynamic current limitation takes place. It is based on
VECLP slope activated at the moment of start up. When the VECLP is rising,
the PWM duty cycle is under control so the coil current is also controlled in the
same way.

This phase is graphically depicted in Fig. 24. After the VECLP has reached its
maximal level VCLAMP, the coil current is limited at the desired maximal I Lim
level. The comparison of coil current during the start up phase for active and in-
active dynamic current limitation measured on the silicon is displayed in Fig. 25.
Coil current (I coil) and output voltage (Vo) waveforms at the DCDC start up mo-
ment are captured. (The coil current scale is 1 A/div.) A smooth coil current rising
together with current limitation at 1.8 A (flat top part on the I coil waveform) is
achieved.

8.2 DCDC Startup

The start-up of the DCDC converter is a relatively complex event. Dynamic cur-
rent limitation (see Fig. 24) controls the starting current from Vin to avoid high
current peaks leading in the worst case to burning bond wires or on-chip metal
tracks.

The same requirement is for the output current charging the CF capacitor. On
top of this, in a car environment the Vin voltage during DCDC start-up can swing
anywhere in a range from 4.7 V to 30 V. The start-up process depicted in Fig. 26
has two main phases. The first one is to pre-charge the CF capacitor to 4.7 V. This is
done by the IPCHG current in cooperation with the CMP1 comparator. Pre-charging
is stopped with the SoftStartRdy rising edge. The following phase is a DCDC soft
start phase. DCDC always starts in the buck-boost mode because of Vin uncertainty.
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Fig. 24 Static and dynamic current limitation circuit

After 1.5 ms, the appropriate mode based on the Vin level is selected. During the
soft start phase dynamic current limitation is activated and is supported by the
Soft Start block. This block controls dynamically the maximum output voltage
level of the input signal VERR. The output signal VERR CLP (see Fig. 26) rises up
during the initial transient. This provides dynamic current limitation of the start-
up current. Afterwards, the VERR CLP follows the VERR up to the clamping limit.
This provides a steady state current limitation. Maximum steady state average coil
current is
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Fig. 25 Coil current for active and inactive dynamic current limitation comparison
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IL AV G max = VE R R C L P

Rs AC S A
(9)

In our case, Rs = 0.25 � and ACSA = 6. This sets the steady state current lim-
itation to 2 A, while during the VERR CLP slope (see Fig. 26), the current limitation
follows the same dynamic path. This provides a controlled and smooth IL transient.
Signal VORDY is activated at the moment VO is settled inside a specified interval.
Automotive OEM manufactures very often requires a test where the battery voltage
very slowly (1 V/minute) raises up while the DCDC converter must start properly.
Such a situation is displayed in Fig. 27.

Slow battery voltage ramp up emulates the state where the car discharged battery
is slowly charged up while electronic systems must stay operational. The critical
moment − marked as dashed in Fig. 27 surrounds the DCDC start-up moment.
For reliable start-up voltage Vin should not drop down below the Vin min level –
see Fig. 27. The EMC filter as displayed in Fig. 27 is a must for automotive elec-
tronic module with a DCDC converter. This filter together with the reverse polarity
diode causes a voltage drop between the VBAT and Vin nodes. Due to this, proper
dynamic current limitation is crucial for reliable start-up. Uncontrolled start-up cur-
rent leads to at least a relaxation oscillations. The next critical components are the
electrolytic capacitors in the EMC filter, esp. ESR significantly impacts the Vin
voltage dips.
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Fig. 27 DCDC startup for slow battery voltage ramp up test
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9 Measured Results and Standard Tests

The basic set of the DCDC specification parameters are listed below.

9.1 I-V Characteristics

The DCDC I-V characteristics for each particular mode are displayed in the figures
below. In the actual application, a coil with saturation current of 1 A is used. The
impact is clearly seen in Figs. 28 and 29. In the moment the coil current exceeds
1 A, VO abruptly declines. From Fig. 29 it is obvious that in the buck mode the coil
current is always below 1 A if the load current is below 1 A as well. In this case,
VO is flat with respect to the output current while the load current easy reaches 1 A.
Using a coil with higher saturation current, the overall DCDC load performance
improves accordingly.

9.2 Regulation Dynamic – Load Step

Regulation loop dynamic performance was measured with fast load current step
from minimal load current (30 mA) to maximal level 0.65 A for boost and buck
boost modes. Dynamic response for Buck is faster by nature and therefore is not
presented. Output voltage and PWM modulation is captured in Fig. 30. The bottom
trace is the output voltage, the top trace is the low side switch PWM control signal
and the mddle trace is the high side switch PWM control signal. It can be seen that
the load current step transient for boost and Buck-Boost mode lasts 81 us and 56 us
respectively. Also the PWM modulation displays no ringing or instabilities. This
proves correct current and voltage loop concept and design.

Boost mode: tset = 80.6 us �V = 357 mV BuBo mode: tset = 55.7 us �V =
380 mV

9.3 Output Short Test

The next most important test required for automotive field is a periodical short and
release on the DCDC output voltage. Such captured waveforms are displayed in
Fig. 31. Reliable start-up, no uncontrolled current spikes nor thermal shut down are
a must for automotive application.

9.4 EMC – Susceptibility and Radiation Results

An example of DPI (Direct Power Injection) EMC susceptibility results is displayed
in Fig. 32. In this case the HF power was directly coupled to the Vin pin – see Fig. 27
Maximal output voltage deviation is < 0.85% in the frequency range of 1 MHz up to



Robust DCDC Converter for Automotive Applications 295

F
ig

.2
8

B
oo

st
an

d
B

uc
k-

B
oo

st
I-

V
ch

ar
ac

te
ri

st
ic



296 I. Koudar

F
ig

.2
9

B
uc

k
m

od
e

I-
V

ch
ar

ac
te

ri
st

ic
an

d
m

ea
su

re
d

ef
fic

ie
nc

y



Robust DCDC Converter for Automotive Applications 297

Fig. 30 Boost and Buck-Boost mode regulation response in maximal load current step

1 GHz. A big portion of this robust immunity is due to the balanced current sensing
topology – see Figs. 18 and 19.

An example of conducted emission measured on the battery line (VBAT) and
output voltage (VH) node is displayed in Fig. 33. Also BB (Broad Band) and NB
(Narrow Band) limits according IEC61967 are attached. The DCDC contribution is
clearly seen – periodically repeating 360 kHz component, but still below limit.

Short Release
VH = output DCDC

voltage

Fig. 31 DCDC output short – release test
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10 Application Notes

10.1 Ground System

An application diagram with highlighted system of power and signal tracks is dis-
played in Fig. 34. It is a must to have separate power ground (marked thick) and
signal (sensing) ground (marked thin). Both these grounds must be connected at a
module ground connector node.

Electrolytic
Cap

Electrolyt c
Cap HF

cer mic
Cap

HF
ferrite

Lfilt

EMC filter

VBAT

ESRESR

VREFVA
RL

CUP SUP SDNCURR CCI

VH

GNDS

VIN

PGND

CF

GND

D2

D1

C1 C2
L1

Fig. 34 DCDC application diagram example

11 Conclusion

Non-isolated step up/step down DCDC converter for automotive applications to-
gether with the highlighting of the specific automotive requirements was discussed.
The automotive field was the greatest factor in choosing the ACM topology. ACM
small and large signal model for stable control loop design was explained. Important
functionalities like current sensing and converter start-up were elaborated. Recom-
mendation of layout approach together with application example of ground system
was discussed. Selected set of EMC results proves that all strict automotive require-
ments are met. The fabricated silicon proves that this approach is a well-designed
concept.
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Highly Integrated Power Managemant
Integrated Circuits in Advanced Cmos
Process Technologies

Mario Manninger

Abstract Today’s portable devices combine audio and video playback with wire-
less communication and navigation. As a consequence, the computing power, the
size of the display and the graphics operations of portable devices are increasing.
Even when changing to new process technologies for the processors, the power
consumption often increases due to the higher operating frequencies. The battery
technology developments are not improving by the same factor and as a result, in-
telligent power management becomes mandatory to achieve the required operating
hours and days. In addition, the portable devices become smaller and slimmer which
requires a reduction of the number and the size of the components. In this paper,
highly integrated power management ICs implemented in modern CMOS process
technologies will be discussed.

1 Introduction

A portable device supports use cases such as high fidelity audio playback, streaming
of video content, wireless communication and location based services. This often
results in a partition of the hardware into the modem for communication, a multi-
standard radio receiver module, a BluetoothTM module for hands-free talking, a GPS
module, an application processor with graphics acceleration, a memory subsystem
with an SDRAM and large Flash memory, a battery (today lithium-ion batteries are
widely used), a color display, a power management system and a high performance
audio subsystem (Fig. 1). The power consumption of such a system varies extremely
over the different use cases; the lowest power consumption of below 25 mW is mea-
sured for MP3 audio playback to the headphone and over 2 W are required for video
decoding including the power for QVGA color display and the stereo speakers.
Many different use cases have to be considered and for each one the overall power
consumption must be optimized to guarantee a long battery operation. In addition to
the power consumption, the overall size is a key differentiator for a portable device.
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Fig. 1 Block diagram of a portable device

Of course, lower power consumption enables the usage of smaller batteries, but in
addition, the devices get smaller every year with increased functionality which is
only possible by higher integration. This paper will discuss the current status and
new requirements and developments for highly integrated power management ICs
for the next generation of portable devices.

2 Power Management Blocks

Integrating all power management function into the processor devices is often not
cost effective. Many power management functions are blocks which are connected
directly to the battery and have to operate at input voltages of 5 V.

2.1 Battery Subsystem

Small portable devices, such as MP3 players, use either AA, AAA or re-chargeable
lithium-ion batteries with capacities below 400 mAh. Li-Ion batteries can be charged
quickly with linear chargers with currents of about 500 mA. High capacity Li-Ion
batteries are used for portable devices with higher operating power consumption,
especially for devices with larger displays. These require fast charging with high
currents from either wall-adapters, car-batteries or high accuracy linear charging
from USB supplies, where a maximum allowed current of 500 mA must not be
exceeded. The charger subsystem must support the operation of the portable device
without battery in place or with deeply discharged battery while it’s connected to
the external supply. A fully charged battery will be completely isolated from the
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system and from the supply to increase life time of the battery. To decrease the
charging time, charging with high external voltages (and high currents) is performed
by means of a high efficiency DC/DC step-down charger, which is mandatory
to reduce the power dissipation in the power-management IC and in the portable
device.

2.2 DC/DC Voltage Regulators

The battery is used to power the individual functions of the complete portable device
with appropriate voltages and currents. Many different and independent voltage rails
are supplied with highest efficiency using inductive DC/DC converters or charge
pumps.

The supply voltage of the processor cores in modern deep submicron process
technologies (90 nm, 65 nm, 45 nm) is between 0.65 V and 1.4 V. Using a linear
regulator, the efficiency would be below 30%, so the core-voltage is generated by
an inductive DC/DC buck converter with an efficiency of over 90%. The current of
the processor core IC varies with the clock-frequency and the activity of the different
modules on the chip in a wide range from a few mA up to several hundred mA. It
is essential that the DC/DC converter achieves high efficiencies even at low load
conditions. Dynamic voltage scaling techniques reduce the supply voltage when the
processor IC is operated at lower clock frequencies and can reduce the dynamic
power consumption significantly. [1–3].

Pdynamic = CactiveV 2 f

Due to the quadratic change of dynamic power consumption (Pdynamic) with
the supply voltage (V ) − Cactive represents the sum of gate- and interconnect-
capacitances which toggle with the frequency (f) - this technique is very effective,
but it requires very accurate voltage regulation with fine resolution and smooth
transitions from one voltage state to the next without any spikes. Adaptive voltage
scaling techniques perform on-chip measurement of the process speed, which de-
pends on the actual performance of the individual IC and it varies with the junction
temperature. This information is used in a closed loop to operate the IC at an optimal
supply voltage.

The frequency of the DC/DC converters itself is a trade-off between efficiency,
which decreases with increased switching activity and the size of the external induc-
tors. Frequencies of 2 to 3 MHz can be used with external inductors of 1.0to2.2 �H.
Larger inductors usually giver higher efficiencies due to the lower switching fre-
quency. The trend, instead, requires even smaller components and higher frequen-
cies will be used in the near future.

DC/DC buck converters with highest performance are key building blocks for
integrated power management ICs. At the same time these blocks must be opti-
mized for efficiency and on the other hand these must be flexible to be used for
different processors. A voltage and a current control loop are used for high accuracy
and high efficiency. Most handset manufacturers request fixed frequency DC/DC
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converters, which require difficult regulation schemes to avoid the occurrence of
sub-harmonics [4].

A block diagram of a fully integrated DC/DC buck converters is shown in Fig. 2.
The clock frequency of 2.2 MHz is used with an external coil of 2.2 �H and a ca-
pacitor of 10 �F. Over-current and over-voltage regulations and an over-temperature
shutdown are included in this block to avoid damages to the power-management IC
and to the PCB. The current in the PMOS switch (MP) is sensed and added to the
compensation ramp which is used to avoid sub-harmonics. The output voltage feed-
back is done by a variable resistor R1 which is used to program the output voltage.
Resistor R2 together with an OPAMP forms a current sink. Changing the feedback
resistor R1 affects the output voltage, but doesn’t change the feedback-loop gain.
This improves the loop stability and guarantees a wide output voltage range which
is required for voltage scaling in today’s deep submicron process technologies. A
change of the feedback resistor R1 is controlled by a counter which generates a
smooth transition between different voltages during dynamic voltage scaling. The
output voltage can be changed in steps of 25 mV and the counter can operate at a
period of either 4�s, 8�s or 16�s. Figure 3 shows a typical ramp with an output
voltage change from 1.8 V to 1.2 V in 96�s (24 steps of 25 mV each in 4�s).

Fig. 2 Block Diagram of the fixed frequency DC/DC step-down converter
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Fig. 3 Ramping the output
voltage from 1.8 V to 1.2 V

As can be seen in Fig. 3, the output voltage ripple is already quite high in this
configuration with an external capacitor of 10 �F. In the system design, this voltage
ripple must be taken into consideration to avoid unwanted operation of the processor
core at low voltages.

In addition to this voltage ripple, the output voltage varies with input voltage and
with the load current. A worst case scenario is when using a processor in burst mode
operation, where it toggles between idle and highest operating frequency. The mea-
surement in Fig. 4 shows such transients when turning on a current source of 250 mA
on a DC/DC step-down regulator which is optimized for a maximum load current
of 250 mA. When switching-on the load current (Fig. 4a), then the output voltage
drops and the error amplifier has to increase the duty cycle of the DC/DC converter.
Due to the integrating function of the feedback loop, this takes some time and the
output voltage decreases. Increasing the feedback loop bandwidth helps improving
voltage undershoot. On the other hand, when turning off the current – i.e. setting the
processor into idle (Fig. 4b)– then the output voltage increases due to the current

Fig. 4 (a,b) Output voltage variation with load step
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from the inductor, which pumps into the load capacitor. It has to be avoided that
the voltage exceeds maximum operating conditions of the deep submicron process
technology. Increasing the output capacitor or decreasing the inductor reduces the
overshot.

Especially the embedded SRAM blocks and PLLs are often quite sensitive to
under-voltage conditions or fast transients on the supply voltage. Higher switch-
ing frequencies reduce the voltage ripple on the output or enable the use of even
smaller inductors, but higher switching frequencies produce higher dynamic power
loss from the switches MP and MN. The voltage undershoot can be optimized by
increasing the bandwidth of the error feedback loop.

A careful stability analysis and optimization was done using a combination of a
small signal model for the buck converter [5] with current control and the complete
schematic of the error amplifier with compensation.

The model in Fig. 5 contains the following blocks:
Error amplifier (OTA1) with Rcomp, Ccomp and Cout

Low-frequency model including gain:

f1(s) = K
(1 + s RC CL )(

1 + s
ωp

)

K . . . DC gain

ωp = 1

(RLCL )
+ 1

( fs LCL )
(mc(1 − D) − 0.5)

mc = 1 + Se

Sn

Se . . . compensating ramp slope

Sn . . . slope of sensed current

fs . . . clock frequency

Fig. 5 Small signal model of a DC/DC buck converter
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High-frequency term of buck converter with a peak at half the clock frequency:

f2(s) = 1
(

1 + s

(ωn Q)
+ s2

(ωn)2

)

ωn = π fs

Q = 1

π

1

(mc(1 − D) − 0.5)

The simulation results of this small-signal model match well with measurements
and guarantee the stability over the different load variations and duty-cycles using a
compensation ramp factor between 4 and 6.

The peripheries of the processors and the SDRAM operate mainly at a volt-
age rail of 1.8 V. Again, this voltage rail can be generated efficiently with an-
other DC/DC buck converter. The load current of SDRAM and the periphery is
not constant but changes with the data being transferred between different mod-
ules. This transfer is not a continuous transfer at a fixed frequency but happens
in burst with high frequencies. During these bursts, the current on the voltage rail
increases significantly. Again, high efficiency over different current loads and low
output voltage variations during load switching are important for this DC/DC buck
converter.

A high-level model was developed for simulating all losses of the DC/DC con-
verter (Fig. 6). This model is used together with a battery model to predict the
operating time of the battery when applying a special load profile to the highly
integrated power management unit (Fig. 7).

Publications already demonstrate even higher integration of DC/DC converters
using either bond-wire inductors, integrated coils or air-core inductors which are
integrated on the package [6–8]. To reduce the board space for the external inductor,
it’s possible to use a single inductor to generate different output voltages [9–12]. The
disadvantage is that the efficiency is reduced and that the regulation is extremely

Fig. 6 High level model for efficiency simulations
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Fig. 7 Discharge simulation for a AA battery

critical, which can become a problem especially when dynamic voltage scaling is
used.

Another trend is “digital power management”, where the output voltage (and the
coil current) is measured with a high frequency ADC and the control loop to the
switches uses digital signal processing. The advantage is that the filter characteris-
tics and the control loop using fuzzy logic can be changed with load conditions or
for different applications. The main disadvantages are the high power consumption
of the ADC and the increased silicon area of this solution.

2.2 Low Dropout Voltage Regulators (LDO)

The RF-functions of several chip-sets must be supplied with a low-noise voltage
of around 2.5-3 V, so a linear regulator from the battery is the best choice [13].
The key requirements for the LDO are the fast correction of transients from the
supply or the load and the low voltage noise on the output. In addition, an on-
resistance on less than 1 Ohm for the PMOS guarantees operation down to lowest
battery voltages. All these requirements can be achieved best with the architecture
described in Fig. 8. A high gain amplifier with internal compensation is designed
to guarantee stability over a wide range of load conditions. The high bandwidth
amplifier in the inner loop is optimized for the transients on the load and on the input
voltage.

The audio codec can be operated at 1.8-2.5 V and again, a low noise, LDO reg-
ulated voltage is required for this block. There is a big advantage when the codec
can be supplied with just below 1.8 V. Then the 1.8 V DC/DC buck converter can be
re-used as input to the LDO. Such a configuration increases the overall efficiency
for the audio codec by 40% and it is possible to achieve a total power consumption
of below 6 mW from the Li-Ion battery for the stereo-DAC including the headphone
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Fig. 8 High performance
LDO

Fig. 9 NMOS-LDO for low
output voltages

amplifier. It must be noted that for LDO-input-voltages of 1.8 V and below, the
PMOS transistor must be exchanged by an NMOS device, because the PMOS switch
gets very large due to the low gate overdrive voltage. At low supply voltages of e.g.
2.7 V the NMOS transistor’s gate overdrive is not sufficient and a step-up charge
pump is used to generate a voltage of around 5 V (Fig. 9).

2.3 DC/DC Buck-Boost and Hybrid Converters

A typical NAND-Flash and some other periphery operate at 3 V supply, which could
be supplied from the Li-Ion battery with a linear regulator with an average efficiency
of 83% (calculated from 3.6 V nominal voltage) but using a DC/DC buck converter
will increase the efficiency to over 90%. A hybrid converter which combines a linear
regulator (LDO) with a DC/DC buck converter could also be used [14,15]. Another
alternative is the usage of a DC/DC buck/boost-converter, which will enable the
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discharge of the battery down to 2.7 V. Calculations, measurements and simulations
using high-level power consumption models showed that due to the lower efficiency
of buck/boost converters over buck converters, the total power budget is better for
a buck-converter solution. In addition, the buck/boost converter is more expensive.
But this will change with new battery technologies with battery voltages of down
to 2.4 V – then the usage of a buck/boost converter brings an advantage to the total
power budget.

2.4 Lighting Management

A major part of the power is consumed by the backlight for the display and es-
pecially larger displays of 3 to 4 inches have to be illuminated with 5 to 6 white
LEDs. The total power consumption of such a display backlight is between 200 mW
and 500 mW and therefore a highest efficiency DC/DC converter is required. A se-
ries connection of the LEDs is preferred to generate a uniform display back-
light. A high voltage DC/DC boost converter and a single current sink with either

Fig. 10 DC/DC boost converter
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pulse-width-modulation or dc-current regulation is used to control the illumination
(Fig. 10). Using a high voltage CMOS process allows even the integration of the
HV-NMOS, the diode, the current sense resistor and the feedback divider. Logarith-
mic dimming of this current sink model a smooth turn on/off effect of the display.
In addition to the display backlight you can find an increased number of LEDs on
portable devices which are used for illumination of a keypad and a variety of indi-
cator lights. RGB-LEDs are used to generate individual lighting effects. All LEDs
are controlled by integrated light pattern-generators with simple commands over the
serial interface to the processor. This approach decreases the load on the processor
and on the serial interface.

Portable devices with a flash-light require currents of up to 1000 mA for high
brightness LEDs over short times of less than a second. These currents are best
generated by charge pumps with two external flying capacitors. Such a charge pump
can operate in 1×, 1.5 × and2× modes and delivers the output current with high
efficiency. Using external capacitors instead of coils is advantageous for the board
space and for the electromagnetic emission, which is a big advantage for systems
with RF-receivers.

3 A Highly Integrated Power Management IC

Portable devices must be small enough to be widely adopted by users. This is only
possible with a high level of integration [16, 17]. Using discrete components for
power management is advantageous for a flexible development of the system with
late changes in the product design phase but the result is a large PCB with a high
number of components on two sides.

A solution with a highly integrated power management unit (PMU) is shown
in Fig. 11. The IC is packaged in a 0.5 mm-pitch BGA package and all coils
and capacitors are placed around the IC. Such a system solution has many
advantages:

� The size of the PCB and the thickness of the device can be reduced substantially
and the number of passive components and the interconnect decreases.

� The individual regulators on the PMU have higher programmability - all con-
trolled by a single interface.

� A single high precision reference block can be used on the PMU which then
supplies all other regulators.

� A single clock reference is used to control the individual DC/DC converters and
to guarantee a synchronous operation resulting in much lower interference with
e.g. RF blocks.

� Combinations of DC/DC converters with LDOs or current sinks result in im-
proved performance and efficiency.

� A single general-purpose ADC with an input multiplexer can be used to monitor
all voltage rails and also the junction temperature of the IC.
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Fig. 11 PCB with highly integrated Power Management IC

The startup- and reset-sequences of the device are highly configurable to speed-
up the system development time [18]. The configuration of these sequences is de-
fined by the ratio of an internal bias resistor which is trimmed with high accuracy
and an external resistor, RPROGRAM. At the beginning of each reset cycle a 3
bit AD-conversion is performed. The result of this conversion is used to select 1
of 8 possible address-ranges of an internal metal-mask programmable ROM. The
information in the ROM defines the following parameters:

� Default voltage levels for all regulators and step down DC/DC converters
� power-on sequence of all regulators and step down DC/DC converters
� duration of the reset cycle.

Adding advanced audio processing into the power management unit further in-
creases the level of integration. This can easily be done without requiring addi-
tional voltage rails. Careful chip design and layout techniques are used to achieve
over 95 dB signal-to-noise ratio. Careful layout of the PCB is required
to get this high performance for all different use cases of the portable
device.

A chip layout plot of the highly integrated power management unit is shown
in Fig. 12 The device in manufactured in a 0.35 �m CMOS process and contains
all power management functions required for portable devices such as multimedia
players, satellite radio receivers or navigation devices and in addition a complete
high fidelity stereo audio codec.
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Fig. 12 Layout plot of the highly integrated Power Management IC

4 Conclusions

A highly integrated power management IC is presented and implementation chal-
lenges of key building blocks were discussed. The integration of such complex
power management ICs is a challenge for system designers but due to the enormous
amount of programmability and flexibility of the IC, it can be used for many differ-
ent portable devices. The high integration and the advanced technology and design
architectures of this IC enable the development of portable devices with highest
power efficiency, which are more compact, thinner and cheaper.

The author thanks the Analog/Mixed-Signal design team and P. Trattler, Product
Manager for Power Management ICs, for the valuable ideas and discussions.
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Wideband Efficient Amplifiers for On-Chip
Adaptive Power Management Applications

Lázaro Marco, Vahid Yousefzadeh, Albert Garcı́a-Tormo, Alberto Poveda,
Dragan Maksimović and Eduard Alarcón

Abstract This chapter provides a review of system-level and circuit-level imple-
mentation aspects of strategic adaptive power management techniques which require
wideband efficient power amplification, and that are crucial for power demanding
loads in portable devices, such as envelope tracking for polar RF power transmitters,
and on-chip line drivers for power line communications. The stringent specifications
of such amplifiers pose relevant challenges both to assess the system-level impact
of the amplifier limitations, as well as to design the power converter both in terms of
converter topology and control. A discussion on advanced topologies aiming minia-
turization and wideband low-distortion operation, both multi-level conversion and
linear-assisted scheme, is presented. Details of advanced modulation and control
methods are shown, namely low-oversampling ratio sigma-delta modulation with
high-order filter, and digital predistortion of output filter dynamics built-in in PWM
modulation.

1 Introduction

In telecommunications and computing portable systems, the continuous trend in
miniaturizing power processing subsystems stands from the global system-level im-
pact of such subsystems in terms of volume and weight, and thus on portability.
Also, efficiency in energy processing directly affects operating lifetime. This state-
ment is particularly true for current and future generation systems-on-chip (SOC),
a trend which provides a line of convergence for the implementation of current and
future systems for portable, mobile and autonomous applications, in which power
management is one of the key performance limiting factors as regards to ergonomics
and operability time. The ultimate step consequently consists in the fully monolithic
integration of the power converter together with the same circuits which constitute
its load within either the same substrate or chip package.

On-chip efficient power management circuits usually focus on integrating a reg-
ulator, a circuit which pursues a stable output voltage regardless of perturbations
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in both the output load and input power source. But there are indeed a few chal-
lenging applications in which the output of the converter is expected to track a
wideband time-varying signal. Among the different applications for such wideband
amplifiers, we could point out several cases with stringent specifications, namely
(A) Efficient line drivers for Power Line Communications, (B) System-level opti-
mization of power consumption in digital circuits, via an Adaptive Voltage Scaling
scheme (AVS), (C) MEMS-based capacitive actuators, (D) Audio amplifiers, and
(E) The Envelope Elimination and Restoration (EER) or Kahn technique and similar
envelope tracking RF transmitter architectures, which theoretically allow implemen-
tation of linear highly efficient RF Power Amplifiers (as required by modern digital
modulations such as those used in EDGE and UMTS as well as in WiLAN and
4G applications that exhibit significant envelope modulation, and are potentially
suited to RF power amplification for multistandard and digital radio architectures)
by adaptively supplying the RF PA with the wideband baseband envelope signal
–via a switching power converter, of the type usually applied to efficient DC-DC
conversion-.

One of the key remaining challenges for a successful realization of such sys-
tems is the practical implementation of the efficient, wide-bandwidth tracking power
converter. This challenge is emphasized when an on-chip implementation targeting
battery-operated mobile terminals is envisaged.

This chapter focuses on different aspects at system-level and at circuit-level (both
converter topology and control) aiming on-chip integration of a switching power
converter targeting wideband tracking applications.

2 EER Technique: System-Level Impact of Circuit-Level Effects

One of the most representative adaptive power management techniques, namely the
adaptive power management of an RF PA (Fig. 1), which requires system-level im-
plications to design power supplies, is discussed in the following.

RF power amplifiers (RFPA) are the most dominant power-consuming devices in
battery-operated terminals for communication systems. Systems like GSM employ
modulation schemes that generate constant amplitude RF outputs in order to allow
use of high-efficiency switched-mode RF power amplifiers (class-E, class-F). With
the growing emphasis on channel capacity, the newer generation of communication

Fig. 1 Envelope tracking
technique for RF power
amplifiers
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systems (such as EDGE, CDMA or WCDMA) use non-constant envelope RF sig-
nals (with MHz bandwidths) associated with spectrum-efficient digital modula-
tions so as to increase the channel capacity. Unfortunately, the amplification of
non-constant envelope signals requires linear RF power amplifiers, which inher-
ently have lower efficiency. In that scenario, Envelope Elimination and Restoration
(EER) technique (Fig. 1) or, more generally, polar modulation techniques, have
been proposed to improve efficiency of RFPA systems by employing an efficient
switched-mode RFPA supplied from an envelope-tracking power converter. Al-
though the focus is primarily on low-power battery-operated systems typical for
mobile handsets, the techniques presented can also apply to high-power RFPA sys-
tems commonly found in communication base stations.

The Envelope Elimination and Restoration (EER) technique theoretically allows
implementation of linear highly efficient RF Power Amplifiers, as required for next
generation digital communications. One of the key remaining challenges for a suc-
cessful implementation of the EER technique is the efficient implementation of the
switching power converter in charge of amplifying the baseband envelope signal,
since bandwidths in the order of several MHz are expected for the envelopes to be
tracked, hence requiring very high switching frequencies and thus compromising
efficiency. This section investigates the feasibility of the EER technique by studying
the impact of the nonidealities associated to the switching power converter tracking
process, namely its limited bandwidth and ripple, upon the overall polar amplifi-
cation EER scheme. Considering a two-tone test input signal, a design space ex-
ploration of the distortion associated to both nonideal effects is evaluated in terms
of the output spurious-free dynamic range (SFDR). Design criteria for the optimum
filtering characteristic and phase compensation between polar paths are derived. The
section concludes by exploring the extension of switching power converter design
criteria for an actual CDMA modulation signal.

The EER technique, a circuit-level representation of which is shown in Fig. 2,
considers separate power amplification paths for the polar representation of com-
plex signals, namely the narrowband phase modulation signal ϕ(t) -by means of a
tuned class E or class F RF efficient switching PA- and for the broadband baseband
envelope signal e(t) -by means of a switching power converter, of the type usually
applied to efficient DC-DC conversion-. With this configuration the RFPA supply
is adaptively modulated so as to restore the envelope signal to the phase modulated
signal, so that this technique is capable of providing overall high efficient linear
power amplification.

Several design challenges still preclude the complete success of this strategic
technique. Envelope detector and limiter imperfections, delay mismatch through
the two signal paths, and supply-AM/supply-PM distortion at the PA all degrade
the system linearity. One of the key remaining challenges for a successful realiza-
tion of such system is the practical implementation of the efficient, wide-bandwidth
envelope-tracking power converter. The system-level study of how the limited band-
width of an actual buck switching power converter, together with its inherent ripple
affects upon the EER technique is discussed in the following, both for a two-tone
test signal and for an CDMA signal.
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The ideal EER scheme is distortionless from the input signal path, but any non-
ideality directly results in a nonlinear input-output characteristic. The use of a two-
tone test signal, composed of the addition of two sinusoidal signals closely spaced
around the carrier signal, is widespread to characterize amplifiers in communication
systems, since its envelope is a rectified sinusoidal signal with infinite frequency
band that covers the complete amplitude dynamic range. The analysis of the two-
tone test effect upon the EER system is better analyzed in the spectrum domain, as
illustrated in Fig. 3.

Once the type of input signal is considered, the minimum set of representative
parameters of the switching power converter for the subsequent design space ex-
ploration has to be identified. Resorting to Fig. 3, it is proposed to use the filter
frequency to baseband tone frequency ratio f0/ fx to characterize filter effects, and
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Fig. 3 EER scheme including PWM and filtering for a two-tone test
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the switching frequency to filter frequency ratio fs/ fo to characterize switching ef-
fects. Note that these indexes are relative and hence are of general purpose.

The effects associated to filtering and switching, of heterogeneous nature, result
in, respectively, harmonic and non-harmonic distortion. Hence, it is argued that the
conventional intermodulation product parameter is not an appropriate performance
index. It is proposed to use instead the spurious-free-dynamic range (SFDR), which
allows describing both scenarios with a unified distortion measure.

Since the PWM process is nonlinear, the system cannot be studied with a super-
position of filtering and modulation effects. However, a design-oriented separated
study of these effects allows investigating behavior trends.

The need of high ripple rejection with moderate switching frequencies in EER
is usually solved by resorting to 4th order lowpass LC ladder filters in the PWM
amplifiers to recover the signal after the modulator. It is considered that the transfer
function is that of a cascade of second-order biquads with adjustable quality factor
and cutoff frequency. The issue of phase compensation between the envelope and
phase paths -see Fig. 3- has been analyzed for different cases, namely, using no
compensation, using a matched filter, using a delay and using a matched allpass
filter. Additionally, the use of a linear phase Bessel filter has been also investigated.
For each case a sweep of simulations has been carried out for the restored baseband
tone associated to the two-tone test, both in time-domain for illustrative purposes
and in frequency domain, that allows obtaining the SFDR.

As an example, the distorted output signal as a function of f0/ fx , the filter fre-
quency to baseband tone ratio, and the filter quality factor Q are shown in Fig. 4 for
the double biquad filter with an allpass filter in the phase path that exhibits the same
phase behaviour. The SFDR index obtained from these set of simulations is shown
in Fig. 5 for the filter complete parameter design space.

A SFDR comparison between all the simulated EER schemes is shown in
Fig. 5(b). It is inferred that the system with highest performance corresponds to
a Bessel filter in the envelope path and a plain delay in the phase path.

In the preceding characterization the SFDR distortion index has been obtained
considering filtering only, whereas in the following the results correspond to both
filtering and switching applied concurrently, hence completely modeling an actual
switching power converter. In order to be included in the design space exploration,
the ratio of the switching frequency related to filter cut-off frequency has been taken
as indicative of PWM modulation. In this case the bidimensional design space (qual-
ity factors are assumed to correspond to maximally flat behavior, i.e. Q = 0.7) yield
a matrix of simulations. It is relevant to evaluate the impact of including PWM and
filter mechanisms upon the internal envelope signal associated to the two-tone test.
Figure 6(a) shows the full parameter sweep, in which it is observed that filtering
notably affects the fidelity of the envelope signal, while switching only adds ripple
component.

In order to investigate how these combined effects are reflected at the output,
Fig. 6(b) depicts the restored output signal spectra so as to obtain the SFDR index.
The case under consideration is the optimal one as regards filtering alone, i.e., the
Bessel filter. Note that both harmonic and nonharmonic distortion can be observed.
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Fig. 5 (a) SFDR for double biquad and all-pass filter providing phase compensation (b) Compar-
ison of different filtering and phase compensation schemes

Figure 7(a) represents the numerical values of the measured SFDR, whereas 7(b)
shows the relative distortion improvement due to the use of the Bessel filter con-
figuration. For frequency ratios higher than a factor of four, the improvement is flat
around 10 dB.

The previous design space exploration for a two-tone test signal, investigated in
terms of output distortion, is in this section extended to an actual CDMA signal.
The upper waveform in Fig. 8(a) shows the noise-like 3 MHz bandwidth wideband
signal associated to the envelope of the CDMA signal used in the IS95 digital com-
munications standard. So as to illustrate the effect of the buck converter, the lower
waveform shows its output for f0 = 10 MHz and fs = 15 MHz.

In order to evaluate the impact of converter nonidealities upon the output signal
spectra, so that system-level performance indexes such as adjacent channel inter-
ference and spectral mask fulfillment can be evaluated, Fig. 8(b) shows the spectra
of the output signal (radiated by the antenna) as a function of the buck converter
complete parameter space. Note that filtering effects result in a higher level of the
plateau associated to spectral regrowth. On the other hand, switching effects result
in spectral energy contents that might strongly interfere with adjacent channels.

The system-circuit behavioural study discussed in this section could be also car-
ried out in other wideband amplifier applications with stringent circuit-level specifi-
cations and sophisticated system-level requirements, such as Line drivers for Power
Line Communications.

3 Topologies for Wideband Efficient Amplification

Several power converter schemes have been introduced for the envelope-tracking
supply of RF power amplifiers. In this section, alternative approaches based on
multilevel switching power conversion and linear-assisted schemes are discussed.
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Fig. 7 (a) SFDR index for the complete converter parameter space (b) Distortion improvement
when considering a Bessel filter

3.1 Multi-Level Switching Power Amplifier

Multilevel converters with flying capacitors, such as the three-level (i.e., two-cell)
buck converter shown in Fig. 9(a), have been proposed for high-voltage, high-power
applications. In this section, it is proposed the use of the three-level buck converter
configuration to achieve favorable trade offs in terms of the switching ripple, ef-
ficiency, bandwidth, or decreasing filter element sizes in envelope-tracking power
supplies, including RFPA systems in low-power, battery-operated electronics.

The power stage of the three-level buck converter is shown in Fig. 9(a). Two
synchronous buck cells, (Q1, Q2) and (Q3, Q4), are operated at the same duty cycle
D, and phase shifted by 180◦ (similar to the operation of a two-phase converter), as
illustrated by the waveforms in Fig. 9(b). Assuming that the flying capacitor voltage
VC equals Vin/2 due to topological symmetry, the switch node voltage can take one
of three possible levels: 0, Vin/2, or Vin . Furthermore, by phase shifting the switch-
ing of the two pairs of transistors, the frequency of the VSW pulses is 2 fs , where fs is
the switching frequency. The three-level operation, in combination with the effective
doubling of the switching frequency, results in favorable trade-offs in terms of de-
creasing the switching ripples, decreasing the switching frequency, reducing the size
of the filter elements, increasing the converter open-loop bandwidth, or increasing
the converter efficiency. For example, assuming the same switching frequency fs

and the same maximum switching ripples, the three-level converter requires 4 times
smaller inductance and 2 times smaller capacitance compared to the standard buck
converter. In the experimental prototypes, the switching frequency of the standard
buck converter must be increased by a factor of 2

√
2 from 200 kHz to 560 kHz

to obtain the same maximum output voltage ripple of 12 mV as in the three-level
converter prototype. As a result of the increased switching losses, the efficiency
of the standard buck converter is η = 0.83, while the efficiency of the three-level
buck is η = 0.92, in spite of the increased conduction losses due to the switches
connected in series.



326 L. Marco et al.

(a
)

(b
)

F
ig

.
8

(a
)

E
ff

ec
t

of
bu

ck
sw

itc
hi

ng
po

w
er

co
nv

er
te

r
w

ith
f x

∼ =
3

M
H

z,
f 0

=
10

M
H

z
an

d
f s

=
15

M
H

z
up

on
a

C
D

M
A

en
ve

lo
pe

si
gn

al
(b

)
D

es
ig

n
sp

ac
e

ex
pl

or
at

io
n

fo
r

th
e

ou
tp

ut
si

gn
al

sp
ec

tr
um



Wideband Efficient Amplifiers for On-Chip Adaptive Power Management Applications 327

L3L

CCx
+

_
V

(a) (b)

C

Vin

R

VSW

+

Vout

Q1

Q2

Q3

Q4

g1

g2

g3
g4

_

VSW Vin

Vin /2
Vin-VC Vin-VCVC VC

g1

g3

Vin

Vin /2
Vin-VC Vin-VCVin Vin

g1

g3

Vin VinVC VCVSW VC

TsTs/20 t

(D < 0.5)

(D > 0.5)

Fig. 9 (a)Three-level buck converter (b) Gate signals g1, g2, and switch node voltage Vsw for
D < 0.5, and for D > 0.5

In the target application of Fig. 1, it is of interest to examine the converter per-
formance under time-varying modulation signals. Figure 10 shows waveforms cor-
responding respectively to the three-level and the standard two-level PWM signals
together with the converter outputs. The three-level converter tracks the sinusoidal
waveform ( fm = 10 kHz) with much reduced ripples.

Figure 10(b) shows the spectra of the two-level and the three-level PWM mod-
ulated signals (showing Bessel-function-shaped frequency components around the
switching frequency harmonics). Given that the spectrum of the three-level PWM
ideally results in a complete cancellation of all the odd harmonics, an improved
design tradeoff is observed with respect to the choice of the switching frequency
fs compared to the filter corner frequency fo, and the modulation
frequency fm .

An experimental three-level buck converter has been constructed with the filter
elements L = 10 μH, C = 0.66 μF, R = 5 � (representing the RFPA load), and
the flying capacitor of Cx = 47 μF. The switching frequency is fs = 200 kHz,
and K = 1.25. The output voltage is duty cycle modulated using a 10 kHz rectified
sinusoidal waveform as the reference signal.

100 ms 200 ms50 ms

1 V

0.5 V

0 V
1 V

0.5 V

0 V
150 ms 250 ms

three level buck

Time
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(b)

two leve  buck
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Fig. 10 (a) Time-domain waveforms for three-level and two-level PWM modulated signals and
the output converter voltages. (b) Spectra of the three-level and the two-level PWM signals with
sinusoidal modulation. (log y-axis)
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The output voltage of the converter is obtained in time and frequency domains,
and the results are compared in Figs. 11(a,b) against the setup with the conventional
two-level buck converter. It can be observed that both converters are capable of
reproducing the envelope waveform, but the switching harmonics with the three-
level buck are significantly smaller.

3.2 Linear-Assisted Switching Power Amplifier

Figure 12(a) shows an implementation of polar RF PA by considering a linear-
assisted switching power converter for the baseband wideband efficient power con-
verter. In approaches based on linear-assisted switched-mode converters, efficiency
optimization remains a challenge, though an enhanced performance by trading-off
tracking fidelity and efficiency is envisaged for this topology.

The total efficiency ηtotal of a linear-assisted switcher for an arbitrary signal can
be computed from the model given in Fig. 12b, in which the input and the output
power for the switching and the linear amplifier are found as functions of the corre-
sponding amplitude density distributions:

ηtotal = Pout

Pin−sw + Pin−Lin
, ηtotal =

n∑
k=1

ak
2 po (ak) Δa

nsw∑
k=1

ak
2

ηsw ( fsw ) pL (ak) Δa +
nlin∑
k=1

ak
2

η(ak ) pH (ak) Δa
(1)

where pL (ak) is the amplitude density function of the signal at the output of the
switching amplifier, η( fsw) is the efficiency of the switching amplifier, which is a
function of the switching frequency, and po(ak), pL (ak) and pH (ak) are the dis-
cretized amplitude density distributions (i.e., histograms for different values of the
amplitude slots of ak , n, nsw and nlin being the number of amplitude slots in the
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Fig. 12 (a) A polar modulation transmitter including a linear-assisted switcher as the envelope-
tracking power supply for the RF power amplifier (b) Model of the linear-assisted switching
amplifier, with pi, po, pL and pH the amplitude density distributions at the input and the output
of linear assisted switching amplifier, and the output of switching and linear amplifier

histogram) of the signals at the outputs of the linear-assisted switcher, the linear
amplifier, and the switching amplifier, respectively, η(ak) is the efficiency of an ideal
linear amplifier as a function of the signal amplitude ak .

Changing the output filters bandwidth fB affects the amplitude distributions paL ,
paH , pa and the switching frequency of the switching amplifier. As a result, the
total efficiency depends on the band separation frequency fB , as illustrated by the
following example of an EDGE baseband envelope signal (Enhanced Data rate for
GSM Evolution).

The flow of the efficiency optimization is first to design the input/output filters for
a given band-separation frequency fB and then to obtain the total efficiency ηtotal

for the designed filters. This process should be repeated until the maximum total
efficiency ηtotal is found. The corresponding band separation frequency fB is the
optimized value.

Figure 13(a) shows the total efficiency ηtotal as a function of the band separa-
tion frequency fB . It is observed that the optimum band separation frequency that
maximizes the total efficiency is located at very low frequency (fB = 2 kHz). The
switching frequency fsw = 200 kHz is chosen for the maximum efficiency of the
switching converter. The output filter is designed as a second order Butterworth
filter.

Figures 14(a), (b), and (c) show the amplitude distribution of pi (a) at the input of
linear-assisted switching amplifier, and pL (a) and pH (a) at the output of switching
and linear amplifier respectively. The amplitude distributions are obtained for the
optimum band separation frequency fB = 2 kHz.

Figure 13(b) shows the simulation waveforms of the linear-assisted switching
amplifier with fB = 2 kHz and tracking an EDGE signal. The signal vo is the
combination of the two signals vswo and vlino.
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4 Modulation and Control Aiming Wideband
Efficient Amplification

Complementing the previous review of alternative topologies targeting wideband
efficient amplification, in this section, alternative modulation and control techniques
are discussed.

4.1 High-Order Filter Buck Converter with Asynchronous
Low-OSR Sigma-Delta Modulation

This section compares two methods to time-encode continuous-time wideband sig-
nals, namely asynchronous sigma-delta and PWM, targeting modulating methods
for buck-based switching power converters operating as wideband power amplifiers.
In the applications of interest for this chapter, there exists a trade-off involving track-
ing error and OverSampling Ratio (OSR) (defined as half the average of switchings
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per input period). This section characterizes and compares, in terms of tracking er-
ror, the complete design space of modulation depth, OSR and filter cutoff frequency
for each encoding method. Moreover, it is also characterized an additional dimen-
sion in the design space, the effect of using a high-order buck converter. The results
from this comparison point-out that low-OSR combined with high-order buck con-
verters are good candidates to address the challenge of wideband high-efficiency
amplifiers.

A switching amplifier can be split into two main blocks, an encoding machine
(signal path) and a power decoding machine (power path). The Time Encoding
Machine (TEM) must encode the continuous-time input signal into a discrete am-
plitude time sequence; this sequence is then sent to the Power Time Decoding Ma-
chine (PTDM), which recovers the original (with ripple) signal from the sequence
(Fig. 15).

Conventional switching amplifiers are based on using a high-OSR PWM encoder
and a low order filter, operating in closed loop. The underlying idea is to shift the
PWM spectrum to high frequency, so that the low-order filter is able to reject most
of it; moreover, the low-order filter facilitates a stable closed-loop operation. This
approach, which minimizes the conduction losses, has good performance for regu-
lators but not for signal tracking. In modern applications such as EER or line drivers
for PLC, the switching frequency might be so high that switching losses would be
unacceptably high. When operating the switching converter in open loop (as in some
linear-assisted schemes), it is feasible to use a high-order filter; consequently, to
achieve the same errors, the encoding frequency can be reduced. This new topology

Fig. 15 Signal encoding and recovery for each time-encoding machine
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adds one degree of freedom, through which it is possible to balance conduction
losses, switching losses and tracking error thus achieving improved overall losses.

The simplest way to encode with low OSR is to reduce the sawtooth frequency
in a PWM. However, simulations reveal that PWM is unsuitable to low OSR. It has
an inherent limitation regarding the input signal slew-rate (it cannot be higher than
sawtooth slope) and, worse than that, it has severe aliasing of the Bessel-shaped high
frequency harmonics into baseband.

According to Nyquist’s sampling theorem, the minimum OSR to encode with no
aliasing is two. Nonetheless this theorem applies to regular sampling; PWM, how-
ever, samples irregularly (constant frequency but variable duty cycle, and samples
are both rising and falling edges). This yields very high errors in all frequencies but
at switching frequencies multiples of input signal frequency whereon PWM encodes
with no aliasing. Aliasing in PWM is due to synchronous operation. The sawtooth
signal forces the encoder to switch regardless of the input signal waveform. This
constraint suggests encoding with an asynchronous TEM, like an Asynchronous
Sigma-Delta Modulator (ASDM), which may overcome the clock constraint.

ASDM block diagram is depicted in Fig. 15. Simulations confirm that this TEM
encodes more efficiently than PWM with low OSR (Fig. 16b), yet it has some
aliasing (error notches). Although this TEM encodes more efficiently, the switch-
ing frequency is no longer constant and it is hard to know beforehand the average
switching frequency, although it is bounded.

When encoding with low OSR, switching losses decrease but recovered error
increases. In order to keep the recovered error low, it is suggested to use a high
order filter, which can be interpreted as a signal reconstruction filter. Figure 16 show
the recovered error for different PTDMs, and different TEMs. The improvement is
less significant with low OSR, since the error sources are the in-band harmonics,
which are not rejected by the filter. The high order PTDM adds one degree of free-
dom, the filter shape. Other filter topologies (like Chebychev) have sharper cutoff
frequencies, but their group delay is worse.

(a) (b)

Fig. 16 (a) PWM single tone performance for different modulation depths (b) ASDM single tone
performance for different modulation depths (4th order Butterworth filter with fc = 1,5f0)
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(a) (b)

Fig. 17 ASDM encoding and reconstruction; input (top), encoded (middle) and recovered (a)
circuit-level simulation (b) experimental prototype

As proof-of-concept of using low-OSR sigma delta together with high-order fil-
ter, an experimental waveform corresponding to ASDM matching circuit-level sim-
ulation results are shown in Fig. 17. Displayed waveforms are the encoded signal
(blue) and the integrator output (green), because they are the most important and
critical signals in this TEM.

4.2 Digital Predistortion of Filter Characteristics

The implementation of the best delay compensation between two polar paths is an
open challenge. This delay originates from the filter needed to restore the envelope
after the PWM modulation, the side-effects of which are to change both the phase
and the magnitude of the different spectral components of the envelope. By using a
Bessel filter, as discussed in Section 2, due to the constant band-pass group delay,
the delay mismatch can be minimized and compensated by a single delay, however,
the magnitude effects and the out-of-band non-constant group delay effects are still
present, leading to suboptimal performance.

In this subsection, an alternative method for compensating the filter dynamics
is presented, showing improvements compared to the standard delay-compensation
approach. The underlying idea of the precompensation method is to predistort with
the inverse filter the reference signal applied to the PWM modulator, generated
digitally in baseband. Considering a second order LC filter as the output reactive
lowpass lossless filter, the transfer function is defined by (2) and its inverse by (3).
By applying (3) to the reference signal x(t), the pre-compensated version is found,
as shown in (4). The implementation of (4) can lead to several problems because of
the derivative and second derivative effects upon any noise in the baseband envelope
signal. However, in this case, as the source signal is digitally generated instead of
sampled, the noise due to the derivatives can be neglected, and additionally, deriva-
tion can be implemented just by finite-difference subtractions. The implementation
of this predistortion method is shown in Fig. 18.
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Fig. 18 Digital signal generator modification to predistort filter dynamics
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To provide representative results, two different simulations have been considered.
For envelope spectrum, a 250kHz pseudo-random noise and a fixed-frequency filter,
according to the current hardware implementation are considered. For EVM and
spectral mask considerations, a real set of EDGE modulated signals are considered.
Figures 19 and 20 show results for the predistortion method.

Pre-compensation with real parameters, even considering deviations due to tol-
erances in filter components show clear improvement: in Fig. 19(a) the envelope re-
covers its original spectrum, and in Fig. 19(b) the EDGE simulated waveform meets
mask requirements of the EDGE standard. In Fig. 20, the relative improvements
are shown. The EVM is decreased for the same filter parameters when applying
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Fig. 20 Recovered signal
EVM as a function of output
filter cut-off frequency
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precompensation, considering both Bessel and Butterworth filters with a sweep in
cut-off frequency from 75 kHz to 500 kHz.

5 Conclusions

This chapter has reviewed the state-of-the art and identified several open challenges
in the field of wideband efficient switching amplifiers. Considered a relevant exam-
ple of advanced applications in the field of on-chip high-density power management
circuits for portable applications, the strategic technique of wideband adaptive RF
PA power management has been discussed. The main idea is based on adaptive
power control of the RF PA by dynamically scaling the supply voltage to track the
fast envelope of the modulated signal. The technique yields improved efficiency
and linearity, and allows the same hardware to support different communication
standards. Technical challenges are still significant, and hence it is an area of active
research and development. The chapter has addressed different aspects at system,
topology and modulation/control levels.

Section 2 focuses on studying the effects of the switching power amplifier in
charge of amplifying the envelope signal in an EER scheme. For a two-tone test aim-
ing distortion characterization, the identification of representative design parameters
of the switching power converter, namely two frequency ratios f0/ fx and fs/ fo to-
gether with a unified performance index SFDR is discussed. Evaluation of different
filtering approaches in the envelope path and phase compensation schemes in the
overall polar scheme have been presented, yielding the conclusion that a constant
group delay Bessel filter with pure delay compensation provides improved distortion
performance. Characterization of switching effects in the envelope path unveils that
they are generally masked by the distortion due to the filter, so that higher cut-off
frequencies and low switching frequencies have higher performance than low cut-off
frequencies and high switching frequencies. Finally, a design space exploration for
the buck converter parameters for the wideband envelope signal associated to the
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CDMA modulation in IS95 standard has been presented. Evaluation of distortion
in the spectrum domain has allowed building a bridge between circuit-level design
parameters and system-level performance indexes.

In Section 3, devoted to topologies, first in Section 3.1 a three-level converter
is proposed as an envelope tracking power supply for RF power amplifiers. The
three-level operation, in combination with the effective doubling of the switching
frequency, results in favorable trade offs in terms of decreasing the switching rip-
ples, decreasing the switching frequency (thereby increasing efficiency), reducing
the size of the filter elements, increasing the converter open-loop bandwidth. These
results are analogous to the results achieved with a two-phase parallel-connected
buck configuration. However, in converters where the inductor current ripples are
relatively large, which is often the case in low-voltage, point-of-load applications,
the single inductor size in the three-level converter can be significantly smaller than
the size of the two inductors in the two-phase configuration. Furthermore, in the
high-ripple case, the switch conduction losses are not significantly higher in the
three-level converter. Experimental results demonstrate how the desired envelope
tracking performance can be achieved with much reduced switching noise or with
improved efficiency compared to the standard buck converter.

Secondly, in Section 3.2 it is revisited another approach to implement wide-
bandwidth, high-efficiency power amplifiers, which is based on a combination of a
linear amplifier (for wide bandwidth) and a switching amplifier (for high efficiency).
In this subsection the efficiency modeling and efficiency optimization for the linear-
assisted switcher is addressed, including pre-compensation filters to achieve near-
ideal system frequency responses. A method is proposed to separate the frequency
band of the switcher and the linear path for the desired optimum efficiency. Com-
pared to the linear amplifier only, the system efficiency is improved significantly.
The optimum band separation results in a system efficiency improvement from 58%
to 65% in comparison to the case in which the switching amplifier provides only the
DC portion of the output signal.

In Section 4, two alternative modulation methods for improved wideband effi-
cient amplification are discussed. Section 4.1 provides a design-oriented parameter-
space characterization of asynchronous sigma-delta wideband signal modulation for
buck switching power converters, in comparison to conventional PWM. First, the
performance characterization in terms of tracking error as a function of modula-
tion depths for adaptive-frequency asynchronous sigma-delta compared to constant
switching-frequency conventional PWM has been addressed, revealing enhanced
performance for the former. Afterwards, the signal reconstruction error has been ob-
tained for different OSRs. Finally, the effect of using a high-order reactive lowpass
filter in the buck converter as an improved signal reconstruction method has been
presented. As a conclusion, the complete design space exploration has yielded that
low-OSR high-order buck converters are candidates of interest to address the chal-
lenge of wideband high-efficiency switching amplifiers, by providing lower tracking
errors concurrently with limiting the ratio of average switching frequency vs mod-
ulating frequency so as to bound switching losses. In Section 4.2, a technique to
provide compensation of filter effects has been proposed. The technique is intended
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for application in the digital signal generator and it can be extended to closed loop
operation. It allows to decrease filter cut-off frequency in PWM switching ampli-
fiers, decreasing switching frequency requirements.
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Design Methodology and Circuit Techniques
for Any-Load Stable LDOs with Instant Load
Regulation and Low Noise

Vadim Ivanov

Abstract Application of the structural methodology to the LDO design creates a
new class of circuits: any load stable, with instant transient response, large power
supply rejection and low noise. Presented are examples of the embedded in SoC
LDOs for the SRAM unit (5 ns reaction time on the load steps), radio transmitter
(shaping the required noise vs. frequency curve) and for memory retention in the
shutdown state (300 nA quiescent current). These LDOs can operate with or without
off-chip load capacitors; they are robust to the process and temperature variations
and portable to any CMOS process.

1 Introduction

The large drain-source and gate leakage of the core transistors in CMOS processes
with a minimum gate length of 90 nm and below create a severe on-chip power man-
agement problem. Complicated powering schemes have been developed, implying
multiple power domains on the system-on-silicon (SoC) chip. These domains may
include DSP core(s), few banks of SRAM, analog units like GSM or Bluetooth
radio, and audio units. Chip is powered by the one or two DCDC converters, which
are followed by numerous LDOs [1]. LDOs for digital domains require keeping the
output voltage within the error window against instant load switching from zero to
maximum current (and back). LDOs for analog units may require low noise and
large PSRR. Some of these LDOs may control the body biasing inside the power
domain. The body biasing demands the bidirectional output current capability. Pres-
ence of the 15–20 LDOs in the SoC becomes a common practice. Clearly, use of the
external load capacitor for each of these LDOs is prohibitively expensive. We have
to learn how to design LDOs while employing the on-chip load capacitors (100 pF
to few nF) only.
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Fig. 1 The standard LDO
structure
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An LDO with the traditional structure, shown in Fig. 1, comprises the error am-
plifier connected to the gate of the large PMOS pass device [2]. There are two main
problems of this structure for SoC applications.

1. For any compensation scheme, a combination of load current and load capac-
itance exists when such LDO is unstable, which results in the requirement of
some minimum (or maximum) load capacitance and/or its ESR. Uncertain stabil-
ity leads to the dedicated compensation in each application, multiplying design
efforts in the SoC power management.

2. If the quiescent current (Iq ) is limited below 10% of the maximum load current,
reaction time on the load step is in the �s range. When the on-chip load capacitor
only is used, this would be too long for controlling the output voltage transients
within acceptable (<10%) error window.

Recently, the dual-loop LDO structures, allowing an improvement of the load
step reaction time, have been shown [3–5]. A figure of merit for LDO dynamics
has been suggested in [4], which combined the maximum load current ILmax , load
capacitance CL , dynamic error δVout and quiescent current Iq :

F O M = CLδVout Iq/I 2
L max (1)

While having dynamic advantages, these dual-loop LDOs are still not fast enough
to provide the satisfactory load regulation without support of the external capacitor.

The structural design methodology [6] has been applied to the embedded LDO
development. The result is a set of circuits which can operate with or without an
external load capacitor, have extremely fast reaction time on the load changes and
exhibit low noise and large power supply rejection. These “any load” LDOs can sink
and source current to the load, operate in sleep and active modes, and they are robust
to the process and temperature variations. As external capacitors are not obligatory,
it enables sprinkling of multiple LDOs in the SoC complicated power management
structure without extra cost or die area taxation.

Basics of the structural design methodology are presented in the paragraph II,
followed by circuit examples and techniques to improve the particular parameters of
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interest: quiescent current, transient response, PSRR at different frequencies, worst-
case phase margin or dumping factor, and noise. Examples include LDO for the
memory retention with low Iq (paragraph 3), LDO for the Bluetooth transmitter with
strict noise requirements (paragraph 5), and LDO for SRAM bank designed for
the fast load step response while having low Iq (paragraph 6). Stability verification
problems in the multiloop system are considered in the paragraph 7.

2 Basics of the Structural Design Methodology

There are 18,000 different amplifiers that can be created from just 2 transistors –
even before the parametric variations (this number is derived from a multiple of
options: NMOS/PMOS, common gate/source/drain, 4 kinds of feedback for each
transistor, and for the amplifier as a whole). With the typical analog circuit contain-
ing more than a 100 transistors, the number of variants is greater than the number
of atoms in the galaxy – and only a few can solve a designer’s problem. As a result,
most of analog designers are using a cookbook approach, creating a new circuit from
the existing one with the fewest changes possible. Radically new solutions are rare,
and they are considered to be the major intellectual property by designers and their
employers. A way of new circuit invention is needed. The structural methodology
is such a procedure: how to find a set of acceptable for application solutions and
how to weed out bad or inferior circuits instantly. It has a long success record in
the design of operational amplifiers [6], references, power amplifiers, DCDC con-
verters, and now LDOs. By following described below steps, a designer can find
a set of satisfactory solutions, some of which are known and some are new. Then
designer can finally choose circuit based on the personal preference and secondary
parameters of importance.

2.1 Graphic Presentation of the System

The first step in the circuit design should be a presentation of the problem to be
solved in a graphic form. The graphical presentation is much more informative and
easier for comprehension then any text description or set of equations. The most
common language for such presentation is a structural diagram. Another option is
the signal flow graph, which has the advantages of existing formal rules for equiv-
alent transformations [7] and drawing simplicity. Almost forgotten, but preferred
by founders of the control theory, like Mason or Bode, the signal flow graphs have
recently started to gain popularity [8].

An example of signal flow graphs of the differential stage is given in Fig. 2. The
differential stage can be presented in the simple form of a single gm link or in more
details as illustrated in Fig. 2c. Graph in Fig. 2c includes the transconductance of
each transistor and a common-mode feedback. The graph in Fig. 2c is called the
“general structure with common-mode feedback”. Properties of this graph can be
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Fig. 2 Signal flow graphs of the differential stage

extrapolated to any multi-loop, multi-dimensional structure (or multidimensional
structure can be equivalently transformed to this graph), just as complex numbers
represent properties of the n-dimensional space.

An analysis of the differential structure with common-mode feedback [6, sup-
plement A] is instrumental in the design of circuits with multiple input/output vari-
ables, such as class AB stages or multiple output DCDC converters. It also helps in
the single-glance estimation and selection of the circuit within the set of possible
options.

2.2 Dedicated Feedback Control for Each Important Parameter

The next step in the circuit design is a transformation of system structure to the
form where every important variable is controlled by a dedicated feedback loop.
Circuits without such feedbacks should be weeded out without any further consid-
eration. The advantage of the system where all significant parameters are controlled
is obvious; however, the main obstacle to the universal application of this rule is the
problem of stability in the resulting multiloop structure.

Although not necessary, but sufficient, condition for the whole system’s stability
is the stability in each and every loop within this system [9]. A feedback loop can be
unconditionally stable (with any load and signal source impedance) if its open-loop
transfer function has only one pole. Consequently, the easy way to ensure system
stability is designing each loop with the single-stage (single-pole) amplifiers only.

This restriction immensely simplifies the design process. Although in some cases
the exclusive use of the single-stage amplifiers is not possible; here, conventional
compensation techniques need to be applied and stability has to be carefully verified.

Standard verification of the stability using the merit of phase margin requires a
break in the feedback loop and is not suitable for the multiloop system (which loop
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to break?). Method of the multiloop system small-signal stability verification by
using AC simulations has been described in [10]. Due to the unavoidable presence
of the non-linear effects in the circuit, the small-signal only stability verification is
not sufficient. The small- and large-step response transient simulations followed by
extraction of the overshoot and dumping factor could be used instead, as discussed
in paragraph 7.

2.3 Library of Elementary Cells

The next design step is implementation of the system structure with elementary
cells. The library of these cells includes circuits described in every textbook on
analog design, shown in Fig. 3.

It can be amended by few lesser known cells. In particular, the current-input am-
plifiers shown in Fig. 4 should be a part of the every designer’s arsenal. In the circuit
of Fig. 4a, M0 and M1 currents are matched, as well as the currents of M2/M3.
Consequently, input currents do not depend on the common-mode input voltage,
so the common-mode input impedance is high. The differential input impedance
is small and equals to 1/gm . Dependence of the output current vs. input voltage
(Fig. 4c) is identical to the standard differential stage.

The single-output version of this amplifier is shown in Fig. 4b. In this cell, the
current sinking from output is unlimited and output current vs. input voltage curve
(Fig. 4d) is non-symmetrical.

Use of the current-input amplifier cell inside the local feedback loops improves
the speed of these loops at least five times for any given current budget. It simplifies
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Fig. 4 The current-input amplifier cells

the frequency compensation, allowing replacement of the common-source gain
stages in the signal path with the common-gate ones, which have much smaller
delay.

The extermination of all or most compensation capacitors becomes possible. For
example, an operational amplifier described in [11] comprises more than 25 feed-
back loops, but the only compensation capacitors on its chip are the two Miller
capacitors in the main signal path.

2.4 Features of the Good Circuit

With structural methodology, we restrict a set of circuits to be considered to “good”
circuits only.

1. Good circuit has a dedicated feedback loop controlling each parameter which is
important for the reaching of system goals.

2. Dynamically each local loop and system as a whole are stable and their step
response looks like the response of the system with first- or second-order transfer
function.

3. Good circuit is robust to the variation of the component parameters, process and
temperature.

4. Non-linear effects (start-up, power glitch, input/output overload, etc.) have been
considered and necessary clamps/limiters added.

5. For embedded in SoC designs, good circuit should not be sensitive to substrate
noise.
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Acceptable application solutions can and sometimes do exist outside of the
“good” circuit domain. However, after 30 years of experience, these “no good”
circuits could never outperform circuits from the chosen set.

Nesting of the feedback loops inside the system has been discussed above, as well
as the requirement of stability in the each loop. Requirement of the circuit robustness
makes parametric optimization efforts practically useless. If optimum of the goal
function is dull, then based on a common sense choice of the parameters is good
enough; if this optimum is sharp – then this circuit is not robust and consequently is
inadequate.

Designing a circuit for a nominal mode of operation normally occupies no more
than 20% of total design time. The rest is taken up in consideration of nonlinear
effects and in creation of various protective measures. There is no general way to
predict such effects. All we can do is study the application and play multiple “what
if?” scenarios.

In SoC design, interaction of different units through substrate and supply should
be taken into account from the very beginning. Correction measures can be in the
layout and process (unit placement, isolation rings, double-well process, separate
supply wiring and wirebonds), in the choice of components not sensitive to substrate
noise, in the circuit techniques (differential signal processing), and in the choice of
the system architecture.

The problem-solving approach in structural design is close to the one described
in [12] and to the modern philosophy called “systems thinking” [13].

3 Memory Retention LDO

Design of the LDO for memory retention is one of the simplest examples of the
structural methodology use. In this application, the supply voltage of the SoC
SRAM bank has to be kept at the value which is lower than necessary for operation
but sufficient for preserving of information. The only current consumed by the load
is the SRAM bank leakage, which can vary from few nA to tens of �A depending
on the temperature and process variations. Accuracy better than 100–150 mV is not
required, as well as high speed. When the SRAM built-in bypass capacitance only is
present, the LDO load capacitance can be merely 200–1000 pF, which can increase
up to few �F if the off-chip load capacitor is utilized. The LDO’s most important
parameter is the quiescent current, which should be kept within 200–300 nA.

The voltage follower in Fig. 5a is unconditionally stable with any load as it has
only one transistor (and one pole CL/gm) in the feedback loop. Its obvious limita-
tions are: a) output current is limited by I0; b) output impedance is high and equals
to 1/gm of the M0/M1 pair.

One of the ways to remove limitation of the maximum load current is controlling
the current through transistor M1 by means of the feedback loop varying the I0 value
(Fig. 5b). In this circuit, a rise in the load current decreases current through M1. It
increases I0 until M1 current returned to the reference value I1 set by the feedback
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Fig. 5 The memory retention LDO

loop. Increasing I0 flows through M0 and mirrors by the M2/M3 to the load. This
second feedback loop is nested inside the main one of the regulator (around M1).
As the main loop is stable, then stability of this additional loop is sufficient for the
overall system stability with any load.

One of the possible implementations of this structure is shown in Fig. 5c [14],
where the reference, amplifier and actuator of the feedback loop consist of M4/M5/

M6 and I1. The output current in this circuit is limited only by the size and current
capability of M6-M0-M2/M3. In order to increase the maximum output current, as
well as improve output impedance and efficiency at high load currents, the M2/M3
current mirror is non-symmetric (which is implemented with resistor R1).

Both feedback loops in the circuit of Fig. 5c have only one gain stage (sin-
gle pole). Such single-pole system is stable with any load and any biasing above
the transistor leakage levels. The main drawback of this circuit is the high output
impedance, approximately equaled to 1/gm1, limiting the accuracy.

The LDO of Fig. 5c was implemented in TSMC 0.18 process with 100 nA I1 and
load current within 10 uA. The maximum error of this LDO, consuming at no-load
condition less than 300 nA, is about 100 mV.

4 The Basic Multiloop LDO Structure

The output impedance of the circuit in Fig. 5a can be improved by the larger gain
in the main feedback loop around M1. It can be done by the follower between M1
drain and output, as shown by M4 in Fig. 6a.

This circuit is not yet a regulator, as it needs current I1 for functionality, but can
be used for the stability estimation. In addition to the pole defined by the M4’s out-
put impedance and load capacitance (CL/gm4), this circuit has a second pole defined
by the gm0 of M0/M1 pair and parasitic capacitance at the gate of M4 (C p4/gm0).
The worst-case stability occurs when these poles are equal. If this happens, system,
in theory, is at the edge of oscillations with zero phase margin. In practice, it may
oscillate due to the presence of small poles. Nevertheless, a 2-stage system can be
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Fig. 6 Steps to the any load stable high current LDO

unconditionally stable with any capacitive load. It can be achieved by limiting the
voltage gain of the first stage [15]. The direct dependence between the first stage
gain and worst-case phase margin for any capacitance load has been shown in [16].

The first stage (M0/M1) voltage gain is equal to A = gm0 Rp4, where Rp4 is an
equivalent resistance at the gate of MP4. Thus, by controlling this resistance, any
load stability of the circuit in Fig. 6a can be achieved. This gain control can be done
with a real resistor, or, alternatively, the parasitic resistance at the M4 gate can be
decreased by choosing a shorter channel length of M0/M1, as well as of M2/M3.

Biasing the M0/M1/M2/M3 amplifier from the Vout is another useful feature of
the circuit in Fig. 6a. It ensures that DC PSRR of the regulator is virtually unlimited.

If the voltage gain in the M0/M1 stage is small, the overall gain of the regulator
may not be sufficient for acceptable load regulation. It is certainly a case if load
current is ∼10,000× larger then I0. Additional gain, in accordance with structural
design principles, should be achieved by nesting of the stages and boosting the
gain of an existing, already stable, amplifier, instead of the cascading gain stages
in series.

One of the ways to boost the output conductance of M4 and improve load reg-
ulation of the LDO is shown in Fig. 6b. It is done by an additional feedback loop,
where the drain current of M4 is being compared to I4, and the difference is am-
plified by M5. This new loop also has two poles, where the first one is defined by
the gm4 and parasitic capacitance at the gate of M5 (Cp5/gm4), and the second is
equal to CL/gm5. Using the same approach, unconditional stability in this loop can
be achieved by decrease in the voltage gain of M4, which is equal to gm4 Rp5. The
equivalent resistance Rp5 at the gate of M5 can be controlled either by shortening
of the M4 channel length or by the partial or full replacement of I4 with physical
resistor (I4 = Vgs5/R).

In order to avoid any additional poles in the M4/M5 feedback loop, transistor
M4 should operate as a common-gate device, requiring capacitor C0 at its gate.
Without such a capacitor, the large high-frequency impedance at the M4 gate in
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combination with the M4 parasitic gate-source capacitance will add delay and com-
promise stability in the M4-M5 loop. The C0 value should exceed the parasitic
gate-source and gate-drain capacitances of M4 (it looks like, but it is not a parallel
compensation capacitor!).

As a result, both feedback loops in the circuit are unconditionally stable ensuring
the overall system stability with any load.

Finally, in order to achieve the pull-up LDO capability, the new gain link is added
in parallel to the M5. This link consists of the cascoding device M6, current source
I5 and power transistor M7 (Fig. 7). In the same way, stability in this new loop
(M4–M6–M7) is achieved by the low resistance of the current source I5 (which can
be done by implementation of I5 with resistor). The value of the voltage source V0

defines the shoot-through current of M5/M7 in no-load condition.
The LDO of Fig. 7 [17] can sink and source current to the load, it has exceptional

bandwidth for any given process and quiescent current, and it is stable with any
load capacitance. This circuit is the base for application-specific variations described
below.
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Fig. 7 LDO for radio units

5 Low-Noise LDO for Radio Units

The LDO for the radio unit does not require instant current switching. Its most
important parameter is the noise curve as the supply noise directly affects the quality
of radio transmission and reception. Different components affect noise at different
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frequencies and the noise curve of circuit in Fig. 7 can be shaped to requirements
by means of the parameter choice.

At the low frequency ( f1 < gm0/2πC0) the noise is dominated by the M0-M3
amplifier. This is primarily the flicker noise, defined almost exclusively by the size
of input devices M0/M1 and independent on the biasing I0. In the test LDO I0 has
been set to 1 �A. Part of the noise originated in the current mirror devices (M2/M3)
can be decreased to negligible level by the use of source degeneration resistors.

At the frequencies between gm0/2πC0 and LDO unity-gain frequency, noise is
defined by M4 and I4. In the presence of load capacitor, the unity-gain frequency
is equal to UGF = Agm4/2π CL, where A is the gain in the M4-M5 loop. M4
should be sufficiently large to have a flicker noise corner below f1 and operate in
the weak inversion. Transistors in the current mirror which form I4 should be heavily
degenerated with resistors, or I4 should be implemented with a resistor. Then, the
main source of noise at medium frequencies is the M4 source impedance 1/gm4.
In other words, the M4 high frequency noise is inverse proportional to

√
I4 and I4

should be as large as possible within the current budget. In the test LDO the current
I 4 has been set to 900 uA.

At the frequency above UGF the LDO noise is filtered and defined by the CL.
An example of shaped by the component parameters noise curve is shown in

Fig. 8 (thick line – goal, medium – silicon results and thin – simulations).
The step response time constant of M0-M4 feedback loop, because of very small

I0 and large C0, is in the order of 20–50 �s, as shown in Fig. 9. Due to the very fast
reaction in M4-M5-M7 loops, the load is regulated within 30 mV error window

Fig. 8 Shaped noise curve of the LDO
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Fig. 9 LDO zero to 30 mA load step response, CL = 100 pF

even with 100 pF load capacitance only. Time constants in these loops, due to the
large I4 and the presence of parasitic capacitances only, are in the order of 1–2 ns.
The step response is symmetrical for zero to 30 mA and back load current variation,
because this LDO can both sink and source current to the output.

Other parameters of the test LDO made in 65 nm Texas Instruments process are
in the table below.

Quiescent current 1 mA
Maximum IL 30 mA
Load capacitance > 100 pF
PSRR at 400 kHz 25 dB
at 20 MHz 21 dB
Die area 15,000 um2

6 LDO for Digital Units

The current consumption of the digital unit, such as SRAM bank, can change in the
fraction of nanosecond from zero to maximum (50 to 100 mA), or back.

To avoid missing codes, the power management circuit has to keep the supply
voltage of this unit within an error window (50–80 mV from target) even with such
a steep current variations. The supply voltage of the unit is provided by the LDO and
is supported by the built into every gate bypass capacitance (500–2000 pF total).
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To solve this problem, LDO should have no more then 4–6 ns reaction time on the
load changes. Due to the wirebond and board bus inductance, the off-chip capacitor
is almost worthless for this task, because of the 100 mV or larger transient voltage
spike across 5–10 nH of the total (bus + wirebond + board) inductance between load
and capacitor.

Sufficiently fast load regulation has been achieved in the two-loop LDO having a
large current consumption (∼10% of the maximum load current) [4]. As the digital
unit can be enabled for long periods of time, such consumption is prohibitive for
battery powered devices, and should be below 50–100 �A.

When the load current in the circuit of Fig. 7 is switching from high to low, Vout
is increasing, causing a rise in the current through M4, followed by an increase
in Vgs5. Transistor M5 starts to run excessive current until M7 gate potential is
decreased by the current I5. As current through M4 is practically unlimited, LDO
has fast (3–5 ns) reaction time on the load switching from high to low.

The critical drawback of the circuit in Fig. 7 is a delay in reaction on the instant
load step from zero to high current. The gate of the large pass device M7 has to be
charged to the new larger Vgs7 and the only available current for that is I4. As shown
in Fig. 9, this is not a problem if I4 is large. If the total current budget is only 50 �A
and I4 is small, step reaction delay becomes too large.

A new feedback loop (M8–M10/M11–M9–M5, Fig. 10) is added to improve the
reaction time when load is switching from low to high current [18]. While load is
constant, current of M8 is matching M4, so IM4 = IM8 = IM10 = IM11∼ I6 (some
part of I6 flows through M12/R3). This loop has multiple gain stages and needs
compensation provided by the gain attenuation by M12. R3 decreases this attenua-
tion when the current through M8-M10/M11 becomes small.
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Fig. 10 LDO for digital units
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Fig. 11 LDO response on the load step

When the load current increases, Vout dips and M8 shuts down, as well as
M10/M11. I6 turns M9 on; thus, I4 increases speeding up the charging of the M7
gate capacitance. As a result, LDO reaction time on the load steps becomes as small
as 4–5 ns in both directions.

Simulated step response (0–50 mA) of the test LDO is shown in the top part of
Fig. 11, and scope picture is below it. As shown, no dynamic error has been found in
the silicon – probably, 5 ns/50 mV pulses are too fast to be detected by the available
lab equipment.

Other parameters of the test LDO manufactured in the 65 nm Texas Instruments
process are in the table below.

Quiescent current 80 �A
Maximum IL 50 mA
Step settling within 10 mV < 200 ns
Load capacitance > 200 pF
PSRR at 1 MHz 25 dB
Die area 14,000 um2

The value of the figure of merit (1) for this LDO is 0.003, which is 10 times better
then 0.032 achieved in the best published circuit, and 50–100 times better than other
LDOs of standard structure of Fig. 1 [4].
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Fig. 12 LDO with class AB step response boosting

Efficiency of the step response boosting loop in Fig. 10 depends on the absolute
value of R3. If R3 is too low, then I6 can not significantly boost the current through
M9 during transient. If R3 is too large, the gain in the M8 − M9 link may become
too large and may cause instability. Sensitivity to the R3 value can be eliminated by
the use of a class AB amplifier with low gain for a small input signal and large gain
for the greater input. Such circuit is shown in Fig. 12 [19].

If the load current is constant, current through M8 is large, as well as the match-
ing current in M4: IM8 = IM4 = IM10 = IM11. Voltage drop across R4/R5 is equal
to the M12 Vds . The value of R4/R5 is chosen to create a 100–150 mV voltage drop,
keeping M12 out of the trioding region of operation. At this mode, the gate poten-
tial of M10/M11/M13 is high and M13 operates as a cascoding device for M12.
Transistor M12 operates as a diode in parallel with gate-source of M9, decreasing
its gain. Current I6 is splitted between M11 and M12, as in the previous circuit in
Fig. 11.

If the load current steps up, Vout drops, and IM8 decreases; current through
M10/M11 and voltages across R5/R6 decrease as well. The gate potential of M13
drops, forcing down the M12 drain potential. When M12 starts to operate in the
triode region, its current decreases. I6 turns M9 on, increasing I4 and allowing fast
charging at the gate of transistor M7. As a result, the reaction time on load step
of the LDO with I6 of only 5–10 �A and the total consumption of 40–50 �A is as
small as 4–5 ns. The circuit now is robust and can operate in wide variation of the
component parameters and biasing currents.

The current capability of M5 should be sufficient to absorb a full load current
during its transient from large to small. However, because of the speed and stability
considerations, transistor M5 should have a low gate capacitance and, consequently,
be small. To merge these requirements, the additional gain link R6-M14 can be
added as shown in Fig. 13.
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Fig. 13 LDOs with increased output current

In both circuits in Fig. 13a and b, transistor M14 is off if the load current is stable.
If large pull-down current is required, current through M5 increases the voltage
across R6, turning on the M14. As the current of M5 still flows from the Vout,
this additional gain does not create a stability problem. The circuits in Fig. 13 illus-
trate method of the loop gain buildup using the stage nesting instead of cascading.
It avoids all the compensation problems caused by the series connection of gain
stages.

7 Verification of the Stability with CAD Tools

When circuit solution is chosen and seems to be operational, the next design step
is verification of its robustness, including stability, over the operating tempera-
ture range and process variations. When designing the stand-alone LDO, extensive
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silicon measurements could be done with various loads, temperatures and produc-
tion lots. When designing the embedded in SoC unit, such measurements are not
always feasible. The quantity of the SoC test chips may be limited, and through
measurements may not be possible due to test environment constraints. Providing
that good component models are available, insufficiency of the silicon measure-
ments can be compensated by extensive simulations. In these simulations tens of
possible environmental combinations have to be checked; therefore, an automated
procedure is desirable.

By definition, a system is stable if the transient processes in it are settling over
time after any input signal. Traditionally, the robustness of the feedback system
stability is estimated by the merit of phase margin. The value of phase margin can
easily be extracted from AC simulation results, and a statistical tool can be used af-
ter multiple simulation runs. Phase margin estimates the small-signal stability only
and can not predict any large-signal, conditional stability effects. Phase margin is
not applicable for the multiloop system design, being the open-loop parameter. An-
other, less obvious, limitation is that phase margin is informative for minimal-phase
systems only; and the transistor in the common-source connection already is not a
minimal phase unit. As a result, the small phase margin numbers below 40–50◦ can
be either too pessimistic or too optimistic when used as estimation of the system
settling behavior.

Bode plots are easy to understand and are instrumental in stability conception and
compensation of the single-loop system. AC simulations take much less computa-
tion resources, which in the past was another reason for their wide use in design.
Today, in abundance of very fast and distributed computation, we do not have to
limit ourselves to AC simulations or even use it as a main tool. The role of AC
simulations is more for pleasing the tradition and peace of mind of some individuals.

As was mentioned before, each loop in the good system should dynamically behave
as a first- or second-order system. That seems to be a limitation, but, from a closer
look, it almost always is not. High-order systems in theory can provide faster and
more accurate transient process; in real design we normally use non-linear cells to
ensure the required large-signal behavior, or add feedforward links which decrease
the system order without damaging the mid-frequency behavior [6, Chapter 4].

The transient simulations parameters indicating the system stability are the step
response overshoot factor M = (ymax − yset )/yset , where ymax and yset are the
maximum and settled output values, and dumping factor Q = An/(An−1 − An),
where An is the settling curve peak amplitude during the n-th period of settling. For
the minimal-phase, linear and second-order single loop system these parameters
have a direct relationship with the phase margin. The second-order system with the
transfer function A(s) = A0ωn

s2+2ξωns+ω2
n

has a dumping factor of Q = 1/2ξ and a phase

margin � = tan−1 2ξ√√
4ξ 4+1−2ξ 2

. For example, a phase margin of 43◦ is equivalent

to the Q = 1.25, 52◦ – to Q = 1, 65◦ – to Q = 0.7, and 110 – to Q = 5.
The dumping factor is much more convenient for stability estimation then phase

margin. It can be extracted from both small and large step transient simulations, cov-
ering cases with conditional stability. Dumping factor is valid for the non-minimal
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Fig. 14 Step settling in the two-loop system

phase systems. Extraction of the dumping factor is suitable for stability estimations
in the multiloop systems as it does not require breaking a loop.

For the small signal step, the overshoot factor is equivalent to the dumping factor
for n = 1. However, for a large step, overshoot factor helps to discover the condi-
tional stability effects caused by the components nonlinearity, cut-off or saturation.

In the multiloop system transient responses of different loops overlap each other,
and step settling may appear as shown in the Fig. 14. Using traditional brute-force
approach to the compensation of such system, we would have to extract the transfer
function of the full system and then set the poles and zeros with the root stability
methods. With an increasing number of loops and uncertainty in the component and
load parameters, this approach to compensation becomes prohibitively complicated
very soon.

According to structural design methodology, we limit the transfer function of
each loop to the second order by design. In the circuits with wide load and environ-
ment variations, like LDOs, we can make these first- or second-order loops uncon-
ditionally stable (for example, using the approach described in [15]). According to
the theorem in [9], the stability in the every loop is not necessary but is a sufficient
condition for the overall system stability.

Fig. 15 Using the Fourier transform for tone detection
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Verification of the stability in the nominal case can be done by the step transient
simulations, while observing settling processes at the output and key nodes of the
each loop in the system.

Statistical CAD verification of the stability with numerous process and tem-
perature variations can be done with the step transient simulations as well. Using
the Fourier transform of the step response, the tone frequencies can be extracted
(Fig. 15). When tone frequency is known, the consequent dumping factor can be
calculated for each of the tones.

Using Texas Instruments ACS tool inside TISpice simulator, this procedure has
been automated and employed in the multiple embedded LDO designs.

8 Conclusions

The structural design methodology can be the base for break-through in all areas
of analog, and is especially efficient in power management and instrumentation IC
design. This methodology deserves to be studied by every analog designer. LDOs
developed with structural methodology surpass standard designs in each and every
parameter, often by the order of magnitude. There hardly exists an excuse to design
a standard structure LDO any more.
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