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Preface

Artificial intelligence has attracted a renewed interest from distinguished scien-
tists and has again raised new, more realistic this time, expectations for future
advances regarding the development of theories, models and techniques and the
use of them in applications pervading many areas of our daily life. The borders
of human-level intelligence are still very far away and possibly unknown. Never-
theless, recent scientific work inspires us to work even harder in our exploration
of the unknown lands of intelligence.

This volume contains papers selected for presentation at the 3rd Hellenic
Conference on Artificial Intelligence (SETN 2004), the official meeting of the
Hellenic Society for Artificial Intelligence (EETN). The first meeting was held
in the University of Piraeus, 1996 and the second in the Aristotle University of
Thessaloniki (AUTH), 2002.

SETN conferences play an important role in the dissemination of the inno-
vative and high-quality scientific results in artificial intelligence which are being
produced mainly by Greek scientists in institutes all over the world. However,
the most important effect of SETN conferences is that they provide the context
in which people meet and get to know each other, as well as a very good oppor-
tunity for students to get closer to the results of innovative artificial intelligence
research.

SETN 2004 was organized by the Hellenic Society for Artificial Intelligence
and the Artificial Intelligence Laboratory of the Department of Information and
Communication Systems Engineering, the University of the Aegean. The confer-
ence took place on the island of Samos during 5–8 May 2004. We wish to express
our thanks to the sponsors of the conference, the University of the Aegean and
the School of Sciences, for their generous support.

The aims of the conference were:

To present the high-quality results in artificial intelligence research which are
being produced mainly by Greek scientists in institutes all over the world.
To bring together Greek researchers who work actively in the field of artificial
intelligence and push forward collaborations.
To put senior and postgraduate students in touch with the issues and prob-
lems currently addressed by artificial intelligence.
To make industry aware of new developments in artificial intelligence so as
to push forward the development of innovative products.

Artificial intelligence is a dynamic field whose theories, methods and tech-
niques constantly find their way into new innovative applications, bringing new
perspectives and challenges for research. The growth in the information over-
load which makes necessary its effective management, the complexity of human
activities in relation to the constant change of the environment in which these
activities take place, the constantly changing technological environment, as well
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as the constant need for learning point to the development of systems that are
more oriented to the way humans reason and act in social settings. Recent ad-
vances in artificial intelligence may give us answers to these new questions in
intelligence.

The 41 contributed papers were selected from 110 full papers by the program
committee, with the invaluable help of additional reviewers; 13% of the submit-
ted papers were co-authored by members of non-Greek institutions. We must
emphasize the high quality of the majority of the submissions. Many thanks to
all who submitted papers for review and for publication in the proceedings.

This proceedings volume also includes the two prestigious papers presented
at SETN 2004 by two distinguished keynote speakers:

“Dynamic Discovery, Invocation and Composition of Semantic Web Ser-
vices” by Prof. Katia Sycara (School of Computer Science, Carnegie Mellon
University); and
“Constraint Satisfaction, Complexity, and Logic” by Prof. Phokion Kolaitis
(Computer Science Department, University of California, Santa Cruz).

Three invited sessions were affiliated with the conference:

AI in Power System Operation and Fault Diagnosis, Assoc. Prof. Nikos
Hatziargyriou (Chair);
Intelligent Techniques in Image Processing, Dr. Ilias Maglogiannis (Chair);
Intelligent Virtual Environments, Assoc. Prof. Themis Panagiotopoulos
(Chair).

Members of the SETN 2004 program committee did an enormous amount of
work and deserve the special gratitude of all participants. Our sincere thanks to
the Conference Advisory Board for its help and support.

Special thanks go to Alfred Hofmann and Tatjana Golea of Springer-Verlag
for their continuous help and support.

May 2004 George Vouros
Themis Panayiotopoulos
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Constraint Satisfaction, Complexity, and Logic

Phokion G. Kolaitis

Computer Science Department
University of California, Santa Cruz

Santa Cruz, CA 95064, USA
kolaitis@cs.ucsc.edu

Synopsis

Constraint satisfaction problems arise naturally in several different areas of arti-
ficial intelligence and computer science. Indeed, constraint satisfaction problems
encompass Boolean satisfiability, graph colorability, relational join evaluation,
as well as numerous other problems in temporal reasoning, machine vision, be-
lief maintenance, scheduling, and optimization. In their full generality, constraint
satisfaction problems are NP-complete and, thus, presumed to be algorithmically
intractable. For this reason, significant research efforts have been devoted to the
pursuit of “islands of tractability” of constraint satisfaction, that is, special cases
of constraint satisfaction problems for which polynomial-time algorithms exist.

The aim of this talk is to present an overview of recent advances in the investi-
gation of the computational complexity of constraint satisfaction with emphasis
on the connections between “islands of tractability” of constraint satisfaction,
database theory, definability in finite-variable logics, and structures of bounded
treewidth.
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Dynamic Discovery, Invocation and Composition
of Semantic Web Services

Katia Sycara

The Robotics Institute
Carnegie Mellon University

Pittsburgh, PA 15213-3890, USA
katia@cs.cmu.edu

1 Introduction

While the Web has emerged as a World Wide repository of digitized information, by
and large, this information is not available for automated inference. Two recent ef-
forts, the Semantic Web [1] and Web Services1 hold great promise of making the Web
a machine understandable infrastructure where software agents can perform distrib-
uted transactions. The Semantic Web transforms the Web into a repository of com-
puter readable data, while Web services provide the tools for the automatic use of that
data. To date there are very few points of contact between Web services and the Se-
mantic Web: research on the Semantic Web focuses mostly on markup languages to
allow annotation of Web pages and the inferential power needed to derive conse-
quences, utilizing the Web as a formal knowledge base. Web services concentrate on
proposals for interoperability standards and protocols to perform B2B transactions.

We propose the vision of Web services as autonomous goal-directed agents which
select other agents to interact with, and flexibly negotiate their interaction model,
acting at times in client server mode, or at other times in peer to peer mode. The re-
sulting Web services, that we call Autonomous Semantic Web services, utilize ontolo-
gies and semantically annotated Web pages to automate the fulfillment of tasks and
transactions with other Web agents. In particular, Autonomous Semantic Web ser-
vices use the Semantic Web to support capability based discovery and interoperation
at run time.

A first step towards this vision is the development of formal languages and infer-
ence mechanisms for representing and reasoning with core concepts of Web services.
DAML-S (the Darpa Agent Markup Language for Services) [4] is the first attempt to
define such a language. With OWL (Ontology Web Language) on track to become a
W3C recommendation, DAML-S has evolved into OWL-S [9].

In the rest of the paper, we will describe OWL-S and its relations with the Seman-
tic Web and Web services. In addition, we will provide concrete examples of compu-
tational models of how OWL-S can be viewed as the first step in bridging the gap
between the Semantic Web and current proposed industry standards for Web services.

1 For introductory papers on Web services see www.webservices.org

G.A. Vouros and T. Panayiotopoulos (Eds.): SETN 2004, LNAI 3025, pp. 3–12 , 2004.
© Springer-Verlag Berlin Heidelberg 2004
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2 The Semantic Web

The aim of the Semantic Web is to provide languages to express the content of Web
pages and make it accessible to agents and computer programs. More precisely, the
Semantic Web is based on a set of languages such as RDF, DAML+OIL and more
recently OWL that can be used to markup the content of Web pages. These languages
have a well-defined semantics and a proof theory that allows agents to draw infer-
ences over the statements of the language. As an example, an agent may use the se-
mantic markup of the NOAA page reporting the weather conditions in Pittsburgh, and
learn that the current condition is Heavy Snow; furthermore, the agent may infer from
the semantic markup of the Pittsburgh school board page that in days of heavy snow
all the schools are closed; combining the two pieces of information, the agent would
infer that indeed today Pittsburgh schools are closed.

Fig. 1. The Web Services Infrastructure

The second element of the Semantic Web is a set of ontologies, which provide a
conceptual model to interpret the information For example, an ontology of weather
may contain concepts such as temperature, snow, cloudy, sunny and so on. It may
also contain information on the relation between the different terms; for instance, it
may say that cloudy and sunny are two types of weather conditions.

The Semantic Web provides the basic mechanisms and knowledge that support the
extraction of information from Web pages and a shared vocabulary that Web services
can use to interact. Ultimately, the Semantic Web provides the basic knowledge that
can be used by Web services in their transactions. But Web services need more than
knowledge, they also need an infrastructure that provides reliable communication
between Web services, registries to locate Web services to interact with, guarantees of
security and privacy during the transaction, reputation services and so on. The speci-
fication of such a Web services infrastructure is outside the scope of what is currently
thought of as the Semantic Web.
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3 Web Services Infrastructure

The recent plethora of proposed interoperability standards for business transactions on
the Web has resulted in significant interest in automating program interactions for
B2B e-commerce. The development of a Web services infrastructure is one of the
current frontiers of Web development, since it attempts to create a Web whose nodes
are not pages that always report the same information, but programs that transact on
demand.

The Web services infrastructure provides the basic proposed standards that allow
Web services to interact. The diagram in Fig.1 shows how some of the most popular
proposed standards could fit together. The unifying factor of all these standards is
XML as shown by the column on the left that cuts across all layers. The two most
popular proposed standards are SOAP [8] and WSDL [2]. SOAP defines a format for
message passing between Web services. WSDL describes the interface of a Web
service, i.e. how it can be contacted (e.g. through Remote Procedure Call or Asyn-
chronous Messaging) and how the information exchanged is serialized. SOAP and
WSDL describe the atomic components of Web services interaction. Other more re-
cent proposed standards such as WSCI2 and BPEL4WS [3] describe how more than
one Web services could be composed to provide a desired result.

In addition to interaction and message specification, Web services registries are
useful to facilitate service discovery. UDDI is the emerging standard for a Web ser-
vices registry. It provides a Web service description language and a set of publishing,
browsing and inquiry functionalities to extract information from the registry. UDDI’s
descriptions of Web services include a host of useful information about the Web ser-
vice, such as the company that is responsible for the Web service, and most impor-
tantly the binding of the Web service (the bindings include the port of the transport
protocol) that allows a service requester to invoke the Web service.

One overarching characteristic of the infrastructure of Web services is its lack of
semantic information. The Web services infrastructure relies exclusively on XML for
interoperation, but XML guarantees only syntactic interoperability. Expressing mes-
sage content in XML allows Web services to parse each other’s messages but does
not allow semantic “understanding” of the message content.

Current industry proposals for Web services infrastructure explicitly require Web
services’ programmers to reach an agreement on the way their Web services interact,
and on the format of the messages that they exchange. Furthermore, the programmers
should explicitly hard code the interaction between their Web services and how they
should interpret the messages that they exchange. Finally, programmers are also re-
sponsible for modifying their Web services when something changes in the interac-
tion patterns, or simply something breaks. Ultimately, the growing Web services
infrastructure facilitates the emergence of agreements between programmers, and the
coding of those agreements, but the result is an infrastructure that is inherently brittle,
unable to easily reconfigure to accommodate new Web services, or to react to failures,
and inevitably expensive to maintain.

2 For more information on WSCI: Web Service Choreography Interface (WSCI) 1.0 Specifica-
tion: http://wwws.sun.com/software/xml/developers/wsci/
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Fig. 2. The OWL-S infrastructure

One way to overcome the brittleness of the Web services infrastructure is to in-
crease the autonomy of Web services. Any increase in autonomy allows Web services
to reconfigure their interaction patterns to react to changes while minimizing the di-
rect intervention of programmers.

Crucially, what prevents web services from acting autonomously is the lack of ex-
plicit semantics, which prevents Web services from understanding what each other’s
messages mean, and what tasks each Web service performs. In addition, current Web
service proposals do not enable the semantic representation of business relations,
contract or business rules in a machine understandable way. Enriching the Web ser-
vices infrastructure with semantics will allow Web services to (a) explicitly express
and reason about business relations and rules, (b) represent and reason about the task
that a Web service performs (e.g. book selling, or credit card verification) so as to
enable automated Web service discovery based on the explicit advertisement and
description of service functionality, (c) represent and reason about message ordering,
(d) understand the meaning of exchanged messages, (e) represent and reason about
preconditions that are required to use the service and effects of having invoked the
service, and (f) allow composition of Web services to achieve a more complex ser-
vice.

4 OWL-S

OWL-S [9] is both a language and an ontology for describing Web services that at-
tempts to close the gap between the Semantic Web and Web services. As ontology,
OWL-S is based on OWL to define the concept of Web service within the Semantic
Web; as a language, OWL-S supports the description of actual Web services that can
be discovered and then invoked using standards such as WSDL and SOAP. OWL-S
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uses the semantic annotations and ontologies of the Semantic Web to relate the de-
scription of a Web service, with descriptions of its domain of operation. For example,
a OWL-S description of a stock reporting Web service may specify what data it re-
ports, its delay on the market, and the cost of using the Web service. The clients of the
Web service may use a OWL inference engine to infer what kind of data the Web
service reports, how to contact it, to make sure that it will deliver the goods after a
payment and so on.

Fig. 2 shows the structure of OWL- S and how it relates to other components of
the Web services infrastructure. An OWL-S Web service requires the specification of
four modules: the Service Profile, the Process Model, the Service Grounding and a
OWL-S Service description that connects the other three modules. Furthermore,
OWL-S relies on WSDL to specify the interface of Web services, on SOAP3 to de-
scribe the messaging layer and on some transport protocol to connect two Web ser-
vices. Therefore, at the messaging and transport levels, OWL-S is consistent with the
rest of the Web services proposed standards.

The Service Profile provides a high level view of a Web service; it specifies the
provenance, the capabilities of the Web service, as well as a host of additional proper-
ties that may help to discover the Web service. The Service Profile is the OWL-S
analog to the Web service representation provided by UDDI in the Web service infra-
structure. There are similarities as well as sharp differences between the Service Pro-
file and UDDI service descriptions. Some information, e.g. provenance of a Web
service is present in both descriptions. However, the OWL-S Service Profile supports
the representation of capabilities, i.e. the task that the service performs, whereas this
is not supported by UDDI. UDDI, on the other hand, provides a description of the
ports of the Web service. In OWL-S information about ports is relegated to the
Grounding and the WSDL description of the Web service.

The Process Model provides a description of what a Web service does, specifically
it specifies the tasks performed by a Web service, the control flow, the order in which
these tasks are performed, and the consequences of each task described as input, out-
puts, preconditions and effects. A client can derive from the Process Model the
needed choreography, i.e. its pattern of message exchanges with the Web service by
figuring out what inputs the Web services expects, when it expects them, and what
outputs it reports and when. The Process Model plays a role similar to the emerging
standards such as BPEL4WS and WSCI, but it also maintains a stronger focus on the
semantic description of a service choreography and the effects of the execution of the
different components of the Web service. Finally, the Service Grounding binds the
description of abstract information exchange between the Web service and its part-
ners, defined in terms of inputs and outputs in the Process Model, into explicit mes-
sages specified in the WSDL description of the Web service and the SOAP message
and transport layers.

OWL-S reliance on OWL, as well as WSDL and SOAP shows how the proposed
industry Web services standards can be enriched with information from the Semantic
Web. OWL-S adds a formal representation of content to Web services specifications
and reasoning about interaction and capabilities. OWL-S enabled Web services can
use the Semantic Web to discover and select Web services they would like to interact

3 As in the general case of Web services, SOAP is not required. OWL-S Web services can
communicate using HTTP Get/Put or other messaging specifications.
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with, and to specify the content of their messages during interaction. In addition, they
use UDDI, WSDL and SOAP to facilitate the interaction with other Web services.

5 Autonomous Semantic Web Services

In this section, we discuss a computational framework for OWL-S that encompasses
utilization of the Service Profile for semantic service discovery, the Process Model for
semantically motivated service choreography and the Grounding for message ex-
change. In addition, we will discuss briefly the Semantic Web Services tools that we
have implemented and their complementarities with current web services systems.
Specifically we will describe the OWL-S/UDDI Matchmaker, and the architecture of
a OWL-S empowered Web service. Finally, we will conclude with the discussion of a
test application.

5.1 Autonomous Semantic Service Discovery

At discovery time, a Web service may generate a request that contains the profile of
the ideal Web service it would like to interact with. Discovery is then realized by the
derivation of whether the request matches the profile of any Web service available at
that time.

While OWL-S Profiles and UDDI descriptions of Web services contain different
information, they attempt to achieve the same goal: facilitate discovery of Web ser-
vices. Therefore the combination of OWL-S and UDDI may result in a rich represen-
tation of Web services [6]. The differences between OWL-S and UDDI can be recon-
ciled by using UDDI’s TModels to encode OWL-S capability descriptions. Once
capabilities are encoded, a matching engine that performs inferences based on OWL
logics can be used to match for capabilities in UDDI [5]. The result of this combina-
tion is the OWL-S / UDDI Matchmaker for Web services.

The Matchmaker receives advertisements of Web services, information inquiries
and requests for capabilities through the Communication module. Advertisements and
information inquiries are then sent to UDDI through the OWL-S/UDDI Translator.
Requests for capabilities are directed to the OWL-S Matching Engine. The OWL-S
Matching Engine selects the Web services whose advertised capabilities match the
capability requested. The computation of the match is complicated by the fact that the
provider and the requester have different views on the functionality of a Web service,
and could use different ontologies to express those views. Therefore the selection
cannot be based on string or on keywords matching, rather it has to be performed on
the basis of the semantic meaning of the advertisements and the request. For example
consider a service provider that advertises that it sells food for pets, and a requester
looking for a seller of dog food. Relying on keyword matching alone, a UDDI style
registry will not be able to match the request to the existing pet food store advertise-
ment, since keyword matching is not powerful enough to identify the relation between
pet food and dog food.

However, since the OWL-S profile allows concepts rather than keywords to be ex-
pressed, and ontologies on the semantic web make relations between concepts ex-
plicit, it would be able to perform a semantic match and recognize the relation be-
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tween the request and the advertisement. For example, an ontology that describes pets
may list a relation like “a dog is a pet”. This enables the matching algorithm of the
OWL-S/UDDI matchmaker, using a OWL reasoner, to also recognize that “dog food”
is a type of “pet food” and therefore the pet food store would match the request.

The OWL-S matching algorithm accommodates for the differences between the
advertisement and the request by producing flexible matches, i.e. matches that recog-
nize the degree of similarity between advertisements and requests, on the basis of the
ontologies available to the Web services and the matching engine. Basically, the
matching engine attempts to verify whether the outputs in the request are a subset of
the outputs generated by the advertisement, and whether the inputs of the advertise-
ment subsume those of the request. When these conditions are satisfied, the advertised
service generates the outputs that the requester expects and the requester is able to
provide all the inputs that the Web service expects. The degree of satisfaction of these
two rules determines the degree of match between the provider and the requester. For
more details on the matching algorithm, see [5].

5.2 Autonomous Semantic Web Service Interactions

Semantic Web services also use the OWL-S Process Model and Grounding to manage
their interaction with other Web services. The diagram in Fig. 3 shows our design and
implementation of the architecture of a OWL-S based Web service. The core of the
architecture is represented by three components in the center column: the Web service
Invocation, the OWL-S Virtual Machine (VM) and the DAML Parser. The Web ser-
vice Invocation module is responsible for contacting other Web services and receiving
messages from other Web services. The transaction with other Web services may be
based on SOAP messaging, or on straight HTTP or any other mode of communication
as described by the WSDL specification of the Web service provider. Upon receiving
a message, the Web service invocation extracts the payload, or in other words the
content of the message and either sends it to the OWL Parser or passes it directly to
the OWL-S VM [11]4.

The OWL parser is responsible for reading fragments of OWL ontologies and
transforming them into predicates that can be used by the OWL inference engine. The
OWL parser is also responsible for downloading OWL ontologies available on the
Web, as well as OWL-S descriptions of other Web services to interact with.

The OWL-S VM is the center of our implementation: it uses the ontologies gath-
ered from the Web and the OWL-S specifications of the Web services to make sense
of the messages it received, and to decide what kind of information to send next. To
make these decisions the OWL-S VM uses a set of rules that implement the semantics
of the OWL-S Process Model and Grounding. The OWL-S VM is also responsible for
the generation of the response messages; to accomplish the latter task, the OWL-S
VM uses the Grounding to transform the abstract information exchanges described by
the Process Model into concrete message contents that are passed to the Web service
Invocation Module to be transformed into actual messages and sent off to their re-
ceivers.

4 Since the publication of citation [11], we have converted the DAML-S Virtual Machine to
OWL-S.
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Fig. 3. Description of OWL-S Web Service architecture

The other two columns of the diagram in Fig. 3 are also very important. The col-
umn on the left shows the information that is downloaded from the Web and how it is
used by OWL-S Web services. Specifically the WSDL is used for Web service invo-
cation, while ontologies and OWL-S specifications of other Web services are first
parsed and then used by the OWL-S VM to make decisions on how to proceed. The
column on the right shows the service which is displayed essentially as a black box.
The service represents the main body of the Web service; it is the module that realizes
what the Web service does. For example, the service module of a financial consulting
Web service would contain software that performs financial calculations such as sug-
gesting stocks to buy. The service module interacts with the other OWL-S modules to
manage the interaction with other Web services, as for instance stock quote Web
services, or Web services that report financial news. Through the OWL-S VM, the
service retrieves the information received from other Web services or sends additional
requests.

OWL-S does not make any explicit assumption on the Service module itself since
its goal is to facilitate autonomous interaction between Web services. Nevertheless,
the service module is responsible for many of the decisions that have to be made
while using OWL-S. The service is responsible for the interpretation of the content of
the messages exchanged and for its integration with the general problem solving of
the Web service. The service is also responsible for Web services composition during
the solution of a problem [10]. Specifically, the service module is responsible for the
decision of what goals to subcontract to other Web services, or what capability de-
scriptions of potential providers to submit to an OWL-S/UDDI Matchmaker; further-
more, it is responsible for the selection of the most appropriate provider among the
providers located by the Matchmaker.
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6 Conclusion

In this paper we described the importance of the Semantic Web in the development of
the Web services infrastructure and the contribution provided by OWL-S; further-
more, we showed that OWL-S is not just an academic exercise, but it can be used to
control the interaction between Web services that use the Semantic Web, thus leading
the way towards Semantic Web services. Specifically, we used OWL-S to describe
capabilities of Web services so that they can find each other on the basis of the infor-
mation that they provide, rather than incidental properties such as their name, port, or
a free text description. Furthermore, we showed how OWL-S can also be used to
control the autonomous interaction between Web services without any need of pre-
programming hard coding neither the sequence of messages to exchange nor the in-
formation to be transmitted.

The work presented here shows the importance of the Semantic Web and the need
for widespread ontologies. In the Web service discovery phase, ontologies support the
basic information on the changes that result by the execution of Web services; the
representation of those changes needs to refer to objects or concepts in the world for
which all the parties in the transaction need to have a shared knowledge and under-
standing. Furthermore, ontologies provide an inference framework that allows Web
services to resolve discrepancies and mismatches between the knowledge that they are
using. This is particularly relevant in the OWL-S/UDDI matching engine that has to
abstract from the superficial differences between the advertisement and the request to
recognize whether they describe the same capabilities.

In addition, ontologies play an essential role during Web services interaction, be-
cause they provide a shared dictionary of concepts so that Web services can under-
stand each other’s messages. Ultimately, ontologies provide the basis for the use of
the knowledge exchanged by Web services by supporting inferences when new
knowledge is added.
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Abstract. Collecting digital materials is time-consuming and can gain from
automation. Since each source – and even each acquisition – may involve a
separate negotiation of terms, a collector may prefer to use a broker to represent
his interests with owners. This paper describes the Data Broker Framework
(DBF), which is designed to automate the process of digital object acquisition.
For each acquisition, a negotiation agent is assigned to negotiate on the collec-
tor’s behalf, choosing from strategies in a strategy pool to automatically handle
most bargaining cases and decide what to accept and what counteroffers to pro-
pose. We introduce NOODLE (Negotiation OntOlogy Description LanguagE)
to formally specify terms in the negotiation domain.

1 Introduction

Digital materials collection has traditionally been a complex and time consuming
multi-step process. A collector may have multiple requirements that may change over
time, from initially identifying needs to signing on to services, to obtaining approvals
for purchases. Collecting objects from different providers can be tedious for collectors
because each provider may have his own formats, policies, asset value system, and
pricing, and a separate negotiation may be necessary or desirable with each party in
order to fully satisfy the collector’s requirements. Automating object collection has
the potential not only to make the process more efficient, but also to address an im-
portant challenge that arises as modern collections are developed – namely, the desire
to unify the physical and digital. Automating negotiation is central to the automation
of object collection.

Generally, negotiation can be understood as the process toward a final agreement
on one or more matters of common interest to different parties. It has been widely
accepted that there are two major obstacles in automating negotiation: knowledge
representation and strategic reasoning [1, 2], or incorporating necessary negotiation
knowledge and intelligence into a computer system that will carry out a negotiation.
We introduce NOODLE (Negotiation OntOlogy Description LanguagE) to address
the knowledge representation issue in negotiation and a strategy pool to support a
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© Springer-Verlag Berlin Heidelberg 2004
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flexible mechanism for choosing and applying negotiation strategies. This work is
built on top of an general-purpose negotiation system: SCENS [3] (Secure/Semantic
Content Exchange System). In SCENS, we have been working on building a three
mode Web Services-based negotiation system that enables automated negotiation on
scientific data sharing. NOODLE, which is based on current Semantic Web [4] tech-
niques, is designed to address knowledge representation issue in SCENS by creating a
standard language for representing and reasoning about negotiation concepts.
NOODLE provides SCENS with a common means to represent different aspects of
negotiation.

Here, we incorporate SCENS and the strategy pool into a unifying Data Broker
Framework (DBF) in order to automate the process of collecting widely varying ob-
jects. DBF is a distributed framework designed to match needs with available re-
sources. It can be applied to all types of object owners (e.g., libraries, labs, museums,
government centers) and object requesters (e.g., conventional libraries, digital librar-
ies, metadata-based digital libraries [5]).

The remainder of this paper is organized as follows. Section 2 reviews the related
work in automated negotiation. Section 3 presents the details of the DBF. Section 4
introduces NOODLE and the strategy pool technique. Finally, Section 5 offers some
concluding remarks and notes on future work.

2 Related Work

Of the two main problems in automated negotiation, knowledge representation is
more fundamental than negotiation strategy – after all, all negotiation strategies are
based on a correct understanding of the concepts and terms used in a negotiation.
There have been several previous efforts to find commonalities across different nego-
tiation protocols [6, 7], and with the development of the Semantic Web, it appears
possible to solve or partially solve the problem of knowledge representation using
ontologies, which are formal models that describe objects, concepts, and the relations
between them [8, 9]. Tamma, et al. [8] have theoretically analyzed an ontology for
automated negotiation, and Grosof and Poon [9] proposed a rule-based approach to
representing business contracts that enables software agents to conduct contract-
related activities, including negotiation. However, most existing negotiation ontology
work has focused on negotiation activities in e-commerce, and as a result existing
techniques cannot be efficiently used for general data sharing negotiation, where
many different negotiation conditions might be considered rather than a simple opti-
mization on e.g. price.

Negotiation, while a very human process, often paradoxically produces the most
useful results if automated, with all terms, sequence of requests, and outcomes re-
corded and supported by a computer system. Agent technologies are widely used in
negotiation systems to replace the activities of human beings and thus automate the
negotiation process. Distributed Artificial Intelligence (DAI) and Multi-Agent Sys-
tems (MAS) [10] laid important groundwork for agent technology research. Other AI
techniques are also frequently used in negotiation systems to help people or agents
exhibit rational behavior and obtain the best outcomes. Among these existing ap-
proaches, a traditional one is to use game theory to analyze the negotiation process to
provide a theoretically sound mathematical solution and winning strategy. However,
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Fig. 1. The Data Broker Framework. The Ordering Component identifies needs of the collector
(dotted arrows) and feeds these as queries into the Search Component, which retrieves a list of
potential content providers (solid arrows). The Negotiation Component uses SCENS to negoti-
ate with the content providers for the best offer based on the needs and the optimal strategies
for each provider (dashed arrows).

this analysis is based on the assumption that the system can get full information about
the participants; in the general case, where information and rules are hidden, machine
learning technologies are widely used. For example, negotiation can be modeled as a
sequential decision-making task using Bayesian updating [11], fuzzy logic [12], de-
feasible logic [13], or genetics-based machine learning [14]. The latter provides a
methodology for constructive models of behavioral processes, in which negotiation
rules might be derived and learned from existing rules by means of genetic operations
(reproduction, crossover, and activation).

3 The Data Broker Framework

DBF is a distributed framework (as shown in Figure 1): libraries are assumed to use
local data brokers that know about local library policies, assets, and similar informa-
tion. A typical data broker includes the following three major components, which are
tightly related to object acquisition: the Ordering Component (OC), the Searching
Component (SC), and the Negotiation Component (NC).

3.1 The Ordering Component (OC)

In a conventional library context, the Acquisition Department will order needed con-
tent periodically after receiving requests from library users. The Ordering Component
(OC) similarly identifies a collector’s needs by executing several phases automati-
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cally (with possible human intervention): (a) the entry of requests by users, and a
matching with what is already there, (b) the search for potential providers through a
metadata library or database, and (c) the automation of a variety of collection proce-
dures. Essentially, DBF extends the library paradigm by making the acquisition proc-
ess proactive as well as reactive.

Publishers periodically send out a list of recent publications to libraries, and librar-
ies choose to order some items in the list. Based on its needs, usage history, and the
publication lists it receives, a library must decide on acquisition priorities [15, 16].
For example, a book lost or damaged by a user may have to be reordered. If numerous
users wish to borrow a specific item from the library but only one copy exists, the
library may want to order additional copies.

The above scenarios can be characterized as “reactive” because they react to a need
after the need has been expressed. A “proactive” process instead anticipates needs: for
example, if the first and second editions of a book exist in the library, the library may
wish to order a new third edition. Our system supports both reactive and proactive
acquisition processes. OC has an interactive object collection interface for librarians
and other collectors to enter object needs. The OC component can request human
approval before proceeding into negotiation.

3.2 The Searching Component (SC)

Finding all potential object providers is usually not easy for a collector, especially
when some special objects are desired, e.g., images of a film star to be added to a
cinematographic collection. For this purpose, our system contains a Searching Com-
ponent (SC), which may contain a database or a digital library such as a metadata-
based digital library to facilitate the searching process. This database might contain
information about object providers, with listings of available objects and preset trad-
ing conditions. SC basically acts as a broker between the object requester and object
provider, thus making highly heterogeneous objects interoperable and amenable to an
efficient search.

Once a data broker knows what to order, it will need to find appropriate object
providers and communicate with them. Here we assume that every object provider has
a data broker-like interface. For some specific objects, such as journals, there will be
only one or two well-known object providers. However, if a library wants to buy a
new book, it may be potentially available everywhere – directly through different
book resellers, online bookstores, or publishers, or even from individuals.

3.3 The Negotiation Component (NC)

Different object providers may provide different offers for the same object. Due to
budget limits, conventional collectors, such as libraries, hope to find agreeable offers
for all needed objects. Negotiation is currently seldom used by libraries in the acquisi-
tion process because of its high overhead and uncertain results. Automated negotia-
tion, because of potential for dramatically low cost, can be used for most negotiations,
thus making the acquisition process more scalable.

In Figure 1, the broker is conducting negotiation with through a negotiation
agent. Rather than conducting negotiations directly, the Negotiation Component (NC)
creates a set of negotiation agents that conduct negotiations autonomously with other
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agents [17, 18]. When the broker finds potential providers, NC will generate a nego-
tiation agent for each upcoming negotiation activity. The negotiation agent will com-
municate with SCENS to obtain the negotiation protocol, which includes the knowl-
edge of how to understand negotiation proposals, conditions, agreements, etc. Then it
will be assigned a negotiation strategy and will use this strategy to conduct negotia-
tion with other agents through SCENS. The details of representation of negotiations
and strategies are discussed in Section 4.

3.4 A Sample Scenario

Assume a Data Broker is responsible for representing a client (a library to be popu-
lated) with relevant content providers. It is to acquire objects for the client under a
given set of requirements covering purchase price, duration of use, restrictions (or
lack thereof) on usage, etc. The following summarizes its object acquisition process:

1.
2.

3.

4.

5.
6.

7.

8.

It identifies the object needs.
It identifies all possible object providers, some available locally and some after
consulting centralized servers, such as a MetaDL server.
A negotiation strategy is chosen (but may change or be revised later as negotiation
proceeds and the system “learns” from past or different types of negotiations).
While searching for all sources, it can enter negotiation mode with one of the ob-
ject providers it has found in order to determine whom to negotiate with later
(stepwise negotiation).
It can conduct multiple such negotiations simultaneously (Figure 1).
The negotiation strategy may change, but will always aim to optimize the criteria
of the object requestor.
This can be a cyclical process (since negotiation with an earlier party might resume
under different conditions) and, in the process, the ranking of object providers can
change.
The process ends or is suspended at the decision of either party, e.g. because he is
not prepared to commit or because a certain time has elapsed. The process can re-
sume at a later time, when conditions may have changed (e.g., changes in price or
budget). In this case, the data broker should alert the parties of these changes.

4 Structure of the Negotiation Component (NC)

As mentioned above, the Negotiation Component is the most important part of DBF.
The key functionalities of NC are correctly understanding the negotiation ontologies
and choosing appropriate negotiation strategy. NOODLE, described below, is used to
ensure that all negotiation agents have a uniform knowledge of negotiations, includ-
ing how to conduct them. Negotiation agents are assigned appropriate negotiation
strategies from a strategy pool based on the current negotiation task. Appropriate
strategies are generated based on the past history of negotiations.

4.1 NOODLE

NOODLE (Negotiation OntOlogy Description LanguagE) is an important part of
SCENS. With NOODLE, the negotiation protocols, proposals, conditions, and final
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agreement will be described in a negotiation agent-understandable manner, which will
allow automated negotiation to be supported by SCENS layers 2 and 3. NOODLE is
based on DAML+OIL [19], a standard ontology description language. The goal of
NOODLE is to help formalize negotiation activities by predefining some commonly
used negotiation concepts and terms. Although these concepts and terms could be
defined directly on top of the DAML and OIL ontology description languages,
NOODLE is focused on providing a standard specifically for negotiation ontologies.
The implementation of NOODLE will be available at http://scens.cs.dartmouth.edu,
which is still under construction.

Our current definition of NOODLE has three parts: negotiation.daml, pro-
posal.daml, and agreement.daml. In each of these three files, different as-
pects of negotiation are defined. Negotiation.daml defines the skeleton of a
negotiation activity, including the number of negotiation parties and the actions that
can potentially be used by the requester and owner, such as Initiate, Reject, Accept, ...
etc. Some actions are used together, with the association defined in pro-
posal.daml and/or agreement.daml. For example, an Accept action will al-
ways be followed by an agreement; a Propose action likewise is followed by a pro-
posal/offer. Figure 2 shows a part of negotiation.daml with the comments
removed. Proposal.daml defines the format of the messages that are exchanged
in any negotiation activity. Basically there are two types of messages, “pro-
posal/offer” and “critique”. A proposal/offer is composed of several conditions, and a
critique contains comments on one or more conditions. Currently, NOODLE defines
several commonly used negotiation conditions in data sharing, such as usage period,
payment, user groups, etc. Additional conditions can be added easily. After negotia-
tion parties reach final agreement, they need to have something like contracts to sign.
Agreement.daml defines the format of the final agreement with semantic mean-
ings. Each negotiation party is allowed to review the final agreement before it is
signed by a digital signature; after this, it cannot be refuted by any one of negotiation
parties unless all parties agree to revoke the agreement.

Fig. 2. A Negotiation.daml fragment, showing the class Negotiation and two important
properties, initiate and initiateBy. A negotiation can be initiated by exactly one negotiation
party, which is the party that initiates it, and so the two properties are semantically related.
Both are needed in order to ensure that reasoning about the negotiation can be conducted auto-
matically. In addition to the above fragment, the full code includes a “cardinality restriction”,
which ensures that there is a one-to-one relationship as described above.
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Fig. 3. Strategy Pool: (1) The agent input the negotiation environment parameters into the
classifier. (2) The classifier selects a best strategy from the strategy pool. (3) The agent uses
this strategy to negotiate with other agents through SCENS. (4) The agent returns the user
feedback to the classifier. (5) The classifier generates new rules and creates the new strategy.

4.2 Strategy Pool

There are three important standards for a good negotiation agent. First, it should pre-
vent the other agents easily find its negotiation rules and negotiation strategies. Intui-
tively, if a collector agent’s reservation price for a certain object (generally the high-
est price the buyer can afford) is determined by a supplier agent after some
interaction, the supplier agent can use this information to gain an unfair advantage in
later negotiations with this collector. Second, a good agent needs to be flexible, which
means it must work well in a variety of negotiation environments. Different environ-
ments include different user preferences (e.g. user may desire aggressive, neutral, or
conservative bidding or bargaining), different user requirements (e.g. priority for price
vs. delivery time), and different profiles of the agents to be negotiated with (agents’
reputations). Finally, a negotiation agent needs to be more economical (or no worse)
than a human being, taking into account any cost or savings from replacing human
negotiators with agents and any required human interventions.

To allow an agent to achieve these three standards, we propose using a Strategy
Pool. Figure 3 shows that for each negotiation process, the DBF system deploys a
new negotiation agent on its behalf. That agent enters the current negotiation envi-
ronment features into a classifier, which then selects a negotiation strategy or a com-
bination of several strategies from the strategy pool according to past experiences and
feedback. The agent then uses this negotiation strategy to negotiate through SCENS.
After the negotiation process ends, the agent and its user can provide a negotiation
history and feedback on the result to the classifier. Over time, based on the feedback
from past negotiation processes, the system can thus make use of machine learning to
find the best strategy for each different negotiation environment. Moreover, the classi-
fier may create new negotiation strategies by discovering new negotiation rules or
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Fig. 4. Using a neural network to choose an appropriate strategy for a given negotiation. The
inputs to the neural network are user preferences and requirements (negotiation conditions), the
reputation of the current supplier, and current strategies (left nodes). The output node (right)
encodes the expected average user satisfaction rate, which the network attempts to optimize by
changing the value of the negotiation strategy input.

combining groups of existing strategies. Each such new strategy can then be added to
the strategy pool for later use.

By using the strategy pool framework, we argue that the negotiation agent in the
DBF system is made more flexible. This is because the negotiation strategy picked for
the agent for a particular negotiation process is generally one that performed well on
similar negotiation cases in the past (if such cases are known). Another advantage is
that the strategy in each negotiation process is potentially different and is always
subject to revision, which should make it more difficult for other agents to deduce or
induce the strategy the agent uses; this may reduce any potential vulnerability arising
from the discovery of “secret” information (such as reserve prices).

The learning in a DBF system can take one of two forms. In the first, the classifier
can use a supervised learning process such as neural network (see Figure 4) to help it
benefit from its experiences. To do that, after each negotiation process, the user per-
forms some evaluation – say, assigns a ranking score to show his satisfaction rate on
the negotiation result. Thus, a more favorable strategy will be chosen the next time
based on the set of environments. In the second learning formulation, the classifier
can use the data mining techniques to find the interesting association rules like “in
those negotiation process getting the top 10% user satisfaction, 80% of buyer agents
bid with a 5% concession from their previous bid when the supplier agents have the
same percent concession”. Such a rule may be helpful, but not be in the current strate-
gies. Therefore, we can incorporate this rule into those strategies where appropriate to
form new strategies, which will then be loaded into the strategy pool.
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5 Concluding Remarks

The Data Broker Framework is currently under development. Certain components
have been implemented (SCENS, nAGENTS and the data collection interface) for the
area of brain imaging data [20-22]. There are several difficulties involved with the
implementation so far: ensuring all providers can understand each other (i.e. encode
their using the same format and ontology); ensuring each provider updates offers,
especially when going through a central server (if a provider uploads a pricelist to
server, then changes a price, a client may still bargain based on an old price); and
preventing inefficient use of the system (e.g., malicious users who just want to see
how low providers will go, but not actually buy anything).

The current version of NOODLE is defined on top of DAML+OIL. As DAML+
OIL is to be replaced by OWL in the future, we are planning to eventually convert
NOODLE to OWL. Although NOODLE was originally defined to support automated
negotiation for scientific data sharing, the current version is more like a general nego-
tiation ontology definition language. We are planning to extend NOODLE to provide
better support for negotiation on Digital Rights Management.
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Abstract. This paper presents P2P-DIET, a resource sharing system
that unifies ad-hoc and continuous query processing in super-peer net-
works using mobile agents. P2P-DIET offers a simple data model for the
description of network resources based on attributes with values of type
text. It also utilizes very efficient query processing algorithms based on
indexing of resource metadata and queries. The capability of location-
independent addressing is supported, which enables P2P-DIET clients
to connect from anywhere in the network and use dynamic IP addresses.
The features of stored notifications and rendezvous guarantee that all
important information is delivered to interested clients even if they have
been disconnected for some time. P2P-DIET has been developed on top
of the Open Source mobile agent system DIET Agents and is currently
been demonstrated as a file sharing application.

1 Introduction

In peer-to-peer (P2P) systems a very large number of autonomous computing
nodes (the peers) pool together their resources and rely on each other for data and
services. P2P systems are application level virtual or overlay networks that have
emerged as a natural way to share data and resources. Popular P2P data sharing
systems such as Napster, Gnutella, Freenet, KaZaA, Morpheus and others have
made this model of interaction popular.

The main application scenario considered in recent P2P data sharing systems
is that of ad-hoc querying: a user poses a query (e.g., “I want music by Moby”)
and the system returns a list of pointers to matching files owned by various
peers in the network. Then, the user can go ahead and download files of interest.
The complementary scenario of selective information dissemination (SDI) or
selective information push [8] has so far been considered by few P2P systems [1,
10]. In an SDI scenario, a user posts a continuous query to the system to receive
notifications whenever certain resources of interest appear in the system (e.g.,
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Fig. 1. The architecture and the layered view of P2P-DIET

when a song of Moby becomes available). SDI can be as useful as ad-hoc querying
in many target applications of P2P networks ranging from file sharing, to more
advanced applications such as alert systems for digital libraries, e-commerce
networks etc.

At the Intelligent Systems Laboratory of the Technical University of Crete,
we have recently concentrated on the problem of SDI in P2P networks in the
context of project DIET1. Our work, summarized in [9], has culminated in
the implementation of P2P-DIET, a service that unifies ad-hoc and continu-
ous query processing in P2P networks with super-peers. Conceptually, P2P-
DIET is a direct descendant of DIAS, a distributed information alert system
for digital libraries, that was presented in [10] but was never implemented.
P2P-DIET combines ad-hoc querying as found in other super-peer networks
[2] and SDI as proposed in DIAS. P2P-DIET goes beyond DIAS in offering
many new features discussed above: client migration, dynamic IP addresses,
stored notifications and rendezvous, simple fault-tolerance mechanisms, mes-
sage authentication and encryption. P2P-DIET has been implemented on top
of the open source DIET Agents Platform2 [3] and it is currently available at
http://www.intelligence.tuc.gr/p2pdiet. This paper concentrates on the
architecture, functionality and agents of P2P-DIET.

A high-level view of the P2P-DIET architecture is shown in Figure 1 (a).
There are two kinds of nodes: super-peers and clients. All super-peers are equal
and have the same responsibilities, thus the super-peer subnetwork is a pure
P2P network (it can be an arbitrary undirected graph). Each super-peer serves
a fraction of the clients and keeps indices on the resources of those clients.

Clients can run on user computers. Resources (e.g., files in a file-sharing
application) are kept at client nodes, although it is possible in special cases to
store resources at super-peer nodes. Clients are equal to each other only in terms
of download. Clients download resources directly from the resource owner client.

1 http://www.dfki.de/diet
2 http://diet-agents.sourceforge.net/
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A client is connected to the network through a single super-peer node, which is
the access point of the client. It is not necessary for a client to be connected to
the same access point continuously since client migration is supported in P2P-
DIET. Clients can connect, disconnect or even leave from the system silently
at any time. To enable a higher degree of decentralization and dynamicity, we
also allow clients to use dynamic IP addresses. Thus, a client is identified by an
identifier and public key (created when a client bootstraps) and not by its IP-
address. Super-peers the keep the client’s identification information and resource
metadata for a period of time when a client disconnects. In this way, the super-
peer is able to answer queries matching those resource metadata even if the owner
client is not on-line. Finally, P2P-DIET provides message authentication and
message encryption using PGP technology. For details on the network protocols
and implementation see [6].

The rest of the paper is organized as follows. Section 2 presents the meta-
data model and query language used for describing and querying resources in
the current implementation of P2P-DIET. Section 3 discusses the protocols for
processing queries, answers and notifications. Section 4 discusses other inter-
esting functionalities of P2P-DIET. Section 5 discusses the implementation of
P2P-DIET using mobile agents. Finally, Section 6 presents our conclusions.

2 Data Models and Query Languages

In [10] we have presented the data model            and its languages for speci-
fying queries and textual resource metadata in SDI systems such as P2P-DIET.

 is based on the concept of attributes with values of type text. The query
language of  offers Boolean and proximity operators on attribute values
as in the Boolean model of Information Retrieval (IR) [5]. It also allows textual
similarity queries interpreted as in the vector space model of IR [11].

The current implementation of P2P-DIET supports only conjunctive queries
in            The following examples of such queries demonstrate the features of

 and its use in an SDI application for a digital library:

The data model is attractive for the representation of textual meta-
data since it offers linguistically motivated concepts such as word and traditional
IR operators. Additionally, its query language is more expressive than the ones
used in earlier SDI systems such as SIFT [11] where documents are free text
and queries are conjunctions of keywords. On the other hand,  can only
model resource metadata that has a flat structure, thus it cannot support hierar-
chical documents as in the XML-based models of [4]. But notice that IR-inspired
constructs such as proximity and similarity cannot be expressed in the query lan-
guages of [4] and are also missing from W3C standard XML query languages
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XQuery/XPath. The recent W3C working draft3 is expected to pave the way for
the introduction of such features in XQuery/XPath. Thus our work on
can be seen as a first step in the introduction of IR features in XML-based
frameworks for SDI.

3

3.1 Ad-hoc Querying

P2P-DIET supports the typical ad-hoc query scenario. A client A can post a
query to its access point AP. AP broadcasts to all super-peers through
its minimum weight spanning tree. Answers are produced for all matching net-
work resources and are returned to the access point AP that originated the
query through the shortest path that connects the super peer that generated
the answer with AP (unicasting). Finally, AP passes the answers to A for fur-
ther processing. Answers are produced for all matching resources regardless of
whether owning resource clients are on-line or not, since super-peers do not erase
resource metadata when clients disconnect (see Section 4).

Each super-peer can be understood to store a relation

where ID is a resource identifier and are the attributes known to
the super-peer network. In our implementation, relation resource is implemented
by keeping an inverted file index for each attribute The index maps every
word in the vocabulary of to the set of resource IDs that contain word
in their attribute Query evaluation at each super-peer is then implemented
efficiently by utilizing these indices in the standard way.

Routing and Query Processing

P2P-DIET targets content sharing applications such as digital libraries [10],
networks of learning repositories [12] and so on. Assuming that these applications
are supported by P2P-DIET, there will be a stakeholder (e.g., a content provider
such as Akamai) with an interest in building and maintaining the super-peer
subnetwork. Thus super-peer subnetworks in P2P-DIET are expected to be more
stable than typical pure P2P networks such as Gnutella. As a result, we have
chosen to use routing algorithms appropriate for such networks.

P2P-DIET implements routing of queries (ad-hoc or continuous) by utilizing
minimum weight spanning trees for the super-peer subnetwork, a poset data
structure encoding continuous query subsumption as originally suggested in [1],
and data and query indexing at each super-peer node. Answers and notifications
are unicasted through the shortest path that connects two super-peers.

3 http://www.w3.org/TR/xmlquery-full-text-use-cases
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3.2 Continuous Queries

SDI scenarios are also supported. Clients may subscribe to their access point
with a continuous query expressing their information needs. Super-peers then
forward posted queries to other super-peers. In this way, matching a query with
metadata of a published resource takes place at a super-peer that is as close as
possible to the origin of the resource.

Whenever a resource is published, P2P-DIET makes sure that all clients with
continuous queries matching this resource’s metadata are notified. Notifications
are generated at the access point where the resource was published, and travel
to the access point of every client that has posted a continuous query matching
this notification following the reverse path that was set by the propagation of
the query.

We expect P2P-DIET networks to scale to very large numbers of clients, pub-
lished resources and continuous queries. To achieve this, we utilize the following
data structures at each super-peer:

A partially ordered set (called the continuous query poset) that keeps track
of the subsumption relations among the continuous queries posted to the
super-peer by its clients or forwarded by other super-peers. This poset is
inspired by SIENA [1]. We can also have it in P2P-DIET because the relation
of subsumption in is reflexive, anti-symmetric and transitive i.e., a
(weak) partial order. Like in SIENA, P2P-DIET utilizes the continuous query
poset to to minimize network traffic: in each super-peer no continuous query
that is less general than one that has already been processed is actually
forwarded.
A sophisticated index over the continuous queries managed by the super-
peer. This index is used to solve the filtering problem: Given a database
of continuous queries db and a notification find all queries that
match and forward to the neighbouring super-peers or clients that have
posted

4 Stored Notifications and Rendezvous at Super-peers

Clients may not be online all the time, thus we can not guarantee that a client
with a specific continuous query will be available at the time that matching
resources are added to the network and relevant notifications are generated. Mo-
tivated by our target applications (e.g., digital libraries or networks of learning
repositories), we do not want to ignore such situations and allow the loss of
relevant notifications.

Assume that a client A is off-line when a notification matching its contin-
uous query is generated and arrives to its access point AP. AP checks if A is
on the active client list. If this is true then is forwarded to A, otherwise is
stored in the stored notifications directory of AP. Notification is delivered to
A by AP next time A connects to the network.

A client may request a resource at the time that it receives a notification
or later on using a saved notification on his local notifications directory.



28 Stratos Idreos and Manolis Koubarakis

Fig. 2. A stored notification and rendezvous example

Consider the case when a client A requests a resource but the resource owner
client B is not on-line. A requests the address of B from AP2 (the access point of
B). A may request a rendezvous with resource from AP2 with a message that
contains the identifiers of A and B, the address of AP and the path of When
B reconnects, AP2 informs B that it must upload to AP as a rendezvous file
for A. Then, B uploads AP checks if A is on-line and if it is, AP forwards to
A or else is stored in the rendezvous directory of AP and when A reconnects,
it receives a rendezvous notification from AP.

The features of stored notifications and rendezvous take place even if clients
migrate to different access points. For example, let us assume that A has mi-
grated to AP3. The client agent understands that, and requests from AP any
rendezvous or notifications. A updates the variable previous access point with
the address of AP3. AP deletes A form its client list, removes all resource meta-
data of A from the local resource metadata database and removes the continuous
queries of A from the poset. Finally, A sends to AP3 its resource metadata and
continuous queries. A complete example is shown in Figure 2.

5 Agents of P2P-DIET

The implementation of P2P-DIET makes a rather simple use of the DIET Agents
concepts environment, world and infohabitant. Each super-peer and each client
occupy a different world, and each such world consists of a single environment.
All the worlds together form the P2P-DIET universe. However, the P2P-DIET
implementation makes heavy use of all the capabilities of lightweight mobile
agents offered by the platform to implement the various P2P protocols. Such
capabilities are agent creation, cloning and destruction, agent migration, local
and remote communication between agents etc.

5.1 The Super-peer Environment

A world in a super-peer node consists of a single super-peer environment, where
10 different types of agents live. A super-peer environment is shown in Fig-
ure 3 (a).
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Fig. 3. A Super-Peer Environment and a Client Peer Environment

The data management agent is the agent with the greatest number of respon-
sibilities in the P2P-DIET universe. This agent manages the local database of
peer meta-data, resource meta-data, continuous queries and their indices. More-
over, it arranges rendezvous and stores notifications and rendezvous files. The
data management agent can create notification carriers and messengers (these
agents will carry out the tasks discussed below).

The router is responsible for the correct flow of messages in the network.
It holds the shortest path table and the spanning tree table of the local super-
peer. Mobile agents travel around the network using information from the local
Router on each super-peer environment where they arrive. The make routing
paths scheduler is a very lightweight agent that decides when it is the right time
for the router to update its routing paths when the network is in an unstable
condition.

A subscriber is a mobile agent that is responsible for subscribing continuous
queries of clients to super-peers. To subscribe a continuous query of client
C, a subscriber S starts from the environment of C. Then, it migrates to all
super-peers of the network to subscribe and to find any resource meta-data
published earlier that match S will start from the super-peer environment of
the access point A of C and it will reach all super-peers through the minimum-
weight spanning tree of A. Whenever a subscriber finds any resource metadata
matching its continuous query in a super-peer environment B, it clones itself. The
clone returns to the environment of C to deliver the notification by travelling
towards super-peer A through the shortest path that connects B and A. The
original subscriber will continue in order to visit the rest of the super-peers of
the network. A subscriber agent destroys itself when it returns to the client-peer
environment with a notification. A subscriber can also destroy itself away from
its starting client environment when it is on a remote super-peer environment
with no notifications to deliver and no more super-peers to visit.
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A notification carrier is a mobile agent that is responsible for delivering
notifications. A notification carrier may start from a super-peer environment SP
and travel along the shortest path to the environment of super-peer AP and from
there migrates to the environment of client C if C is online. Note, that it is not
possible for the notification carrier to travel directly to the client environment
for two reasons. First, the super-peer SP does not know the IP address of C.
Second, the notification must arrive to environment AP because more than one
clients may have continuous queries that match the notification. A notification
carrier destroys itself after it has delivered the notification to the client or when
it arrives to the access point of the client and the client is not online.

A query answering agent is a mobile agent that answers queries. The query-
answering agent that finds the answers to query of client C starts from the
environment of C. Then, it migrates to all super-peers of the network to search
for answers to It will start from the super-peer environment of the access point
A of C and it will reach all super-peers through the minimum-weight spanning
tree of A. Each time, it finds any resource metadata matching in a super-peer
environment B, it clones itself. The clone returns to the environment of client C
to deliver the answer by travelling towards super-peer A through the shortest
path that connects B and A. The original query-answering agent will continue
in order to visit the rest of the super-peers of the network to search for answers
to A query-answering agent destroys itself when it returns to the client-peer
environment with an answer. A special case that a query-answering agent will
destroy itself away from its starting client-peer environment, is when it is on
a remote super-peer environment with no answers and no more super-peers to
visit.

A messenger is a mobile agent that implements remote communication be-
tween agents in different worlds. A messenger is a very lightweight agent that
will migrate to a remote environment and deliver a message to a target agent.
We need Messengers to support simple jobs i.e, just send a message to a remote
agent. For example, consider the case that a client agent sends a connect or
disconnect message to its access point. In this way, we do not create a new
type of agent for each simple job that is carried out by our system. Messengers
can be used to support new simple features that require remote communication.
Each environment has a messenger pool. When a messenger arrives at an envi-
ronment, it delivers the message and stays in the pool, if there is space. In this
way, when an agent wants to send a remote message, it assigns the message to a
messenger from the pool unless the pool is empty, in which case a new messenger
will be created.

Subscribers, notification carriers, query-answering agents and messengers use
information from the local router on each super-peer environment that they
arrive in order to find the address of their next destination. They use shortest
paths and minimum weight spanning trees to travel in the pure peer-to-peer
network of super-peers. In this way, they may ask two types of questions to a
router:
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I want to migrate to all super-peers and I started from super-peer X. The
answer of the local router to this question are the IP addresses of remote the
super-peers that are children in the minimum weight spanning tree of the
local super-peer.
I want to migrate to super-peer X. The answer of the local router to this
question is the IP address of the remote super-peer that is its neighbor and
is in the shortest path from the local super-peer to the destination super-
peer X.

The fault-tolerance agent is responsible for periodically checking the clients
agents, that are supposed to be alive and are served by this super-peer. The
agents of the neighbor super-peers are checked too, to guarantee connectivity.
The fault-tolerance agent can create are-you-alive agents. A useful heuristic in
P2P-DIET, is that a fault-tolerance agent does not check a node (client or
super-peer) if has sent any kind of message during the last period of checks
(there is no need to ensure that is alive in this case). An are-you-alive agent is
a mobile agent that is sent by the fault-tolerance agent to a remote client-peer
environment or super-peer environment to check whether the local agents are
alive or not. An are-you-alive agent will return to its original environment with
the answer. In each super-peer environment there is an are-you-alive agent pool
where agents wait for the local fault-tolerance agent to assign them a remote en-
vironment to check. All are-you-alive agents return to their original environment
to inform the local fault-tolerance agent on the status of the remote environment
that they checked and then they stay in the local are-you-alive agent pool. The
clock agent is the scheduler for the fault-tolerance agent. It decides when it is
the right time to send messages or to check for replies.

5.2 The Client-Peer Environment

The world in the client-peer nodes has a client-peer environment. The client
agent is the agent that connects the client-peer environment with the rest of the
P2P-DIET universe. It communicates, through mobile agents, with the super-
peer agent that is the access point or any other remote client agents. The client
agent sends the following data to the remote super-peer agent of the access
point: the continuous query of the client, the metadata of the resources, the
queries, the requests for rendezvous etc. The client agent can create Subscribers,
query-answering agents and messengers. Figure 3 (b), shows all the agents in
the client-peer environment. Additionally, an interface agent is responsible for
forwarding the demands of the user to the client agent and messages from the
client agent to the user. A messenger, query-answering agent, notification carrier
and subscriber may inhabit a client-peer environment and are exactly the same
as the agents that inhabit the super-peer environments.

6 Conclusions

We have presented the design of P2P-DIET, a resource sharing system that uni-
fies ad-hoc and continuous query processing in P2P networks with super-peers.
P2P-DIET has been implemented using the mobile agent system DIET Agents
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and has demonstrated the use of mobile agent systems for the implementation
of P2P applications. Currently we are working on implementing the query and
SDI functionality of P2P-DIET on top of a distributed hash table like Chord
[7] and compare this with our current implementation. We are also working on
more expressive resource description and query languages e.g., such as the ones
based on RDF and currently used in EDUTELLA [12].
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Abstract. In this paper we propose an automatic mechanism for annotating XML
documents. This mechanism relies on a simple data model whose main features
are: (1) a modeling of XML documents as trees composed of elements that are
possibly distributed over a network, (2) a composition operator to create new
documents from existing ones, and (3) an inference algorithm for automatically
deriving the annotation of composite documents from the annotations of their
components.
We illustrate the features of the model with an application to eLearning resources.
We also describe a prototype which allows to create a new document from eLearn-
ing fragments collected over the Web, and generates an RDF-based annotation of
the document’s content. The RDF output can then be used as a support for brows-
ing and querying, by users wishing to create new documents.

1 Introduction

In the present paper we focus on the requirements of applications that search, access
and integrate resources disseminated over the Internet. More specifically we consider
the management of metadata related to a specific knowledge domain, and propose a
conceptual model that allows to develop search, retrieval and integration functionali-
ties based on annotations, i.e., content descriptions. Moreover we consider the effective
support of these functionalities in the context of a distributed repository of XML docu-
ments.

Our model is based on the following approach. First, a document is represented as a
graph of components, which are themselves other documents available over a network.
Second, we associate with each document a taxonomy-based description, or annota-
tion; such annotations allow users to find documents of interest, retrieve them, and use
them as components of a new, composite document. Finally, the main contribution of
the paper is a mechanism for the automatic derivation of the appropriate annotation for
a newly created document, based on the annotations of its components. The conceptual
model that we propose can be instantiated in various environments, and this feature is
illustrated by a case study concerning the management of distributed eLearning docu-
ments.

* Research supported by the EU DELOS Network of Excellence in Digital Libraries and the EU
IST Project (Self eLearning Networks), IST-2001-39045.
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In Section 2 we discuss the motivations of this work. Our formal data model is
presented in Section 3, and the case study in Section 4. Section 5 concludes the paper.
Proofs are omitted, due to space restrictions. The interested reader is referred to the
report [14], available at http://www.lri.fr/~rigaux/DOC/RS03b.pdf.

2 Motivation

Let us develop briefly the motivation of this work and position it in the context of the
semantic web [16]. A major effort of the semantic web is devoted to the development
of the XML language in order to bring new solutions regarding some major limitations
of HTML. If we focus on the specific metadata-management applications considered
in this paper, first, we note that XML allows the creation of well-structured documents
whose “fragments” can be identified and extracted. Second, new XML documents can
be created by assembling fragments, and moreover this can be done in a distributed
setting where the referred fragments do not necessarily reside at the same site. This
provides a quite powerful mechanism to reuse existing content in a new context or, put
differently, to view and manipulate a set of distributed XML documents as if it were a
single (huge) digital library.

Unfortunately, although XML meets the needs for extraction and restructuring of
documents, it provides very little support for the description of their content. This
widely acknowledged weakness constitutes one of the major challenges of the Seman-
tic Web, namely adding information to web documents in order to access knowledge
related to the contents of documents. This external semantic description constitutes
the document’s metadata. A lot of efforts have been devoted recently to develop lan-
guages and tools to generate, store and query metadata. Some of the most noticeable
achievements are the RDF language [12] and RDF schemas [13], query languages for
large RDF databases [8,2] and tools to produce RDF descriptions from documents [7,4].
Generation of metadata remains however essentially a manual process, possibly aided
by acquisition software (see for instance Annotea [7]). The fully automatic generation
of metadata is hardly addressed in the literature, with few exceptions [10,18,5]. A rep-
resentative work is the Semtag system described in [5] which “tags” web pages with
terms from a standard ontology, thanks to text analysis techniques. This is different
– and essentially complementary – to our approach, which relies on the structure of
composite objects (or documents) to infer new annotations.

Several metadata standards exist today, such as the Dublin Core [6], or the IEEE
Learning Object Metadata [11]. However, if one considers the full set of metadata that
these standards propose to attach to a document, it seems indeed quite difficult to pro-
duce them automatically. In this paper, we focus only on semantic metadata, i.e., the
part of metadata which describes the content of the document [3], hereafter called an-
notation. The key idea is to exploit the structure of the document in order to infer its
annotation from the annotations ot its components. The inference mechanism that we
propose relies on a tree-structured taxonomy whose terms are used by all authors to
annotate their documents (at least those documents that they wish to make sharable by
other authors). An annotation is actually a set of terms from that taxonomy. To make
a document sharable by other users, its author must register the document with a coor-
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dinator, or syndicator, and users that search for documents matching their needs must
address their queries to the syndicator.

A suitable application for illustrating the usefulness of our approach is the manage-
ment of eLearning resources available in a distributed environment. In the context of the
SeLeNe project [15], we have implemented a prototype to help authors create their own
pedagogical documents, based on existing resources. Fragments of these resources can
be collected and aggregated, resulting in a new document which can in turn be made
available to the community of users. The authoring tool also generates an RDF descrip-
tion of the content of the document which can then be used to inform the network of
the document’s content, and also as a support for querying functionalities.

3 The Annotation Model

In our model, we adopt a high-level view, whereby an XML document is represented
by an identifier together with a composition graph showing how the document is con-
structed from other simpler documents. In practice the identifier can be any URI-based
mechanism for addressing the internal structure of XML documents and allowing for
traversal of the document’s structure and for the choice of internal parts (see the
XPointer recommandation [19]). The composition graph reflects the structure com-
monly obtained by nesting XML elements.

Definition 1 (The representation of a document) A document is represented by an
identifier together with a possibly empty set of document identifiers called
the parts of  and denoted as parts i.e., parts If parts
then is called atomic, else it is called composite.

Hereafter, we shall confuse a document and its representation, i.e., we shall use the
term “document” to mean its representation. For notational convenience, we shall write

to stand for parts
A composite document is recursively composed of other documents that can be

either atomic or composite. It follows that a document can be represented as a graph
with as the single root. We shall refer to this graph as the composition graph of
We restrict the composition graph to be a directed acyclic graph (dag). This reflects
the reasonable assumption that a document cannot be an element of itself. Note that
our definitions ignore the ordering of the parts. As we shall see shortly, deriving the
annotation of a composite document from the annotations of its parts does not depend
on any ordering.

As we mentioned in the introduction, annotations are built based on a controlled
vocabulary, or taxonomy. A taxonomy consists of a set of terms together with a sub-
sumption relation between terms. An example of taxonomy is the well known ACM
Computing Classification System [1].

Definition 2 A taxonomy is a pair where T is a terminology, i.e., a finite and
non-empty set of names, or terms, and is a reflexive and transitive relation over T
called subsumption.
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Fig. 1. A taxonomy

Figure 1 shows an example of a taxonomy. The term object–oriented Lan-
guages (OOL) is subsumed by Languages and Java-
Beans is subsumed by Java We note that a taxonomy is
not necessarily a tree. However, most taxonomies used in practice (including the ACM
Computing Classification System mentioned earlier) are in fact trees. For the purposes
of this report we shall assume that the taxonomy used by the authors to describe the
contents of their documents is a tree.

When creating a document, its author chooses one or more terms of the taxonomy
to annotate its content. For example, if the document concerns the Quick Sort algorithm
written in java then its author most likely will choose the terms Quicksort and Java
to annotate it. Then the set of terms {Quicksort, Java} will be the annotation of
the document.

Definition 3 (Annotation) Given a taxonomy we call annotation in T any set
of terms from T.

However, a problem arises with annotations: an annotation can be redundant if
some of the terms it contains are subsumed by other terms. For example, the anno-
tation {Quicksort, Java, Sort} is redundant, as Quicksort is subsumed by
Sort, whereas the annotations {Quicksort, Java} and {Sort, Java} are not
redundant. Clearly, redundant annotations are undesirable as they can lead to redundant
computations during query evaluation. We shall limit our attention to reduced annota-
tions, defined as follows:

Definition 4 (Reduced Annotation) An annotation A in T is called reduced if for any
terms and  in A, and

Following the above definition one can reduce a description in two ways: removing
all but the minimal terms, or removing all but the maximal terms. In this paper we adopt
the first approach, i.e., we reduce a description by removing all but its minimal terms.
The reason for choosing this definition of reduction is because we want to describe
as precisely as possible the contents of a LO. Thus, of the two possible reductions of
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{Quicksort, Java, Sort}, we shall keep {Quicksort, Java}. and we will
denote the reduced annotation of a document

In the case of an atomic document its annotation can be provided either by the author
or by the system via a semi-automatic analysis. In the case of a composite document,
though, we would like the annotation to be derived automatically from the annotations
of its parts. We shall refer to this derived annotation as the implied annotation of the
document. To get a feeling of what the derived annotation of a document is, consider a
document composed of two parts with the following annotations:

Then the derived annotation of would be {Sort, OOL}, that summarizes what the
two components contain, collectively. We shall come back to this example after the for-
mal definition of derived annotation. Intuitively, we would like the implied annotation
of a document to satisfy the following criteria:

it should be reduced, for the reasons explained earlier;
it should describe what the parts of have in common, as in our previous example;
it should be a minimal annotation, i.e., as close as possible to the annotation of each
and every part of (see again our previous example).

To illustrate points 2 and 3 above, suppose that a composite document has two
parts with annotations {Quicksort} and {BubbleSort}. The term Sort is a good
candidate for being the implied annotation, as it describes what the two parts have in
common. Moreover Sort is the minimal term with this property. On the other hand, the
term Algorithm is not a good candidate because, although it describes what the parts
have in common, it is not minimal as it subsumes the term Sort. In order to formalize
these intuitions, we introduce the following relation on annotations.

Definition 5 (Refinement Relation on annotations) Let A and be two annotations.
We say that A is finer than denoted iff for each there exists
such that

For example, the annotation A={QuickSort, Java, BubbleSort} is finer
than whereas is not finer than A. Clearly, is a reflexive
and transitive relation, thus a pre-ordering over the set of all annotations. However,
is not antisymmetric, as the following example shows. Consider

and It is easy to see that
and although If we restrict our attention to reduced annotations
then becomes also antisymmetric, thus a partial order.

Proposition 1 The relation is a partial order over the set of all reduced annotations.

Now, using this ordering, we can define formally the implied annotation of a com-
posite document so as to satisfy the criteria for a “good” implied annotation, given
earlier. First, we need the following result:
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Proposition 2 (Least Upper Bound of a Set of Reduced Annotations) Let
be any set of reduced annotations. Let be the set of all reduced annotations

S such that Then has a
unique minimal element, that we shall denote as

We call implied annotation of denoted the least upper bound of
in i.e., The following algorithm computes the

implied annotation of a document

In the algorithm, the function returns the least upper bound of the
terms with respect to Note that, as is a tree, this least upper bounds
exists. To see how this algorithm works, consider again the document that
we have seen earlier, composed of two parts with the following annotations:

The cross-product yields the following set of tuples:

For each tuple one computes then the lub of the terms in and
one obtains respectively
and The set is therefore {Sort, Programming, OOL} which, once
reduced, becomes {OOL, Sort} (see the taxonomy of Figure 1). The result can be in-
terpreted as follows: the composite document is devoted, in all its parts, both to sorting
and to object-oriented languages.

Here is a second example to illustrate that the implied annotation retains only what
is common to all parts. Consider the document composed of two parts
with the following annotations:

Applying the algorithm, we find first the cartesian product:



Taxonomy-Based Annotation of XML Documents 39

Fig. 2. Overview of the system’s architecture

Therefore from which one eliminates, during the
reduction phase, the term Programming as it subsumes Sort. As a consequence, the
implied annotation is {Sort}. Intuitively, both parts concern sorting algorithms, and
this is reflected in the implied description. Two comments are noteworthy:

No loss of information results from the elimination of the term Java from the
implied annotation. Indeed, if a user searches for documents related to java, will
be in the answer and will not, which is consistent.
If we had put Java in the implied annotation of this would give rise to the fol-
lowing problem: when one searches for documents related to java, the system will
return both and Clearly, this answer is at the same time redundant (because

is part of and partially irrelevant as only a part of concerns java.

1.

2.

4 Application to eLearning Resources

We describe in this section a prototype, XANNOT (XML Annotation Tool) which instan-
ciates in a practical setting the functionalities of our model and illustrates its usefulness.
In this prototype the documents and their components are XML documents, and the sys-
tem relies on XML tools and languages for addressing and transformation tasks.

The architecture of XANNOT system is summarized in Figure 2. Composite doc-
uments are represented in this specific implementation by XML documents which are
valid with respect to the DocBook DTD [17]. A program can be used at the client’s side
to browse and annotate the elements (i.e., subtrees) in these documents. Annotations are
then represented in RDF and sent to the syndicator which stores them in a repository,
and proposes querying services.

We now embark in a detailed description of the browser and annotation tool.
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Fig. 3. Infering annotation in XANNOT

Documents

DocBook is a DTD for writing structured documents using SGML or XML. It is partic-
ularly well-suited to books and papers about computer hardware and software, though
it is by no means limited to them. DocBook is an easy-to-understand and widely used
DTD: dozens of organizations use DocBook for millions of pages of documentation, in
various print and online formats, worldwide.

It is worth mentioning however that any other DTD would do, the important as-
sumption here being that all authors in the system provide their document content in
a common format. This assumption is mostly motivated by practical considerations.
Indeed the exchange of fragments and their integration is greatly facilitated by the ho-
mogeneity of the representation. In particular, it is easy with minimal effort to ensure
that inserting a DocBook fragment in a DocBook document keeps the whole document
valid with respect to the DTD.

We distinguish in a DocBook document the following tags that identifiy the struc-
ture of the document: book, chapter, and section. Elements of type section
are considered to form the leaves of the composition graph, to which annotations must
be associated. The inference mechanism described in Section 3 is then used to create
the annotations for the upper-level elements book, chapter and section1.

Browsing and Annotating Documents

The XANNOT tool proposes a graphical interface to browse a DocBook document and
to create annotations. When a document is loaded, its structure is analysed and rep-
resented with a tree-like menu on the left size, while the content of the document is
displayed in the main window (Figure 3).

1 Note that section is recursive in the DocBook DTD: a section element can be part of
another section.



Taxonomy-Based Annotation of XML Documents 41

Fig. 4. Term selection in the taxonomy

The role of the author, before submitting such a document to the syndicator, is
to annotate the elements located at the lower level in the structure (here <section>)
with terms from the common taxonomy to which all authors adhere. In order to facilitate
this task, the terms of the taxonomy can be picked up from a graphical window which
displays the tree-structure using a hyperbolic representation which compactly displays
a tree by projecting it on to an hyperbolic plane [9]: see Figure 4.

Whenever all the atomic elements located under a composite node are annotated,
XANNOT applies the IMPLIEDANNOTATION algorithm to infer the annotation of
This is shown in Figure 3: two nodes have been manually annotated with, respectively,
{Java, Quicksort} and {C++, BubbleSort}. The implied annotation {OOL,
Algorithms} has been correctly inferred and associated to the composite node.

Finally the composition graph together with the annotations of the nodes are repre-
sented in RDF and sent to the syndicator who stores, with each term of the terminology,
the path to the XML subtree(s) that relate(s) to this term.

5 Concluding Remarks

We have presented a model for composing documents from other simpler documents,
and automatically deriving annotations during the process of creating new documents
from existing ones. In our model, a document is represented by an identifier together
with a composition graph which shows the structure of the document. The annotation
of a document is a set of terms from the taxonomy, and we distinguish atomic docu-
ments whose annotation is provided by the author, from composite documents whose
annotation is derived from the annotations of their parts.

Work in progress mainly aims at designing and implementing the syndicator mod-
ule which collects and exploits the annotations. We plan to embed our model in the
RDF Suite [2] developed by ICS-FORTH, a SeLeNe partner. A taxonomy will be rep-
resented as a RDF scheme, and annotations will be represented as a RDF database. In
this respect, we note that RQL facilities include browsing and querying facilities that
cover the requirements identified so far, as well as primitives for expressing that a set
of resources constitute parts of a given resource.
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Abstract. Nowadays most web pages contain both text and images. Neverthe-
less, search engines index documents based on their disseminated content or
their meta-tags only. Although many search engines offer image search, this
service is based over textual information filtering and retrieval. Thus, in order to
facilitate effective search for images on the web, text analysis and image proc-
essing must work in complement. This paper presents an enhanced information
fusion version of the meta-search engine proposed in [1], which utilizes up to 9
known search engines simultaneously for content information retrieval while 3
of them can be used for image processing in parallel. In particular this proposed
meta-search engine is combined with fuzzy logic rules and a neural network in
order to provide an additional search service for human photos in the web.

1 Introduction

Since the web is growing exponentially search engines cannot spider all the new pages
at the same time due to the fact that they use different algorithms in order to index
their ‘attached’ web pages. As a result they have different response time in updating
their directories and the user may lose some useful information resources in case that
he use the returned results from only one search service [1]. To overcome this prob-
lem most users try to expand their results with the help of meta-search engines. Using
such search-tools, additional information is provided, without having to know the
query language for all search services, which, some of them offer the ability for im-
age/picture search. However, in this kind of retrieval a large amount of inappropriate
and useless information is often returned to the user. Therefore, the same problem
occurs when using a meta-search engine since the returned merged results depend on
the respective result of each used search service. Especially in case of inquiring hu-
man photos the ratio of accurate information is very low, due to the fact that face
images are highly variable and difficult to be interpreted. Hence, in order to minimize
the information noise this paper suggests a meta-search engine, which combines fuzzy
logic rules for human skin recognition joint with a probabilistic neural network for
face detection. The innovation in using the proposed machine stands in the fact that
the user after a multiple image/picture query can work off-line and bound his search
for retrieving human photos.

G.A. Vouros and T. Panayiotopoulos (Eds.): SETN 2004, LNAI 3025, pp. 43–53, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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2 Inquiring Photos in the Web

This section presents an example of using the proposed meta-search engine in order
to reveal all possible results for an image query. It must be noted that the web search
services used are depicted in Table 1, where AlltheWeb, AltaVista and Excite sup-
port image search.

Figure 1 presents the GUI of the proposed engine in case of image query submis-
sion. As it is shown AltaVista, Excite and AlltheWeb are engaged in the search while
the rest are inactive, since they do not support queries for images. The meta-search
interface also supports Boolean queries for both textual and image search. However,
even if the search engines used support the Boolean retrieval model, their query syntax
differs. In addition, the query-translation problem also presents a barrier from the
different stemming algorithms or the stop-word lists that are involved in the query
model of each search engine. As a result of all this inconsistency, the proposed meta-
search engine translates the user query before submitting it in parallel to the selected
search engines. A unified syntax is proposed and it is presented in Table 2. This syntax
allows the user to submit more complicated queries such as “term1*#Exact Phrase# -
term2”. In this case the proposed meta-search engine asks to get results from the se-
lected search engines, having both term1 and an exact matching string, excluding
term2. As presented in Figure 1, the user wants to collect all possible images concern-
ing the query “Georgatos AND Inter”, seeking photos of a football player of Italian
team Inter. The system simultaneously translates the query and submits it to the three
selected search services, respectively. Table 3 holds all the returned results in terms of
returned images that contain the player and other images that are irrelevant to photos
of the football player. After merging the results and removing the duplicate fields the
meta-search engine returned 27 images, from which only 14 of them are actually pho-
tos that fulfill the submitted query.
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Fig. 1. Image query interface

As it is obvious a significant amount of information is actually not relevant accord-
ing to the respective query. The innovation in this paper stands in the fact that the user
can further investigate among all the returned results in order to restore photos that
include human faces. The existence of a human face in the proposed tool is crucial
since it is implies a human presence in the image. The “PhotoSearch” button initiates a
two-step off-line mechanism, which it briefly explained in the followings.

3 The Proposed System

In this section the major subsystems as well as the overall architecture of the proposed
meta-search machine is presented. Concerning the web interface and the respective
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technologies the meta-search engine was created using JDK 1.4, while C++ was used
for the applied fuzzy rules and the neural network implementation. Figure 2 presents
the overall architecture of the proposed system and how its major parts interact, in
order to collect, store evaluate and present the meta-results to the user. All the main
sub-systems and functions are briefly explained in [1]. However, an additional func-
tion (‘PhotoSearch’ mode) employs a probabilistic neural network fed by Fuzzy Logic
rules, aiming to offer a more precise search through image information analysis and
retrieval.

Fig. 2. System architecture

3.1 Fuzzy Logic Rules for Human Skin Detection

By pressing the “PhotoSearch” button, a sequence of a two-step procedure is initiated.
Firstly, every candidate image is analyzed according to fuzzy logic rules for chromatic
analysis in order to distinguishing web pages with possible human presence. This arise
due to the fact that the color of human skin is distinctive from the color of many other
objects and, therefore, the statistical measurements of this attribute are of great impor-
tance for the problem addressed [2],[3]. Evaluating the skin tone statistics, it is ex-
pected that the face color tones will be distributed over a discriminate space in the
RGB color plane, respectively. Thus, the first step of the proposed system is the loca-
tion of potential skin areas in the image, using RGB color and chrominance (CbCr)
information [4], [5] In the proposed system, the skin-masking algorithm is partially
used along with RGB cluster groups that represent skin color extracted from experi-
mental tests in a large database of images with human presence [6]. The above meas-
urements and the skin-masking algorithm formed the basis for the definition of the
fuzzy logic rules. The aforementioned if-then rule statements are used to formulate the
conditional statements that comprise the fuzzy logic-based skin color detector. A basic
rule, of significant importance to the application of the proposed system, is resulted
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from the experimental in [7]. In this method, the chromatic field YCbCr is used, since
it was proved to be more representative for the choice of regions that suit human skin
[8], [9], [10], [11]. Through the application of Fuzzy Logic rules, the proposed system
decides whether a specified window in the inspected image contains a potential skin
region. However, a skin region does not represent always a face, and therefore the
candidate area should be further normalized and checked in order to discern whether it
represent a face or not. For defining the fuzzy logic rules applied for skin area dis-
crimination the work described in [7] and [11] was taken under consideration. The
first step is to take the inputs and determine the degree to which they belong to each of
the appropriate fuzzy sets through membership functions. Once the inputs have been
fuzzified, the fuzzy logical operations must be implemented. For this application the
OR operator was used. The weights in every rule were set equal to one and the aggre-
gation method for the rules is the maximum value. Finally, the defuzzification method
is the middle of maximum (the average of the maximum value) of the output set. It is
evident that, as the size of the tested image grows, the processing time increases. In a
Pentium IV at 1.5 MHz with 512 MB RAM, the required time for skin area detection
varied from 1 to 2 seconds, depending by the size of the image. An example of input
and output images is presented in Figure 3. At the left of Figure 3 is depicted a tested
image as it was downloaded in respect to the submitted query, while at the right is
presented the possible skin areas according to the defined Fuzzy Logic Rules.

Fig. 3. Human skin detection Fig. 4. Definition of the RoIs

3.2 The ANN for Image Classification

Having collected images with possible skin areas, the next step involves the correct
identification of images with human faces (photos). This requires further image proc-
essing steps in order to properly feed the image classifier. The image-processing op-
erations consist of four distinct parts.

Firstly, potential skin areas are clustered to form the Region of Interest (RoI),
roughly describing its shape, on the basis of the FL output. Every image is trans-
formed in gray scale and in the specific size of 100x100 pixels. Then two morphologi-
cal operations, which help to eliminate some of the noise in the tested image, are in-
volved. In particular, simple erosion with a 10x10 matrix of ones is performed
followed by dilation. Further on, the created image is parsed through a skeletonisation
technique, removing simultaneously all the areas that are considered as ‘holes’. As a
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result of the previously described image processing steps, the RoIs of all the possible
skin areas are depicted in Figure 4.

Having defined the RoI in the previous part, in the second step the algorithm is ap-
plied to the initial tested image, merging objects that belong to one defect, performing
a simple dilation once again, with a structural element, which is a 5x5 matrix of ones.
With this technique, segmented pixels in the same neighborhood, are merged in one
region. All the image parts that are included in the defined RoIs, are then transformed
to gray scale. In the following part all the segmented images are resizing to a specific
size of 225x225 pixels. Finally, the 225x225 pixel images are divided into non-
overlapping sub-images of size 15x15 and the mean value for each is calculated, fol-
lowed by histogram equalization, which expands the range of intensities in the win-
dow [12]. During this procedure, a lower resolution image in respect to the RoI is
created, forming in parallel a descriptor vector that consists of 225 gray scale values
from 0 to 255. Figure 5 presents the input for the proposed neural network.The pro-
posed ANN is trained to identify which of the skin regions detected from the FL sys-
tem represent facial photos. The training set of the ANN consists of a large group of
images of the size 15x15, representing face regions or other skin areas. The idea of
this approach was motivated by the observation that human faces present a high de-
gree of resemblance when they are sampled in low-resolution [13]. This is quite natu-
ral, since all faces have darker areas, which represent the eyes and the mouth. It is
undoubtedly easier for an ANN to recognize the presence or absence of a face, judging
from a low quality image. Additionally, the numbers of the computational units are
significantly smaller for a low quality image.

Fig. 5. Candidate inputs for classification

The ANN is a two layer Probabilistic Neural Network with biases and Radial Basis
Neurons in the first layer and Competitive Neurons in the second one. Training a neu-
ral network for the face detection task is quite challenging due to the difficulty in
characterizing prototypical “non-face” images. Unlike in face recognition, where the
classes to be discriminated are different faces, in face detection, the two classes to be
discriminated are “face area” and “non-face area”. Figure 6 depicts the topology of the
proposed PNN as well as the transformation of a face image in the appropriate input
vector form, which consists of 225 gray scale values.
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Fig. 6. PNN’s architecture

A sample of 129 frontal view face images was used as training set for the class
‘Face’, as well as a large sample of 296 images corresponding to other correct or erro-
neously detected skin areas, such as hands, legs and other objects. Table 4 presents the
confusion matrix percentages in terms of the learning ability during the training epoch.
The training set consists of 425 sub-images of size 15x15 in a vector form, as these
were extracted from 103 color images according the proposed image processing steps.
In other words, the neural network ‘learned’ to identify 128 from the 129 sub-images
corresponding to human faces as well as 293 from the 296 sub-images corresponding
to other skin areas and objects. The time needed for the completion of one training
epoch in a Pentium IV at 1.5 MHz with 512 MB RAM, was 22 seconds. The topology
of the proposed neural network is 225-425-2. This means that the PNN has a 225-input
vector (the 15x15 input image) and a 2-output vector corresponding to the decision of
the system (whether it is a face or not). Finally, the system has 425 nodes in the mid-
dle layer corresponding to the total training set.

3.3 Image Analysis Performance

The performance of the add-in system for photo recognition was tested using 317
color images of various extensions, types and size containing human faces. More spe-
cifically, the sample of 317 color images contained 482 faces. The system implement-
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ing the fuzzy logic rules segmented totally 841 skin areas. However, 30 faces were not
selected and therefore the performance of this system is 93.77% (452/482). Following
the fuzzy logic system, the ANN received the 841 skin areas and decided that 397 of
them represent faces. Thus, the performance of the ANN is 87.83% (397/452). Finally,
the overall system performance is 82.36%, since 397 from a total of 482 faces were
identified. All the results are shown analytically in Table 5.

4 The Meta-search Engine Performance

In the specific submitted query, which is described in section 2 at least half of the
returned images are irrelevant to photos of the soccer player. In particular some of
them represented stadium images, t-shirts of the team, or logos. Having removed the
duplicated fields the returned meta-results were 27. Initiating the FL/ANN photo
search sub-system the user narrows his search in retrieving only photos. After analyz-
ing the tested images with the FL rules, 21 images were sent for further identification.
However 13 of them were indeed photos of the player, while 8 were images with pos-
sible human appearance. Finally, the PNN returned 12 images in respect to the submit-
ted query, recognizing correctly the human face among the first candidate group (12 of
13 images), excluding successfully the rest 8 images, which included regions of inter-
est with potential skin areas but not human face. The time needed for all the above
procedure was 41 seconds. Consequently, the meta-search engines returned 12 photos
collected from AltaVista, AlltheWeb and Excite, while 2 of them erroneously ex-
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cluded. Nevertheless, the user got a significantly precise amount of information con-
cerning the Boolean image query “Georgatos AND Inter”. Table 6 holds some results
over a large sample from more than 300 mixed Boolean image queries collected by the
three search services. Therefore, over 14857 images from which 8932 are indeed pho-
tos, the FL rules successfully identified 8552 of them. It was evaluated that the failure
in this step occurred due to the fact that the chrominance fuzzy logic rules do not
cover sufficiently all the variation in terms of the human skin color. Other reasons
come from the area of image processing involving limitations in illumination condi-
tions or image texture and inconsistency. The ANN further processed the above set of
images and decided that 8039 are actually photos that contain human faces, while 513
images were erroneously excluded from this class. On the other hand, this was ex-
pected since many images depict human faces in different angle positions and not only
frontal or slightly rotated. For similar reason and in accordance with the images that
indeed present human faces, the procedure added erroneously 176 images, which are
unrelated to the photo query submissions. However, using the ‘SearchPhoto’ meta-
search procedure a significant large amount of irrelevant information was excluded as
depicted in Table 6. Figure 7 shows the information reduction in case of irrelevant
results as well as the information loss in case of the relevant results for the photos, the
other retrieved images and the total returned meta-results.

5 Conclusions

This paper proposes a meta-search engine, aiming to provide precise and accurate
search for image queries with a fusion search mode, which uses both text/content
analysis and image processing. For the purposes of this work an additional sub-system
was implemented in complement to the previous work in [1], involving Fuzzy Logic
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rules for tracking possible human presence and an artificial neural network for further
authentication. The user gets enhanced amount of information in respect to the submit-
ted query, records his search preferences in parallel and narrows his search when seek-
ing photos in the web. Despite the limitations confronted in terms of different image
types, sizes and illumination conditions, the procedure is effective enough since it
excludes a large amount of irrelevant and useless information in image search. In
order to further reduce the response time and increase the accuracy of the proposed
meta-search engine, a possible implementation, which embraces more than one neural
network with enhanced FL rules, is considered as an interesting issue left for future
work.

Fig. 7. Information Reduction/Loss
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Abstract. The timely provision of content to the clients strictly according to
their interests is one of the key factors for the success and wider acceptance of
World Wide Web technologies. Intelligent Assistants, such as WebNaut, belong
to a class of innovative technologies proposed for use by the Web. The main
objective of these technologies is the retrieval of information that interest the
client. WebNaut is able to integrate with a web browser and ‘build’ user pro-
files that form the base for Web content selection from keyword search engines
or meta-search engines. This ability to recognize users’ information interests
and to constantly adapt to their changes makes WebNaut and all intelligent
agents a potential source of information for supporting prefetching algorithms
that can be used by Web Cache applications. In this paper, we examine to what
extent intelligent assistants, such as WebNaut, are able to contribute to the re-
duction of the user  perceived latency. An ideal algorithm is proposed for the
WebNaut case and basic conclusions are extracted that are favorable for the
utilization of this type of the intelligent agents in prefetching.

1 Introduction

The World Wide Web constitutes the largest source of information on a wide range of
topics and is able to serve clients with various interests. This large information system
is constantly expanding, as new sites are added to the existing ones at an extremely
high rate. The addition of these sites continuously strengthens the ability of the Web
to cover clients’ information needs. Taking into account the vastness of the Web
nowadays, two problems of utmost importance to the users are the finding of contents
strictly according to personal interests, and the perception of the least latency possible
when downloading these contents.

Even during the first stages of the Web’s evolution, the need for a better manage-
ment of this extraordinary bulk of information led to the development and implemen-
tation of the keyword search – e.g. Google ([2], [4]), AltaVista [1], etc. – and meta-
search engines – e.g. SpiderServer [10], SavvySearch[5]. Nowadays, intelligent web
agents and assistants, products of artificial intelligence, belong to a new class of inno-
vative technologies that contribute to a better use of the search and meta-search en-
gines on the user’s behalf. Their main aim is to facilitate clients to find Web content
of their interest, by discarding or avoiding all useless and/or irrelevant results of a
keyword search – e.g. On-line Ads, E-Commerce Sites.

In this paper, we are concerned with intelligent web assistants that undertake the
building of a user profile, which represents his/her information universe of interest.
This profile is used as a basis for filtering the search or meta-search engine results.

G.A. Vouros and T. Panayiotopoulos (Eds.): SETN 2004, LNAI 3025. pp. 54–62, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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The primary objective of this research is to extract basic conclusions on how this class
of web agents is able to encourage data prefetching techniques and web cache appli-
cations. All these conclusions are extracted through the study of a representative intel-
ligent web assistant, namely the WebNaut [9].

2 Motivation

It is widely accepted that the possibility of a Web Cache application to support con-
tent prefetching algorithms requires the ability to successfully predict the web content
that the user/client intends to download to his/her browser. Incorrect predictions result
in unnecessary waste of bandwidth to transfer data of no use to the user. In general,
successfully predicting users’ preferences when visiting Web sites could be consid-
ered as an extraordinary complex and hard-to-solve problem, especially in cases that
the users’ information interests are fleeting.

There are some particular cases in which prediction of a web user’s sequence of ac-
tions is feasible. One special case is that of a user trusting an intelligent assistant, such
as WebNaut, for accomplishing the difficult task of seeking for Web content of inter-
est. These assistants were especially developed to serve this purpose and promise the
best results possible, according to user’s information needs. Employing intelligent
assistants that operate according to WebNaut standards and mostly the subsequent
strong dependence on such applications is a powerful incentive to prefetch the Web
content the assistants explicitly or implicitly propose.

The remainder of this paper outlines the architecture and operation features of
WebNaut (based on [9]), in order to understand how it interacts and cooperates with
the user. A brief survey follows as to which extend WebNaut is able to assist Web
caching and prefetching ([6], [7], [8]). The operation features of an ideal prefetching
algorithm are also analyzed. Finally, conclusions are extracted and proposals are
made as to how the functionality of WebNaut could be enhanced or extended to thor-
oughly support Web caching on a user’s local machine.

Fig. 1. The Webnaut Toolbar that appears on the top of each web page opened by the web
browser

3 The WebNaut Intelligent Assistant

The WebNaut intelligent assistant [9] integrates with the client’s web browser. In its
default operating mode the assistant is idle. WebNaut creates a command toolbar that
uses the same window with the web browser (see figure 1). This format enables the
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user to insert a command when viewing web pages. Consequently, triggering Web-
Naut’s operation is up to the user’s will.

3.1 Architecture

Most web assistants of this kind are implemented over an agent-based architecture. In
particular, WebNaut’s operation is based on a six-agent architecture (see figure 2).
Nominally, these agents are the following:

Proxy Server Agent. The proxy server agent is central operational unit of the Web-
Naut. Its main task is to serve the Web browser’s request and to coordinate the
communication with the other agents. Thus, the users must configure their brows-
ers to use the Proxy Server Agent (PSA). PSA is also responsible for incorporating
the command toolbar into web browser’s window.
SiteMirror Agent. This agent is used for replicating interesting web sites at the
local machine.
MetaSearch Agent. The MetaSearch agent is a simple meta-search engine. It helps
the client to create queries in the form of keywords separated with logical opera-
tors. These queries are introduced into five different search engines (AltaVista, Ex-
cite, Lycos, HotBot and Yahoo).
WWWServer Agent. The Web Server Agent (WSA) meets all the needs of the local
system for producing HTML documents corresponding to the interfaces for the
SiteMirror and MetaSearch agents. It satisfies the need for creating HTML local
error, setup and help messages as well. The utilization of WSA gives the impres-
sion of a continuous connection to the Internet, even while the web browser is
working offline.
Learning Agent. Its main task is to create user profiles. After bookmarking a web
page as ‘very interesting’, the Learning Agent (LA) uses a Text Information Ex-
tractor (TIE) to distinguish between common words and keywords depicting users’
personal information interests. LA is also responsible for collecting, organizing and
recommending to users new web documents close to their personal profiles.
Genetic Algorithm Agent. It is the WebNaut’s module that mobilizes Artificial
Intelligence techniques to find web documents close to user profiles. In particular,
this agent calls two algorithms, the Primary Genetic Algorithm (PGA) and the
Secondary Genetic Algorithm (SGA), which generate populations of keywords re-
lated to user interests and logic operators, respectively. Both populations are com-
bined with each other in order to create queries, which are then introduced into the
MetaSearch agent. Both PGA and SGA apply special genetic operators – cross-
over, inversion and mutation – to renew the populations. This procedure is repeated
for a user-defined number of times.

3.2 Operation

Users must run the WebNaut engine to bring the intelligent assistant into operation.
This means that each web page visited is accompanied by the WebNaut’s toolbar on
the user’s browser. Clicking on the appropriate tool, the user bookmarks a document
of his/her interest. The process following triggers the learning agent to parse this
document, which results in creating a dictionary of the keywords describing the cli-
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ent’s profile. The genetic algorithm agent combines sets of keywords with sets of
logical operators in order to build queries which are served by the meta-search agent.
The results are evaluated and filtered according to the keywords dictionary. The learn-
ing agent recommends the URLs that are close to the client’s profile (see figure 3).
Finally, the client’s feedback leads to the renewal of the profile and the overall proce-
dure starts from scratch based upon the updated profile.

Fig. 2. The WebNaut agent-based architecture

4 Using WebNaut’s Functionality to Support Prefetching

The main question that arises and constitutes our main point of interest in this section
is how the WebNaut assistant is able to support prefetching and caching techniques in
order for the client to perceive the least possible latency when downloading web
documents. The cacheability problem is of high interest only in the case that the user
clicks on the special tool to see the learning agent’s recommendations and responds
with the appropriate feedback to each of them. In our attempt to obtain a clear view
on prefetchability, we examine two different aspects of the problem that are analyzed
in the following subsections.

4.1 Prefetching of Web Documents Recommended by the Learning Agent

As mentioned above, the learning agent presents a list of URLs to the user and then
waits for the user’s feedback. The system knows that the user’s next step, after load-
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ing the LA, is to visit the web documents corresponding to the URLs of the list. Thus,
prefetching them on the user’s behalf is a matter of substance.

Fig. 3. Learning agent’s recommendations

Utilizing a dummy process. One first approach to prefetching the LA recommen-
dations is to use a dummy process, even from the initial stage of their similarity
evaluation to the user’s profile. This process could save all documents with the
highest score to a cache folder on the local hard disk. Instead of downloading them,
when visiting the corresponding sites, the system could redirect the request to that
folder.

A solution such as the one above would be too easy to illustrate, but is not devoid
of serious disadvantages. First and foremost, the period of time between saving the
documents onto the local disk and presenting the list of the corresponding URLs may
be too long so as to consider them as stale. Thus, while bringing back the local copies,
WebNaut must first check for new versions in the remote server. Furthermore, due to
a not very representative user profile, the user may decide not to visit a site, consider-
ing it as irrelevant beforehand. This means that local resources are wasted for useless
documents, which a user may select not to download at all.

For the reasons stated above, the idea of utilizing the dummy process described
must be abandoned. A more evolutionary technique is needed that will be able to
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utilize the learning agent’s recommendations and information, the user profile and the
recommended web documents’ HTTP header in a better manner. The basic operation
features of such a technique is extensively analyzed below.

Ideal prefetching algorithm for LA’s recommendations. The learning process used
by LA is time-consuming and of high demand in user feedbacks aiming to build the
most representative profile. This means that the process may include a large number
of iterations, each one targeting to update the profile in order to bring it close to the
user’s information interests. After each iteration, a new list of URLs is provided by
LA, while waiting for a feedback. the arrival of the feedback triggers the
commencement of a new iteration. WebNaut’s knowledge about the listed URLs is
limited to the following data items:

Each URL, i.e. the remote server and the special path on its disk that will lead to
the folder where the corresponding web document resides.
The score of each web document in relation with the current user profile.
The exact query that resulted in each URL. This consists of a set of keywords and a
combination of logical operators.
The user’s feedback, which represents the degree of relevance to the personal in-
formation interests.
The data items enumerated above can be used as an input for an intelligent pre-

fetching algorithm during each iteration of the LA’s learning process. During the next
iteration, the algorithm will be able to decide which documents to prefetch. The key
idea is to maintain a list of keywords of the queries resulting in documents that the
user bookmarks as ‘very interesting’ or ‘interesting’. In particular, the list will be a
subset of the user profile that contains all the keywords connected in the queries with
the ‘AND’ operator. Because of the large weight factor of the logical ‘AND’, words
connected with it are closer to the user’s interests than others.

The basic operation features of the proposed ideal prefetching algorithm are as fol-
lows (see Figure 4): During the commencement of the learning process the list is
empty. When the first results are delivered to the client, the algorithm waits for the
user’s feedback. For those URLs that client responds with a positive bookmark, the
keywords of the relative query will be added to the list. In the next iteration of the
learning process, the list will form the base for the evaluation of recommendations to
be prefetched on the client’s behalf. The algorithm will continue to update the list in
the same way at each iteration.

The algorithm must prevent the list from growing without control and must also
ensure that it will faithfully follow the client’s interests. This can be achieved by hold-
ing metrics for each keyword in the list, which represent its current weight in the
prefetching task. The client’s feedback will keep these metrics informed and if their
value falls to a lower bound, the keyword will be expelled from the list. A measure
that can be taken against the out-of-control expansion of the list is the use of an aging
factor. Each time the client responds with a negative feedback, the aging factor of all
keywords participating in the query and residing in the list must be reduced. In cases
of a positive feedback, an increase must occur. When the aging factor of a keyword
reaches a predefined lower level, the keywords must be expelled from the list. Taking
into account that other keywords in the list may be in close relationship with the ex-
pelled one when forming queries, multiple expulsions are possible.
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Finally, another factor that must be taken into consideration by the algorithm is the
web caching hints provided by HTTP 1.1 headers. This is to ensure that no web
document stored in the local cache is to become out-of-date. This factor is crucial for
deciding which web pages to store even from the phase of the evaluation with the
client’s profiles and which ones to prefetch at the phase of the presentation of the
learning agent’s recommendations.

4.2 Prefetching Based on HTML Anchors

Apart from just prefetching LA’s recommendations another matter of interest is pre-
fetching web pages linked to the recommended ones and having the same or related
content to them. According to [3] the likelihood of linked web pages to have similar
content is high. Moreover, titles, descriptions and anchor text represent at least part of
the target page. Keeping this in mind, we could modify WebNaut’s learning agent to
focus around or in HTML anchors of the web documents recommended by LA. Find-
ing there a rich collection of profile keywords is a good reason for prefetching the
target web pages.

Prefetching based on HTML anchors should be triggered at the time a client visits
a web document of the LA’s recommendation list. While loading this document to the
browser, WebNaut could scrutinize the anchors in order to prefetch to the local cache
pages they point at. Because clients tend to revisit previous pages to click on other
hyperlinks, the recommended documents should also be stored in the local cache for a
while.

The above prefetching scheme could be extended to the point that enables prefetch-
ing support when clients surf through a sequence of web pages. This means that
WebNaut may scrutinize anchors of target pages to prefetch new targets.

In an alternative approach, instead of using the overall profile for making decisions
about anchor tags, the keyword list supporting the ideal algorithm described in the
previous subsection could be used as well. This results in limiting the set of keywords
and in further reducing the total number of web content to be prefetched. Conse-
quently, the waste of local resources on web caching needs is minimized.

5 Illustration of a Prefetching Agent

Extending WebNaut’s functionality to fulfill prefetching tasks is our future research
goal. Illustrating the ideal prefetching algorithm is the first step towards this goal. The
key idea is to build a new agent (called the Prefetching Agent) and add it to the Web-
Naut’s backbone. The prefetching agent’s operation is going to follow the iterative
procedure shown in figure 4. It will continuously parse the text files provided by the
WebNaut’s main operation.

The text file mentioned above is the output of the learning agent. The text is organ-
ized into three fields: the URL field, the similarity field – e.g. a number between 0
and 1 depicting the degree of similarity between the web page behind the URL and
the current user profile – and the queries that leaded to the URL. The question is a
sting of keywords separated by logical operators.
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The prefetching agent will use an algorithm which will bring pages to the local
cache according to whether or not some conditions are met. For example, a condition
could be a lower bound in the similarity factor – e.g. prefetch those pages whose simi-
larity to the current user is more or equal to 0.6. More complex algorithms that take
into account the unique question for each URL can be used instead.

Fig. 4. Prefetching of the learning agent’s recommendations. The procedure is repeated in the
same way for more than two iterations

The prefetching agent will present the prefetched web pages to the user as shown
in figure 3. The user will respond with a feedback representative of his interests about
each page. The feedback will trigger an aging factor which will be then responsible
for the updating of the user profile. The aging factor used by WebNaut [9] can also be
used.

At first, the prefetching agent will be created as a standalone program and tested
with manually created inputs. After the debugging procedure, it will be converted to
use as an input to the learning agent’s output files.

6 Conclusions and Future Work

The WebNaut intelligent assistant was developed and illustrated to help web clients to
find documents according to their information interests. Apart from fulfilling its main
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duties, it is also able to support web cache applications due to the way it works and
the technology utilized behind its operation. The user profile WebNaut builds and the
information provided by its learning agent can become the base for developing a pre-
fetching algorithm that could support client’s local cache. The operation features of an
ideal algorithm for prefetching web documents that WebNaut recommends to clients
were highlighted. Ways to improve WebNaut’s functionality in order to extent its
prefetching ability were also discussed. It was deduced that web clients using intelli-
gent assistants such as WebNaut could perceive reduced latencies.

Developing a testbed environment with suitable evaluation criteria and methodolo-
gies for the proposed algorithm are also a main priority. Employing artificial intelli-
gence techniques to support web caching and content prefetching at proxy servers is
also a worth-to-study subject.
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Abstract. Content based image retrieval is an active research area of pattern
recognition. A new method of extracting global texture energy descriptors is
proposed and it is combined with features describing the color aspect of texture,
suitable for image retrieval. The same features are also used for image classifi-
cation, by its semantic content. An exemplar fuzzy system for aerial image re-
trieval and classification is proposed. The fuzzy system calculates the degree
that a class, such as sea, clouds, desert, forests and plantations, participates in
the input image. Target applications include remote sensing, computer vision,
forestry, fishery, agricultures, oceanography and weather forecasting.

Keywords: CBIR, Machine intelligence, Fuzzy systems, Data fusion

1 Introduction

The recent improvements in network technologies lead to higher data transmission
rates. Consequently this leads to faster internet connections around the globe. On the
other hand one might say that the vast number of internet users necessitated the high
speed internet connections and pushed the research to faster networks. No matter
which comes first, the fast internet connections along with today’s powerful com-
puters and the proliferation of the imaging devices (scanners, digital cameras etc)
moved forward a relatively new branch of pattern recognition; the so-called content-
based image retrieval (CBIR). This is the retrieval of images on the basis of features
automatically derived from the images themselves. The features most widely used are
texture [1-3], color [4-6] and shape [7-9]. A plethora of texture features extraction
algorithms exists, such as wavelets [10-12], mathematical morphology [13] and sto-
chastic models [14], to mention few. A simple but efficient method to represent tex-
tures is using signatures based on texture energy [15, 16]. Energy images result from
the convolution of the original image with special kernels representing specific tex-
ture properties. An attempt to describe the texture by means of color information was
carried out in [17]. This method allows an effective evaluation of texture similarity in
terms of color aspect and, therefore, to attribute textures to classes based on their
color composition.
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A review of the existing image retrieval techniques is presented in [18]. These are
categorized into three groups: automatic scene analysis, model-based and statistical
approaches and adaptive learning from user feedback. Conclusively, it is said that the
CBIR is in its infancy and that, in order to develop truly intelligent CBIR systems,
combination of techniques from the image processing and artificial intelligence fields
should be tried out. In the present paper such an algorithm is proposed. It combines
texture and color features by means of a least mean square (LMS) technique. The
texture features of the images are extracted using the Laws convolution method [15,
16]. However, instead of extracting a new image each of its pixels describing the local
texture energy, a single descriptor is proposed for the whole image. Each class of
scenes corresponds to a certain band in the descriptor space. The color similarity is
examined by means of its characteristic colors [17]. The same feature set can be used
also for image classification, by its semantic content. The classification is performed
by a fuzzy system. The membership functions (mf) of the proposed method are con-
structed by statistical analysis of the training features. As an example, a system that
classifies aerial images is described. Experiments demonstrate the high efficiency of
the proposed system. The use of these particular texture and color texture descriptors
is attempted for the first time. The redundancy of texture information decreases the
classification uncertainty of the system.

2 Algorithm Description

2.1 Texture Feature Extraction

The texture feature extraction of the proposed system relies on Laws texture measures
[15], where the notion of “local texture energy” is introduced. The idea is to convolve
the image with 5x5 kernels and then to apply a nonlinear windowing operation over
the convolved image. In this way a new image results, each pixel of which represents
the local texture energy of the corresponding pixel of the original image. Laws have
proposed 25 individual zero-summing kernels, each describing a different aspect of
the local texture energy. These kernels are generated by the one-dimensional kernels,
shown in Figure 1. As an example of how the 2-dimensional kernels are generated,
L5S5 results by multiplying the 1-dimensional kernel L5 with S5. Experiments with
all the 25 kernels showed that, as far as our application is concerned, the most potent
ones are R5R5, E5S5, L5S5 and E5L5. More specifically, applying each of these four
masks to images of a certain class (sea, forest, etc.) the global texture descriptors were
more concentrated than with the rest of the masks. These kernels were used to extract
the four texture descriptors of the proposed system.

Fig. 1. 1-dimensional kernels; the mnemonics stand for Level, Edge, Spot, Wave and Ripple,
respectively.
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The first texture descriptor of the image is extracted by convolving it with the first
kernel (R5R5). The descriptor is the absolute average of the convolved image pixels.
Thus, instead of measuring local texture descriptors, by averaging over local windows
(typically 15x15), as it is proposed in Laws original work, we keep one global texture
descriptor by averaging over the whole image. This descriptor is normalized by the
maximum one, found among a database of 150 training images. If, for a sought im-
age, the absolute average of the convolved image is greater than maximum value, then
the descriptor is 1:

The same procedure is followed to extract the other three texture descriptors
and by replacing in eqn (1) kernel R5R5 with the kernels E5S5, L5S5 and E5L5,
respectively.

2.2 Color Feature Extraction

According to [17], in order to extract the characteristic colors of an image the follow-
ing steps are followed:

1.
2.
3.

On each color appearing in the image, its frequency of appearance is assigned.
Colors are sorted in descending order according to their frequency of appearance.
Given a color and a certain radius, a spherical volume is constructed in the RGB
color space. The first color in the descending order comprises the first characteris-
tic color of the image. Starting with the second color it is examined whether it lies
within the volume of any color above it. If so, then the examined color is merged
with the color in the volume where it lies. Otherwise it comprises a new character-
istic color of the image.
Considering the set of the characteristic colors as a vector, the color similarity of

two images is computed by means of the angle between these two vectors. More spe-
cifically, the ratio of the inner product to the product of the measures of the two vec-
tors corresponds to the cosine of the angle of these two vectors. The greater the value
of the cosine, the smaller the angle and the more similar the two images (in terms of
their color prospect). Therefore, the cosine could be used as the color descriptor of
similarity. However, because of the fact that the angle is the absolute descriptor and
the cosine is a nonlinear function, the descriptor used in the proposed system is:

where: and the set of the characteristic colors of images 1 and 2, respectively.

2.3 Image Retrieval

After extracting the descriptors both for the input and the sought images, the retrieval
is performed by minimizing the following distance:
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where: (i=1,...4) are the four texture descriptors of the input image, resulting
according to eqn (1) and is the corresponding texture descriptor of the sought im-
age; is the color descriptor according to eqn (2) and is a weight tuning the re-
trieval process according to the importance of each descriptor. By comparing eqns (1)
and (2) it can be observed that though is a differential descriptor, i.e. it presents the
difference of two images by means of their color aspect, are absolute ones.
This is the reason why the difference of the last ones appears in eqn (3).

2.4 Image Classification

The same feature set described above and used for CBIM may be used to classify
images according to their texture and color properties. In this section a fuzzy system
for the data fusion of the different descriptors is proposed. The system is tailored to
meet the needs of the target application, i.e. the categorization of aerial images into
five different classes. However, with slight variations it might be applied to other
applications of image classification as well. The inputs of the fuzzy system are the
five descriptors presented in the previous paragraphs. In order to construct the mfs for
the inputs a statistical analysis was carried out. More specifically, there were used five
different classes of photographs named: sea, clouds, desert, forests and plantations. As
training data, 100 images of each class were used. For each image the four texture
descriptors were extracted. In Figure 2 the histograms of the distribution of the four
descriptors for the class of the sea, are presented. As it can be seen, the distribution
can be approximated by a trapezoidal or even a triangular mf. However, a Gaussian
function is also a good approximation, far better than the two latter. The reason is that
its curve is not as steep as these of a triangular or a trapezoidal one and, therefore, it
includes also the sided values. Experiments with several mfs proved this intuition. For
each descriptor and for each image class the mean value and the standard deviation
were calculated. The mf were computed as the normal distribution, for the previous
values (see Figure 2). In Figure 3 the membership functions for the descriptor are
depicted, as an example of the four first inputs of the fuzzy system.

Fig. 2. The histogram of the global texture energy distribution for the training images belong-
ing to the class of the sea. Graphs (a), (b), (c) and (d) show the histograms of descriptor

respectively.
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Fig. 3. The first input of the fuzzy system is the descriptor The membership functions from
left to right are: Clouds, desert, sea, plantations and forests.

For the color descriptor five different inputs were used. The characteristic colors of
the 100 training images of each class were merged in the same way as described in
section 2.2 for a single image. The result is a color codebook [17] containing the
characteristic colors of the whole image class. Eqn (2) is used to compute the similar-
ity between the characteristic colors of the input image and the codebook of each of
the classes. The result of each of the color similarity values is used as an input to the
fuzzy system (inputs from five to ten). Similarly, five sigmoid mfs outputs, one for
each class, were used. Having defined the inputs and the output of the system, the
following set of if-then rules was used:
1.

2.

3.

4.

5.

If (IN1 is clouds) and (IN2 is clouds) and (IN3 is clouds) and (IN4 is clouds) and
(IN5 is clouds) then (OUT1 is clouds)

If (IN1 is plantation) and (IN2 is plantation) and (IN3 is plantation) and (IN4 is
plantation) and (IN6 is plantation) then (OUT2 is plantation)

If (IN1 is desert) and (IN2 is desert) and (IN3 is desert) and (IN4 is desert) and
(IN7 is desert) then (OUTS is desert)

If (IN1 is sea) and (IN2 is sea) and (IN3 is sea) and (IN4 is sea) and (IN8 is sea)
then (OUT4 is sea)

If (IN1 is forest) and (IN2 is forest) and (IN3 is forest) and (IN4 is forest) and
(IN9 is forest) then (OUT5 is forest)

As far as the other implementation parameters, experiments showed better results
when the “and” method is the algebraic product and the “or” is the minimum. For the
implication the minimum is also used and for the aggregation the maximum. Finally,
for the defuzzification the som (smallest of maximum) method was used. An example
of how the system operates is shown in Figure 4. The input image in Figure 4a does
not clearly belong to a certain class. The system perceives this fact and gives output
for almost each of the classes.
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3 Experiments

In order to evaluate the performance of both the retrieval and the classification sys-
tems, several experiments were carried out:

3.1 Image Retrieval

The first experiments were carried out, in order to assign the weights of eqn (3), that
gives optimum results. Each time the six more relevant images were asked to be re-
trieved. The precision, i.e. the ratio of the correctly retrieved images over the total
retrieved images, was used to measure the efficiency of the retrieval system. It has
been observed that the best results occurred when and In
particular, the retrieval precision was measured in the range of 35% to 100%, whilst
no other combination of weights had ever resulted to precision 100%. This is to say
that the color information plays dominant role in the image retrieval process, as the
ratio of color to texture coefficients in the minimization of eqn (3) is 11/4.

Fig. 4. An example of system’s operation: (a) An input image and (b) system’s outputs, corre-
sponding to forest, clouds, desert, sea and plantation, respectively.
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An example of how weights affect the retrieval is shown in Figure 5. In Figure 5a
the input image is show. The six best matches of the retrieval procedure with

are presented in Figure 5b. Figure 5c illustrates the six best
matches, after having altered to 11. Comparing Figure 5b to Figure 5c, one can see
that the retrieved images belonging to a different class than plantations where now
reduced to one. Therefore, the improvement in performance is obvious when the
weight corresponding to color descriptor is high.

Fig. 5. (a) Input image to the image retrieval system; (b) the six best matches when
and (c) the six best matches when and
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3.2 Image Classification

As independent test data, a set of 500 landscapes were used. In many of them, that
exhibit a mixture of the 5 different classes, the corresponding outputs were activated.
We considered a classification to be correct if the output corresponding to the domi-
nant class has the largest value. In this way, a winner-takes-it-all procedure can result
to a single output. As an example for the image of dessert in Figure 6 the outputs are:
forest: 0.07, clouds: 0, desert: 0.37, sea: 0.16, and plantation: 0.34, which is correct,
as the desert output results the largest value. The high values in other outputs are due
to the existence of a range of bushes in the picture. The bushes have the same charac-
teristic colors with the class of forests and plantations. The quite high value of the
output corresponding to the sea class is justified as the desert and the sea comprise the
same texture characteristics, but their characteristic colors are extremely dissimilar.
Therefore, to conclude neither the texture itself nor the color itself is adequate for
reliable classification, but the combination of these two could lead to efficient and
reliable classification. The Empirical Error Rate (EER) of the classification system,
which is the number of errors made on independent test data over the number of clas-
sifications attempted, was measured over 500 independent test data and it was found
18.02%.

Fig. 6. The outputs of the fuzzy classification system for this dessert image are: forest: 0.07,
clouds: 0, desert: 0.37, sea: 0.16, and plantation: 0.34.

4 Conclusions

The extraction of global texture and color descriptors was presented in this paper.
Laws’ local texture energy method was modified to extract four different global tex-
ture descriptors. The color descriptor extraction was based on a method for describing
the color aspect of texture images. It has been shown that the same descriptors can be
combined for the construction of an image-retrieval and an image classification sys-
tem, providing good results. Target applications of such a system include remote
sensing, computer vision, forestry, fishery, agricultures, oceanography and weather
forecasting.
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Abstract. We present novel intelligent tools for mining 3D medical images. We
focus on detecting discriminative Regions of Interest (ROIs) and mining asso-
ciations between their spatial distribution and other clinical assessment. To
identify these highly informative regions, we propose utilizing statistical tests to
selectively partition the 3D space into a number of hyper-rectangles. We apply
quantitative characterization techniques to extract k-dimensional signatures
from the highly discriminative ROIs. Finally, we use neural networks for classi-
fication. As a case study, we analyze an fMRI dataset obtained from a study on
Alzheimer’s disease. We seek to discover brain activation regions that discrimi-
nate controls from patients. The overall classification based on activation pat-
terns in these areas exceeded 90% with nearly 100% accuracy on patients, out-
performing the naïve static partitioning approach. The proposed intelligent tools
have great potential for revealing relationships between ROIs in medical images
and other clinical variables assisting systems that support medical diagnosis.

Keywords: data mining, diagnosis, information extraction, knowledge discov-
ery, applications.

1 Introduction

Developing intelligent tools in order to extract information that supports decision-
making has been of critical importance in fields such as knowledge discovery, infor-
mation retrieval, artificial intelligence, and databases. Initially, mining problems have
been grouped in three categories: identifying classifications, finding sequential pat-
terns, and discovering associations [1]. Intelligent solutions for such problems are
application-dependent and different applications usually require different mining
techniques. A field where artificial intelligence (AI) has the potential of introducing
challenging developments is medicine [2]. Systems developed under a pure AI per-
spective in the early years, such as MYCIN [3], Internist-1 [4] and DXplain [5] in-
spired a lot of hope for leveraging diagnosis by means of technological tools.

Unfortunately, this initial esperance surrounding the deployment of intelligent di-
agnostic systems has been followed by the general lapse in funding for AI projects.
Today, expert systems of this kind are more likely to be found in clinical laboratories
and educational settings. On the other hand, subfields of AI such as data mining and
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machine learning have witnessed profound advancement. Tools developed under
these disciplines have the ability to analyze large amounts of medical data and learn
the underlying patterns, leading to the discovery of new phenomena and the extraction
of medical knowledge. Looking for complex patterns within large medical data re-
positories and discovering previously unexpected associations can be of particular
interest for understanding the development of several diseases.

Fig. 1. Examples of Regions of Interest (ROIs) in medical images

2 Background

In this work we are interested in developing intelligent medical imaging tools that can
support diagnosis. We focus particularly in brain imaging. We are interested in min-
ing functional associations in the brain, focusing on highly informative Regions of
Interest (ROIs). Figure 1 shows examples of such regions. Several techniques have
been proposed for this particular purpose and large brain image data repositories have
been developed [6], [7] that consist of 3-D images from different medical imaging
modalities. These capture structural (e.g., MRI1) and/or functional/physiological (e.g.,
PET2, fMRI3) information about the human brain. Techniques combining findings
from several disciplines, such as AI, machine learning, pattern recognition, and data
mining have been employed [8], [9] to analyze this vast amount of imaging data.

Two kinds of functional associations in the human brain are of particular interest
when developing intelligent brain imaging tools. The first kind refers to associations
between lesioned structures and concomitant neurological or neuropsychological
deficits. The second includes associations between brain activation patterns and tasks
performed. For this case, experiments are designed where subjects are asked to per-
form a certain task and their brain activation level is measured. A current obstacle in
this type of analysis is the lack of intelligent tools to assist in diagnosis and medical
decision making using methods that automatically classify such patterns (i.e., activa-
tion regions) and quantitatively measure levels of their similarity.

The tools we present in this paper focus on analyzing 3D functional Magnetic
Resonance Imaging (fMRI) that shows functional activity of the human brain. Cur-
rent popular techniques employed for this purpose can be computationally expensive
when analyzing activation levels or they do not model activation patterns entirely.

1

2

3

Magnetic Resonance Imaging: shows soft-tissue structural information.
Positron Emission Tomography: shows physiological activity.
Functional-Magnetic Resonance Imaging: shows physiological activity.
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More specifically, statistical parametric mapping (SPM) [10] analyzes each voxel’s
changes independently of the others and builds a corresponding map of statistical
values. The significance of each voxel is ascertained statistically by means of Stu-
dent’s t-test, F–test, correlation coefficient, or other univariate statistical parametric
tests. The multiple comparison problem (which occurs when computing a statistic for
many pairwise tests) is usually handled by estimating corrected p-values for clusters.
Although approaches have been proposed that seek to overcome the multiple com-
parison problem [11], they are based on a linearization of the 3D domain that might
fail to preserve 100% the spatial locality of the ROIs.

Another approach to detect functional associations in the human brain is to model
(estimate) their underlying distributions when distinct classes are present (controls vs.
patients) [12], [13], utilizing parametric, non-parametric or semi-parametric tech-
niques. EM and k-means algorithms [14] have been employed for this purpose, and
statistical distance based methods have been used to distinguish among distributions.
The Mahalanobis distance [15] and the Kullback-Leibler divergence [14] are most
often employed. The main problem of these techniques is that real data are not accu-
rately modeled using a simple mixture of Gaussian components, since they corre-
spond to highly non-uniform distributions.

We seek to develop intelligent brain imaging tools that can provide decision-
making support for diagnosis. We propose a unified framework for analyzing func-
tional activity in the human brain. Our approach consists of two basic steps. The first
is based on an adaptive recursive partitioning of the 3D domain to discover discrimi-
native areas. This technique reduces the multiple comparison problem encountered in
voxel-based analysis by applying statistical tests to groups of voxels. Compared with
[11] this step of analysis is performed directly on the 3D domain (hyper-rectangles)
without any loss of spatial locality. For classification, to avoid problems with distribu-
tion estimation techniques that are not suitable for non-uniform real datasets, we use
neural networks having as inputs measurements obtained from highly discriminative
ROIs. The second step is to further characterize these highly informative ROIs by
extracting k-dimensional feature vectors (signatures) the uniquely represent them. As
a case study we look at a group of patient and control subjects from a study on Alz-
heimer’s disease (AD) [16]. Our intention is to develop intelligent tools that can pro-
vide both good classification and in depth quantitative analysis of discriminative acti-
vation patterns expressed by ROIs. In the context of the proposed framework we
want to support diagnosis when the fMRI image of a new subject is presented. In other
words, we seek to determine the group to which it belongs, i.e., control versus patient.

3 Methodology

The tools we propose combine methodologies initially presented in the field of data
mining and image processing. We focus on mining associations between fMRI activa-
tion and other non-spatial attributes (i.e. clinical assessment). Furthermore we provide
an efficient characterization mechanism for representing and compacting highly in-
formative ROIs such that classification, indexing and similarity searches are feasible
under the perspective of a medical imaging repository. In the discussion that follows
we present the method for a two-class problem although it can be easily extended to
more than two classes.
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For the first step of the analysis we employ Adaptive Recursive Partitioning (ARP)
that has been so far applied mainly to realistic and synthetic 3D region datasets of
discrete (binary) voxel values [17]. Some initial results from attempts to apply the
technique on real fMRI datasets have been presented in [18]. The main idea of this
technique is to treat the initial 3D volume as a hyper rectangle and search for informa-
tive regions by partitioning the space into sub-regions. The intelligence of the tool lies
in the selectivity of partitioning the hyper rectangles in an adaptive way. Only hyper
rectangles that do not exhibit statistically significant discriminative power are selected
to be partitioned recursively. More specifically, for each sample, we use the mean

of all voxel values belonging to the volume (hyper-rectangle) under considera-
tion as a measurement of activation/deactivation level. The adaptive partitioning of
the 3D space continues in the following way: A hyper-rectangle is partitioned only if
the corresponding attribute does not have a sufficient discriminative power to
determine the class of samples. To decide this, we can apply statistical parametric
(e.g. t-test [19]) or non-parametric tests (e.g. Wilcoxon rank sum [20]). The procedure
progresses recursively until all remaining sub-regions are discriminative or a sub-
region becomes so small that cannot be further partitioned. For this purpose, we de-
fine the maximum number of partitioning steps (depth) that the partitioning can go
through. If the splitting criterion is satisfied, the spatial sub-domain (or hyper-
rectangle) corresponding to the node of the oct-tree is partitioned into 8 smaller sub-
domains. The corresponding tree node becomes the parent of eight children nodes,
each corresponding to a subdomain and the new measurements corresponding
to the region data in the sub-domains become new candidate attributes. Observe that
the proposed method effectively reduces the multiple comparison problem encoun-
tered when using voxel-based analysis. The number of times a statistical test is ap-
plied is significantly reduced since we selectively deal with groups of voxels (hyper
rectangles).

After detecting ROIs of highly discriminative activation we propose a second step
of detailed quantitative characterization of these regions, aiming to extract unique
signatures. We apply a method that efficiently extracts a k-dimensional feature vector
using concentric spheres in 3D (or circles in 2D) radiating out of the ROI’s center of
mass, initially presented in [21] and applied on artificially generated data. Here we
demonstrate the potential of the technique to be utilized for characterizing real ROIs.
The proposed technique extends the original idea of Sholl’s analysis [22] (i.e. the use
of concentric circles radiating out of the root of the tree to partition a tree-like struc-
ture) to non-tree like structures. The process is described by the following steps: (i)
estimate the center of mass, m, of the region (for non-homogeneous regions this is
calculated using a weighted contribution based on each voxel’s value), (ii) construct a
series of l,...,k concentric spheres in 3D (or circles in 2D) radiating out of m, using
regular increments of radius, and (iii) construct the feature vectors and of size k
measuring respectively at each increment the fraction of the sphere (or circle) occu-
pied by the region and the fraction of the region occupied by the sphere (circle).

Fig. 2. Intersecting concentric circles with the ROI being characterized
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The feature vectors obtained are of the form (a) or (b)
respectively. The features or (where obtained at each incre-

ment of radius, express the sum of voxels belonging to the intersection of the sphere
(or circles in 2D) with the ROI, divided by (a) the total number of voxels belonging
to the sphere or (b) the total number of voxels belonging to the ROI. The sum of vox-
els for the non-homogeneous ROIs are calculated by a weighted contribution of each
voxel, based on its value. Figure 2 illustrates a snapshot of the characterization proc-
ess for a ROI in 2D. This technique has been shown to be two orders of magnitude
faster than mathematical morphology (namely the “pattern spectrum”) although it
achieves comparable to or even better characterization results [21].

The purpose of extending these two approaches to be applicable on real data and
combining them in the context of a unified approach is to create an intelligent brain
informatics tool. This can be useful for mining associations between spatial patterns
and clinical assessment as well as providing compact characterization for interesting
ROIs, overall assisting diagnosis with classification and similarity searches. One of
the computational advantages of the proposed tool is that it operates on groups of
voxels (hyper-rectangles) significantly reducing the multiple comparison problem
encountered when applying statistical tests on a voxel wise basis (SPM). Finally, the
selectivity that the system exhibits when partitioning the space in an adaptive recur-
sive manner guides the analysis to focus only on highly informative ROIs, avoiding
unnecessary processing.

4 Experimental Evaluation

Our dataset consisted of 3D activation contrast maps of 9 controls and 9 Alzheimer’s
disease (AD) patients. The task was designed to probe semantic knowledge of cate-
gorical congruence between word pairs, exploring neuroanatomical correlates in AD
[16]. Figure 3 shows sample views of these contrast activation maps. Preprocessing
of the data included spatial normalization, i.e. registration to a standard template.
Each subject’s task-related activation was analyzed individually versus the subject’s
rest condition, resulting in individual contrast maps giving a measurement of fMRI
signal change at each voxel. Background noise was removed by subtracting the signal
value measured in representative background voxels from all the voxels of the 3D
volume. Finally, we masked the data using a binary mask extracted from the T1 ca-
nonical atlas that was used as the template for the registration. Only signal within the
binary mask was included in the analysis.

4.1 Mining Informative Patterns

As a first step of mining informative patterns and associations we applied ARP using
as splitting criterion the t-test with threshold levels for the p-value 0.05 and 0.01. A p-
value reflects the probability of observing a test statistic as extreme as or more ex-
treme than the observed value, assuming that the null hypothesis is true. In our case,
the null hypothesis is that the two groups do not differ significantly with respect to
activation levels. The values of 0.05 and 0.01 are the typical values used in the litera-
ture for such statistical tests. The maximum allowed tree depth was set to either 3
or 4. ARP uses these parameters to refrain from further partitioning a 3D hyper-
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rectangle. The above values for the tree depth were determined based on the resolu-
tion of the original images and a trade-off between the size of the discovered regions
and the number of tests performed. Due to space limitations, in Figure 4, we present
the indicated ROIs for a significance threshold of 0.05 and a maximum tree depth of
3, overlaid on the T1 canonical atlas template. The significance of each region is an-
notated using a color coding (colorbar). The majority of significant regions deter-
mined by the proposed approach that could discriminate Alzheimer patients from
controls were within the medial temporal lobe. The findings of multiple distributed
regions in this area that differentiate patients and controls, as detected by ARP, is
consistent with atrophy observed in widespread cortical and subcortical areas in AD
[23] and may be consistent with a distributed reorganization of networks subserving
the semantic memory task [16].

Fig. 3. Sample views of the contrast activation maps in our dataset. 2D slices of (a) a control
and (b) a patient sample. 3D view of 2D slices for a sample fMRI activation volume (c)

To further verify the validity of these results we include the following classification
experiments that can be viewed as building a model for assisting in diagnosis. More
specifically, for the classification model we used Neural Networks. To avoid overfit-
ting due to a small training dataset we applied one-layer perceptron networks trained
by the Pocket algorithm [24]. As inputs to the classifier we used the attributes of
the discovered regions (after being standardized to have zero mean and unit standard
deviation), and a binary class label indicating the class of the samples (control vs.
patient). The leave-one-out approach was employed to evaluate out of sample classi-
fication performance [14],[15]. More specifically, the training set consisted of patients
and controls with indices 1,2,3,...,i-1,i+1,...9, and the method was tested on patient
and control with index i, where i=1,...,9. Taking into account the stochastic nature of
the Pocket algorithm, we repeated the process of training and testing the model in
each of the leave-one-out loops for 5 times and averaged the percentage of the correct
predictions to obtain the reported accuracy. Table 1 shows the overall classification
accuracies as well as those obtained separately for controls and patients. These results
support the argument that the regions discovered by ARP in the specific study are
indeed associated with AD, thus providing significant discriminative information.

To provide a comparison basis for the proposed tools we implemented as well a
static partitioning approach. This approach is naïve (as compared to the adaptive
partitioning of the space) and simply partitions the space into equal length hyper-
rectangles. Each dimension is actually splil in l equal length bins, resulting in a total
partitioning of the space of I×l×l hyper-rectangles for the 3D domain. Again the
of each sub-region is used as a representative attribute and the same classification
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model is employed. Table 2 demonstrates the classification accuracies for this sce-
nario. It is clear that the adaptive approach outperforms the static partitioning ap-
proach, being able to indicate as well specific patterns (ROIs) where discriminative
activation is observed.

Fig. 4. Transaxial view of the T1 canonical atlas showing the areas discovered by ARP when
applied with parameters: significance threshold = 0.05, maximum tree depth = 3

Fig. 5. The ROI used for applying the proposed feature selection technique, shown in consecu-
tive 2D slices after being overlaid on the T1canonical brain atlas

4.2 Characterizing Highly Informative Regions

Here, we demonstrate an example of applying the proposed quantitative characteriza-
tion technique described in Section 3 in order to extract unique signatures from the
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highly informative regions. The ROI that we focus on was constructed by two
neighboring sub-regions within the medial temporal lobe of the human brain. These
sub-regions have p-values of 0.0012 and 0.0025 respectively when using a t-test to
determine the significance of their association with Alzheimer’s disease in the ex-
periments of section 4.1. Figure 5 illustrates the selected ROI after being overlaid on
the T1 canonical atlas. We experimented with a radius increment of 0.02 extracting
feature vectors of length 40. Figure 6 shows the obtained feature vectors. As we can
observe, signatures of subjects of the same class tend to cluster following similar
behavior and the two classes barely overlap. The curvature of the signatures conveys
information about the activation patterns of the original data. As demonstrated ini-
tially in [21] with synthetic data, using morphological operators for such an analysis
is two orders of magnitude slower than the approach employed here.

Fig. 6. The obtained characterization signatures from the highly discriminative ROI. Signa-
tures with ‘+’ correspond to controls (blue), ‘o’ to patients (red)

As illustrated, patient samples exhibit positive activation in the specific ROI,
whereas the control subjects have lower negative activation (deactivation) levels. This
information is highly discriminative and the proposed characterization technique has
the ability to represent the initial ROI in a compact form. These signatures provide
both quantitative and qualitative information and can be utilized for indexing and
similarity searches in the framework of a medical imaging data repository that can
assist clinical decision-making and diagnosis.

5 Conclusions

We proposed a framework for constructing computationally intelligent medical in-
formatics tools. These tools combine data mining and image processing techniques,
extending them to be applied on real fMRI data. The focus is to mine associations
between spatial patterns and other non-spatial clinical assessment, employing an
adaptive partitioning of the space guided with statistical tests. At the same time we
seek to characterize highly informative regions, providing compact signatures that
uniquely identify the ROIs. These can be utilized for indexing and similarity searches
in the context of a medical imaging data repository. As a case study, we analyzed an
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fMRI dataset obtained from a study that explores neuroanatomical correlates of se-
mantic processing in Alzheimer’s disease. We evaluated the validity of our findings
providing classification experiments with neural networks. The overall classification
based on activation patterns in these areas exceeded 90% with nearly 100% accuracy
on patients outperforming the naïve static partitioning approach. The proposed intelli-
gent tools have great potential for elucidating relationships between ROIs in medical
images and other clinical variables assisting in medical decision-making.

Acknowledgement

The authors would like to thank A. Saykin for providing the fMRI data set and clini-
cal expertise and J. Ford for performing some of the preprocessing of this data set.
This work was supported in part by the National Science Foundation (NSF) under
grants IIS-0237921 and IIS-0083423. NSF specifically disclaims responsibility for
any analyses, interpretations and conclusions.

References

1.

2.

3.

4.

5.

6.

7.

8.

9.

10.

11.

Agrawal, R., Imielinski, T., and Swami, A.: Database Mining: A performance Perspective.
IEEE Transactions on Knowledge and Data Engineering, 5(6) (1993) 914-925
Coiera, E., Editorial: Artificial Intelligence in Medicine - The Challenges Ahead. Journal
American Medical Informatics Association, 3(6) (1996) 363-366
Buchanan, B. G. and Shortliffe, E. H., editors. Rule-based expert systems: The MYCIN
experiments of the Stanford Heuristic Programming Project. Addison-Wesley, Reading,
MA, (1984)
Miller, R.A., Pople, H.E., Myers, J.D.: INTERNIST-1: An experimental computer-based
diagnostic consultant for general internal medicine. New Eng. J. Med., 307 (1982) 468-
476
Barnett, O., Cimino, J.J, Hupp, J. A. and Hoffer, E.P.: DXplain: An evolving diagnosis de-
cision-support system. Journal of the American Medical Association, 258 (1987) 67-74
Arya, M., Cody, W., Faloutsos, C., Richardson, J., and Toga, A.: A 3D Medical Image Da-
tabase Management System. Int. Journal of Computerized Medical Imaging and Graphics,
Special issue on Medical Image Databases, 20(4) (1996) 269-284
Letovsky, S., Whitehead, S., Paik, C., Miller, G., Gerber, J., Herskovits, E., Fulton, T.,
and. Bryan, R.: A brain-image database for structure-function analysis. American Journal
of Neuroradiology, 19(10) (1998) 1869-1877
Megalooikonomou, V., Ford, J., Shen, L., Makedon, F., Saykin, F.: Data mining in brain
imaging. Statistical Methods in Medical Research, 9(4) (2000) 359-394
Megalooikonomou, V., Davatzikos, C., Herskovits, E.: Mining lesion-deficit associations
in a brain image database. In Proceedings of the ACM SIGKDD International Conference
on Knowledge Discovery and Data Mining, San Diego, CA, (1999) 347-351
Friston, KJ., Holmes, AP., Worsley, KJ., Poline, JP., Frith, CD., Frackowiak, RSJ.: Statis-
tical parametric maps in functional imaging: a general linear approach. Human Brain
Mapping, (1995) 189–210
Kontos, D., Megalooikonomou, V., Ghubade, N., Faloutsos, C., Detecting discriminative
functional MRI activation patterns using space filling curves. In Proceedings of the 25th
Annual International Conference of the IEEE Engineering in Medicine and Biology Soci-
ety (EMBC), Cancun, Mexico, (2003) 963-967



Computationally Intelligent Methods for Mining 3D Medical Images 81

12.

13.

14.
15.

16.

17.

18.

19.

20.
21.

22.

23.

24.

Lazarevic, A., Pokrajac, D., Megalooikonomou, V., Obradovic, Z.: Distinguishing Among
3-D Distributions for Brain Image Data Classification. In Proceedings of the 4th Interna-
tional Conference on Neural Networks and Expert Systems in Medicine and Healthcare,
Milos Island, Greece, (2001) 389-396
Pokrajac, D., Lazarevic, A., Megalooikonomou, V., Obradovic, Z.: Classification of brain
image data using meaasures of distributional distance, 7th Annual Meeting of the Organi-
zation for Human Brain Mapping (OHBM01), Brighton, UK, (2001)
Duda, R., Hart, P., Stork, D.: Pattern Classification, John Wiley and Sons, NY, (2000)
Fukunaga, K.: Introduction to Statistical Pattern Recognition, Academic Press, San Diego,
(1990)
Saykin, A.J., Flashman, L.A., Frutiger, S.A., Johnson, S.C., Mamourian, A.C., Moritz,
C.H., O’Jile, J.R., Riordan, H.J., Santulli, R.B., Smith, C.A., Weaver, J.B.: Neuroanatomic
substrates of semantic memory impairment in Alzheimer’s disease: Patterns of functional
MRI activation. Journal of the International Neuropsychological Society, 5 (1999) 377-
392
Megalooikonomou, V., Pokrajac, D., Lazarevic, A., V., Obradovic, Z.:, Effective classifi-
cation of 3-D image data using partitioning methods. In Proceedings of the SPIE 14th An-
nual Symposium in Electronic Imaging: Conference on Visualization and Data Analysis
San Jose, CA, Jan. (2002), 62-73
Megalooikonomou, V., Kontos, D., Pokrajac, D., Lazarevic, A., Obradovic, Z., Boyko, O.,
Saykin, A., Ford, J., Makedon, F.: Classification and Mining of Brain Image Data Using
Adaptive Recursive Partitioning Methods: Application to Alzheimer Disease and Brain
Activation Patterns”, presented at the Human Brain Mapping Conference (OHBM’03),
New York, NY, Jun. (2003)
Devore, J.L.:Probability and Statistics for Engineering and the Sciences, 5th edn., Interna-
tional Thomson Publishing Company, Belmont, (2000)
Conover, W.J.: Practical Nonparametric Statistics, Wiley, New York, (1999)
Megalooikonomou, V., Dutta, H., Kontos, D.: Fast and Effective Characterization of 3D
Region Data. In Proc. of the IEEE International Conference on Image Processing (ICIP),
Rochester, NY, (2002) 421-424
Sholl, D.: Dendritic Organization in the Neurons of the Visual and Motor Cortices of the
Cat. Journal of Anatomy, 87 (1953) 387-406
Flashman, L.A., Wishart, H.A., Saykin, A.J.: Boundaries Between Normal Aging and
Dementia: Perspectives from Neuropsychological and Neuroimaging Investigations, in:
Emory VOB and Oxman TE, editors. Dementia: Presentations, Differential Diagnosis and
Nosology. Baltimore: Johns Hopkins University Press, (2003) 3-30
Gallant, S.I.: Perceptron-Based Learning Algorithms. IEEE Transactions on Neural Net-
works, 1(2) (1990) 179-191



Text Area Identification in Web Images

Stavros J. Perantonis1, Basilios Gatos1, Vassilios Maragos1’3,
Vangelis Karkaletsis2, and George Petasis2

1 Computational Intelligence Laboratory,
Institute of Informatics and Telecommunications,

National Research Center “Demokritos”,
153 10 Athens, Greece

{sper,bgat}@iit.demokritos.gr
http://www.iit.demokritos.gr/cil

2 Software and Knowledge Engineering,
Institute of Informatics and Telecommunications,

National Research Center “Demokritos”,
153 10 Athens, Greece

{vangelis,petasis}@iit.demokritos.gr
http://www.iit.demokritos.gr/skel

3 Department of Computer Science,
Technological Educational Institution of Athens,

122 10 Egaleo, Greece

Abstract. With the explosive growth of the World Wide Web, millions of
documents are published and accessed on-line. Statistics show that a significant
part of Web text information is encoded in Web images. Since Web images
have special characteristics that sometimes distinguish them from other types of
images, commercial OCR products often fail to recognize Web images due to
their special characteristics. This paper proposes a novel Web image processing
algorithm that aims to locate text areas and prepare them for OCR procedure
with better results. Our methodology for text area identification has been fully
integrated with an OCR engine and with an Information Extraction system. We
present quantitative results for the performance of the OCR engine as well as
qualitative results concerning its effects to the Information Extraction system.
Experimental results obtained from a large corpus of Web images, demonstrate
the efficiency of our methodology.

1 Introduction

With the explosive growth of the World Wide Web, millions of documents are pub-
lished and accessed on-line. The World Wide Web contains lots of information but
even modern search engines just index a fraction of this information. This issue poses
new challenges for Web Document Analysis and Web Content Extraction. While there
has been active research on Web Content Extraction using text-based techniques,
documents often include multimedia content. It has been reported [1][2] that of the
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total number of words visible on a Web page, 17% are in image form and those words
are usually the most semantically important.

Unfortunately, commercial OCR engines often fail to recognize Web images due to
their special key characteristics. Web images are usually of low resolution, consist
mainly of graphic objects, are usually noiseless and have the anti-aliasing property
(see Fig. 1). Anti-aliasing smoothes out the discretization of an image by padding
pixels with intermediate colors.

Several approaches in the literature deal with text locating in color images. In [3],
characters are assumed of almost uniform colour. In [4], foreground and background
segmentation is achieved by grouping colours into clusters. A resolution enhancement
to facilitate text segmentation is proposed in [5]. In [6], texture information is com-
bined with a neural classifier. Recent work in locating text in Web images is based on
merging pixels of similar colour into components and selecting text components by
using a fuzzy inference mechanism [7]. Another approach is based on information on
the way humans perceive colour difference and uses different colour spaces in order to
approximate the way human perceive colour [8]. Finally, approaches [9] [10] restrict
their operations in the RGB colour space and assume text areas of uniform colour.

Fig. 1. A Web image example (a) and a zoom in it (b) to demonstrate the web image key char-
acteristics.

In this paper, we aim at two objectives: (a) Development of new technologies for
extracting text from Web images for Information Extraction purposes and (b) Creation
of an evaluation platform in order to measure the performance of all introduced new
technologies.

Recently, some of the authors have proposed a novel method for text area identifi-
cation in Web images [11]. The method has been developed in the framework of the
EC-funded R&D project, CROSSMARC, which aims to develop technology for ex-
tracting information from domain-specific Web pages. Our approach is based on the
transitions of brightness as perceived by the human eye. An image segment is classi-
fied as text by the human eye if characters are clearly distinguished from the back-
ground. This means that the brightness transition from the text body to the foreground
exceeds a certain threshold. Additionally, the area of all characters observed by the
human eye does not exceed a certain value since text bodies are of restricted thickness.
These characteristics of human eye perception are embodied in our approach. Accord-
ing to it, the Web color image is converted to gray scale in order to record the transi-
tions of brightness perceived by the human eye. Then, an edge extraction technique
facilitates the extraction of all objects as well as of all inverted objects. A conditional
dilation technique helps to choose text and inverted text objects among all objects. The
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criterion is the thickness of all objects that in the case of characters is of restricted
value. Our approach is mainly based on the detected character edges and character
thickness that are the main human eye perception characteristics.

The evaluation platform used in order to assess the performance of the proposed
method for text area location was based on the Segmentation Evaluation Tool v.2 of
the Computational Intelligence Laboratory (NCSR “DEMOKRITOS”) [12]. We
measured the performance of the proposed scheme for text area identification and
recorded a significant facilitation in the recognition task of the OCR engine. Our
methodology for text area identification has been fully integrated with an OCR engine
and with an Information Extraction system (NERC module [13]). We present quantita-
tive results for the performance of the OCR engine as well as qualitative results con-
cerning its effects to the Information Extraction system. Experimental results obtained
from a large corpus of Web images, demonstrate the efficiency of our methodology.

2 Text Area Location Algorithm

2.1 Edge Extraction

Consider a color Web image I. First, we covert it to the gray scale image Ig. Then, we
define as e and the B/W edge and invert edge images that encapsulate the abrupt
increase or decrease in image brightness:

where D is the gray level contrast visible by the human eye and defines the window
at x,y in which we search for a gray level contrast. Fig. 2 shows an example for e and

calculation.

Fig. 2. (a) Gray scale image Ig, (b) edge image e and (c) invert edge image e-1 (parameters
used: D=2, d=2).
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2.2 Object Identification

Objects are defined as groups of pixels that neighbor with edge pixels and have similar
gray scale value. To calculate image objects, we proceed to a conditional dilation of
edge images. A pixel is added only if it has a similar gray scale value in the original
image Ig. The dimension of the structuring element defines the expected maximum
thickness of all objects. Objects and inverted objects are defined as follows:

where s the dimension of the structuring element and S is the expected maximum
difference in gray scale values within the same object. Fig. 3 shows an example for
and calculation.

Fig. 3. For the example of fig. 2 we calculate object object and object

(c) (parameters used: S=1).

2.3 Text Identification

The above conditional dilation technique applied with several iterations (several val-
ues for the structuring elements) helps to choose text and inverted text objects among
all objects. The criterion is the thickness of all objects that in the case of characters is
of restricted value.

Let P(f), the set of points of a b/w image f:

the set of points of all the connected components that comprise image f:
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the number of pixels of the connected component, the set of back-

ground points that have a 4-connected relation with the connected component,
the number of pixels of and the category a connected

component belongs to:

A connected component of image object is classified as text region if while in-

creasing n the set of background pixels that have a 4-connected relation with the con-
nected component remains almost the same (see the example of Fig. 3b where object

remains the same for n>1):

where N depends on the maximum expected letter thickness and s is the allowed toler-
ance in changes of the 4-connected background pixel set. The reason we trace the
changes to the 4-connected background pixels and not to the foreground pixels is that
due to dilation with a larger structuring element, the connected components may be
joined together. In the same way, we define the condition for locating inverse text
objects.

At Fig. 4 the flowchart of the proposed method is demonstrated.

Fig. 4. Text area identification algorithm flowchart.
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3 System Evaluation

3.1 Corpus Preparation

The corpus for the evaluation of the proposed technique was prepared by selecting
more than 1100 images from English, French, Greek and Italian Web pages. These
images contain text, inverse text and graphics and concern laptop offers and job offers.
In order to record the performance of the proposed method for text area location we
annotated the text areas for all images (see Fig.5) using the Ground Truth Maker v. 1
of the Computational Intelligence Laboratory (NCSR “DEMOKRITOS”) [11].

Fig. 5. Example of the ground truth text annotations: (a) From the laptop offers domain (b) from
the job offers domain.

3.2 Evaluation Methodology

The proposed technique for text area identification in Web images has been imple-
mented and tested with the large Web image corpus. We compared the results ob-
tained by the well-known OCR engine FineReader 5 (FineReader) with and without
applying our text area location technique. FineReader which has come out on top in
major OCR comparative tests, can recognize the structure of a document including
columns, graphic inserts and table formatting and can readily retain the page layout. It
is also very effective in recognizing characters in different languages.

In order to record the performance of the proposed method for text area location we
used the Segmentation Evaluation Tool v.2 of the Computational Intelligence Labora-
tory. We created a ground truth set with the annotations of the text areas. The per-
formance evaluation method used is based on counting the number of matches be-
tween the text areas detected by the algorithm and the text areas in the ground truth.
We calculated the intersection of the ON pixel sets of the result and the ground truth
images.
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Let I be the set of all image points, G the set of all points inside the ground truth
text regions, R the set of all points of the result text regions and T(s) a function that
counts the elements of set s. For every ground truth region we exclude all points that
have approximate the same color with the surrounding of the annotation area. Detec-
tion rate and recognition accuracy are defined as follows:

A performance metric for text location can be extracted if we combine the values of
detection rate and recognition accuracy. We used the following Text Detection Metric
(TDM):

The evaluation strategy we followed concerns three main tasks: (a) Evaluation of
the text locating module (b) evaluation of the OCR result after applying our text locat-
ing module, and (c) evaluation of the performance of an information extraction system
using the OCR results.

3.3 Evaluation of the Text Locating Module

The evaluation results concerning the performance of the text location module for the
laptop offers and the job offers domains are shown in tables 1 and 2.

3.4 Evaluation of the OCR Result after Applying Our Text Locating Module

In almost all cases, the recognition results were improved after applying our text area
identification technique. A list of OCR results with and without the text extraction tool
are presented in Table 3.
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A quantitative evaluation of the performance of the text extraction and preprocess-
ing tool in combination with the OCR engine in terms of detection rate and recognition
accuracy is shown in table 4.
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3.5 Evaluation of the Performance of the Information Extraction System
Using the OCR Results

The evaluation results concerning the performance of the information extraction sys-
tem (NERC module [13]) after adding to the web text information the OCR results
show that:

For the words added by the OCR procedure, 30% are correctly classified by the
NERC module while the 70% of it are misclassified.
If we had the perfect OCR engine with 100% recognition rate, then we would have
a 45% correct classification by the NERC module while the 55% of it would be
misclassified.
From the above two remarks, we can state that the proposed text extraction and
preprocessing module working with an OCR engine adds textual information to the
NERC module and produces 66% of the correct results we would have if we used
an 100% correct OCR scheme.

Some examples of correct classification results and misclassifications of the informa-
tion extraction system (NERC module) are shown in figure 5.

Fig. 6. Results from the information extraction system (NERC module). (a) Correct classifica-
tion results (b) Misclassifications.
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4 Concluding Remarks

The evaluation results show that many cases, where text is present as part of an image,
are recovered by our text location algorithm. Moreover, it must be stressed that our
method not only locates text areas, but it also preprocesses the characters present in
them, so that the OCR engines are significantly facilitated in their recognition task.

The quantitative evaluation of the performance of the text extraction and preproc-
essing tool in combination with the OCR engine in terms of detection rate and recog-
nition accuracy shows an approximate 20% increase in Recognition Rates. On the
other hand, the evaluation results concerning the performance of text locating after
applying our extraction and preprocessing tool module show that we have satisfactory
results with more that 70% success. The main reason we did not achieve higher recog-
nition rates is that we used the well-known OCR engine FineReader that is not ori-
ented to work with low resolution images. Our future work concerning the improve-
ment of our text extraction tool involves integration with a low resolution oriented
OCR engine.
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Abstract. This paper presents a mixed reality environment for geometry educa-
tion. The proposed system consists of three main sub-components: The Geome-
try construction agent, which allows users to create objects in the 3D scene, a
Collision Detection algorithm, which calculates the collisions between the vir-
tual hand and the dynamical geometrical objects and the haptic interaction agent
which is responsible for the haptic feedback returned to the user. The user can
perform actions in the virtual environment using a haptic glove and create a
scene out of geometrical objects. Stereoscopic view is supported and actions are
visualized on a large screen so that many users can observe the actions. The
system has been evaluated in secondary schools in Thessaloniki, Greece and the
results have shown that users consider it very satisfactory in terms of providing
a more efficient learning approach.

Introduction

Nowadays, there has been a growing interest in developing force feedback interfaces
that allow people to access information presented in 3D virtual reality environments
(VEs). It is anticipated that VEs will be the most widely accepted, natural form of
information interchange in the near future [1]. The greatest potential benefits from
VEs, built into current virtual reality (VR) systems, exist in such applications as de-
sign, planning, education, training, and communication of general ideas and concepts.

Recently, virtual reality has become a very efficient tool for implementing novel
training and educational approaches. The use of advanced techniques for human-
computer interaction and realistic three-dimensional graphics has proved to increase
the student interest and provide significantly better perception. A learning environ-
ment for teaching three-dimensional geometry named “Construct3D” has been re-
cently developed by H. Kaufmann[2]. The system is based on the Studierstube system
described by Schmalstieg et al. in [3], which uses augmented reality to allow multiple
users to share a virtual space. See-through HMDs are used, achieving a combination
of virtual and real world. The user of Construct3D can interact with the scene using a
personal interaction panel and a tracked pen. There is no haptic feedback send to the
user. Another approach, VRMath is an open, online VRLE (Virtual Reality Learning
Environment), in which users can use a Logo like language to construct three-
dimension virtual worlds [4]. In [5], an edutainment environment based on geometry
visualization is proposed. The main aim is to teach effectively and promote the reflec-

G.A. Vouros and T. Panayiotopoulos (Eds.): SETN 2004, LNAI 3025, pp. 93–102, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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tive cognition necessary for learning mathematical concepts while providing an en-
joyable computer environment for children to play. CyberMath [6] is a 3D learning
environment for the interactive exploration of mathematics in a CAVE environment.
Also, work in [7] presents and evaluates a virtual reality system for descriptive ge-
ometry teaching.

The present work proposes the use of a haptic device named Cybertouch™ [8], [9]
to provide with a tangible picture of complex three-dimensional objects and scenes. In
contrast to traditional geometry education with two-dimensional views, the proposed
setup allows a haptic three-dimensional representation of the exercise construction
and solution process. The users can study a variety of training cases such as: (i) Sur-
face intersections of cone, cylinder and sphere, (ii) Conic Sections, (iii) Vector alge-
bra and (iv) Visualizing three-dimensional geometric theorems.

Dynamic geometry is used to experiment with geometrical problems and to support
a constructive approach for finding own solutions to problems. The proposed system
consists of three main sub-components: The Geometry construction agent, which
allows users to create objects in the 3D scene, a Collision Detection algorithm, which
calculates the collisions between the virtual hand and the dynamical geometrical ob-
jects and the haptic interaction agent, which is responsible for the haptic feedback
returned to the user.

These components provide the user with the ability to create and modify construc-
tive solid geometry objects (spheres, cones, cylinders and parallelepipeds) using a
variety of ways. The user can draw lines in the scene and insert points on any surface.
The user can also perform Boolean operations between any couple of objects in the
scene. The environment supports different layers in order to provide an easier way of
interaction to the user. The user can select one layer as active and multiple layers as
visible or invisible. Haptic interaction occurs only when the hand is in contact to ob-
jects that belong to visible layers. The user can move objects or groups of objects
from one layer to another. In order to increase the immersion in the virtual environ-
ment, stereoscopic view is implemented. The scene is displayed on a large screen
(64”) where many students can view realistic 3d representation of the scene. This is
accomplished using shutter glasses and placing a synchronization emitter on the
screen.

The paper is organized as follows: The first section presents the application envi-
ronment and the following sections present the Geometry Contraction Agent, the
collision detection algorithm and the Haptic Interaction Agent, respectively. Finally,
the user interface, the stereo view and the application test cases are discussed.

Learning Environment

The proposed application allows the user to create a scene that consists of three-
dimensional geometrical objects. The procedure can be implemented using virtual
hands in the virtual environment. A position tracker (MotionStar™ Wireless Tracker
of Ascension Technologies Inc. (2000)[10]) with a position sensor installed, is used to
detect the position and orientation of the user hand in the workspace.
haptic glove of Immersion technologies is used to obtain the hand gesture and to re-
turn tactile force feedback to the user.
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An important element of the proposed virtual environment is that of VE agents.
The VE agents are sophisticated software components with the capability to control
dynamic virtual environment and take actions based on a set of aims and rules. There
are two kinds of agents implemented in the proposed learning environment: a) the
Geometry Construction Agent (GCA) and b) Haptic Interaction Agent (HIA). The
GCA agent is responsible for the creation and modification of the geometries in the
scene. It receives input from the HIA. The HIA is responsible for the haptic feedback
send to the user and for the communication of data to the GCA. The HIA uses as
input the hand gesture, the tracker position and the results of the collision detection
algorithm. The user interface is based on a toolbar like haptic menu and stereoscopic
view. The geometrical objects are presented semi-transparent. This allows the user to
view geometries that lie behind other objects (Fig. 1).

Fig. 1. Application Screenshot and testing the interface in the laboratory

Geometry Construction Agent

The geometry construction agent is responsible for the construction of the geometrical
objects in the scene. The agent allows the user to insert a variety of objects. Default
size geometrical objects can be used in order to construct an environment rapidly. The
shape of inserted objects can be modified using one or more modifier points. To acti-
vate the modifier points, the user selects from the toolbar the modify option and then
touches the object with the index fingertip. The user may also insert an object using a
number of points or lines that reside on the scene. The geometrical objects supported
by the GCA follow:

1.

2.

3.

Point: A point can be inserted in the coordinate center or in an object surface. In
order to insert a point on a surface, the user selects the function “insert point” from
the toolbar and touches the object with the index fingertip. The point is inserted at
the contact point.
Line: The default line is inserted on Y-axis. The user can insert a line using two
points. The user can modify the length of a line by moving the modifier point on
the edge of the line.
Plane: The default plane is inserted on the XZ plane. The user can insert a plane
out of three points, a plane perpendicular to a line (crossing the middle point of the
line) or a plane perpendicular to a line defined from two points (the line crosses the
edge of the line).
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4.

5.

6.

7.

Sphere: The center of the default sphere is placed at coordinate center and has a
radius of 10 cm. The user can construct a sphere out of two points. The first point
is assumed to be the center of the sphere and the second is considered a point on
the surface of the sphere. The modifier point is a point on the surface of the sphere.
When the user moves this point the radius of the sphere changes so that the point is
always on the surface of the sphere.
Cone: The base of the default cone is on the XZ plane (radius: 10 cm – height: 5
cm). The user can insert a cone out of a line and a point. The line defines the height
of the cone and the selected point is considered as a point on the surface of the
cone. There are two modifier points, the first lies on the top of the cone and the
other on the side of it. Moving the first point results to change of the height of the
cone and moving the second point changes the radius of the cone (Fig. 2).
Cylinder: The center of the default cylinder lies on the coordinate center (radius: 5
cm – height: 10 cm). The user can insert a cylinder out of a line and a point. The
line defines the height of the cylinder and the selected point is considered as a
point on the surface of the cylinder. There are two modifier points, the first lies on
the top of the cylinder and the other on the side of it. Moving the first point results
to change of the height of the cylinder and moving the second point changes its ra-
dius.
Parallelepiped: The center of the default parallelepiped is on the coordinate center.
The default parallelepiped is a cube and each side has 20 cm length. The user can
insert a parallelepiped from two points. The inserted parallelepiped sides are paral-
lel to the XZ, XY and ZY planes. The one point is the lower front left point and the
second the upper back right point. There is one modifier point, on a vertex of the
box. The user moves the point in order to change the size of the sides of the box.
The point is always attached to the corner of the box.

Fig. 2. Object Reshaping: (i) initial Cone, (ii) change the height of the cone, (iii) change the
radius of the cone base.

The parametric representation of the shapes and the geometry axioms impose con-
strains during interaction. The GCA is responsible to appropriately check and modify
the user’s actions in order to allow only admissible modifications to the objects.

Collision Detection

Collision detection is performed between the fingertips and the geometrical objects.
The fingertips are assumed as small spheres for the collision detection algorithm. The
fact that all the objects in the scene have well-defined geometrical properties allows
the implementation of direct collision detection between the fingertips and the ob-
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jects. This allows real-time collision detection while the geometrical object shape
changes.

In order to detect collision between the fingertip and an object, the fingertip trans-
formation is calculated relatively to the transformation of the object. Thus, all objects
are assumed to be located in the center of the new coordinate system. Four cases are
examined separately in the proposed collision detection algorithm:
1.

2.

Sphere to sphere: Collision detection is simple in this particular case. The distance
d between the centers of the spheres is compared to the sum of their radiuses in or-
der to examine collision.
Sphere to parallelepiped: In this specific case, the value of the distance d is calcu-
lated using equations (1):

where Cx, Cy, Cz are the coordinates of the center of the sphere, w, l, h are the
width, length and height of the parallelepiped, respectively. When d is less than the
radius of the sphere, the objects are assumed to collide.

3. Sphere to cylinder: The distance d is calculated using equations (2):

4.
When d is less than the radius of the sphere the objects are assumed to collide.
Sphere to cone: In this case, the set of inequalities (3) has to be checked in order to
examine collision.

where the radius of the sphere, the radius of the cylinder and the radius of
the cone. In case that any of the five conditions (1),..,(5) is true, the objects are as-
sumed to collide.

Points, lines and planes are examined separately as special cases. Specifically, a point
is assumed to be a sphere of 3 cm radius, a line is assumed to be a cylinder of 2 cm
radius and a plane is assumed as a parallelepiped of 2 cm height.
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Haptic Interaction Agent
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The (Haptic Interaction Agent) HIA is responsible for returning force feedback to the
user, providing sufficient data to the Geometry Construction Agent and triggering the
appropriate actions according to the user input. Thus the HIA is responsible to allow
the users draw lines, insert points on surfaces, and perform Boolean operations be-
tween couples of objects. The environment supports different layers in order to pro-
vide an easier way of interaction to the user. The user can select one layer as active
and multiple layers as visible. The HIA returns feedback only when the hand is in
contact to objects of visible layers and actions of the user modify the active layer. The
user can move objects or groups of objects from one layer to another.

The HIA receives collision information from the collision detection sub-
component and is responsible to trigger actions in the haptic environment and send
haptic feedback to the user. Feedback is send to the fingers that touch any visible
geometry in the scene or a button of the toolbar menu. Geometries that belong to an
invisible layer cannot be touched or modified by the user. Especially, interaction with
the toolbar exists only for the index finger. The HIA decides when geometries in the
scene are grasped or released by the user hand. To grasp an object the user must touch
the object with the thumb and index fingertips. To release an object the index and
thumb fingers should retain from touching the object. In order to support easier grasp-
ing of Points, lines and planes, these are treated as special cases. As already men-
tioned, the point is assumed as a sphere of 3cm radius, the line as a cylinder of 3cm
radius and the plane as a parallelepiped with 2cm height. Additionally, points have
increased priority in terms of grasping, so that when a point resides close to or at a
larger object’s surface the user can grasp the point and not the object.

Boolean operations are performed between objects selected by the user. The opera-
tions are performed using rendering techniques for contractive solid geometry [11]
based on the stencil buffer functionality. Thus, the result of a Boolean operation does
not change the geometries but only the visualization result. This allows the user to
change the relative position of an object (part in the Boolean operation) and view
correctly the changes in the screen.

User Interface – Stereo View

The user interface is based on haptic interaction with the environment. The toolbar
resides on the top of the visible area. The user can touch it and press any button on it.
Depending on the working mode, the user can touch, grasp and move, reshape or
select geometries. There are four working modes: The ‘Move mode’, where the user
can grasp and move visible objects, the ‘Reshape mode’, where the user can grasp
modifier points and reshape the geometry, the ‘Delete mode’, where the user select an
object to delete and the ‘Select mode’ where the user can select multiple objects in the
scene in order to perform an action

Toolbar Menu

The user can select a variety of options from the Toolbar using the index fingertip.
When the fingertip collides with a button for a period longer than 600msec a sound is
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produced and the function of the button is activated. The supported functions and the
toolbar menu structure follow (Fig. 3).

Fig. 3. Toolbar menu and first order submenus

The main menu has the following options: (i) Insert Object, (ii) Move Object, (iii)
Multiple Select, (iv) Layer, (v) Reshape Object, (vi) Grid, (vii) Boolean operation,
(viii) Measure and (ix) Delete Object. All submenus contain a “Back” button so that
the user can move to a higher-level menu and the “Move Object” button.
1.

2.

3.

4.

5.

6.

7.

8.

9.

Insert Object: the button enables a submenu that contains all the supported primi-
tives and each of the primitive buttons enables a submenu that contains all the sup-
ported ways to construct the primitives as they were described in the “Geometry
Construction Agent” section.
Move Object: Allows the user to grasp and move visible objects. Changes the
working mode to ‘Move’.
Multiple Select: Allows the user to select objects from the scene. Changes the
working mode to ‘Select’.
Layer Menu: Enables a submenu that allows the user to select the active layer, the
visible layers and to move objects from one layer to another. The software supports
eight predefined layers. This is due to the interface restrictions (number of buttons
on the toolbar).
Reshape: The user can select an object using the index finger and then modify its
shape using the “modifier points” as described in the “Geometry Construction
Agent” section (Fig. 2).
Grid: Enables a submenu that allows the user to activate or deactivate snapping to
grid and show or hide grid on the coordinate planes, or a three-dimension grid.
Boolean Operation: Allows the user to select the Boolean operation to be per-
formed between selected objects. Supported operations are: ‘or’, ‘and’ and ‘sub-
traction’. The user can cancel the Boolean operation.
Measure: Measures the distance between two points. The user presses the meas-
urement button and selects the two points. The result is shown to the left bottom of
the screen. The mode is set to ‘Select’.
Delete: Allows the user to delete an object. The user presses the button on the
toolbar and selects the object to delete. The working mode is initially set to ‘De-
lete’. When the user deletes an object the mode is set to ‘Move’.
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Stereo View

In order to increase the immersion of the user, the system supports also stereoscopic
vision. Shutter glasses and a Head Mounted Display (HMD) are used providing
stereoscopic visual feedback. The stereoscopic view helps the user understand the
exact position of the hand and the geometries in the scene. Thus, it helps the user to
avoid mistakes that may occur from illusions and occlusions while working on a per-
spective 2D graphical environment. Using the shutter glasses in combination with a
large projection screen, allows many users to view the working scenario. In this way,
while one user is working on a scene others can view the actions and intervene. The
geometrical objects are drawn semi-transparent so that the user can view all the ob-
jects at the same time. This makes the use of the environment easier, because users do
not need to change the angle of view or hide objects in the scene in order to manipu-
late objects placed at the rear part of the scene. The students can walk around the
large screen table any time during the session, and perceive the displayed objects in
real 3D on the projection table using special shutter glasses, which is an attractive and
spectacular way.

Test Cases

The Learning Environment for Geometry Teaching has been evaluated with students
of secondary school in Greece. Two relatively simple scenarios were tested in order to
identify the interest of the students and the overall performance of the system. The
aim of the scenarios was not to teach the students three-dimensional Euclidian geome-
try, but to identify the feasibility of such a system in secondary school education and
the acceptance of the system by the target users. In both cases shutter glasses and
large projection screen were used. The test setup configuration is presented in Fig. 4.
In the following the two test scenarios used in the experiment are described in detail.

Fig. 4. Test case setup configuration

In the first scenario the user is asked to create an environment following a number
of instructions. Initially the user is asked to insert two points into a layer and then hide
it. Then they should insert a Sphere into a different layer and create a plane tangent to
the sphere. In the following the user is asked to check if the line that connects the two
points intersects with the plane and to measure the distance between the points.
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This scenario lets the user understand the concept of layers. The user must hide a
layer, change the active layer, create the sphere and the plane, and makes the layer
visible again in order to create a line and check if it intersects with the plane.

In order to perform all the operations the user needs to understand and use the hap-
tic interface and have basic knowledge on three-dimensional Euclidian geometry.
Furthermore in order to create the tangent plane, the user must insert a point on the
surface of the sphere and make a plane perpendicular to the line that connects the
center of the sphere and the point on the surface.

The aim of the first scenario used is to assist the students to understand the useful-
ness of layers in order to create scenes in a three dimensional environment and to
examine the usability of the introduced haptic user interface.

According to the second scenario a tutorial presented as an interactive animation
introduces elliptic, hyperbolic and parabolic intersections of the cone. The user se-
lects the objects and performs Boolean operations between the geometrical objects.
This is a demonstration scenario were everyone can see the shape of a plane cutting a
cone or a cylinder.

The aim of this scenario is to assist students understand Boolean operations, which
are used in CAD packages nowadays, to learn about intersection curves of surfaces of
second order and to experiment with intersections in order to understand how a) Boo-
lean operations work, b) to construct surface intersections and c) to learn and experi-
ment with the mathematical theory behind intersections of second order surfaces.

Discussion and Conclusions

All aforementioned steps were deemed necessary in order to develop a realistic virtual
environment for the education of three-dimensional geometry, which can offer ade-
quate functionality for end-users in order to familiarize themselves with the technol-
ogy.

The system has been evaluated in tests with students from secondary schools in
Thessaloniki, Greece. The users that participated in the tests were interviewed using a
two-part structured questionnaire. The test procedure consisted of two phases. The
first phase was carried out during the tests. Users were inquired to reply to specific
questions for each test. The questionnaire used in this phase consisted of a part fo-
cused on usability issues and a part focused on the interest of the user in participating
to the particular test. The questionnaire contained also questions to the test observers,
e.g. if the user performed the task correctly, how long did it take him/her to perform
the task, etc. The second phase was carried out immediately after the tests using the
“After Tests Questionnaire”. Specifically, the users where questioned after finishing
all the tests about general issues such as: (a) the benefits and limitations that they
foresee on this technology, (b) the usability of the system for training applications,
(c) other tests and applications that they would like to experiment with the technol-
ogy, if any, etc.

The system evaluation results have shown that users consider it very innovative
and satisfactory in terms of providing a more efficient learning approach (constructive
learning) to solve well-known geometry problems. The percentage of the satisfied
students was reported to be 87%. The evaluation procedure has revealed the need of a
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multi-user training system in order to enhance the collaboration between students.
This need is expected to drive our future plans for the improvement of the usability of
the system.
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Abstract. Negotiation processes are often characterized by conflicts of interests
of the negotiating parts. However, it is possible to mitigate these conflicts, if we
support the negotiation process with a well-structured model. This area of inter-
est has large occupied the scientists of Group Decision Support Systems
(GDSS) and particularly those who focus on the Negotiation Support Systems
(NSS). In this paper, we propose an experimental multi-criteria prototype nego-
tiation protocol which allows agents to follow a process, in order to end up with
an optimal decision. The proposed model is able to estimate agents’ preferences
and suggest a convenient solution.

1 Introduction – Background

Scientists from intelligent agents’ scientific area as well as those from distributed
artificial intelligence area postulate that autonomy is one of the fundamental constitu-
ent parts of agents. This is the way that agents are able to develop a particular attitude
towards their goals. However, in many cases, agents interact with other agents, who,
in their turn, have similar autonomy; indeed this interaction is necessary because of
the limitations – constraints in agents’ skills or resources. So, whenever agents try to
communicate, a negotiation process takes place.

Kersten et al. [10] have defined negotiation as a form of a decision-making involv-
ing two or more parties who cannot make decisions independently and are required to
make concessions to achieve agreement. D. G. Pruit [6] describes negotiation as a
process by which a joint decision is made by two or more parties. The parties first
verbalize contradictory demands and then move towards agreement by a process of
concession making or search for new alternatives. Research on negotiating suggests
that face-to-face parties have difficulty in bargaining in ways that allow them to iden-
tify tradeoffs and that this leads to inefficient outcomes and lost opportunities. Most
realistic negotiations are not well structured and therefore require an well-defined
context to guide the negotiation process. To address this problem, under negotiation
analysis, efforts have been undertaken to search for tools to help negotiators achieve
integrative outcomes.

Interest in using computers to enhance negotiations has lead to the development of
a field commonly referred to as Negotiation Support Systems (NSS). They are a sub-
set of group decision support systems (GDSS) and include an electronic communica-
tion component and a decision support system (DSS) module. Therefore, the core
elements of a NSS provide a comprehensive system to support the entire negotiation
process [1],[9]. The field of NSS is rapidly developing from specialized expert sys-

G.A. Vouros and T. Panayiotopoulos (Eds.): SETN 2004, LNAI 3025, pp. 103–111, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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tems that help in preparing for negotiation to mediation and interactive systems that
restructure the way negotiations occur [2].

In the context of the current study, we propose an innovative methodology based
on multi-agent technology. This methodology meditates on three broad and very im-
portant areas (Jennings et al. [14]):

1. What negotiation protocol will be used?
2. What are the issues over which negotiation takes place?
3. What reasoning model will the agents employ?

In section 2.1 we declare the rationale of the protocol as well as the variables that it
uses, while in paragraph 2.2 we explain the steps of the negotiation’s process. Section
2.3 is devoted to the negotiators’ evaluation model. At the end of this study, we criti-
cize the model and figure out its perspectives.

2 The Negotiation Protocol

2.1 Defining the Method and Making the Concessions

The method describes an iterative process which works towards a consensus among
the negotiators. The negotiation protocol we suggest is based on a multi-criteria ap-
proach. There are still some requirements:

The decision that has to be made is the choice of one of the predefined alternatives.
This is the fact that will lead us to a guided solution on an ill-structured problem.
However, this case imposes the following requirement: The final choice has to be
one of the predefined alternatives. Negotiators do not have the ability to combine
each alternative’s best characteristics in order to shape a new one. So, the final so-
lution is certainly the best among the already formulated alternatives, but we can
not be sure if this solution is also globally optimal.
As the method is based in a multi-criteria approach, the decision criteria have to
fulfill the three fundamental principles as declared by Roy [4]: Monotony, exhaus-
tively and non-pleonasm. In addition, the protocol we propose demands these crite-
ria to be the same for all the negotiators. All the negotiators have to utilize the
same scale to evaluate each criterion. Namely, the margin utility functions for each
criterion are explicitly defined before the beginning of the process. Of course, each
negotiator can construe the importance and the purpose of each criterion according
to his beliefs.
We consider that negotiators act in a reasonable and rational way. This attitude
should dominate in their decisions about the ranking of the alternatives, in their
definitions of the criteria thresholds and generally, in the entire negotiation proc-
ess. The final objective must be to reach consensus.

1.

2.

3.

Holding in mind the constraints – requirements of the method, let us define the vari-
ables that the method employs: Let
M to be the number of the negotiators
A the set of the alternatives
k number of the alternatives
G the evaluation criteria set
n the total of the criteria
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alternative’s i performance in criterion j

weight of the criterion j as declares by negotiator m

mean weight of the criterion j

standard deviation of the criterion j

alternative’s i score

2.2 The Proposed Methodology

The negotiation protocol’s flow chart is illustrated in Figure 1. This paragraph ex-
plains step by step the negotiation process:

Step 1: Input Data. Data needed as input consist of the criteria data, the alterna-
tives’ data and the negotiators’ preferences data. Analyzing these requirements, we
end up with the final data categories: As far as it is concern the criteria, the process
demands their scales (one scale can be either quantitative or qualitative) and their
marginal utility functions. While the criteria scales are the same for every negotia-
tor, their marginal utility functions can vary according to the decision makers’ atti-
tude. As regards the alternatives’ data, each alternative must have a certain per-
formance (grade) in every criterion. Moreover, the negotiators should declare an
indicative ranking of the alternatives. This ranking is used by the protocol to evalu-
ate negotiators’ preferences and should indicate preference or indifference between
the alternatives. Finally, the negotiators should also declare the criteria thresholds.
These thresholds reveal the minimum (if the criterion monotony is ascending) or
the maximum (if the criterion monotony is descending) accepted value for every
criterion.

Step 2: Implementing UTA II method to estimate criteria weights. The method
implements UTA II [13], [19] once for each negotiator. This way, the method es-
timates each negotiator’s criteria weights. Hence, by the end of this step, a table
dimensioned [M+2,n] (where M is the total of the negotiators and n the number of
the evaluation criteria) is available to the protocol. The rows of this table represent
the negotiators and each column denotes a criterion. Thereby, cell includes the
weight for the criterion j, as it was estimated by UTA, for the negotiator m. Obvi-
ously, the sum for each row is 1. The last two rows contain the mean weight for
each criterion and its standard deviation.

Step 3: Formulation of the global aggregative function to evaluate the alterna-
tives. In this step we use the results of the Step 2. We are able therefore to express
the global function as follows :

Step 4: Ranking the alternatives. The method ranks the alternatives according to
the score that they achieved during the previous step. The final ranking is a de-
scending order of the alternatives, so that the alternative with the biggest score is
first in this rank.

This score displays in a way how commonly accepted is every alternative.
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Fig. 1. Negotiation’s Protocol Flow Chart.
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Step 5: Check the alternatives. The model checks one by one every alternative in
their ranking order. If there is no other alternative then go to step 8
Does the alternative breaks any of the negotiators’ thresholds as declared in step 1?
If not, then go to step 9, else the method keeps on with step 6.
The protocol check the negotiators one by one, therefore, if there is a threshold
breaking, that means that this breaking is the first met. If there are many threshold
breakings about the same criterion, these will be met during the next step of the it-
erative process.

Step 6: Negotiators’ information. The protocol informs the negotiators that the
alternative currently checked breaks one of the thresholds. This communication
process is implemented through a message that contains the following fields:
Which alternative is currently checked, what was the rank of this alternative, the
negotiator that broke the threshold and his history (history means here how many
times has this particular negotiator brake criteria threshold before), the negotiator’s
criterion threshold that was violated and finally the distance between negotiator’s
threshold and the alternative’s performance in this criterion.
Step 7: Negotiate with the decision maker (negotiator). The negotiator who
blocked the process (being informed that his threshold was the block) is being
asked if he is attainable to reconsider that threshold’s value. The answer could be
either “yes” or “no”. In the “no” case the method returns to step 5 while in case of
“yes” the negotiator’s threshold is set equal to the alternative’s performance in the
criterion that the breaking took place. The process reveals its iterative style by re-
turning to step 5.
Step 8: Negotiation Failure. The model is not capable to solve the negotiation
problem. Actually, there is no alternative that satisfies all the negotiators’ require-
ments. Inform the negotiators and go to step 10.
Step 9: Select the alternative. Select the current alternative. The method worked
out the negotiation problem. The protocol has chosen the optimal solution. Inform
the negotiators about the negotiation success and step forward.
Step 10: Negotiators’ evaluation. The process implements the evaluation model.
The results are sent to the negotiators with a message and are posted to a database.
End of the process.

Negotiators’ Evaluation Model2.3

In a negotiation process, its outcome is fully dependent on the negotiators, no matter
what the protocol is. Moreover, in this study, the negotiation takes place among hu-
mans, so it is not a great sin to suppose that a negotiator would behave the same way
every time he is involved in a negotiation process.

Consider the above, and we realize how important is to evaluate the humans that
participate in the negotiation. Such an evaluation method should reveal how co-
operative or how reactive a negotiator is. The method should reward the negotiators
who let the process flow towards a consensus but the method should also “punish” the
negotiators who obstruct the process and keep the negotiation away from a final (op-
timal) solution. This model could be used in future negotiations processes as it pro-
vides an actual “preference” of the negotiators. So, humans that stand against consen-
sus should have fewer possibilities to join a future negotiation process.
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Fig. 2. Negotiators’ Evaluation Model.

The model we propose is illustrated in figure 2. Three main aspects configure the
final score for each negotiator, these are: the distance between the negotiator’s prefer-
ences from the final solution, the will for co-operation that the negotiator demon-
strated through this process and finally, his negotiating behavior during past proc-
esses. These aspects participate to the final score’s definition by certain weights. In
order to estimate these weights, it is possible to implement once again UTA II
method, or just any other analytical regression’s method.

3 Conclusions

This study tried to adjust a multi-criteria model into a negotiation process. This model
utilizes an analytical – synthetic approach, since it implements UTA II method [13],
[19]. The methodology proposed could be implemented through the internet and work
efficiently.

However, there are some constraints that this model imposes. First of all, the nego-
tiators (decision makers) must agree to a multi-criteria view of the problem. In such a
view, the most critical step is to define the decision’s criteria. Hence, the negotiators
should only agree to these criteria but they do not have to also agree to the criteria’s
marginal utility functions, since the methodology allows these functions to vary. Usu-
ally, the decision’s criteria are globally accepted when they are imposed by some
extraneous factors (e.g. real world’s demands). This is a fact that limits system’s in-
dependency. One constraint added, is the way of the alternatives’ definition. We shall
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remind at this point, that the final solution is a choice of an alternative among a set of
already defined ones. In other words, that means that the alternatives should be de-
fined in a very explicit way at the beginning of the process. Moreover, if an alterna-
tive breaks (even if this happens due to a small hint) one or more of the criteria’s
thresholds then the method allows just the thresholds to get changed while it considers
the alternative’s performance stable in every criterion. Maybe, this leads the method
to a dead-end which would have been avoided otherwise. However, this unfluctuating
nature of the alternatives reduces model’s flexibility.

Fig. 3. Multi-agent Implementation through an internet environment.

Furthermore, the protocol proposed, demands a mediator. The mediator’s role is a
really important one as the mediator is responsible for the communication among
agents (negotiators), the final choice as well as for the negotiators’ evaluation. He is
the supervisor of the process, so it is necessary for him to be fair and reliable. If this is
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not what happens, then we can certainly doubt about the model’s efficiency and func-
tionality. Besides, if the mediator is absent, the process can not function.

The model was designed to support two kinds of problems as they are defined by
the decision making theory. To be more specific, the model actually arrives to a solu-
tion by choosing one alternative among a set of them (so choice is the first kind of
problem) but, in a less direct way, it provides a ranking of the alternatives according
to the score that they achieved. This ranking of course could be considered as an in-
dicative solution, since we should never forget that each negotiator has the right to
declare his own veto through criteria’s thresholds.

Concluding, we should insist on how interesting is to implement this model
through internet’s technology. This would lead the method to a great functionality and
usefulness. This vision’s diagram is illustrated in figure 3. Multi-agent technology is
one of the most applicable technologies that could be used to design and implement
this protocol, since the protocol’s design was keeping in mind such an approach. In
case, since the model has not been tested yet, the results of the implementation and
the use of such a negotiation protocol are yet to come.
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Abstract. This work explores the application of clustering methods for
grouping structurally similar XML documents. Modeling the XML doc-
uments as rooted ordered labeled trees, we apply clustering algorithms
using distances that estimate the similarity between those trees in terms
of the hierarchical relationships of their nodes. We suggest the usage
of tree structural summaries to improve the performance of the distance
calculation and at the same time to maintain or even improve its quality.
Experimental results are provided using a prototype testbed.

Keywords: XML, structural similarity, tree distance, structural sum-
mary, clustering

1 Introduction

The XML language is becoming the standard Web data exchange format, provid-
ing interoperability and enabling automatic processing of Web resources. While
the processing and management of XML data are popular research issues [1],
operations based on the structure of XML data have not yet received strong at-
tention. Applying structural transformations and grouping together structurally
similar XML documents are examples of such operations. Structural transforma-
tions are the basis for using XML as a common data exchange format. Grouping
together structurally similar XML documents refers to the application of cluster-
ing methods using distances that estimate the similarity between tree structures
in terms of the hierarchical relationships of their nodes.

There are many cases where clustering by structure can assist application
tasks. Many XML documents are constructed from data sources without DTDs.
XTRACT [2] and DDbE1 are systems that automatically extract DTDs from
XML documents. Identifying groups of XML documents of similar structure can
be useful for such systems, where a collection of XML documents should be

1 http://www.alphaworks.ibm.com/tech/DDbE
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first grouped into sets of structurally similar documents and then a DTD can
be assigned to each set individually. Moreover, since the XML language can en-
code hierarchical data, clustering XML documents by structure can be exploited
in any application domain that needs management of hierarchical structures.
For example, the discovery of structurally similar macromolecular tree patterns,
encoded as XML documents, is a critical task in bioinformatics [3,4].

The main contribution of this work is a methodology for grouping struc-
turally similar XML documents. Modeling XML documents as rooted ordered
labeled trees, we face the ‘clustering XML documents by structure’ problem as
a ‘tree clustering’ problem. We propose the usage of tree structural summaries
that have minimal processing requirements instead of the original trees repre-
senting the XML documents. We present a new algorithm to calculate tree edit
distances and define a structural distance metric to estimate the structural sim-
ilarity between the structural summaries of two trees. Using this distance, we
perform clustering of XML data sets. Experimental results indicate that our al-
gorithm for calculating the structural distance between two trees, representing
XML documents, provides high quality clustering and improved performance.
Also, the usage of structural summaries to represent XML documents instead of
the original trees, improves further the performance of the structural distance
calculation without affecting its quality.

This paper is organized as follows. Section 2 presents background informa-
tion on tree-like representation of XML data and analyzes tree editing issues.
Section 3 suggests the tree structural summaries. Section 4 presents a new al-
gorithm to calculate the tree edit distance between two trees and introduces
a metric of structural distance. Section 5 analyzes the clustering methodology.
Section 6 presents the evaluation results, and, finally, Section 7 concludes our
work.

2 Tree Editing

The XML data model is a graph representation of a collection of atomic and
complex objects, that without the IDREFS mechanism becomes a rooted ordered
labeled tree [1]. Since we use such rooted ordered labeled trees to represent XML
data, we exploit the notions of tree edit sequence and tree edit distance originating
from editing problems for rooted ordered labeled trees [3]:

Definition 1. Let be rooted ordered labeled trees. A tree edit sequence is
a sequence of tree edit operations (insert node, delete node, etc) to transform
to

Definition 2. Let be rooted ordered labeled trees. Assuming cost model
to assign costs for every tree edit operation, the tree edit distance between
and is the minimum cost between the costs of all possible tree edit sequences
that transform to

All of the algorithms for calculating the edit distance for two ordered labeled
trees are based on dynamic programming techniques related to the string-to-
string correction problem [5]. [6] was the first work that defined the tree edit



114 Theodore Dalamagas et al.

distance and provided algorithms to compute it, permitting operations anywhere
in the tree. Selkow’s [7] and Chawathe’s (II) [8] algorithms allow insertion and
deletion only at leaf nodes, and relabel at every node. The former has exponential
complexity, while the latter is based on the model of edit graphs which reduces
the number of recurrences needed. Chawathe’s (I) algorithm [9] starts using a
pre-defined set of matching nodes between the trees, and is based on a different
set of tree edit operations than Chawathe’s (II). It allows insertion and deletion
only at leaf nodes. Zhang’s algorithm [10] permits operations anywhere in the
tree. We believe that using insertion and deletion only at leaves fits better in
the context of XML data. For example it avoids deleting a node and moving
its children up one level. The latter destroys the membership restrictions of the
hierarchy and thus is not a ‘natural’ operation for XML data. In this work, we
consider Chawathe’s (II) algorithm as the basic point of reference for tree edit
distance algorithms, since it permits insertion and deletion only at leaves and is
the fastest available.

Tree Structural Summaries3

Nesting and repetition of elements is the main reason for XML documents to
differ in structure although they come from a data source which uses one DTD.
A nested-repeated node is a non-leaf node whose label is the same with the one
of its ancestor. Following a pre-order tree traversal, a repeated node is a node
whose path (starting from the root down to the node itself) has already been
traversed before. Figure 1 has an example of redundancy: trees and differ
because of nodes A (nested-repeated) and B (repeated). We perform nesting
reduction and repetition reduction to extract structural summaries for rooted
ordered labeled trees which represent XML documents. Both kind of reductions
need only a pre-order traversal each on the original tree.

Nesting reduction reduces the nesting in the original tree so that there will be
no nested-repeated nodes. We traverse the tree using pre-order traversal to detect
nodes which have an ancestor with the same label in order to move up their
subtrees. This process may cause non-repeating nodes to be repeating nodes.
This is why we deal first with the nesting reduction and then with the repetition
reduction. Repetition reduction reduces the repeated nodes in the original tree.
We traverse the tree using pre-order traversal, too, ignoring already existed paths
and keeping new ones, using a hash table.

Figure 1 presents an example of structural summary extraction from
Applying the nesting reduction phase on we get where there are no nested-
repeated nodes. Applying the repetition reduction on we get which is the
structural summary tree without nested-repeated and repeated nodes.

4 Tree Structural Distance

Our approach for the tree edit distance between structural summaries of rooted
ordered labeled trees uses a dynamic programming algorithm which is close
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Fig. 1. Structural summary extraction.

to Chawathe’s algorithm (II) [8] in terms of the tree edit operations that are
used. However, the recurrence that we use does not need the costly edit graph
calculation of the latter (see the timing analysis in Section 6.1). Permitted tree
edit operations are:

insertion: Let be a node with label to be inserted as the child of node
in tree T. After the insertion operation is a new leaf node

with label We assign cost cost_ins = 1 to the insertion operation.
deletion: Let be a leaf node in tree T. The deletion operation will
remove from T. We assign cost cost_del = 1 to the deletion operation.
update: Let be a node with label The update operation will
change the label   to  for node      We assign cost 1 to the update operation
if or 0 if

1.

2.

3.

calculates the tree edit distance of and with
roots and respectively:

where: is the subtree of node returns
the number of child nodes of node of
nodes of the subtree rooted at UpdateCost(LabelOf LabelOf returns
the cost to make the label of node the same as the label of node ( 1 if

or 0 otherwise).
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In the algorithm, keeps the tree edit distance between tree with
only its first subtrees and tree with only its first subtrees. D[0][0] keeps
the distance between and having only their roots (initially 0, since the
examined trees are assume to have same roots). Since the cost of an insert or
delete operation is 1, we use to represent the cost to delete
the subtree of node and to represent the cost to insert
the subtree of node The main for nested loop first calculates the tree
edit distance between tree with only its first subtree and tree with only
its first subtree, then the distance between with only its first two subtrees
and with only its first subtree, etc. In the end, the algorithm returns the
distance between with all its subtrees and with all its subtrees. We call
the function CalculateDistance once for each pair of nodes at the same depth
in the 2 structural summary trees, so the complexity is O(MN), where M is the
number of nodes in the tree rooted at and N is the number of nodes in the
tree rooted at

Let be the tree edit distance between two trees and calculated from
the previous algorithm. Using we can now define the structural distance be-
tween two structural summaries for rooted ordered labeled trees which represent
XML documents.

Definition 3. Let and be two structural summaries for rooted ordered
labeled trees that represent two XML documents, be their tree edit
distance and be the maximum cost between the costs of all possible
sequences of tree edit operations that transform to The structural distance

between to is defined as

To calculate we calculate the cost to delete all nodes from and insert
all nodes from The is low when the trees have similar structure
and high percentage of matching nodes and high when the trees have different
structure and low percentage of matching nodes (0 (1) is the min (max) value).

5 Clustering Trees

We chose single link hierarchical method [11,12] to be the basic clustering algo-
rithm for the core part of the experiments for our work since it has been shown
to be theoretical sound, under a certain number of reasonable conditions [13].
We implemented a single link clustering algorithm using Prim’s algorithm for
computing the minimum spanning tree (MST) of a graph [14]. Given struc-
tural summaries of rooted labeled trees that represent XML documents, we form
a fully connected graph G with vertices and weighted edges. The
weight of an edge corresponds to the structural distance between the vertices
(trees) that this edge connects. The single link clusters for a clustering level
can be identified by deleting all the edges with weight from the MST of G.
The connected components of the remaining graph are the single link clusters.

A stopping rule is necessary to determine the most appropriate clustering
level for the single link hierarchies. C–index [15,16] exhibits excellent perfor-
mance. C–index is a vector of pairs where are
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the values of the index and the number of clusters in each clustering
arrangement. We can calculate for the first pair of C-index vector as
follows: where

with to be the
sum of pairwise distances of all members of cluster

the sum of the highest (lowest) pairwise distances
in the whole set of data, that is, sort distances, higher first, and take the

sum, given that

1.

2.

Similarly we can calculate We adopt C –  index in the single link
procedure by calculating its values, varying the clustering level in different steps.
The number of clusters with the lowest C–Index is chosen [16].

6 Evaluation

We implemented a testbed to perform clustering on synthetic and real data,
using structural distances2. Two sets of 1000 synthetic XML documents were
generated3 from 10 real-case DTDs4, varying the parameter Max Repeats to
determine the number of times a node will appear as a child of its parent node.
For real data set we used 150 documents from the ACM SIGMOD Record and
ADC/NASA5. We chose single link to be the basic clustering algorithm for the
core part of the experiments.

While checking time performance is straightforward, checking clustering qual-
ity involves the calculation of metrics based on an a priori knowledge of which
documents should be members of the appropriate cluster. Such knowledge, in
turn, presumes that we have a mapping between original DTDs and extracted
clusters. To get such a mapping, we derived a DTD for every cluster C and
mapped it to the most similar of the original DTDs, by calculating the structural
distance between the tree derived from and each of the trees derived from
the original DTDs6.

To evaluate the clustering results, we used two metrics quite popular in the
research area of information retrieval: precision PR and recall R [13] .For an
extracted cluster that corresponds to a DTD let (a) be the number
of the XML documents in that were indeed members of that cluster (correctly
clustered), (b) be the number XML documents in that were not members
of that cluster (misclustered) and (c) be the number of XML documents not
in although they should be members. Then and

High precision means high accuracy of the clustering task

2  All the experiments were performed on a Pentium III 800MHz, 192MB RAM.
3 www.alphaworks.ibm.com/tech/xmlgenerator
4  from www.xmlfiles.com and http://www.w3schools.com
5 www.acm.org/sigmod/record/xml and xml.gsfc.nasa.gov respectively.
6 using www.alphaworks.ibm.com/tech/DDbE
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for each cluster while low recall means that there are many XML documents
that were not in the appropriate cluster although they should have been. High
precision and recall indicate excellent clustering quality.

Notice that there might be the case where there are clusters not mapped to
any of the original DTD. We treated all XML documents in such clusters as
misclustered documents. Based on the above, we present the timing analysis for
calculating structural distances and the clustering results.

6.1 Timing Analysis

We compared (a) the time to derive the 2 structural summaries from 2 rooted or-
dered labeled trees representing 2 XML documents plus (b) the time to calculate
the structural distance between those 2 summaries, vs the time to calculate the
structural distance between 2 rooted ordered labeled trees of 2 XML documents.

We tested both Chawathe’s algorithm and our algorithm using randomly
generated XML documents, with their nodes ranging from 0 to 2000. This timing
analysis gives an indication of how fast a file for storing pairwise structural
distances is constructed. Such a file can then be used as an input in any clustering
algorithm to discover clusters. A clustering algorithm needs to calculate

pairwise structural distances, N the number of documents to be clustered.

Fig. 2. % time decrease for structural
distance calculation using tree sum-
maries instead of using the original trees
(Chawathe’s algorithm).

Fig. 3. % time decrease for structural dis-
tance calculation using tree summaries in-
stead of using the original trees (our algo-
rithm) .

Figures 2 and 3 show the % time decrease for calculating the structural
distance between 2 XML documents using their summaries instead of using the
original trees, for Chawathe’s algorithm and our algorithm. Using summaries,
the decrease lays around 80% on average for Chawathe’s and around 50% on
average for our algorithm.

To give a sense about the scaling of the calculations, Figure 4 presents the
% time decrease for calculating the structural distance between 2 XML docu-
ments, using our algorithm instead of Chawathe’s algorithm (52% on average).
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Fig. 4. % time decrease for structural distance calculation using our algorithm instead
of Chawathe’s.

Chawathe’s algorithm is significantly slower than our algorithm due to the pre-
calculation of the editgraph (see Section 2). We estimated that the editgraph
calculation spends more then 50% of the time needed for the overall distance
calculation.

6.2 Clustering Evaluation

We performed single link clustering on synthetic and real data, using structural
distances returned from Chawathe’s algorithm and our algorithm, with or with-
out structural summaries, and calculated PR and R values.

Table 1 presents the PR and P values using Chawathe’s and our algorithm
on synthetic and real data. For Chawathe’s algorithm, we note that for small
trees (maxRepeats = 3) with only a few repeated elements and, thus, with
the structural summaries being actually the original trees, the clustering results
are the same with or without summaries. On the other hand, for larger trees
(maxRepeats = 6) with many repeated elements there is a clear improvement
using summaries, especially in the precision value (PR), For our algorithm, we
note that summary usage keeps the already high quality clustering results ob-
tained by clustering without using summaries. In any case, with or without
summary, our algorithm shows better clustering quality either with small trees
and only a few repeated elements or with larger trees and many repeated ele-
ments. We note that PR and R reach excellent values. For real data, summary
usage maintains the already high quality clustering results obtained without
using summaries.

The evaluation results indicate that structural summaries maintain the clus-
tering quality, that is they do not hurt clustering. Thus, using structural sum-
maries we can clearly improve the performance of the whole clustering proce-
dure, since the decrease on the time needed to calculate the tree distances using
summaries is high (see Section 6.1). Furthermore, in any case, with or with-
out summaries, our algorithm shows excellent clustering quality, and improved
performance compared to Chawathe’s. Prelimianty tests with other clustering
algorithms showed similar results.
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7 Conclusions

This work presented a framework for clustering XML documents by structure,
exploiting distances that estimate the similarity between tree structures in terms
of the hierarchical relationship of their nodes.

Modeling XML documents as rooted ordered labeled trees, we faced the ‘clus-
tering XML documents by structure’ problem as a ‘tree clustering’ problem. We
proposed the usage of tree structural summaries that have minimal process-
ing requirements instead of the original trees representing the XML documents.
Those summaries maintain the structural relationships between the elements of
an XML document, reducing repetition and nesting of elements. Also, we pre-
sented a new algorithm to calculate tree edit distances and defined a structural
distance metric to estimate the structural similarity between the summaries of
two trees. We implemented a testbed to perform clustering on synthetic and real
data, using structural distances. We provided timing analysis as well as preci-
sion PR and recall R values to evaluate each test case. Our results showed that
structural summaries clearly improved the performance of the whole clustering
procedure, since the decrease on the time needed to calculate the tree distances
using summaries is high. On the other hand, summaries maintained the clus-
tering quality. Moreover, our structural distance algorithm showed improved
performance compared to Chawathe’s.

To the best of our knowledge, the only work directly compared with ours
is [17]. Their set of tree edit operations include two new ones which refer to
whole trees rather than nodes. They preprocess the trees to detect whether a
subtree is contained in another tree. Their approach requires the same amount of
computation with Chawathe’s algorithm. There are no results about PR and R
values. In our work, we diminish the possibility of having repeated subtrees using
structural summaries instead of expanding the tree edit operations. Summaries
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are used as an index structure to speed up the tree distance calculation. Such
an approach has the advantage of being useful to reduce the performance cost
in every algorithm that estimates the structural distance between trees.

To conclude, this work successfully applied clustering methodologies for group-
ing XML documents which have similar structure, by modeling them as rooted
ordered labeled trees, and utilizing their structural summaries to reduce time
cost while maintaining the quality of the clustering results. As a future work,
we will explore properties that tree distances present. Also, we will test how our
approach scales using larger data sets of XML documents.
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Abstract. In this paper the problem of music performer verification is intro-
duced. Given a certain performance of a musical piece and a set of candidate pi-
anists the task is to examine whether or not a particular pianist is the actual per-
former. A database of 22 pianists playing pieces by F. Chopin in a computer-
controlled piano is used in the presented experiments. An appropriate set of fea-
tures that captures the idiosyncrasies of music performers is proposed. Well-
known machine learning techniques for constructing learning ensembles are ap-
plied and remarkable results are described in verifying the actual pianist, a very
difficult task even for human experts.

1 Introduction

The printed score of a musical piece provides a representation of music that captures a
limited spectrum of musical nuance. This means that if the exact information repre-
sented in the printed score is accurately transformed into music by an ideal performer,
the result would sound mechanical or unpleasant. The interpretation of the printed
score by a skilled artist always involve continuous modification of important musical
parameters, such as tempo and loudness, according to the artist’s understanding of the
structure of the piece. That way the artist stresses certain notes or passages deviating
from the printed score. Hence, expressive music performance is what distinguishes one
performer from another in the interpretation of a certain musical piece.

Because of its central role in our musical culture, expressive performance is a cen-
tral research topic in contemporary musicology. One main direction in empirical per-
formance research aims at the development of rules or principles of expressive per-
formance either with the help of human experts [5] or by processing large volumes of
data using machine learning techniques [12,13]. Obviously, this direction attempts to
explore the similarities between skilled performers in the same musical context. On
the other hand, the differences in music performance are still expressed generally with
aesthetic criteria rather than quantitatively. The literature in this topic is quite limited.
In [8] an exhaustive statistical analysis of temporal commonalities and differences
among distinguished pianists’ interpretations of a well-known piece is presented and

G.A. Vouros and T. Panayiotopoulos (Eds.): SETN 2004, LNAI 3025, pp. 122–131, 2004.
© Springer-Verlag Berlin Heidelberg 2004



Te
am
 F
LY

Music Performer Verification Based on Learning Ensembles 123

the individuality of some famous pianists is demonstrated. A computational model that
distinguishes two pianists playing the same pieces based on measures that represent
the deviation of the performer from the score plus measures that indicate the proper-
ties of the piece is presented in [10]. Results of limited success in the identification of
famous pianists’ recordings based on their style of playing have been reported in [14].

This paper is an attempt to quantify the main parameters of expressive performance
that discriminate between pianists playing the same musical pieces. Specifically, our
aim is to develop a music performer verification system, that is, given a certain per-
formance of a musical piece and a set of candidate pianists the task is to examine
whether or not a particular pianist is the actual performer. To this end, machine learn-
ing techniques are used for taking advantage of different expressive performance fea-
tures by combining a number of independent simple ‘experts’ [2]. The dimensions of
expressive variation that will be taken into account are the three main expressive pa-
rameters available to a pianist: timing (variations in tempo), dynamics (variations in
loudness), and articulation (the use of overlaps and pauses between successive notes).

The data used in this study consist of performances played and recorded on a Boe-
sendorfer SE290 computer-monitored concert grand piano, which is able to measure
every key and pedal movement of the artist with very high precision. 22 skilled per-
formers, including professional pianists, graduate students and professors of the Vi-
enna Music University, played two pieces by F. Chopin: the Etude op. 10/3 (first 21
bars) and the Ballade op. 38 (initial section, bars 1 to 45). The digital recordings were
then transcribed into symbolic form and matched against the printed score semi-
automatically. Thus, for each note in a piece we have precise information about how it
was notated in the score, and how it was actually played in a performance. The pa-
rameters of interest are the exact time when a note was played (vs. when it ‘should
have been played’ according to the score) – this relates to tempo and timing –, the
dynamic level or loudness of a played note (dynamics), and the exact duration of
played note, and how the note is connected to the following one (articulation). All this
can be readily computed from our data.

In the following, the term Inter-Onset Interval (IOI) will be used to denote the time
interval between the onsets of two successive notes of the same voice. We define Off-
Time Duration (OTD) as the time interval between the offset time of one note and the
onset time of the next note of the same voice. The Dynamic Level (DL) corresponds to
the MIDI velocity of a note. The 22 pianists are referred by their code names (i.e.,
#01, #02, etc.).

2 Representation of Expressive Music Performance

If we define (somewhat simplistically) expressive performance as ‘intended deviation
from the score’, then different performances differ in the way and extent the artist
‘deviates’ from the score, i.e., from a purely mechanical (‘flat’) rendition of the piece,
in terms of timing, dynamics, and articulation. In order to be able to compare perform-
ances of pieces or sections of different length, we need to define features that charac-
terize and quantify these deviations at a global level, i.e., without reference to individ-
ual notes and how these were played.
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Fig. 1. Timing and dynamics variations for the first 30 soprano notes of the Ballade (score
above) as performed by pianists #01-#05. Default tempo and dynamic level, and performance
norm derived by pianists #06-#10 are depicted as well.

Figure 1 depicts the performances of the first 30 soprano notes of Ballade by the
pianists #01-#05 in terms of timing (expressed as the inter-onset interval on the six-
teenth-note level) and dynamics. The default tempo and dynamic level according to a
pre-specified fixed interpretation of the score correspond to straight lines. As can be
seen, the music performers tend to deviate from the default interpretation in a similar
way in certain notes or passages. In the timing dimension, the last note of the first bar
is considerably lengthened (last note of the introductory part) while in the dynamics
dimension the first two bars are played with increasing intensity (introductory part)
and the 2nd soprano note of the 5th bar is played rather softly (a phrase boundary).
Although the deviation of the real performances from the score can capture some
general stylistic properties of the performer, it seems likely that it would heavily de-



Music Performer Verification Based on Learning Ensembles 125

pend on the structure of the piece (i.e., similar form of deviations for all the perform-
ers, presenting peaks and dips in the same notes or passages).

For discriminating successfully between different performers, we need a reference
point able to focus on the differences between them rather than on common expressive
performance principles shared by the majority of the performers. This role can be
played by the performance norm, i.e. the average performance of the same piece cal-
culated using a different group of performers. Figure 1 depicts the performance norm,
in terms of timing and dynamics, calculated by the performances of pianists #06-#10.
As can be seen, the norm follows the basic form of the individual performances.
Therefore, the deviation of a given performance from the norm is not dramatically
affected by structural characteristics of the piece. Consequently, the deviations of
different performers from the norm are not necessarily of similar form (peaks and dips
in different notes or passages) and the differences between them are more likely to be
highlighted. Norm-based features have been compared to score-based features and
proved to be more reliable and stable especially in intra-piece conditions, i.e., training
and test cases taken from the same musical piece [11].

Another valuable source of information comes from the exploitation of the so-
called melody lead phenomenon, that is, notes that should be played simultaneously
according to the printed score (chords) are usually slightly spread out over time. A
voice that is to be emphasized precedes the other voices and is played louder. Studies
of this phenomenon [7] showed that melody lead increases with expressiveness and
skill level. Therefore, deviations between the notes of the same chord in terms of tim-
ing and dynamics can provide useful features that capture an aspect of the stylistic
characteristics of the music performer.

We propose the following global features for representing a music performance,
given the printed score and a performance norm derived from a given set of different
performers:

where D(x,y) (a scalar) denotes the deviation of a vector of numeric values x from a
reference vector y, and are the nominal inter-onset interval and dynamic-
level, respectively, according to the printed score, and are the inter-
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onset interval, the off-time duration, and the dynamic-level, respectively, of the per-
formance norm, and are the inter-onset interval, the off-time dura-
tion, and the dynamic-level, respectively, of the actual performance, and and

are the on-time and the dynamic-level, respectively, of a note of the x-th voice
within the chord y.

3 The Learning Model

The presented problem is characterized by the extremely limited size of training data
as well as the instability of some of the proposed features (i.e., score deviation meas-
ures). These characteristics suggest the use of an ensemble of classifiers rather than a
unique classifier. Research in machine learning [1] has thoroughly studied the con-
struction of meta-classifiers, or learning ensembles. In this study, we take advantage
of such techniques, constructing an ensemble of classifiers derived from two basic
strategies:

Subsampling the input features. This technique is usually applied when multiple
redundant features are available. In our case, the input features cannot be used con-
currently due to the limited size of the training set (i.e., only a few training exam-
ples per class are available) and the consequent danger of overfitting the training
set.
Subsampling the training set. This technique is usually applied when unstable learn-
ing algorithms are used for constructing the base classifiers. In our case, a subset of
the input features (i.e., the score deviation measures) is unstable – their values can
change drastically given a slight change in the selected training segments.

Given the scarcity of training data and the multitude of possible features, we pro-
pose the use of a relatively large number of rather simple individual base classifiers or
‘experts’, in the terminology of [2]. Each expert is trained using a different set of fea-
tures and/or parts of the training data. The features and sections of the training per-
formances used for the individual experts are listed in table 1. is based on the
deviation of the performer from the norm. and are based on the
deviation of the performer from the score and are trained using slightly changed train-
ing sets (because the norm features are known to be unstable relative to changes in the
data). The training set (see next section) was divided into four disjoint subsets and
then four different overlapping training sets were constructed by dropping one of these
four subsets (i.e., cross-validated committees). Finally, and are
based on melody lead features. The last column in table 1 shows the accuracy of each
individual expert on the training data (estimated via leave-one-out cross-validation).
As can be seen, the classifier based on norm deviation features is by far the most accu-
rate.

The classification method used for constructing the base classifiers is discriminant
analysis, a standard technique of multivariate statistics. The mathematical objective of
this method is to weight and linearly combine the input variables in such a way so that
the classes are as statistically distinct as possible [3]. A set of linear functions (equal to
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the input variables and ordered according to their importance) is extracted on the basis
of maximizing between-class variance while minimizing within-class variance using a
training set. Then, class membership of unseen cases can be predicted according to the
Mahalonobis distance from the classes’ centroids (the points that represent the means
of all the training examples of each class). The Mahalanobis distance d of a vector x
from a mean vector m is as follows:

The combination of the resulting simple classifiers or experts is realized via a
weighted majority scheme. The prediction of each individual classifier is weighted
according to its accuracy on the training set. Both the first and the second choice of a
classifier are taken into account. Specifically, the weight of the classifier is as
follows:

where is the accuracy of the classifier on the training set (see table 3). is
used to compute the weight for the second choice of a classifier. The classes can be

where is the covariance matrix of x. This classification method also supports the
calculation of posterior probabilities (the probability that an unseen case belongs to a
particular group) which are proportional to the Mahalanobis distance from the classes
centroids. In a recent study [6], discriminant analysis is compared with many classifi-
cation methods (coming from statistics, decision trees, and neural networks). The
results reveal that discriminant analysis is one of the best compromises taking into
account the classification accuracy and the training time cost. This old and easy-to-
implement statistical algorithm performs better than many modern versions of statisti-
cal algorithms in a variety of problems.
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ordered according to the votes they collect. Specifically, if is the prediction of

the classifier for the case x and P is the set of possible classes (i.e., pianists) then

the score for a class p is calculated as follows:

where is 1 if a is equal to b and 0 otherwise. The greater the score the more
probable the pianist as the actual performer. Since both the first and second choices of
each base classifier are taken into account, the highest possible score is 0.66 (first
choice of all the classifiers) and the lowest is 0 (no first nor second choice of any clas-
sifier).

4 Music Performer Verification

In the following experiments, pianists #01-#12 will be used as the set of reference
pianists to compute the ‘norm performance’, that is the average performance. The task
will be to learn to distinguish pianists #13-#22. Chopin’s Ballade op. 38 will be used as
the training material, and the Etude op. 10/3 as the test piece. Specifically, the training
piece was divided into four non-overlapping segments, each including 40 soprano
notes providing four training examples per class for the norm-based and the melody
lead classifiers. As concerns the score-based classifiers, the training piece was divided
into 16 non-overlapping segments, each including 10 soprano notes. These segments
were grouped into four overlapping sets of training examples, leaving out four differ-
ent segments each time (see table 1).

The task of music performer verification can be viewed as a two-class classification
problem. Given a certain performance of the test piece (Etude) and a particular pianist
(of the set #13-#22) the output of the proposed system will be either 1, i.e., the pianist
in question is the actual performer, or 0, i.e., the pianist in question is not the actual
performer. The implementation of a music performer verification system requires:

The definition of a response function for a given pianist. For a given performance,
this function should provide an indication of the degree at which the pianist is the
actual performer. In this study, the output of the ensemble of classifiers, defined in
the previous section is used as response function.
The definition of a threshold value for this function. For a given performance, any
pianist with score lower than the threshold is rejected.

Additionally, for measuring the accuracy of a music performer verification method
as regards a certain pianist, False Rejection (FR) and False Acceptance (FA) can be
used. These measures have been defined in and applied to areas of similar characteris-
tics, such as speaker verification [4] and author verification [9] and are defined as
follows:

FR = rejected performances of the pianist / total performances of the pianist
FA = accepted performances of other pianists / total performances of other pianists
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Fig. 2. FR, FA, and Mean error of the ensemble model for different threshold values.

For the appropriate selection of the threshold value, the mean error, i.e.,
(FR+FA)/2, is used. Figure 2 depicts the variation of the average FR, FA, and the
mean error values for the performances of the test piece by pianists #13-#22 using
threshold values ranging from 0 to 0.6. Since these pianists were taken into account
for calculating the discriminant functions and consequently the score function, this
evaluation is considered to be a closed-set one. As can be seen, low values of thresh-
old correspond to minimal FR while high values of threshold correspond to minimal
FA. The minimal mean error corresponds to the threshold value 0.1 corresponding to
FR and FA values of 0.1 and 0.23, respectively.

The results of the method based on the ensemble of classifiers can be compared to
the results of the individual base classifiers. In that case, each base classifier is used
alone and the response function is the Mahalanobis distance from the centroids of each
class. Table 2 shows the FR and FA values for each individual base classifier for a
threshold value that minimizes the mean error. As can be seen, the model coming
from the learning ensemble is much better as concerns both FR and FA.

5 Conclusion

We have proposed a computational approach to the problem of distinguishing music
performers playing the same pieces focusing on the music performer verification task.
A set of features that capture some aspects of the individual style of each performer is
presented. Due to the limited available data and certain characteristics of the discrimi-
nating features, we proposed a classification model that takes advantage of machine
learning techniques for constructing meta-classifiers.

The results show that the proposed learning model performs much better than any
of the constituent base classifiers and provides another supporting case for the utility
of ensemble learning methods, specifically, the combination of a large number of
independent simple ‘experts’. Moreover, it is demonstrated that the differences be-
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tween music performers can be objectively quantified. While human experts use
mostly aesthetic criteria for distinguishing different performers, it is shown that the
individuality of each performer can be captured using machine-interpretable features.

The proposed system copes with a difficult musical task, displaying a remarkable
level of accuracy. Imagine you first hear 10 different pianists performing one particu-
lar piece (and that is all you know about the pianists), and then you have to verify the
hypothesis that a particular pianist is (or is not) the actual performer of a certain per-
formance of another (and quite different) piece1. The comparison with human experts
performing the same task is not straightforward. This is because it is very difficult to
define what the similar conditions would be. How many times would the human-
expert be allowed to listen to each of the training/test recordings? What would be the
level of expertise of the listener? What would be the human-expert’s prior knowledge
of the piece? Would such a procedure be meaningful?

The reliability of our current results is still severely compromised by the very small
set of available data. Substantial effort is required in order to collect and precisely
measure a larger and more diverse set of performances by several pianists (on a com-
puter-controlled piano). Studying famous pianists with this approach would require us
to be able to precisely measure timing, dynamics, and articulation from sound re-
cordings, which unfortunately still is an unsolved signal-processing problem.
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Abstract. This paper concerns the design and development of an adap-
tive planner that is able to adjust its parameters to the characteristics of a
given problem and to the priorities set by the user concerning plan length
and planning time. This is accomplished through the implementation of
the nearest neighbor machine learning algorithm on top of a highly
adjustable planner, called HAP. Learning data are produced by running
HAP offline on several problems from multiple domains using all value
combinations of its parameters. When the adaptive planner is
faced with a new problem, it locates the nearest problems, using a set
of measurable problem characteristics, retrieves the performance data
for all parameter configurations on these problems and performs a mul-
ticriteria combination, with user-specified weights for plan length and
planning time. Based on this combination, the configuration with the
best performance is then used in order to solve the new problem. Com-
parative experiments with the statistically best static configurations of
the planner show that manages to adapt successfully to unseen
problems, leading to an increased planning performance.

1 Introduction

In domain independent heuristic planning there is a number of systems that their
performance varies between best and worse on a number of toy and real-world
planning domains. No planner has been proved yet to be the best for all kinds of
problems and domains. Similar instability in their efficiency is also noted when
different variations of the same planner are tested on the same problem, when
the value of one or more parameters of the planner is changed. Although most
planners claim that the default values for their options guarantee a stable and
averagely good performance, in most cases fine tuning the parameters by hand
improves the performance of the system for the given problem.

Few attempts have been made to explain which are the specific dynamics of
a planning problem that favor a specific planning system and even more, which
is the best setup for a planning system given the characteristics of the planning
problem. This kind of knowledge would clearly assist the planning community
in producing flexible systems that could automatically adapt themselves to each
problem, achieving best performance.
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Some promising past approaches towards this goal, followed the methodology
of utilizing Machine Learning in order to infer rules for the automatic config-
uration of planning systems [1],[2]. However, these approaches exhibited two
important problems. The first one is that they used a fixed policy for what can
be considered as a good solution to a planning problem and didn’t allow users to
specify their own priorities concerning the speed of the planner and the quality
of the plans, which are frequently contradictious. The second one is that learning
is very computationally expensive and thus extending the knowledge base of the
planner is a non-trivial task.

This paper presents a different approach to adaptive planning that is based on
instance-based learning in order to deal with the two aforementioned problems.
Specifically, the nearest neighbor machine learning algorithm is implemented
on top of the HAP highly adjustable planner. Learning data are produced by
running HAP offline on 30 problems from each one of 15 domains (i.e. 450 prob-
lems) using 864 combinations of values for its 7 parameters. When the adaptive
planner is faced with a new problem, it retrieves the steps and time
performance data for all parameter configurations of the nearest problems
and performs a multi-criteria combination, with user-specified weights. The best
configuration is then used for running the planner on the new problem. Most
importantly, the planner can store new problems and train incrementally from
them, making the system highly extensible.

The performance of was thoroughly evaluated through experiments
that aimed at showing the behavior of the adaptive system in new problems.
The results showed that the system managed to adapt quite well and the use
of different weights for steps and time had the expected effect on the resulting
plan length and planning time of the adaptive planner.

The rest of the paper is organized as follows: Section 2 overviews related work
combining Machine Learning and Planning. The planning system used for the
purposes of our research and the problem analysis done for deciding the problem
attributes are presented in Section 3 and 4 respectively. Section 5 describes in
detail the methodology we followed for designing the adaptive planner. The
experimental results are presented and discussed in the Section 6 and finally,
Section 7 concludes the paper and poses future research directions.

2 Related Work

Machine learning has been exploited extensively in the past to support Planning
systems in many ways. There are three main categories of approaches based on
the phase of planning that learning is applied to and the consequent type of
knowledge that is acquired.

Domain knowledge is utilized by planners in pre-processing phases in order
to either modify the description of the problem in a way that will make it easier
for solving it or make the appropriate adjustments to the planner to best attack
the problem [1].
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Control knowledge can be utilized during search in order to either solve the
problem faster or produce better plans. For example, the knowledge extracted
from past examples can be used to refine the heuristic functions or create a guide
for pruning non-promising branches [3].

Finally, optimization knowledge is utilized after the production of an initial
plan, in order to transform it in a new one that optimizes certain criteria, e.g.
number of steps or resources usage [4].

A concise survey of related work on learning-powered adaptive planners can
be found in [2]. Furthermore, a very detailed and analytical survey of past ap-
proaches on Machine Learning and Planning has been presented in [5].

3 The HAP Planner

The proposed methodology has been applied to HAP (Highly Adjustable Plan-
ner), a customizable planning system, embodying the search modules of the BP
planner [6], the heuristics of AcE [7] and several add-ons that improve the speed
and the accuracy of the planner. The customization of the system is feasible
through the 7 planning parameters, outlined in Table 1, which can be set by the
user.

The first one refers to the planning direction, which can be either backward
(0) or forward (1). The second parameter allows the user to select one of the
three available heuristic functions in order to use it as a guide during the search.
The third parameter sets the values for the weights used during planning in the
weighted search technique. The fourth parameter sets the penalty put on
states violating pre-computed fact orderings, while the next one sets the size
of the planning agenda (maximum number of states in the frontier set). The
last two parameters enable or disable techniques for overcoming plateaus in the
search space and simplifying the definition of subproblems, respectively. More
details about the planning parameters and their possible setups can be found
in [2].

4 Problem Characteristics

The purpose of this research effort was to discover interesting knowledge that
associates the characteristics of a planning problem with the parameters of HAP
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and leads to good performance. Therefore, a first necessary step that we per-
formed was a theoretical analysis of a planning problem, in order to discover
salient features that could influence the choice of parameters of HAP.

Our main concern was to select attributes that their values are easily cal-
culated and not complex attributes that would cause a large overhead in the
total planning time. Therefore, most of the attributes come from the PDDL
files, which are the default input to planning systems, and their values can be
calculated during the standard parsing process. We also included a small number
of attributes which are closely related to specific features of the HAP planning
system such as the heuristics or the fact-ordering techniques. In order to calcu-
late the values of these attributes, the system must perform a limited search but
the overhead is negligible compared to the total planning time.

A second concern which influenced the selection of attributes was the fact
that the attributes should be general enough to be applied to all domains and
their values should not depend so much on the size of the problem. Otherwise
the knowledge learned from easy problems would not be applied effectively to
difficult ones. For example, instead of using the number of mutexes (mutual
exclusions between facts) in the problem as an attribute that strongly depends
on the size of the problem (larger problems tend to have more mutexes), we
divide it by the total number of dynamic facts and this attribute (mutex density)
identifies the complexity of the problem without taking into account whether it
is a large problem or a not. This is a general solution followed in all situations
where a problem attribute depends nearly linearly on the size of the problem.

Taking all the above into consideration we resulted in a large set of 35 measur-
able characteristics, which can be divided in three categories: The first category
refer to simple and easily measured characteristics of planning problems, e.g.
number of actions per operator, that source directly from the input files. The
second category consists of more sophisticated characteristics that arise from
features of modern planners, such as mutexes or orderings (between goals and
initial facts). The last category contains attributes that can be instantiated af-
ter the calculation of the heuristic functions, such as the estimated distance
between the initial state and the goals. The list of the attributes and a more
detailed analysis on their purpose can be found in [2].

5 The Adaptive Multi-criteria Planner
is an extension of HAP that implements the Nearest Neighbor

machine learning algorithm in order to learn the necessary knowledge for auto-
tuning its planning parameters to best fit the morphology of each planning prob-
lem. This section presents the process of preparing the learning data for the
algorithm, the adaptation functionality of the planner when faced with a new
problem and its offline incremental training capability.

5.1 Preparing the Training Data

Training data were produced by running the HAP planner on 450 planning
problems (30 problems from each one of 15 domains) using all 864 combinations
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of values for its 7 planning parameters. For each run of HAP, we recorded the
features of the problem, the performance of the planner (steps of the resulting
plan and required planning time) and the configuration of parameters. This
process is illustrated in Figure 1.

Fig. 1. Preparing the training data

The training data were organized as a multi-relational data set, consisting of
2 primary tables, problems (450 rows) and parameters (864 rows), and a relation
table performances (450*864 rows), in order to save storage space and enhance
the search for the nearest neighbors and the retrieval of the corresponding per-
formances. The tables were implemented as binary files, with the performances
table being sorted on both the problem id and the parameter id.

One issue that had to be dealt is how to record the cases where HAP failed
to find a solution due to memory or time limitations. Note here that an upper
limit of 60 seconds was imposed on all runs of the planner. In such cases a special
number (999999), was recorded for both plan steps and planning time.

5.2 Online Planning Mode

Given a new planning problem,      first calculates the values of the problem
characteristics. Then the algorithm is engaged in order to retrieve the ids
of the nearest problems from the problems file. is an input parameter of

whose default value is set to 7 (see section 6.1). In the implementation
of we use the Euclidean distance measure with the normalized values of
the problem attributes to calculate the nearest problem.

Using the retrieved ids and taking advantage of the sorted binary file,
promptly retrieves the performances for all possible configurations in a
2-dimensional matrix. The next step is to combine these performances in order
to suggest a single parameter configuration with the optimal performance, based
on past experience of the nearest problems.

Optimal is however susceptible to user preferences, i.e. a shorter plan is usu-
ally preferred than a longer one, but there are cases (e.g. real time systems)
where the planner must respond promptly even if the plan isn’t very good.
Since, these two criteria (fast planning, short plans) are contradicting, it is up
to the domain expert to set up his/her priorities. has the advantage of



Using the Problems for Adaptive Multicriteria Planning 137

letting the user express his/her priorities through two parameters: (weight
of steps) and (weight of time). The overall planner performance is calculated
as a multi-criteria combination of the steps and time based on these weights.
Specifically, the straightforward Weighted Average method is used to obtain an
overall score from steps and time. This requires the normalization of the crite-
ria. For each problem and planner configuration, we normalize time and steps
according to the following transformation:

Let be the number of plan steps and be the required time to build it
for problem and planner configuration
First, we find the shortest plan and minimum planning time for each problem
among the tested planner configurations:

Then, we normalized the results by dividing the minimum plan length and
minimum planning time of each run with the corresponding problem value.
For the cases where the planner had not managed to find a solution, the
normalized values of steps and time were set to zero.

Subsequently calculates an overall score as the average of the nor-
malized criteria weighted by the user-specified weights:

We can consider the final 2-dimensional matrix as a classifier com-
bination problem, consisting of classifiers and 864 classes. We can combine
the decisions of the classifiers, using the average Bayes rule, which essentially
comes down to averaging the planner scores across the nearest problems and
selecting the decision with the largest average. Thus, HAP uses the parameter
configuration with the largest C:

The whole process for the online planning mode of is depicted in
Figure 2. It is worth noting that actually outputs an ordering of all
parameter configurations and not just one parameter configuration. This can be
exploited for example in order to output the top 10 configurations and let the
user decide amongst them. Another useful aspect of the ordering, is that when
the first parameter configuration fails to solve the problem within certain time,
then the second best could be tried. Another interesting alternative in such a
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Fig. 2. Online planning mode

case is the change of the weight setting so that time has a bigger weight. The
effect of the weights in the resulting performance is empirically explored in the
experimental results section that follows.

The computational cost of training the planner is zero, as no training
is involved in lazy learning approaches such as the algorithm. However,
there is some cost involved during classification, which is however negligible (1
second on a typical Pentium III system at 1Ghz), and can be reduced using
a suitable data indexing structure. In contrast, past rule learning approaches
[1], [2] exhibit a very large training time (a few hours on a typical Pentium
III system at 1Ghz) and a negligible classification time (20 milliseconds on a
typical Pentium III system at 1Ghz). Our approach sacrifices a small amount
of response time, but gains tremendously in training performance. This way
it solves the impractical problems of rule learning approaches, like incremental
training and training with user-specified weights for steps and time.

5.3 Offline Incremental Mode

can be trained incrementally with each new planning problem that
arises. Specifically, the planner stores each new planning problem that it ex-
amines, so that it can later train from it offline. As in the training data prepara-
tion phase, training consists of running the HAP planner on the batch of newly
stored problems using all 864 value combinations of the 7 parameters. For each
run, the features of the problem, the performance of the planner (steps of the
resulting plan and required planning time) and the configuration of parameters
are recorded as before.

The incremental training capability is an important feature of stem-
ming from the use of the algorithm. As the generalization of the algorithm
is postponed for the online phase, learning actually consists of just storing past
experience. This is an incremental process that makes it possible to constantly
enhance the performance of the adaptive planner with the advent of new prob-
lems. In comparison, rule-based adaptive planning approaches, require the re-
computation of the rule-base, which is a computationally expensive task.
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6 Experimental Results

The experiments presented here focus at evaluating the generalization of the
adaptive planner’s knowledge to new problems and the effect of the weight set-
tings to the resulting plan length and time. These issues are discussed in the
following subsections.

For the purpose of the experiments all the runs of HAP were performed on a
SUN Enterprise Server 450 with 4 ULTRA-2 processors at 400 MHz and 2 GB
of shared memory. The operating system of the computer was SUN Solaris 8.
For all experiments we counted CPU clocks and we had an upper limit of 60 sec,
beyond which the planner would stop and report that the problem is unsolvable.

6.1 Evaluating the Adaptation of the Planner

Examining the problem of learning to adapt HAP to new problems from the
viewpoint of a machine learner we notice that it is quite a hard problem. The
number of available problems (450) is small, especially compared to the number
of problem attributes (35). Since the training data were limited, a proper strategy
should be followed for evaluating the planner performance.

For the above reason, we decided to perform 10-fold cross-validation. We split
the original data into 10 cross-validation sets, each one containing 45 problems
(3 from each of the 15 domains). Then we repeated the following experiment
10 times: In each run, one of the cross-validation sets was withheld for testing
and the 9 rest (405 problems) were merged into a training set. The training
set was used for finding the nearest problems, and the test set for measuring
the adaptive planner’s performance. Specifically, we calculated the sum of the
average normalized steps and time. In order to evaluate the learning approach,
we calculated the same metric for all 864 static planner configurations based
on the training set and chose the one that performs best for comparison on the
test set. This is even better than having an expert choose the default parameter
configuration for the planner. We also calculated the same metric with the best
configuration that an “oracle” adaptive planner could achieve if it would always
use the best configuration on the test set. 3 sets of weights were used at each run:
a) ws=1, wt=1, b) ws=2, wt=1 and c) ws=1, wt=2. The results of each run,
were averaged and thus a proper estimation was obtained, which is presented in
Figure 3.

We notice that for all sets of weights and all numbers of nearest neighbors
the adaptive planner exceeded the best static planner configuration. The average
difference for all three settings and for the best average adaptive planner
was 0.274 which can be translated as an approximate 14% average gain combin-
ing both steps and time. If we notice the performance of the oracle planner we
can see that the adaptive planner has still the potential to improve with the use
of more training problems, but it managed to reach approximately half the gain
in performance of an “oracle” planner.
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Fig. 3. Average score of static, adaptive and oracle HAP for a) and b)
and and c) and

Fig. 4. Average normalized steps (a) and time (b) for three different weight settings

6.2 Evaluating the Effect of Weights

In order to evaluate the effect that the change of weights have in the result-
ing plans we produced the graphs depicted in Figure 4 that show the average
normalized steps and time respectively for the three different weight settings.

Figure 4a shows that giving more weight to steps (2-1), reduces the average
steps of the adaptive planner, in comparison with giving equal weights to both
steps and time (1-1). In addition giving more weight to time, further increases
the steps in comparison to equal weight setting. Similar conclusions can be drawn
from Figure 4b, which concerns planning time. These graphs empirically show
that tuning the weights has the user-desired effect on the planner behavior.

7 Conclusions and Future Work

This work has presented a methodology for multicriteria adaptive planning, using
the nearest neighbor algorithm on top of a highly adjustable planner. The
planner consults past runs on similar problems and selects the most promising
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configuration. The results show that the planner manages to adapt quite well
to new problems. One very interesting aspect is the capability of the planner
to also adapt to user preferences. The priorities of users for steps and time are
quantified through two respective weights. Experimental results show that the
use of weights results to tuning the planner towards the preferences of the users.

In the future we intend to explore the performance of the proposed method-
ology various other interesting learning problems for the planning community,
like learning from a single domain, learning from easy problems of a domain and
adapting to unknown domains. We will also investigate the exploitation of fea-
ture selection and weighting techniques to enhance the performance of the
algorithm. It is widely known that is prone to irrelevant attributes and the
large dimensionality of our problem (35) with respect to the small training set
(450) may give rise to overfitting and reduce the potential performance of our
methodology.
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Abstract. This paper deals with the problem of constructing an intel-
ligent Focused Crawler, i.e. a system that is able to retrieve documents
of a specific topic from the Web. The crawler must contain a component
which assigns visiting priorities to the links, by estimating the probabil-
ity of leading to a relevant page in the future. Reinforcement Learning
was chosen as a method that fits this task nicely, as it provides a method
for rewarding intermediate states to the goal. Initial results show that a
crawler trained with Reinforcement Learning is able to retrieve relevant
documents after a small number of steps.

Keywords: Machine learning, reinforcement learning, web mining, fo-
cused crawling.

1 Introduction

World Wide Web can be considered as a huge library of every kind of informa-
tion, accessible to many people throughout the world. However, it lacks a global
indexing system that would consist of an explicit directory of all the information
found in the Web. In order to deal with this problem, many Web tools have
been constructed that mostly try either to construct a Web directory a priori,
or respond to a user’s query about keywords contained in a Web page.

These methods usually require exhaustive crawling, an effort to traverse
as many Web pages as possible in order to maintain their database updated.
However, this procedure is very resource consuming and may take weeks to be
completed. On the other hand, “Focused Crawling” [3] is the effort to retrieve
documents relevant to a predefined topic, trying to avoid irrelevant areas of the
Web. Therefore it is more effective in finding relevant documents faster and more
accurately.

A “Focused Crawler” searches the Web for relevant documents, starting with
a base set of pages. Each of these pages contains usually many outgoing hyper-
links and a crucial procedure for the crawler is to follow the hyperlinks that are
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more probable to lead to a relevant page in the future. Therefore, the crawler
must include a component that evaluates the hyperlinks, usually by assigning
a numerical “score” to each one of them. The highest the score is, the more
probable it is that this hyperlink will lead to a relevant page in the future.

This component, the “Link Scorer” is implemented here by a reinforcement
learning (R.L.) agent. An R.L. agent can recognize different states of the envi-
ronment and for each of these states it is able to choose an action from a
set of actions A. The choice of the action that the agent will perform in a specific
state, is based on the policy of the agent and can be represented simply as a
look-up table.

Except for the agent, another important factor of an R.L. scheme, is the
environment. The environment “judges” each of the agent’s choices (actions)
by providing a numerical reward. The reward is indicative of what we want the
agent to perform, but not how it will perform it.

Based on the rewards it receives, the agent’s policy is rearranged towards the
optimal policy When a reward is given, the course of actions that the agent
has followed so far gets credit. The way this credit is distributed backwards to
the actions is determined by the specific R.L. method adopted. Moreover, the
environment makes the transition to the next state given the current state

and the action chosen by the agent.
Reinforcement learning seems to fit nicely to the task of focused crawling.

Indeed, the environment can tell the agent when it has done a good job (found
a relevant page), but not how to do it - this is its own responsibility. Moreover,
when the agent receives a reward the whole course of actions followed is affected,
and not only the last one as would be the case in a supervised learning approach.
This is a promising solution to the central problem of focused crawling, which is
to assign credit to all the pages of the path that leads to a relevant document.

Our aim is to construct a focused crawler that uses an R.L. agent to train the
“link scoring” component. This crawler should have increased ability to identify
good links, because of the R.L. scheme, and therefore become more efficient and
faster than a baseline crawler.

The next section presents a survey of the most important related work on Fo-
cused Crawling. Special attention is paid to methods engaging machine learning
and the different aspects of dealing with this problem are illustrated. Section 3
is devoted to our own approach and the issues of representing the entities of the
problem in an R.L. scheme. Section 4 describes our implementation of the R.L.
agent and section 5 presents experimental results. These results are analyzed, in
order to draw conclusions on our method, which are presented in the last section.

2 Related Work

The first attempts to implement focused crawling were based on searching the
Web using heuristic rules that would guide the choices of the crawler. These
rules are usually based on keywords found near the link and in the rest of the
page that contains it. The crawler performs a search strategy combined with the
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heuristic rules in order to follow successful paths leading to relevant pages. Such
implementations are “Fish-Search” [6] and “Shark-Search” [8].

More recent methods use information related to the structure of the Web
graph, in order to perform more efficient focused crawling. Some of these methods
take advantage of the “Topical Locality” of the Web (the property of pages with
similar topic being connected with hyperlinks [2]) and use it to guide the focused
crawler [3], Moreover, the “backlink” information (pages that link to a certain
document), provided by search engines like Google or Altavista, can be used to
generate a model of the Web-graph near a relevant page, such as in the case of
“Context Graphs” [7]. Finally, information such as contents of in-linking pages,
tokens in the URL, and contents of sibling pages, can be extracted in order to
train an agent to recognize the “linkage structure” for each topic [1].

There are also some methods that use R.L. in order to deal with focused
crawling. In [9], the crawling component is based on R.L., although some simpli-
fying assumptions are made. More specifically, in this approach the state space
has been omitted, due to high dimensionality of the data. Therefore, the agent
examines only the value of the possible actions to be taken, irrespective of the
state of the environment. The actions are represented by the different hyperlinks
that exist in a Web page, and the value of each action is estimated by a “bag-
of-words” mapping of the keywords in the neighborhood of the hyperlink to a
scalar value.

3 Problem Representation

In order to analyze the issues that arise in the representation of the focused
crawling task as an R.L. task, we should examine a small part of the Web graph,
like the one depicted in Figure 1. Each node represents a Web page and
each arc represents a link from a Web page to another. Web page  is relevant
and there is only one path, following the nodes leading to that
page.

The aim of Focused Crawling, is to be able to recognize promising links early
on, in order to follow the right path. Assume that an agent is in node and
has to choose between two links to follow, link 1 and link 3. It should be able to
evaluate those links and choose the best, which is the one that is more promising
in leading to a relevant page. In this case it should be link 1. By following this
link, the agent will now be in node  which is one step closer to the relevant
page.

Reinforcement learning seems to fit this task nicely. When the agent finds
the target, which in this case is the relevant page, all the actions that lead to
this take credit, allowing the agent to learn patterns of paths leading to relevant
pages in the Web. However, a great deal of attention must be paid to the design
of the reinforcement learning approach, in order to determine the most suitable
problem representation, the role of each unit and the environment’s behaviour.

In our approach, every Web page represents a different state The set
of actions contains the hyperlinks that exist in each page. Therefore, the agent
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Fig. 1. A small part of the Web graph

being in state (Web page), must choose among the actions that exist for this
state i.e. the hyperlinks found in this Web page. This action leads
to another state and a numerical reward, is given to the agent. This
reward is +1 in case the Web page the agent has moved to is relevant, and 0
otherwise.

The aim of the R.L. agent is to maximize the reward it accumulates over the
long run. This quantity is called the Return, and is defined as follows:

where  is a discount factor, denoting the importance of recent rewards compared
to older ones.

In order to find a policy, i.e. a mapping from states to actions, that would
maximize the Return, the agent must be able to evaluate each state according
to that criterion, as follows:

which is called the state-value function for policy In our case, the state-value
function represents the possibility of a Web page being on a path to a relevant
page. Therefore, a page with high state-value is preferable to a page with a lower
one. When the agent must make a decision upon which hyperlink to be followed,
it needs to estimate the state-value of the page pointed to by the hyperlink,
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termed the outlink page here. In other words, being in state the agent needs
to find the action that leads to the state with maximum value:

This estimation can be achieved either by estimating the values of all the
possible next states, e.g. by fetching and evaluating all the outlink pages, or by
estimating the value of the actions themselves, i.e. evaluating the hyperlinks,
rather than the pages they point to.

Fig. 2. A search tree of Web pages

This process is illustrated schematically in Figure 2, which depicts the out-
link structure by a tree and our purpose is to find the best search strategy for
relevant pages. The successful route is denoted by a dotted line. Starting from
the root page (level 0) the agent needs to evaluate the pages on the next level
and choose the best, according to the value function. Being in a node at level
it evaluates only the children of this node at level As the experience of
the agent grows it will become easier to find the right path in an efficient and
cost-effective way.

4 Implementation

In order for an R.L. agent to be implemented, there are many practical issues that
need to be considered. One is the dimensionality of the state-space. In our case,
each state (Web page) is represented by a feature vector of 500 binary values.
Each value corresponds to the existence or not of a specific keyword, which is
important for the classification of a page as relevant or not. This makes up a space
of approximately  different states, that can not be examined separately
in a tabular policy format. Therefore, a function approximation method must
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be employed, where the features of each state are used as the input, and the
estimation of the state-value as the output of the function.

The method chosen for our experiments was Temporal Difference Learning
with eligibility traces and gradient descent function approximation [11].
Temporal Difference is a very commonly used method for R.L. Eligibility traces
are used to implement a faster version of TD, where a fewer number of
episodes is required to train the agent.

Moreover, a neural network is trained to estimate the values of different
states, since their dimensionality does not allow a direct mapping. This neural
network receives a training instance at each step of the crawling process. The
input vector represents the features of the current Web page and the output the
estimated state-value of that page, based on the reward that is received. The
reward takes the value 1 or 0 according to whether the page is relevant or not.
Implementing each synapse is associated with its weight and its eligibility
trace, which captures the discounted reward provided by the R.L. policy. These
parameters, weights and eligibility traces, are updated, in order to ensure that
the network gives credit to all the actions of a successful course.

The agent operates in two modes: “training” and “crawling”. During “train-
ing” the agent executes a number of episodes, usually from 1000 to 10000, start-
ing from a root page and following hyperlinks randomly, until it completes a
number of steps (e.g. 10), or until it finds a relevant page. At each step, the
agent is in state and performs action receiving a reward according to
how good the action was (led to a relevant page or not). The reward along
with the features representing state are fed to the neural network. Since the
neural network is enhanced with eligibility traces, it gradually learns to evaluate
a state’s potential of leading to a relevant page, not only immediately but also
in the future.

In the “crawling” mode, the agent is embedded in a crawler, which maintains
a list of hyperlinks and their scores. Starting from a “root” page, the crawler
evaluates all the outlinks using the trained neural network. These hyperlinks
with their scores are added to the list. The crawler selects the hyperlink with
the highest score, examines whether it is relevant or not, and extracts and eval-
uates their outlinks in order to store them in the list. The process ends when a
predefined number of pages have been visited.

In order to evaluate outgoing links at each step, there are two alternative
approaches that can be followed. The first is to fetch all the outlink pages and
estimate their state-values. This is referred to hereafter as the “original lookahead
method”. However, this one-step lookahead causes a computational overhead,
because the crawler is obliged to fetch all the outlink pages, even though it may
decide not to follow most of them. Since the performance of a crawler is usually
measured according to the number of pages that have to be visited until the
relevant pages are found, this overhead cannot be ignored. Therefore, it would
be desirable to have a variant of the original method, that is able to assign scores
to links without having to visit them first.
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This is realised by using the score of the current page as an approximation of
the score of the pages that it links to. The crawler first examines the root page
and assigns a score to it using the same procedure as in the original method.
However, it does not fetch outlink pages and examine their contents. Instead,
they immediately inherit their parent’s score before being added to the list. Then,
the crawler chooses the page with the highest score and visits it. When a page
is found that has already been scored and needs to inherit a new value (multiple
inheritance from more than one parents), the average of all the previous scores is
used. This approach is referred to hereafter as the “variant without lookahead”.

5 Experiments

5.1 Setup

The data used for the experiments are those used in the domain of the mul-
tilingual information integration project CROSSMARC [4,10], for the English
and Greek language. CROSSMARC examined two thematic domains: “laptop
product descriptions” and “job adverts on corporate Web sites”. The latter do-
main is considered here.

The datasets used in the experiments represent Web sites containing pages
of the specific domain for the two languages. The characteristics of the datasets
are shown in Table 1 and Table 2.

One characteristic of the domain that makes it particularly challenging for a
focused crawler is the small proportion of relevant pages in each dataset. This
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situation, however, is very realistic, given the vastness of the Web, in which a
crawler operates. Furthermore, it should be noted that the Greek datasets are
generally larger and contain more relevant pages.

In order to present objective and comparative results, cross-validation is used
according to the following procedure:

Given different datasets, a separate Neural Network with eligibility traces
is trained on each one of them.
After the training has been performed, each dataset passes through the
crawling phase as follows:

The selected dataset is crawled, using an average of the value functions
of the remaining Neural Networks.
The crawler’s performance is calculated as a cumulative count of the
number of relevant pages found at each navigation step.

The procedure continues until all the datasets have been tested.

5.2 Experimental Results

The experiments were run for 1000 episodes with a maximum of 10 steps each.
Figures 3 to 6 depict the percentage of the relevant pages that were found
by the algorithm against the percentage of the pages visited, for the various
methods. Each point represents the number of pages that have been examined
so far (x-axis) and the number of relevant pages that were discovered until then
(y-axis). Therefore, lines positioned in the left side of the graph represent better
performance (more relevant pages found earlier). Also, the fewer relevant pages
a dataset has, the steeper the line is, since there are less points in the graph that
denote the discovery of a relevant page.

Figures 3 and 4 present the results for the English sites. Both methods
perform better in the “Quarry” dataset, followed by “En-vivo”, “ApcInc”, “Har-
monia” and finally “Rowan”. Although the variant method performed worse in
the “Quarry” dataset than the original one, it was better in the other datasets.
However, since “Quarry” was the only dataset containing more than one relevant
pages, it represents a more realistic situation, while the other datasets can be
considered problematic.

Figures 5 and 6 present the graphs for the Greek sites. The original method
performed better for the “Forthnet” dataset, while the variant in all the other
datasets. Moreover, the Greek datasets are much larger, with various graphi-
cal structures (number of outlinks) and thus pose a more realistic evaluation
scenario.

Using the same datasets used in CROSSMARC, which is a variant of the
method presented in [9], produced the results shown in Figures 7 and 8. In
the English datasets, CROSSMARC’s crawler performed better on large data-
sets, such as ‘Harmonia”, and “Quarry”, while its performance was worse in the
rest of the datasets, being worst in the “En-Vivo” case. For the Greek datasets,
the performance of the CROSSMARC’s crawler is similar to our method, being
better in some datasets and worse in others.
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Fig. 3. Results for the original lookahead method – English

Fig. 4. Results for the variant without lookahead – English

It should be noted that the results for the original lookahead method are not
directly comparable with the other two methods. This is because the lookahead
method has to visit more pages en route to the relevant page.

Despite this fact the lookahead method seems to be worse than the other two
methods in most cases. Therefore, the additional computation is not justified.
Among the other two methods, no clear conclusion can be drawn about which
of the two is better. However, the fact that the two methods are based on the
R.L. principle, combined with the fact that they seem to complement each other
in terms of performance, indicates a potential synergy among them.

6 Conclusion

This paper dealt with the problem of Focused Crawling using an intelligent
crawling agent based on Reinforcement Learning. A crawler must be able to
recognize patterns within the Web graph and make the right choices in order to
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Fig. 5. Results for the original lookahead method – Greek

Fig. 6. Results for the variant without lookahead – Greek

be efficient and cost-effective. Reinforcement learning was chosen because it is
a method that allows an agent to accumulate knowledge by experimenting with
the environment, without using direct supervision. It seems to be appropriate
for the task of Focused Crawling where success can be recognised but detailed
guidance to this success cannot be provided, as would be required by a supervised
learning approach.

The results of the experiments show that reinforcement learning is a good
choice for this task. Indeed, in most of the cases only a small number of steps
was required in order to retrieve all the relevant pages.

Further work includes further experimentatin and potential extension of the
method, incorporating features of the method used in CROSSMARC’s crawler.
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Fig. 7. CROSSMARC’s Crawler – English

Fig. 8. CROSSMARC’s Crawler – Greek
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Abstract. Single classifiers, such as Neural Networks, Support Vector Ma-
chines, Decision Trees and other, can be used to perform classification of data
for relatively simple problems. For more complex problems, combinations of
simple classifiers can significantly improve performance. There are several
combination methods, like Bagging and Boosting that combine simple classifi-
ers. We propose, here, a new meta-classifier approach which combines several
different combination methods, in analogy to the combination of simple classi-
fiers. The meta-classifier approach is employed in the implementation of a
medical diagnosis system and evaluated using three benchmark diagnosis prob-
lems as well as a problem concerning the classification of hepatic lesions from
computed tomography (CT) images.

Keywords: machine learning, neural networks, diagnosis

1 Introduction

It is well known, that classifier combination approaches can provide solutions to tasks
which either cannot be solved by a single classifier, or which can be more effectively
solved by a multi-classifier combination scheme. The problem is that we do not know
from the beginning which is the best classifier combination method for a particular
classification task. In this work, we try to solve this problem by developing a new
methodology that combines different combination methods in order to get better per-
formance compared to each individual method. More specifically, in analogy to the
combination methods considered, which combine simple classifiers, the proposed
meta-classifier approach combines these methods at a higher level aiming at the best
classification performance.

For the evaluation of our approach, we created a medical diagnosis system to clas-
sify medical data that have been collected and appropriately inserted into a knowledge
base. The basic components used in the system are classifiers such as Neural Net-
works [18], Support Vector Machines [15, 21, 22] and C4.5 Decision Trees [5, 16,
17] along with different combination methods, such as Bagging [4] and Boosting [6,
7, 8, 9]. The key feature of the system, from a technical point of view, is that it in-
volves an extra level above the combination of simple classifiers. Specifically, the
lowest level consists of simple classifiers, whereas in the middle level there are com-
bination methods that combine the classifiers of the level below. Such methods are
Bagging, Boosting and a fuzzy multi-classifier algorithm (FuzzMCS) [10]. The upper

G.A. Vouros and T. Panayiotopoulos (Eds.): SETN 2004, LNAI 3025, pp. 154–163, 2004.
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level represents the proposed meta-classifier approach that combines different meth-
ods of the middle level. The final decision of the system may be a class label with the
corresponding reliability measure or a class probability. Four combination schemes of
the combination methods are tested, namely, simple and weighted voting each using
class labels or class probabilities. A different meta-classifier module is created for
each diagnosis problem.

The meta-classifier is composed of the three levels mentioned above and operates
in two phases. The first is the training phase during which the system is trained on
known data for the problem. Additional parameter adaptation is embedded in the
training phase which enables the system to select its parameters by its own and, thus,
work autonomously without any intervention. Moreover, this feature allows the sys-
tem to work properly for different medical diagnosis problems in a dynamic way.
After training, the main working phase follows during which the system operates for
the classification of new unlabeled data. The system has been empirically evaluated
on known benchmark diagnosis problems as well as on the classification of hepatic
lesions from computed tomography (CT) images [11].

As for relevant work done before, an example of an automatic diagnosis system is
reported in [13]. This system tries to adapt the ECG processing and classification
according to the patient. It uses a Mixture:of-Experts approach in which a Global
Expert classifier is trained on a big ECG database and a Local Expert classifier is
trained on a special recording of the patient’s ECG. The adaptation in this case is
based on the wide experience acquired by the database. Another system [23] is pro-
posed as a general structure which allows the rule extraction of a decision. This is
done by ensemble combining of Neural Networks (generalization ability) and C4.5
Decision Trees (rule readability). After experimentation, the performance of this sys-
tem proved to be not reliable.

2 Meta-classifier

The meta-classifier approach extends the notion of multi-classifier combination
schemes by combining methods instead of simple classifiers. While, in other words,
combination methods such as Bagging and Boosting, take into consideration the deci-
sions of different simple classifiers, such as Neural Networks, Support Vector Ma-
chines or Decision Trees, the meta-classifier combines the decisions of several differ-
ent combination methods.

From an operational point of view, a specific method creates and trains a popula-
tion of classifiers using training data for a particular problem. Then, for each new
pattern presented to the system, each classifier assigns it to a class and, finally, the
method reaches its decision by estimating which is the most probable class for the
pattern, according to the decisions of the classifiers [2, 12, 14, 19]. If we consider this
procedure as a compact module referred to as combination method, then the meta-
classifier repeats the latter steps using combination methods instead of classifiers.

The motivation for the development of a meta-classifier approach is twofold. On
the one hand, it is well known that, for complex problems, combination methods
perform better than simple classifiers. Thus, it might be possible to further enhance
performance by proceeding one step beyond that and combine combination methods.
On the other hand, for a particular problem, there can be no prior knowledge of which
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is the best method to use. It must be noted here that the selection of the best method
for a particular classification problem is a time-consuming procedure and sometimes
yields only indicative results. By using the combination of these methods in a meta-
classifier approach, we might be able to eliminate this difficulty and obtain good
performance without needing to select the best method.

3 Combination of Combination Methods

Let us consider a classification task with C classes. First, we apply M different meth-
ods to solve the problem, each of which points to one of the C classes, thus providing
an output vector with elements i=1,...,C, where or depending on
the method. In the first case, each can be considered as a probability measure for
the corresponding class, whereas,. in the latter case, the values correspond to class
labels (as only when the pattern x belongs to class i).

In what concerns the combination of the methods, four different schemes are con-
sidered depending on the type of the output, as above, as well as on the vot-
ing/averaging technique, simple or weighted.

In weighted schemes, the weights correspond to a reliability measure assigned to
each method, extracted from the error made on test data. We have selected this reli-
ability to be calculated as 1 - test error rate. As the error rate falls into the [0,1] range,
the reliability will be in the same range (the smaller the test error rate, the higher the
reliability of the method).

Simple or crisp voting is a simple majority voting based on the decisions of the
methods. The class with most votes will be selected as the class for the corresponding
pattern.

In weighted voting, we assign a weight to each method, corresponding to its reli-
ability as described above, and count the votes taking into account the weights

For simple averaging, the final decision will be computed by the relation

. For weighted averaging, a normalized weighted sum is computed

using the weight m=1,…,M, for each method:

So, we have four different combination schemes, crisp voting (class labels without
weights), weighted voting (class labels with weights), average class probabilities
(class probabilities without weights) and class probabilities weighted sum (class prob-
abilities with weights).

4 Medical Diagnosis System

In this section, we describe the medical diagnosis system based on the meta-classifier
approach. The system is designed to receive pre-processed arithmetic data. More
specifically, the data are row vectors and each row corresponds to a pattern with the



A Meta-classifier Approach for Medical Diagnosis 157

values of the features and the label of the class. In the following, we present some
special features of the system, pertaining to its hierarchical organization, automatic
adaptation to the problem and parallel operation.

4.1 Hierarchical Organization

The system includes three types of modules that perform classification. The first type
concerns simple classifier modules, like MultiLayered Perceptrons (MLPs), Support
Vector Machines (SVMs) with RBF kernel, SVMs with polynomial kernel and C4.5
Decision Trees. The second type concerns combination methods that combine the
above simple classifiers. Three algorithms are used in this system, namely Bagging,
AdaBoost.M2 [9] and the FuzzMCS method that uses both supervised and unsuper-
vised learning. Totally, ten methods are formed (each algorithm with each classifier
type, excluding the use of SVMs of both types with AdaBoost.M2). The most com-
plex module of the system is the meta-classifier that combines the ten methods. Gen-
erally, the modules of each level are controlled by those of the immediately upper
level and control those of the lower level. This hierarchical organization allows sim-
plicity of operation and easiness of expansion to use more methods or classifier types.

4.2 Automatic Adaptation to the Problem

A very attractive feature of the system is its ability to adapt itself to the problem for
which it is created. This means that some parameters are chosen automatically, ac-
cording to the performance on a validation set. For tuning the values of these parame-
ters, the system uses half of the patterns of its training set as a validation set. Each
classifier and each method are validated by selecting different values for their pa-
rameters. At the end, the set of parameters giving the best performance is selected.
The range of parameter values that are going to be tested is properly predefined so as
to cover most cases. After selection of parameter values, the system is supposed to
have adapted itself to the problem and it is ready to be trained. Due to automatic adap-
tation, the system does not need an expert’s opinion to tune it before putting it to
work. So, a doctor can use the system without necessitating technical knowledge and
is able to create anytime a new system for a new diagnosis problem.

Specifically, for the simple classifiers, the parameters concern their structure or
their training algorithms. We chose to have only one parameter undefined for each
type of classifier. For Multilayered Feed-forward Neural Networks it is their training
epochs, for Support Vector Machines with polynomial kernel it is the degree of the
polynomial, for Support Vector Machines with RBF kernel it is the dispersion of the
exponential. The exception is the C4.5 Decision Trees that are completely defined
irrelevantly of the problem. For the methods, there is only one parameter to tune and
this is the number of sub-classifiers combined by the method. Originally, values that
lead to small training times are selected. After the initialization, the values are gradu-
ally increased. The number of trials allowed is limited. Once this number is reached,
no more trials are performed and the best values until then (with the lowest validation
error) are kept.

Now, for the combination methods, we start with 2 classifiers in the ensemble (the
lowest possible) and on each trial we increase the population by 1 until a maximum of
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30 (according to experimental results reported in [3], 20 to 25 classifiers are usually
enough) classifiers is reached.

4.3 Parallel Operation

The system has been constructed in such a way so as to have the ability of parallel
operation from the upper to the lower level of hierarchy. In a parallel environment, all
methods are trained simultaneously and independently, so the training time will be
that of the slowest method. The same is the case when the system classifies new pat-
terns, after training is completed. The third level of hierarchy (simple classifiers) also
supports parallelism. Each classifier used by a method works independently of the
others. The only exception is in the case of the AdaBoost.M2 method, where the train-
ing of the classifiers must be done in a serial way. With parallel organization we have
significant reduction in time complexity, particularly in training, which is the most
time-consuming phase. The trade-off for this gain is the increased computational
resources needed. The implementation of this operation has been done using Java
threads. However, the experiments that we present later were held on a single-
processor system that does not take advantage of the parallelization abilities. On a
multi-processor system the time needed would be severely reduced.

5 Experimental Results

We evaluated the system on three well-known benchmark medical problems from the
UCI data repository [20], namely diabetes, breast-cancer and new-thyroid. Also, we
tested the system on a problem concerning the classification of hepatic lesions from
computed tomography (CT) images. The goal of this experimental study is to discover
whether the meta-classifier approach exhibits better performance than the best single
combination method or, at least, if we can use it in order to avoid searching for the
best method for a particular problem. The comparisons are based on the test data
available for each problem and the evaluation of the performance concerns the errors
made in the classification of the test data.

More specifically, for each of the four problems, we create and train ten different
meta-classifier systems. In the beginning of the training, the data sets are shuffled and
divided into two parts. The first two thirds will compose the training set while the
remaining one third will form the test set. Due to the shuffling originally done, these
sets are different for each trial. At the end of training, the test error is extracted for
each method used. As described in Section 3, four different combination schemes are
considered and at each trial the test error is estimated for each scheme. By that, at the
end, representative average error rates are formed, so as to compare not only the per-
formance of the methods but the different combination schemes as well. Also, as
described in Section 4, each meta-classifier system combines ten different combina-
tion methods.

In the next sub-sections, we briefly describe each problem and present experimen-
tal results. In the tables, we are using the numbering (1,2, ...,10) to denote the meth-
ods as follows: 1-Bagging with MLPs, 2-Bagging with SVMs having polynomial
kernels, 3-Bagging with SVMs having polynomial kernels, 4-Bagging with C4.5
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Decision Trees, 5-AdaBoost.M2 with MLPs, 6-AdaBoost.M2with C4.5 Decision
Trees, 7-FuzzMCS with MLPs, 8-FuzzMCS with SVMs having RBF kernels, 9-
FuzzMCS with SVMs having polynomial kernels, 10-FuzzMCS with C4.5 Decision
Trees. Similarly, the combination schemes will be denoted by the letters (A, B, C, D)
as follows: A-Crisp voting, B-Weighted voting, C-Average class probabilities, D-
Class probabilities weighted sum.

5.1 The Diabetes Problem

The first benchmark problem concerns diabetes diagnosis in female members of the
Pima Indian tribe of America. The data of the problem consists of 768 different pat-
terns. Each of them has 8 arithmetic features (there are no missing values) and one
class label, diabetic or not. Out of the 768 patterns, the 500 are for not diabetic behav-
ior. The two thirds of the original data will compose the training set and the rest will
be the testing data. The original data set is shuffled for each of the ten trials and the
error rate is computed. Table 1 presents the results (mean, min and max values) for
each of the ten methods combined and for each of the four combination schemes. The
numbers presented are per cent rates.

We first observe that Bagging with SVMs having RBF kernel has the best per-
formance with an error rate of 23.7%. On the other hand, the best combination
scheme for this problem is crisp voting with 23.6% error rate. We can observe that, in
this case, the combination of the methods (meta-classifier) performs better than the
best method by 0.1%.

5.2 The Breast-Cancer Problem

The breast-cancer problem is about the diagnosis of malignance of breast tumors. The
data come from the University of Wisconsin. There are in total 699 patterns, each
having 10 integer features (values between 1 and 10) and a class label (malignant or
benign tumor). Out of 699 patterns, 458 are benign whereas the remaining 241 are
malignant. The trials are performed in the same way as for the previous problem and
the results are presented in Table 2.
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We can observe that, in this case, the best methods are AdaBoost.M2 with MLPs
and FuzzMCS with SVMs having RBF kernel, each yielding 4% average error rate.
The best combination schemes are those that use class probabilities with 3.5% error
rates. This means that the performance of the best combination scheme is better by
0.5% than the best method. This is a considerable improvement since the error rates
for this problem are generally small and it is difficult to decrease them significantly.

5.3 The New-Thyroid Problem

The third benchmark problem used to evaluate the meta-classifier is the so called
new-thyroid. This problem concerns the characterization of the functionality of the
thyroid under three possible states: normal, hypothyroid and hyperthyroid. The data
set includes 215 patterns each of which has 5 continuous arithmetic features. Out of
them, 150 are normal, 35 are hyperthyroid and 30 are hypothyroid. The results of the
ten trials are shown in Table 3.

The FuzzMCS method with C4.5 Decision Trees is the best for this problem with
an 1.4% error rate. The best combination technique is crisp voting with 1.5% average
error rate. In this case, the meta-classifier approach is slightly worse than the best
method but achieves performance very close to that.

5.4 Classification of Hepatic Lesions from Computed Tomography (CT) Images

Apart from the three benchmark problems on which we have tested the system so far,
another problem concerning classification of hepatic lesions is used to evaluate the
meta-classifier. The data for this problem come from Computed Tomography (CT)
images, acquired at the Second Department of Radiology, Medical School, University
of Athens [11] and they are not widely available with responsibility of the source. A
total number of 147 images were acquired corresponding to 147 different patients.
Out of them, 76 are healthy, 19 have cysts, 28 hemangiomas and 24 hepatocellular
carcinomas. So, it is a problem with four classes and 147 different patterns. Each
pattern has originally 89 features, but, by using genetic algorithms for dimensionality
reduction (the procedure for this is described in [11]), 12 features are selected and
used. The results of the experiment are presented in Table 4.
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The best method for this problem is FuzzMCS with MLPs as classifiers yielding
26.7% error rate. As long as the combinations are concerned, the best one is weighted
voting having 24% error rate. This performance is significantly better than that of the
best method, pointing that the use of the meta-classifier is beneficial to the classifica-
tion. Moreover, we observe that every combination scheme is better than the best
method, which means that whatever is our combination choice, the performance of
the meta-classifier will be high. We underline that, in general, the performance of the
classification for this problem can be better if we use all 89 features or at least a more
representative subset than the 12 finally used. However, having in mind that the com-
parison was our objective in this experiment, the use of 12 features was considered
adequate.

6 Conclusions

In this work, a new methodology has been developed which combines several differ-
ent combination methods, in analogy to the combination of simple classifiers by these
methods, in an attempt to get better performance results than the best individual
method. The aim of this meta-classifier approach is to combine combination methods
in an efficient way improving performance and to avoid the selection of the best com-
bination method - as we do not know in advance which the best one is. The latter
involves time-consuming experimentation and depends on the complexity of the prob-
lem.

The proposed meta-classifier approach was implemented in a medical diagnosis
system and evaluated on three benchmark diagnosis problems and a problem concern-
ing the classification of hepatic lesions from computed tomography (CT) images. The
first conclusion is that on average, the best combining method out of the four tested
for the combination of the methods in the meta-classifier is the second in turn, the
weighted voting. Despite the fact that it is outperformed by the first method (crisp
voting) in the diabetes and the new-thyroid problem by 0.1%, it is considerably better
in the hepatic lesions problem. These two methods are slightly worse than crisp and
weighted averaging only in the breast cancer problem, a fact indicating that voting
performs better than averaging. Generally, however, the best combination method
depends each time on the particular classification problem. Comparing the perform-
ance of the weighted voting with that of the best method each time, in the diabetes
problem the error rates are equal, in the breast cancer problem there is an enhance-
ment of 0.4%, in the new-thyroid problem the combination is worse by 0.2% and in
the hepatic lesions problem a significant improvement of 2.7% is observed. So, the
main conclusion is that the combination of the combination methods enhances per-
formance. In some data sets, the test error rate is on average lower than that of the
best individual method used. When this is not the case, the combination exhibits per-
formance analogous to that of the best method. Practically, this implies that -in the
worst case- the combination of combination methods has almost the same perform-
ance as the best method. This allows us to avoid the search for the best method and
directly use the meta-classifier method expecting to obtain the best performance.
Ultimately, the system is a medical diagnosis aiding tool which provides to the doctor
a suggestion-opinion along with a degree of reliability.
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As for the future work that can be done, first of all we can test the system on a
multi-processing environment, which is expected to severely reduce the time needed
for training. Also, we can try to expand the range of types of simple classifiers used in
the lower level of the system (for example we can use RBF Neural Networks). The
same can be done for combining methods (for example we can use Mixture-of-
Experts approaches). Another issue that might be possible to study would be the ef-
fect of the combination through a gating network properly trained instead of the vot-
ing or averaging combination methods used so far.
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Abstract. Post and prior to learning concept perception may vary. Inductive
learning systems support learning according to concepts provided and miss to
identify concepts, which are hidden or implied by training data sequences. A
training instance, known to belong to concept ‘A’ either participates in the for-
mation of rule about concept ‘A’ or indicates a problematic instance. A test in-
stance known to belong to concept ‘A’ is either classified correctly or misclassi-
fied. Yet an instance (either training or test) may be pointing to a blurred
description of concept A and thus may lie in between two (or more) concepts.
This paper presents a synergistic iterative process model, SIR, which supports
the resolution of conflict or multi-class assignment of instances during inductive
learning. The methodology is based on two steps iteration: (a) induction and (b)
formation of new concepts. Experiments on real-world domains from medicine,
genomics and finance are presented and discussed.

1 Introduction

Equivocal association of a training example with a rule during inductive learning spots
vagueness about the concept the example manifests. The rule points to a class, which
covers examples that belong also to other classes. A majority metric is often used to
tag the rule to a single concept (or class). Majority often refers to the number of ex-
amples (or cases) covered by the rule. Thus a rule that covers 10 cases known to be-
long to class A and one example known to belong to class B would be tagged as a rule
associated with class A. Although equivocal rule(s) – case(s) association may happen
for a variety of reasons it may also point out to the existence of concepts, which lie in-
between the concepts steering learning in the first place. Equivocal rule learning may
also be attributed to data inconclusiveness (this means that some essential features are
missing from concept and case representation), tuning of generalization heuristics used
in learning, or noisy training cases. Attempts to rectify multi-class assignment include
addition or deletion of attributes, attribute-values and training cases, [2], [14].
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In between concepts may reflect a tacit property of the domain over which learning
is directed. For example, in a medical domain in-between concepts may either reflect
uncertainty about the status of the patient at some point of clinical decision making, or
because of a wealth of data (such as the gene-expression data), which point to in-
between concepts for molecular-based disease characterization [5], [9]). In financial
decision making in-between concepts may point to a firm, which is neither excellent
nor very good, but it is in between excellent and very good.

Literature has focused more on accuracy and rule comprehensibility and has not
addressed in-between class resolution. Borderline concepts are discussed in [7], yet no
formal procedure has been established to support identification and modeling. In [8] it
is suggested the use of a dummy feature to resolve borderline concept conflict in
medical decision making; however, his approach sheds light on the cause of learned
rule ambivalence, but does not support identification and modeling of the intrinsic
features of in-between concepts and cases.

Fig. 1. The diagram presents an in-between or borderline concept, which lies between concepts
A and B. The shaded area corresponds to the new concept description. SIR supports learning of
the “in-between” concept description.

In the present article we elaborate on an iterative learning process, which copes
with equivocal (or multi-class) rule(s) – case(s) association. Objectives are twofold:
(a) to present, and demonstrate a methodology for inventing in-between hidden classes
that could explain and model multi-class assignment; and, (b) to identify representa-
tive and borderline cases. We support our approach by coupling the learning process
with multi-class resolve heuristics reflecting respective domain dependent background
knowledge. Work reported herein conceptually links with earlier research by [17] and
practically focuses on the identification of in-between concept description along lines
suggested in Figure 1.
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Section 2 overviews the methodology Synergistic Iterative Re-assignment (SIR)
learning process principles and SIR heuristics. Section 3 summarizes the implementa-
tion of SIR to two learning frameworks: rule induction and similarity based learning.
Section 4 presents results from extensive experimentation using medical and financial
decision-making domains. We conclude the paper in section 5 by discussing the im-
portance of our work for vague concept modeling and decision support, and by sug-
gesting areas for future work.

2 Methodology: The SIR Process

To present our methodology in a formal way we adopt special notation and introduce
definitions, which are presented in the lines that follow.
Definition 1. Let E = {1,2, ..., n}, be the sets of cases and classes,

with cardinality and respectively. The combined or, in-between
classes of C are all the members of CC = C × C, denoted with for

represents the original single-class Note that and represent different com-

bined classes. Furthermore, as a member of CC, represents the null-class, denoted
with A default rule equalizes the null class with a class from CC. Thus, the set CC

contains a total of combined classes.
Definition 2. Let E, n, k, and CC as defined in Definition 1. A state, s(E), is a n places
ordered vector: where, CC, is the class (original or

combined) assigned to case i, Each case may be assigned to one of the

classes, concluding into a set, S(E), of at most states for E.

Definition 3. Algorithm function, is defined as with values,

Function encodes both induction and execution (deduction) phases of a learning
algorithm and operates (runs) over the set of training cases. We execute learning out-
come over the same set of cases in order to classify them. So, from a state s(E), a new
state is reached. In-between class invention follows from the intuitive observa-
tion that the user will tend to solve the puzzle. This intuition supports class invention
strategically. It also positions it as a post-processing operation coupling learning out-
come with background knowledge specifics that the learning system is unable to ex-
ploit in the first place. The operation ends either when the user achieves a desired
learning aspiration threshold or when further improvement is not possible.

Definition 4. The resolve function over the set of combined class CC is defined as
follows: with values,

Function takes as input two single- or, combined-classes form set CC, and outputs
a respective class from CC. For example, resolves between classes and

by inventing and forming a new combined class to be assigned to a multi-

classified case. As a further example, takes as input one single-, and
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one combined-class and resolves them to the single-class Function operates

on a set of cases E to generate a state s(E) of E. Application of on s(E ), may result
to a new resolve state of E, namely:

The instantiation of the resolve function is totally dependent on domain specifics
and user’s requirements. For example, presupposes some form of back-
ground knowledge that resolves multi-class assignment in favor of their common class
assignment is a common part for both and Note that only 2-place com-
bined classes are allowed. Furthermore, CC is defined to hold all the 2-place com-
bined classes from C. As it will be shown in the sequel, the user is allowed to consider
and define just a subset of these classes. In the current version of the SIR process a
simple default rule strategy is followed. As an example assume a 4 class domain
where, class is not declared as a valid combined class. When a case is pre-assigned
to class and the learning outcome classifies it as the adopted default resolve rule

operation assigns to the case its incoming (original) class, In a medical domain
where, two or more diseases share common symptoms, an in between concept formed
by the combination of two or more diseases is conceptually valid in the early stages of
the diagnostic process, manifests lack of knowledge, and may be interpreted as a do-
main dependent heuristic steering the diagnostic process. On the contrary, an in be-
tween concept, formed by the combination of completely separable diseases may not
be considered as valid and should not be declared as a conceptually valid class.

Now we are in the position to define the core function of the SIR process which,
encompasses the consecutive application of both and – see Figure 2.

Fig. 2. The Synergistic Iterative Re-assignment (SIR) algorithmic process.

Definition 5. Transform function is defined as follows: with
values, the resolve state of E after applying
algorithm on state s(E), producing state s’(E), and then applying on state s’(E).

Function implements the kernel of the SIR process. Applying it iteratively, a se-
quence of ordered resolved states, is generated where, and repre-

sents the transform of By definition 2, a maximum of states of a set of cases E

could be generated. Without loss of generality, we may assume that the starting state,
corresponds to the given training set of cases. Then, after at most application of
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the original state will repeat again and from that point an identical sequence of
states will be generated. We consider the state before the repeated one as the terminat-
ing or, the final state. Each of the subsequent generated states encompasses invented
in-between classes, which are linked to respective cases. Then follows induction over
the new set of classes, rules are induced and cases are mapped to rules. At the final
state the remaining in-between classes are not only explainable but, could be also
considered as the only combined classes that are conceptually valid for the modeling
of the application domain. In Figure 2, above, the pseudo-code of the SIR process is
shown.

3 SIR and Learning Algoritms

The generality in the definition of the algorithm function allows for different imple-
mentations of the SIR process itself. That is, different inductive learning algorithms
could be used as the base framework for implementing the SIR process. Up to now we
have used the CN2 rule induction system [3], and a simple instance-based learning
(IBL) process [1], as our base frameworks.

CN2/SIR: SIR can really operate and proceed to “in-between” class invention only
if the inductive algorithm allows for borderline case identification and induction of
respective multi-class rules. CN2/SIR coupling is most suitable for domains where,
the classes themselves are ordered. For example, consider a domain with three
classes, and where, is a conceptually valid ordering

of classes. Then the following valid combined classes are defined, accompanied
with respective ground resolve function heuristics:

IBL/SIR: Assume a domain with m attribute-values and C class-values. Then, a
number of C, m-places ordered class-vectors is formed, one for each class-value.
Each place of the class-vector holds a weight for the respective attribute-value;
e.g., Class Weighted Relevant Vector (CWRV). An ordered case vector is formed.
The case vector is also an M-places vector, but now the value for each place is bi-
nary, i.e., in {0,1}, depending on the occurrence or not, of the specific attribute-
value in the case. Various techniques exist for computing attribute-value weights.
Here we rely on a well known, and widely used, metric borrowed from information
retrieval [12], which is based on a separation between relevant and non-relevant
collections of documents. Cases assigned to one class correspond to the relevant
documents and all other cases correspond to non-relevant documents -- see contin-
gency matrix in Table 1, and the class attribute weight value is assessed – see

formula (1) and a class-weighted vector (CWRV) is formed for each of the relevant
classes. Classification is based on similarity match between the binary vector rep-
resentative of the case and the respective CWRVs.
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4 Experiments and Results

In this section we examine and demonstrate the behavior and utility of the SIR proc-
ess. First, we demonstrate the use of SIR on three real world domains: (i) venture
capital assessment (VCA), (ii) treatment of acute abdominal pain in children (AAPC),
and (iii) diagnosis of leukemia types (LEUK). The VCA domain is representative of a
diverse range of such domains all of which belong to the area of financial decision-
making and share a basic characteristic, their concept classes are ordered. The AAPC
is an indicative medical decision-making domain where, the alternative therapeutic
decisions cannot be clearly distinguished in the early stages of the diagnostic process.
The LEUK domain is a domain from molecular biology; the classification task con-
cerns the ability to predict the disease-type class of patients’ tissue-samples based on
their gene-expression profiles.

Venture Capital Assessment (VCA): Venture capital decision-making represents a
complex, ill-structured decision-making task, [15]. The exemplar presented in this
section draws from a real world venture capital assessment discussed in [13]. The task
is to rank order 25 firms, seeking venture capital by using nine criteria. Firms are
evaluated each with respect to the nine criteria and placed into one of nine classes, see
Table 2. Assignment of firms to the nine classes was carried out by domain experts
and presents the initial state of the firms’ data set.

The ranking of firms to ordered solutions validates the introduction and considera-
tion of in-between solutions. So, instead of the given nine rank classes we may intro-
duce all the ranks between two alternative solutions (see Table 2). The CN2/SIR
framework was used for our experimentation and reached a final state after three itera-
tions. Results are summarized in Table 3. Accuracy was assessed using the C5 system
(an offspring of the c4.5 system [11]; www.rulequest.com) and the final set of ex-
plainable classes includes an additional class. The result gives a better understanding
to the ranking of firms because finer distinctions between them are now available.
Although classes (original and in-between) are by definition ordered, use of a logistic



170 George Potamias and Vassilis Moustakis

regression approach was not considered because it would not support the explicit
learning of symbolic knowledge in concept description.

Acute Abdominal Pain in Children (AAPC): AAPC encompasses a set of symptoms
that cause severe pain, discomfort and increased tenderness in the abdomen of the
child. AAPC originates from disorders either in the intra-abdominal or, extra-
abdominal areas, [4]. In the current case study we rely on a set of 81 attributes to rep-
resent AAPC patient cases. Selected attributes cover demographic, clinical and labora-
tory results. In total 300 AAPC patient cases were selected randomly from a database,
installed and running in the Pediatric Surgery Clinic, University Hospital at Heraklion,
Crete, Greece – the database is part of the HYGEIANet [6].

Management of AAPC patients is based on the De Dombal protocol [4]. Using the
protocol, the attending physician needs to diagnose the cause of pain and then, make
one of the following decisions, either “discharge” the child (in case the cause of the
pain is not pathologic), or, to proceed to immediate “operation”, or, to “follow-up” the
case for a period of six to eight hours at the end of which, patient condition is re-
assessed and the child is either discharged or admitted for operation. AAPC back-
ground knowledge, provided by experts in the field achieved an overall accuracy of
about 70%, when applied on the given set of cases [10]. Poor accuracy has been at-
tributed to uncertainty and domain clinical complexity [4, 10]. Often the physician
cannot clear-cut the situation and finds ambivalent. We used SIR, based on the
IBL/CRWV procedure to model physician decision-making ambivalence. The follow-
ing conceptual valid combined classes were suggested by domain experts and incorpo-
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rated into the respective resolve function (f: ‘f’ollow_up, o: ‘o’peration,
d: ‘d’ischarge):

CWRV/SIR reached a final state after five iterations, and the following (single and
in-between) concepts were induced: d, o_d, f_d, f_o, and d_f. The final state
fed the C5 system, and the learning outcome was executed over the original set of
cases. Inspecting the classification results the following was observed: most (over 80
%) of the ’follow_up’ (f) and ’operate’ (o) cases, were miss-classified
as ’follow_up OR discharge’ (f_d), and ’operate OR discharge’
(o_d), respectively. The result is not disappointing. The combined therapeutic deci-
sions, or ’o_d’ could be utilized and support the medical decision-making into the
early phases of the diagnostic process. For instance, ‘f_d’ excludes operation and
’o_d’ may indicate to an acute status that may be real or not – if real, the patient
should be immediately taken to surgery, if not the patient should be sent back home.
Pediatric Surgery Clinic personnel validated, from a semantic point of view, the
learned, in-between, set of concepts. Accuracy improved slightly, e.g., 94% over an
original 92% estimate. Accuracy assessment was not based on randomized testing. To
assess accuracy we used the same cases, which were used to derive learning output.
Because in between concepts essentially exclude on class it may seem that binary
classification would be appropriate. Indeed, concept ’f_d’ excludes operation. So,
from a classification point of view results should be identical and indeed they were
(binary classification was examined during randomized testing with V-fold validation
using a 80%/20% split between training and test sets, respectively.) However, SIR
does not aim on improving accuracy; rather it focuses on identifying new classes,
hidden and implied by the original class definitions.

Gene-Expression Based Diagnosis of Leukemia Types (LEUK): Histochemical
analyses provided the first basis for classification of acute leukemias into those arising
from lymphoid precursors (acute lymphoblastic leukemia, ALL) or from myeloid
precursors (acute myeloid leukemia, AML). Although the distinction between AML
and ALL has been well established, no single test is currently sufficient to establish the
diagnosis. Accurate, leukemia classification remains imperfect and errors do occur.
Distinguishing ALL from AML is critical for successful treatment [5]. In the original
study, [8], a total of 6817 genes are studied for 27 ALL, and 11 AML training samples.

Here we concentrate on the same dataset with the difference that we use just 50
genes (i.e., features). These genes were selected as the most discriminant and descrip-
tive for the two classes (ALL and AML) by the study presented in [5]. Furthermore,
following a two-interval descrisation process, the continuous feature-values were
assigned to respective ‘high’ and ‘low’ nominal values (the discretisation process, as
well the background to gene-expression profiling and analysis, are presented in [9].)

We initiated the IBL(CRWV)/SIR process. A new ‘in-between’ class was invented,
the ALL_AML class. When the revised data were fed to C5 the following ALL_AML
rule was induced,
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The gene ‘M19045’ discriminates between the two leukemia types, and is associ-
ated with the AML leukemia type (as reported in the original study [5]). Based on this
observation, we decided to re-assign the ALL_AML case to the AML class. Using C5
and running a fitness test (i.e., train vs. train dataset) a 100% accuracy figure was
achieved, as compared with the respective 97.4% figure for the original dataset (the
class-reassigned case is missed). So, with the SIR process we were able to discover
hidden irregularities, and (based on domain background knowledge) to rectify them.

5 Conclusions, Remarks and Future Work

We presented, in a formal manner, a Synergistic Iterative Re-assignment (SIR) proc-
ess for tackling the multi-class assignment problem in a inductive learning. The syner-
gistic nature of SIR is drawn from the use of learning from examples induction algo-
rithm coupled with specially devised heuristics for resolving between the classes of
multi-class assigned cases. SIR output is inductive and thus the domain expert(s)
should assess semantics.

The SIR process operates iteratively between the different states of a given set of
cases. Given a set of classes then, we can form the set of all possible combinations of
them. Of course domain depended, or other, restrictions of this set may apply, con-
cluding into domain dependent and conceptually valid in-between classes. All the
different combinations of assigning the cases to the single- or, combined-classes real-
ize the different states of a given set of cases. SIR is robust and computational com-
plexity depends only on the complexity of the learning algorithm over which SIR it is
used. SIR does not impose further computations other than the computations (and
corresponding complexity). SIR carries a framework, which supports the iterative
implementation of a learning algorithm.

The SIR process receives as input one of these states and transforms it to a different
one. The transformation is realized by three basic iterative operations: (a) application
of the induction algorithm on the set of cases, (b) execution of the learning outcome
on the cases, and application of heuristics for resolving between the classes of multi-
class assigned cases, and (c) termination of the process when a newly formed state of
cases was already generated into a previous iteration.

The instantiation of the SIR process by different types of learning algorithms and
resolve heuristics, presents a general enough framework for tackling diverse sets of
domains where hidden similarities between concept classes are obscured and need to
be revealed. The SIR process realizes this need by properly inventing classes able to
capture class similarities and by that, explain and model vague concepts. Especially, in
domains where the set of classes receives an ordering interpretation, the concept of in-
between class and the corresponding resolve heuristics are naturally defined. In the
current study we presented the coupling of the SIR process with the CN2 algorithm,
and an IBL classification method based on information retrieval metrics and tech-
niques.

Putting SIR in a more general perspective, we can envisage a set of pre-established
domain rules as a form of (potentially) incomplete and inconclusive background
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knowledge. In that sense, the given set of rules plays the role of the resolve function
and its elaboration in the SIR process will result to an amalgam of pure theoretical
domain knowledge (reflected in the rule set) with case based knowledge. Such a set-
ting of the SIR process acts as a knowledge refinement or, revision process, a critical
aspect with increasing interest in machine learning research.
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Abstract. Classification is a widely used technique in various fields,
including data mining and statistical data analysis. Decision trees are one
of the most frequently occurring knowledge representation schemes used
in classification algorithms. Decision trees can offer a more practical way
of capturing knowledge than coding rules in more conventional languages.
Decision trees are generally constructed by means of a top down growth
procedure, which starts from the root node and greedily chooses a split
of the data that maximizes some cost function. The order, in which
attributes are chosen, according to the cost function, determines how
efficient the decision tree is. Gain, Gain ratio, Gini and Twoing are some
of the most famous splitting criteria used in calculating the cost function.
In this paper, we propose a new splitting criterion, namely the False-
Positives criterion. The key idea behind the False-Positives criterion
is to consider the instances having the most frequent class value, with
respect to a certain attribute value, as true-positives and all the instances
having the rest class values, with respect to that attribute value, as false
positives. We present extensive empirical tests, which demonstrate the
efficiency of the proposed criterion.

1 Introduction

Classification is a widely used technique in various fields, including data min-
ing [8] and statistical data analysis. Recently, due to the explosive growth of
business and scientific databases, an increasing number of researchers has con-
centrated on various classification methodologies. Classification algorithms aim
at extracting knowledge from large databases using supervised learning meth-
ods. The extracted knowledge can be used to classify data into predefined classes,
described by a set of concepts (attributes). Pure symbolic machine learning algo-
rithms are the most common, such as decision trees algorithms (eg. ID3 [11] and
C4.5 [12]) and rule based algorithms (eg. CN2 [5]). There are, also, pure statistic

G.A. Vouros and T. Panayiotopoulos (Eds.): SETN 2004, LNAI 3025, pp. 174–182, 2004.
© Springer-Verlag Berlin Heidelberg 2004

Keywords: decision trees, data mining, machine learning



Splitting Data in Decision Trees Using the New False-Positives Criterion 175

algorithms, such as CART [3], adaptive spline methods [9] and graphical mod-
els [4], to mention some of them. Nonlinear algorithms based on neural networks
(eg. back–propagation networks [13] and Radial Basis Function networks) and
nonlinear regression are, also, used. Finally, there are example-based algorithms
(eg. PEBLS [6]) and algorithms based on inductive logic programming [10, 7]
and hybrid systems [2].

Decision trees are one of the most frequently occurring knowledge represen-
tation schemes used in classification algorithms. Decision trees can offer a more
practical way of capturing knowledge than coding rules in more conventional lan-
guages. Decision trees are generally constructed from a set of instances, which
are represented by attribute-value pairs. In general, decision trees represent a
disjunction of conjunctions of constraints on the attribute-values of instances.
Each path from the tree root to a leaf corresponds to a conjunction of attribute
tests, and the tree itself to a disjunction of these conjunctions. A decision tree
assigns a classification to each instance. More specifically, decision trees clas-
sify instances by sorting them down the tree from the root node to some leaf
node, which provides the classification of the instance. Each node in the tree
specifies a test of some attribute of the instance, and each branch descending
from that node corresponds to one of the possible values for this attribute. An
instance is classified by starting at the root node of the decision tree, testing the
attribute specified by this node, then moving down the tree branch correspond-
ing to the value of the attribute. This process is then repeated at the node on
this branch and so on until a leaf node is reached. Decision trees are generally
learned by means of a top down growth procedure, which starts from the root
node and greedily chooses a split of the data that maximizes some cost func-
tion. After choosing a split, the subsets of data are then mapped to the children
nodes. This procedure is then recursively applied to the children, and the tree
is grown until some stopping criterion is met. Then, usually, a pruning of the
tree is performed in a bottom-up order. The pruning eliminates nodes that are
overspecialized. The order, in which attributes are chosen, according to the cost
function, determines how efficient the decision tree is. Gain, Gain ratio, Gini
and Twoing are some of the most famous splitting criteria used in calculated
the cost function. In this paper, we propose a new splitting criterion, namely
the False-Positives criterion. The key idea behind the False-Positives criterion
is to consider the instances having the most frequent class value, with respect to
a certain attribute value, as true-positives and all the instances having the rest
class values, with respect to that attribute value, as false positives.

In the rest of the paper, we first briefly present the most widely used splitting
criteria, in Section 2. Then, we present the proposed False-Positives criterion,
in Section 3. Then, in Section 4, we present extensive empirical tests, which
demonstrate the efficiency of the proposed criterion. Finally, Section 5 concludes.

2 Widely Used Splitting Criteria

The Gain splitting criterion is used by the ID3 classification algorithm [11]. ID3
is the algorithm with the greatest impact on classification research during the
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last years. The ID3 algorithm tries to split the training set T into a number of
subsets according to a test X, that is an attribute of the training set. For each
of the possible values of chosen attribute X, a subset is defined by those
instances of the initial set T that carry the value at the attribute X. This
process continues, recursively, for all subsets that derive from partitioning the
initial training set T, until all defined splits consist of instances that belong to
only one class and thus they will be named after it. Early versions of the ID3
algorithm generate descriptions for two class values, but this restriction has been
removed in later systems.

The best test/attribute is selected by ID3 by using the Gain criterion. The
Gain criterion is based on the information theory that suggests: The information
conveyed by a message depends on its probability and can be measured in bits
as minus the logarithm to base 2 of that probability. At first the algorithm scans
the training set and enumerates, for each possible value of every attribute X,
the number of positive, negative and total appearances (instances that carry the

value at the X attribute) in T.
Then it calculates the entropy of the set T with the equation:

where is the number of instances in T and is the number of
instances in T than belong to the class. At the third step the Gain criterion
calculates for each attribute X the information requirements if the set had been
separated by X, by calculating the weighted sum over the subsets:

Finally the quantity is the information gain, if
T is partitioned using attribute X. The Gain criterion selects the test/attribute
with the maximum information gain. Then, the same procedure is used in all
the recursively defined splits.

The C4.5 classification algorithm [12] is widely used in classification software
systems. It is an extension of the ID3 algorithm. C4.5 follows the same steps
with the ID3 algorithm. Instead, it uses the Gain ratio criterion, which is similar
to the Gain criterion with the addition of two more calculations at the end. The
Gain ratio criterion aims at removing the preference of the Gain criterion to
tests/attributes with the greater number of possible values. According to Gain
criterion, a test/attribute with a different value for each instance in the training
set, (e.g. an identification attribute), always has the maximum information gain.
Choosing such test/attribute to partition the initial training set, results to a large
number of useless subsets, since each of them has only one instance.

The additional step in calculating Gain ratio criterion concerns the normal-
ization of the results of the Gain criterion. There are two more calculations:
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where gain ratio(X) is the normalized gain(X). Of course, C4.5 also selects the
test/attribute with the maximum normalized information gain.

The CART classification system is also widely used. It is, also, trying to di-
vide the initial training set into subsets so that, at the end of the process, a
subset can be assigned to a single class. Yet, CART splits a set always into two
subsets. CART includes various single variable splitting criteria for classifica-
tion trees, namely the Gini, symmetric Gini, Twoing, ordered Twoing and class
probability. The default Gini criterion typically performs best, but, given specific
circumstances, other criteria can generate more accurate results.

Gini and Towing criteria choose a test/attribute in order to split a set into two
subsets, according to the attribute values. They both try to split the instances
of a set in such a way that as much instances carrying the same class value as
possible to be assigned to the same subset. They differ in the way they try to
split a set. Gini criterion calculates the largest of the classes and splits the set
trying to separate it from the others. Twoing criterion tries to split a set into two
subsets so that each of them includes instances with some specific class value
but, at the same time, includes half of the total instances within this set. There
are a great number of classification algorithms, most of them being variations
and extensions of some standard algorithms like ID3. Note that, most of them
use the criteria mentioned above (e.g. ID4, ID5, ID5R, C5, SLIQ, CMP, Sprint,
e.t.c.).

3 The Proposed False-Positives Criterion

The key idea behind the False-Positives criterion is to consider those instances
of the training set T S having the most frequent class value, with respect to a
certain attribute value, as true-positives and all the instances having the rest
class values, with respect to that attribute value, as false-positives. Thus, the
False-Positives criterion considers that the class value that classifies the majority
of the instances having a certain attribute value (true-positives) should classify
all the instances having that certain attribute value. Consequently, it considers
as noise (false-positives) those instances classified by a different class value.

Therefore, for each attribute value of an attribute true-positives TP
are calculated as a function (see the formal representation of the algorithm, later
in this section) of the maximum number of instances having that attribute value
and classified by the same class value
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False-positives FP are calculated as the number of the rest instances having
that attribute value:

Then, for each attribute value of an attribute an attribute value norm
is calculated by detracting FP from TP. Next, an attribute norm

is calculated by summing the attribute value norms of every
attribute value

Thus, the larger is the attribute value norm for a certain attribute
value the safer is to consider false-positives as noise. Additionally, the larger
is the attribute norm the less is the noise introduced in classification
using the test/attribute

The False-Positives criterion for each attribute is calculated by:

where is the attribute norm for MaxN A is the maximum attribute
value norm among all attributes, is the maximum attribute value
norm among all attribute values of and Count zero is a measure of noise, to
be explained later.

Since, it is likely that the maximum value norm can be obtained by more
than one attributes, we add to an attribute norm in order to give
precedence to those attributes with the higher maximum classification accuracy,
with regard to a certain attribute value. Adding to attribute norms
may disturb the order obtained by the key idea of the False-Positives criterion
which is represented by the magnitude of the attribute norms themselves. There-
fore, we first multiply attribute norms by the maximum attribute norm among
all attributes (MaxN A), so that to preserve that order.

Countzero is calculated by:

The attribute norms are multiplied by the Countzero in order to give prece-
dence to those attributes with the lower noise, expressed as a linear function
of zero false-positives (only true-positives) and of zero attribute value norms
(true-positives equal to false positives).

The algorithm to calculate the False-Positives criterion is formally given
below:

Input: a training set of records/instances,
each described by attributes
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During Step 1 the algorithm scans the training set and, for each combination
of each possible value with each possible class value, enumerates instances
carrying that combination.

Based on these calculations, during Step 2, first calculates false-positives and
true-positives and stores them in an L × M array, where M is the total number
of possible values of all attributes and L is the total number of possible values
of class attribute. The time complexity is O(X N), where X is the numbers of
instances and N is the number of attributes in the training set.

Then it calculates FP and TP and, from them, calculates the value attribute
norms. It stores them in a 3 × M array. The time complexity is O(M).

Finally, the attribute norms and parameters are calculated and stored in a
4×N array, where N is the number of attributes. The time complexity is O(N).

During the last step, the algorithm assigns to each attribute the final score
and selects the test/attribute with the highest one. Thus, the total space needed
is L × M + 3 × M + 4 × M + 1, which is O(LM + N) and the time complexity
is O(XN) + O(M) + O(N) = O(XN + M + N) = O(XN), since M << N.

4 Empirical Tests
We have used the proposed False-Positives criterion, in order to construct deci-
sion trees both from a real-world data set and from test databases supplied by
the UCI Machine Learning Repository [1]. The real-world data set comes from
the domain of Molecular Biology, especially that of DNA sequence analysis,
namely the “promoter recognition” problem [15], having 106 instances described
by 58 attributes. Notice that DNA sequence analysis problems are used as bench-
marks for comparing the performance of learning systems. The test databases
are “Mushrooms”, “MONK” and the “1984 United States Congressional Voting
Records data sets supplied by [1]. The “Mushrooms” data set, having 8124 in-
stances described by 23 attributes, classifies mushrooms as poisonous or edible,
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in terms of their physical characteristics. The MONK’s Problem data set, having
432 instances described by 8 attributes, describes an artificial domain over the
same attribute space. It was the basis of a first international comparison of learn-
ing algorithms. The “1984 United States Congressional Voting Records data set
includes votes for each of the U.S. House of Representatives Congressmen on the
16 key votes identified by the Congressional Quarterly Almanac.

We compared the results obtained by the False-Positives criterion with those
obtained by the Gain criterion. A first measure of comparison is the number
of times that the two criteria agree on what attribute to choose. Instead of
calculating this measure using a great number of different data sets, we used 100
different subsets of each of the “promoter recognition” and “Mushrooms” data
sets. All subsets of each data set have the same size, that is carefully chosen. If
the size is large enough, then always the same attribute is chosen by both criteria.
If it is small enough, then there would be no remarkable classification accuracy
to be observed. The size of subsets of “promoter recognition” and “Mushrooms”
data sets is chosen to be 64 and 25, respectively. The two criteria agree in 62%
cases for the “promoter recognition” data set and 77% cases for the “Mushrooms”
data set.

A second measure of comparison concerns the classification accuracy of de-
cision trees obtained by the two criteria. Using four different subsets of each the
above data sets, we built four decision trees for each one of the two criteria. We
used the standard steps of the ID3 algorithm to build the decision trees:

Step 1 Select the best test/attribute as the root. Make branches for all different
values the selected test/attribute can have;

Step 2 If all instances at a particular leaf node belong to the same class, this
leaf node is labelled with this class. If all leaves are labelled with a class
the algorithm terminates;

Step 3 otherwise, the node is labelled with the best test/attribute that does not
occur on the path to the root. Make branches for all different values the
selected test/attribute can have. Continue with Step 2.

The best test/attribute is selected according to the Gain and False-Positives
criteria. As far as the False Positive criterion is concerned, given as input the
instances included in a node, the algorithm of the previous section:

1

2

3

4
5

enumerates the positive and negative instances for each possible value of
every attribute;
calculates the true-positive (TP) and the false-positives (FP) values for each
possible value of every attribute by setting TP and FP the maximum of the
numbers of positive and negative instances respectively;
calculates the NA value, through the calculation of NV = TP – FP and
then the sum of the NV values of every possible value of each attribute. It
also calculates the MaxNA and MaxNV values;
calculates the FPC (False Positive Criterion) value for each attribute;
outputs the test/attribute with the highest FPC value.
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Then we measured the classification accuracy obtained by each of the eight
decision trees on the same test set. The mean classification accuracy for each
criterion applied to the four data sets is shown in Table 1.

5 Conclusion

We presented a new splitting criterion for constructing Decision Trees, the False-
Positives criterion. Based on the presented experimental tests, we can conclude
that the proposed criterion is almost so accurate as the Gain criterion. Thus,
the proposed False-Positives criterion is rather a minimal improvement of the
very famous Gain criterion, as far as the classification accuracy is concerned.

The time complexity of selecting the best test/attribute using the Gain cri-
terion is O(XN), where X is the number of instances and N is the number of
attributes in the training set. The same time complexity has the step of selecting
the best test/attribute using the proposed criterion. Also, in order to build a de-
cision, there are calculations, in the worst case, where B is the maximum
number of possible values for an attribute. However, in the case of the Gain cri-
terion, these calculations are logarithmic calculations. Since
[14], the Gain criterion is based on extended logarithmic calculations, especially
when deep decision trees are going to be constructed. Thus, the proposed crite-
rion has a better time complexity, due to lack of logarithmic calculations.

We are currently working on extending the proposed criterion, in order to
remove its preference to tests/attributes with the greater number of possible
values, analogously to Gain ratio criterion. Of course, one can always attack this
problem removing such attributes in a preprocessing phase.

We are also investigating the type of training data for which the proposed
criterion outperforms other criteria. Thus, we can detect certain type of applica-
tions where the proposed criterion can be used instead of other known criteria.

We are also working on improving the proposed criterion through a heuris-
tic improvement of its parameters, like the Countzero parameter. However, al-
though such heuristics may improve the accuracy, the basic strategy, presented
in this paper, performs well on numerous different data sets.
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Abstract. The Probabilistic RBF (PRBF) network constitutes an a-
daptation of the RBF network for classification. Moreover it extends the
typical mixture model by allowing the sharing of mixture components
among all classes, in contrast to the conventional approach that sug-
gests mixture components describing only one class. The typical learning
method of PRBF for a classification task employs the Expectation – Max-
imization (EM) algorithm. This widely used method depends strongly on
the initial parameter values. The Greedy EM algorithm is a recently pro-
posed method that tries to overcome this drawback, in the case of the
density estimation problem using mixture models. In this work we pro-
pose a similar approach for incremental training of the PRBF network
for classification. The proposed algorithm starts with a single compo-
nent and incrementally adds more components. After convergence the
algorithm splits all the components of the network. The addition of a
new component is based on criteria for detecting a region in the data
space that is crucial for the classification task. Experimental results using
several well-known classification datasets indicate that the incremental
method provides solutions of superior classification performance.

Keywords: Machine Learning, Neural Networks, Probabilistic Reason-
ing, Mixture Models, Classification.

1 Introduction

An efficient method to tackle the classification problem is to construct a model
that estimates the class conditional densities of the data and the respective
prior probabilities for each class. Using Bayes theorem, we can compute
the posterior probabilities according to:

In order to classify an unknown pattern, according to Bayes decision rule, we
select the class with the higher posterior probability. In the traditional statistical
approach each class density is estimated using a separate mixture model
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and considering only the data points of the specific class, therefore the density
of each class is estimated independently from the other classes. We will refer to
this approach as the separate mixtures model.

The probabilistic RBF network [6,7] constitutes an alternative approach for
class conditional density estimation. It is an RBF-like neural network [4] adapted
to provide output values corresponding to the class conditional densities
Since the network is RBF [4], the kernels (hidden units) are shared among classes
and each class conditional density is evaluated using not only the corresponding
class data points (as in the traditional statistical approach [5]), but using all
the available data points. In order to train the PRBF network, an Expectation
- Maximization (EM) algorithm can be applied [1–3,7]. In addition, it has been
found [8] that the generalization performance is improved if after training the
kernels are split, so that new kernels are not shared among classes. Consider-
ing the problem of EM initialization and its influence on the performance of
the algorithm, we propose a incremental training method for the probabilistic
RBF network, where components are sequentially added to the network at ap-
propriately selected positions. Adopting the incremental training and the split
method offers significant improvement in generalization. The effectiveness of the
proposed method is demonstrated using several data sets and the experimental
results indicate that the method leads to performance improvement over the
classical PRBF training method.

2 The Probabilistic RBF Network (PRBF)

Consider a classification problem with K classes. We are given a training set
where is a pattern, and

is a label indicating the class of pattern The original set
X can be easily partitioned into K independent subsets so that each subset
contains only the data of the corresponding class. Let denote the number of
patterns of class ie.

Assume that we have a number of M kernel functions (hidden units), which
are probability densities, and we would like to utilize them for estimating the
conditional densities of all classes by considering the kernels as a common pool
[6,7]. Thus, each class conditional density function is modelled as

where denotes the kernel function while the mixing coefficient rep-
resents the prior probability that a pattern has been generated from kernel
given that it belongs to class The priors take positive values and satisfy the
following constraint:
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It is also useful to introduce the posterior probabilities expressing our posterior
belief that kernel generated a pattern given its class This probability is
obtained using the Bayes’ theorem

In the following, we assume that the kernel densities are Gaussians of the general
form

where represents the center of kernel while represents the corre-
sponding covariance matrix. The whole adjustable parameter vector of the
model consists of the priors and the component parameters (means and covari-
ances), and we denote it by while we use to denote the parameter vector
of component

It is apparent that the PRBF model is a special case of the RBF network [4],
where the outputs correspond to probability density functions and the second
layer weights are constrained to represent prior probabilities. Furthermore, it
can be shown that the separate mixtures model [5] can be derived as a special
case of PRBF.

The typical training method of the network computes the Maximum Likeli-
hood estimates of the parameters using the EM algorithm [1,2,6,7], and split
the kernels according to [8]. At the same time is widely known that the con-
vergence of the EM depends on the initial conditions. To avoid this we propose
an incremental training method. It is a deterministic two stage algorithm that
overcomes the initialization problem of EM. During the first stage we incremen-
tally add components to the network, and during the second stage we split all
its components.

3 The Incremental Training Method

Consider a PRBF network with M components. In order to construct a net-
work with M + 1 components, we utilize the given network and add to this
another component. The procedure of component addition involves global and
local search in the parameter space, for each new component. During global
search the algorithm searches among a set of positions to place a new com-
ponent, and selects the most appropriate candidate according to some criteria.
During local search the algorithm optimizes the parameters of the resulting net-
work with M + 1 components. This procedure starts with one component and
is repeated until a maximum number of components has been added.

3.1 Component Addition

Assuming a network with M components and parameter vector the con-
ditional density of class is In order to add a new component
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with density the new class conditional density
yields as a mixture of and

where is the mixing weight of the new component, following the approach
suggested in [9]. This way the resulting network is again PRBF. Assuming i.i.d.
data, the log-likelihood is

Given a fixed parameter vector in order to optimize the mean, the covariance
and the mixing weights of the new component we find the ML estimates applying
partial EM. During the Expectation step we compute the posterior probabilities

using the current estimates of and
according to:

During the Maximization step we compute the new estimates of the parameters,
according to:

For a detailed derivation of the update equations see [6, 7]. However we have to
initialize somehow the estimates, in order to apply EM. To resolve this problem
we resort to a clustering method, namely the kd-tree, following the approach
in [10]. We partition the data in M subsets
where the posterior probability of each component is computed according to:
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Fig. 1. Addition of the first two components. The components of the network are drawn
with solid lines, and the candidate components with dotted lines.

Employing the kd-tree we repartition each of is six subsets, and use the
statistics of the resulting clusters as initial estimates. In this way we create 6M
candidate initial values for the component, and after partial EM optimization
using Eq. (8) - (11), we select the most appropriate according to some criteria
that we present in the next section. This procedure constitutes the global search
for the parameters of the new component. Then local search is applied, where
we optimize all the parameters of the network with M + 1 components using
EM, as in the typical training. The training procedure of a network with two
components is depicted in Fig 1.

3.2 Selection Criteria for Component M+1

An obvious criterion for the determination of the appropriate candidate is the
increase in log-likelihood of the data. Nevertheless in a classification problem we
are interested in the generative model of each class individually. For this reason
we introduce two more criteria that refer to the log-likelihood of each class. We
are interested in the change of log-likelihood for each class, as we add a new
component according to (6). So we define the change for class as:
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and suggest search between candidate components to find the one that mostly
increases the log-likelihood of two classes. Such a candidate lies in a region
containing data of both classes, consequently on the decision boundary.

Experimental results revealed that, after the incremental addition of few
initial components, there are no candidates that simultaneously increase the
log-likelihood of two classes. We can explain this attitude studying the first and
second partial derivatives of with respect to We observe that:

independently of the mixing weight. According to (14), the log-likelihood of one
class increases if the mean value of the likelihood ratio is less than one. In other
words if the likelihood according to the new component is higher
than the likelihood according to the current model, then component
addition increases likelihood. In a similar way we can prove that:

Consequently there is a limit in the number of components that can be added,
so that the log-likelihood of two classes increases simultaneously. Beyond this
limit we need a less strict criterion.

The next criterion we introduce, in order to continue the addition of com-
ponents, searches for the candidate that mostly increases the log-likelihood of
all data. This is a natural choice, in accordance with the Maximum Likelihood
estimates we are looking for.

If there are no candidates that increase the log-likelihood of all data, we
search for the candidate that mostly increases the log-likelihood of a single class.
Such candidates lie away from the decision boundary, but are important for de-
scribing the generative model of the class. We can not assure that the addition of
such components in the model increases the log-likelihood of the data compared
to the previous model. If this is the case we stop the addition of components.

3.3 Component Splitting

After the completion of the first stage of the training algorithm, there may be
components of the network located to regions with overlapping among classes.
This happens if we have underestimated the maximum allowed number of com-
ponents. In order to increase the generalization performance of the network we
follow the approach suggested in [8], and split each component. This means that
we evaluate the posterior probability for a component and define if it is
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responsible for patterns of more than one class. If this is true, then we remove it
from the network, and add a separate component for each class. So finally each
component describes only one class. Splitting a component the resulting
component of class is a Gaussian probability density function with
mean covariance matrix and mixing weight These parameters are
estimated according to:

where is the posterior probability of component and computed
according to (4).

4 Experimental Results

The proposed training method for the PRBF network is compared with the stan-
dard EM training followed by a split stage [8]. We considered six benchmark data
sets from the UCI repository, namely Bupa Liver Disorder (bld), Pima Indian
Diabetes (pid), Phoneme (phon), Clouds (cld), Ionosphere (ion) and Cleveland
Heart Disease (clev) data sets. For each data set, in order to obtain an estima-
tion of the generalization error, we employed 10-fold cross–validation. For each
of the ten experiments we evaluated the number of components of the network
using a validation set containing the 10% of the training data. An important fea-
ture of the proposed incremental method, is that for the training of a network
with M components the method constructs all the intermediate models with

components. Consequently the model selection procedure is very
fast, compared to the conventional approach, where a separate run is needed
for every value of Table 1 provides the obtained generalization
error for both methods. For four of the data sets the two methods gave similar
generalization error, but for these the typical approach exhibits already near op-
timal performance and the incremental method also provides similar results. As
regards the other data sets the proposed incremental training algorithm clearly
exhibits better generalization performance. It must also be noted that results
are comparable with those obtained by other state–of–the–art methods, such as
Support Vector Machines [11].

5 Future Work

We presented an incremental training of the PRBF network, that overcomes the
initialization problem of the standard EM algorithm, and provides networks with
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superior generalization performance. In our future work we are going to extend
the experiments, and systematically compare the incremental PRBF network
with Support Vector Machines [11]. Also we are especially interested in Bayesian
methods for estimating the number of components that the network utilizes.
Finally we are going to examine the use of Probabilistic Principal Component
Analyzers [12] instead of Gaussian components.
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Abstract. Clustering of data is a difficult problem that is related to various
fields and applications. Challenge is greater, as input space dimensions become
larger and feature scales are different from each other. Hierarchical clustering
methods are more flexible than their partitioning counterparts, as they do not
need the number of clusters as input. Still, plain hierarchical clustering does not
provide a satisfactory framework for extracting meaningful results in such cases.
Major drawbacks have to be tackled, such as curse of dimensionality and initial
error propagation, as well as complexity and data set size issues. In this paper
we propose an unsupervised extension to hierarchical clustering in the means of
feature selection, in order to overcome the first drawback, thus increasing the
robustness of the whole algorithm. The results of the application of this cluster-
ing to a portion of dataset in question are then refined and extended to the whole
dataset through a classification step, using k-nearest neighbor classification
technique, in order to tackle the latter two problems. The performance of the
proposed methodology is demonstrated through the application to a variety of
well known publicly available data sets.

1 Introduction

The essence of clustering data is to identify homogeneous groups of objects based on
the values of their attributes. It is a problem that is related to various scientific and
applied fields and has been used in science and in the field of data mining for a long
time, with applications of techniques ranging from artificial intelligence and pattern
recognition to databases and statistics [1]. There are different types of clustering algo-
rithms for different types of applications and a common distinction is between hierar-
chical and partitioning clustering algorithms. But although numerous related texts
exist in the literature, clustering of data is still considered an open issue, basically
because it is difficult to handle in the cases that the data is characterized by numerous
measurable features. This is often referred to as the curse of dimensionality.

Although hierarchical clustering methods are more flexible than their partitioning
counterparts, in that they do not need the number of clusters as an input, they are less
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robust in some other ways. More specifically, errors from the initial steps of the algo-
rithm tend to propagate throughout the whole procedure to the final output. This could
be a major problem, with respect to the corresponding data sets, resulting to mislead-
ing and inappropriate conclusions. Moreover, the considerably higher computational
complexity that hierarchical algorithms typically have makes them inapplicable in
most real life situations, due to the large size of the data sets.

Works in the field of classification focus in the usage of characterized data, also
known as training data, for the automatic generation of systems that are able to clas-
sify (characterize) future data. This classification relies on the similarity of incoming
data to the training data. The main aim is to automatically generate systems that are
able to correctly classify incoming data [1].

Although the tasks of classification and clustering are closely related, an important
difference exists among them. While in the task of classification the most important
part is the distinction between classes, i.e. the detection of class boundaries, in the task
of clustering the most important part is the identification of cluster characteristics. The
latter is usually tackled via the selection of cluster representatives or cluster cen-
troids).

Typically, in order to achieve automatic classification systems generation, one first
needs to detect the patterns that underlie in the data, in contrast to simply partitioning
data samples based on available labels [7], and then study the way these patterns relate
to meaningful classes. Efficient solutions have been proposed in the literature for both
tasks, for the case in which a unique similarity or dissimilarity measure is defined
among input data elements [6]. When, on the other hand, multiple independent fea-
tures characterize data, and thus more than one meaningful similarity or dissimilarity
measures can be defined, both tasks become more difficult to handle. A common ap-
proach to the problem is the lowering of input dimensions, which may be accom-
plished by ignoring some of the available features (feature selection) [2].

In the case when input features are independent, or when the relation among them
is not known a priori, which is often the case with real data, a decrease of space di-
mensions cannot be accomplished without loss of information. The proposed algo-
rithm of this work is an extension of agglomerative clustering in this direction and is
based on a soft selection of features to consider when comparing data. The results of
the initial clustering, performed on a small amount of the original data set, are then
refined via a classification step; this step, although unsupervised, is based on the prin-
ciples of the k-nearest neighbour classification scheme and is applied to the whole
data set. In this way we overcome two major drawbacks that dominate agglomerative
clustering; the one of initial error propagation and the one regarding complexity is-
sues. This important step also contributes to the experimental evaluation of the
method’s efficiency.

The structure of the paper is as follows: in section 2, after a short introduction to
agglomerative clustering, we present the main problems that are related to our task
and the proposed method for initial clustering. In section 3 we explain how a k-nearest
neighbour classifier can be used to refine, as well as to experimentally verify the effi-
ciency of the algorithm. Finally, in section 4, we present experimental results for the
proposed algorithm and in section 5, we present our concluding remarks.
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2 Agglomerative Clustering and Soft Feature Selection

Most clustering methods belong to either of two general methods, partitioning and
hierarchical. Partitioning methods create a crisp or fuzzy clustering of a given data set,
but require the number of clusters as input. When the count of patterns that exist in a
data set is not known beforehand, partitioning methods are inapplicable; an hierarchi-
cal clustering algorithm needs to be applied.

Hierarchical methods are divided into agglomerative and divisive. Of those, the
first are the most widely studied and applied, as well as the most robust. Their general
structure is as follows [4]:

1.
2.
3.
4.

Turn each input element into a singleton, i.e. into a cluster of a single element.
For each pair of clusters calculate their distance
Merge the pair of clusters that have the smallest distance.
Continue at step 2, until the termination criterion is satisfied. The termination crite-
rion most commonly used is the definition of a threshold for the value of the dis-
tance.

The two key points that differentiate agglomerative methods from one another, and
determine their efficiency, are the distance and the termination criterion used. Major
drawbacks of agglomerative methods are their high complexity and their susceptibility
to errors in the initial steps, that propagate all the way to their final output.

The core of the above generic algorithm is the ability to define a unique distance
among any pair of clusters. Therefore, when the input space has more than one dimen-
sions, an aggregating distance function, such as Euclidean distance, is typically used
[9]. This, of course, is not always meaningful and there are cases where a selection of
meaningful features needs to be performed, prior to calculating a distance [8]. In other
words, it may not be possible to select a single distance metric, which will apply in all
cases, for a given data set. Moreover, one feature might be more important than oth-
ers, while all of the features are useful, each one to its own degree.

In this paper we tackle feature weighting based on the following principle: while we
expect elements of a given meaningful set to have random distances from one another
according to most features, we expect them to have small distances according to the
features that relate them. We rely on this difference in distribution of distance values
in order to identify the context of a set of elements, i.e. the subspace in which the set is
best defined.

More formally, let and be two clusters of elements. Let also be the

metric that compares the i-th feature, and F the overall count of features (the dimen-
sion of the input space). A distance measure between the two clusters, when consider-
ing just the i-th feature, is given by:
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where the subscript i denotes the i-th feature of an element, is the cardinality of
cluster c and is a constant. Typical value used for is 2. The overall distance
between and is calculated as:

where is the degree to which i, and therefore is included in the soft selection of

features, and is a constant. Typical value used for is 2. Based on the

principle presented above, values of vector x are selected through the minimization of
distance d [12]. The features that relate and are “most probably” the ones that
produce the smallest distances

3 Refinement and Classification
through k-Nearest Neighbor Classification

As stated in preceding sections, the primary aim of clustering algorithms is not to
correctly classify data, but rather to identify the patterns that underlie in it and produce
clusters of similar data samples. Therefore, ‘wrong’ elements in clusters may be ac-
ceptable, as long as the overall cluster correctly describes an existing and meaningful
pattern: in fact, we have established in our previous work that clusters with wrongfully
assigned data samples may be better than perfect data set partitionings in describing
the underlying patterns and thus may lead to better classifier initialization [7]. This
implies that if we feed labelled data to the algorithm and measure the classification
rate may not be enough to evaluate the actual efficiency of the algorithm.

In order for a clustering algorithm to be properly evaluated, the patterns described
by the clusters in its output need to be evaluated; their application towards the genera-
tion of a classifier and the evaluation of the resulting classifier is a means towards this
direction. In this paper we examine whether the specific results of such an algorithm,
applied to several well known machine learning data sets, are meaningful by evaluat-
ing the results from a k-nearest neighbours classifier that is created by using them.

Undoubtfully, several classification schemes exist in the literature [3]. We have
chosen to work with the k-nearest neighbours (kNN) classifier, although others could
have been chosen as well, mainly because of the nature of the instance-based learning
method itself and its straightforward approach [11]. The kNN algorithm is extremely
simple, yet powerful, used in many applications and can be safely applied in all sorts
of data sets, real life and artificial ones, independently of size or time compromises,
resulting into high quality scientific observations. kNN is also extremely suitable to

use in cases where instances map to points in there are lots of training data into
consideration and – after performing soft feature selection – less than 20 attributes per
instance.

Possible disadvantages to the kNN method, acknowledging the fact that it typically
considers all the attributes from all the elements, are easily overcome by applying the
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initial clustering procedure on a small subset of the available data, thus reducing the
number of elements that the classification scheme will need to consider in order to
classify each incoming sample. The aforementioned approach is extremely suitable
and appropriate for online classification.

Specifically, the kNN algorithm assumes that all elements correspond to points in
the n-dimensional space The neighbours of an element are defined in form of some
distance measurement. A variety of metrics can be used as distances in the algorithm,
like Euclidean square distance:

Minkowsky distance:

minimax distance:

Mahalanobis distance and others.
Specifically, we tackle each initial element and calculate its distance from every

other element in the data set. We define a priori the number of the nearest to the ele-
ment under consideration neighbours, k, that are going to play a significant role in the
cluster characterization of the element at the latest stage, thus using a suitable thresh-
old regarding the precision of the classification. Clearly if k becomes very large, then
the classifications will become all the same. Generally, there is some sense in making
k > 1, but certainly little sense in making k equal to the number of training elements.

Formally, let be each given query element to be classified and denote
the k elements that are nearest to Let also c(a) be defined as:

Then, is classified as follows:

where is the training instance (element) nearest to In other words, is classified
to the class to which most of its k closest neighbors belong.

Obviously, in order to apply the kNN classification scheme, a small set of labelled
data samples are needed. In this work, we describe the unsupervised classification of
data, and thus we assume such information to be unavailable; we only use data labels
in our experiments in order to measure the classification rate and thus the performance
of the algorithm. Therefore, we assume that each one of the clusters detected during
the step of hierarchical clustering corresponds to a distinct class.
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Using the classification scheme described above, and the cluster assignments of the
clustered data samples as class labels, we may proceed to classify all available data
elements. If the initial clustering was successful in revealing the patterns that underlie
in the data, then this process will refine the output and improve the classification rate
by removing some of the clusters’ members that were a result of errors in the initial
steps. Thus, this process offers an indication of the hierarchical clustering’s true per-
formance. Moreover, it makes the overall algorithm more robust, as opposed to simple
hierarchical clustering, as it is more resilient to errors in the initial steps.

Finally, it is this step of classification that extends the findings of the initial cluster-
ing to the whole data set, thus allowing for the former to be applied on just a portion of
the data set. This is very important, as without this it would not be possible to have the
benefits of hierarchical clustering when dealing with larger data sets. Furthermore, a
significant role in the classification process plays the iterative nature of the algorithm,
which rises from the fact that the input is the same as the output, thus allowing several
iterative applications of the algorithm, until the cluster assignments of the elements
remain unchanged.

4 Experimental Results

In this section we list some indicative experimental results of the proposed methodol-
ogy from application to real data sets from the well-known machine learning data-
bases. In all consequent experiments we have used the Euclidean distance for the
estimation of the k nearest neighbours. Values of and k differ from case to case
and are thus mentioned together with each reported result.

In all experiments the proposed clustering algorithm that is described in section 2
has been applied on a small portion of the data set, while the whole data was conse-
quently classified based on the output of this step and applying kNN classification, as
described in section 3.

Iris Data

The iris data set contains 150 elements, characterized by 4 features, that belong to
three classes; two of these classes are not linearly separable from each other. The
labels of the elements were not used during clustering and classification; there were
used, though, for the estimation of the classification rates; specifically, each cluster
was assigned to the class that dominated it. Results are shown in Tables 1 and 2,
whereas the numbers inside parenthesis separated by commas denote the elements
belonging to its one of the three classes in each step.

For the application of the proposed methodology a portion of the dataset, specifi-
cally 20% of it, was separated and submitted to the clustering procedure. The classifi-
cation rate on this portion of the dataset (63.3%) is not impressive. Still, the applica-
tion of the classification step on the whole data set produces a considerably better
classification rate, which indicates that the initial clustering process had successfully
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detected the patterns and the kNN classification process successfully clustered the
remaining data.

We can also observe that the proposed methodology, although applying the compu-
tationally expensive step of hierarchical clustering to only 20% of the dataset (initial
clustering for 30 elements), does not produce inferior results to the approach that
applies an hierarchical clustering algorithm to the whole dataset. Comparing them to
simple agglomerative clustering with no feature selection and no recursive classifica-
tion (i.e. classification rate ~ 74% ), proves its very good overall performance.

Wisconsin Breast Cancer Database

The Wisconsin breast cancer database contains 699 elements, which are characterized
by the following attributes: clump thickness, uniformity of cell size, uniformity of cell
shape, marginal adhesion, single epithelial cell size, bare nuclei, bland chromatin,
normal nucleoli, mitoses. All these attributes assume integer values in [9]. Elements
are also accompanied by an id, and class information; possible classes are benign and
malignant. 65.5% of the elements belong to the benign class and 34.5% to the malig-
nant class. 16 elements are incomplete (an attribute is missing) and have been ex-
cluded from the database for the application of our algorithm.

Detailed results acquired using the proposed methodology are available in Tables 3
and 4, whereas the numbers inside parenthesis separated by comma denote the ele-
ments belonging to its one of the two classes in each step. It is worth noting that, simi-
larly to the case of iris data, although the classification rate of the initial clustering
procedure, which was performed on a 7,32% subset of the original data set (50 data
samples), is not extremely high, the classification step on the whole database refines it
considerably. This indicates that the proposed clustering approach was efficient in
revealing the patterns in the small portion of the data set, and the kNN process suc-
cessfully utilized this information for the refinement of the clustering and the exten-
sion to the remaining dataset.

Additionally, performing the initial clustering on a mere 7,32% subset is not only
more efficient computationally wise, it is also better in the means of quality and per-
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formance, as indicated by the results in Table 4, when compared to the approach of
applying the hierarchical process to the whole data set.

Finally, it is worth noting that the small computational needs of the kNN classifica-
tion process allow for its repeated / recursive application on the data. Such re-
classification steps also induce an increase to the classification rate, as is evident in
Table 3, thus further stressing the efficiency of the proposed approach in revealing the
patterns that underlie in the data. The classification rate of 93.1% that is reported is
extremely high for this data set for an unsupervised clustering algorithm.

This performance is not far from that of trained classification systems that utilize
the same dataset. This is indicative of the method’s efficiency, considering that we are
referring to the comparison of an unsupervised method to a supervised ones. Best
results may be presented in our work in [12], but there was undoubtfully more infor-
mation used, mainly because a Gaussian distribution of the dataset was assumed,
which is not the case in this work. Furthermore, we must also note that number k of
the nearest neighbours is obviously chosen based on observed relative statistics and is
subject to further improvements.

5 Conclusions

In this paper we developed an algorithm for the detection of patterns in unlabelled
data in the means of agglomerative clustering improvement, using the k-nearest
neighbours classification scheme. The first step of the algorithm consists of an hierar-
chical clustering process, applied only to a subset of the original data set. This process
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performs a soft feature selection in order to determine the subspace within which a set
of elements is best defined and thus it is suitable for data sets that are characterized by
high dimensionality. The second part of the algorithm performs a k-nearest neighbours
classification. This process considers initial clusters to be labels and uses this informa-
tion to build a classifier, through which to classify all data. Thus, errors from the hier-
archical algorithm’s initial steps are corrected; moreover, as the computational com-
plexity of this classification step is considerably smaller that that of the complexity of
the clustering process, it may be applied to the entire dataset. In addition to making
the overall algorithm more efficient and resilient to errors, it also serves as a means for
its evaluation.

The efficiency of the proposed algorithm has been demonstrated through applica-
tion to a variety of real data sets. Experiments on the iris dataset indicated the
method’s ability to perform as well as simple hierarchical clustering having a much
better complexity. Application on the Wisconsin breast cancer database which is a
multi – dimensional data set, on the other hand, was indicative of the method’s per-
formance in such environments: the results of the application of the proposed method-
ology to less than 10% of the available data exceed those obtained by application of
the computationally expensive hierarchical clustering process to the entire dataset.

In our future work we aim to extend on our work on improvement of the hierarchi-
cal clustering process by providing guidelines for the automatic selection of the
thresholds used in this work, namely parameters and of the clustering process and
k of the kNN classification. On a more practical side, we are already working towards
the application of the methodology presented herein for the clustering of usage history
and the extraction of low level and semantic user preferences, in the framework of the
EU funded IST-1999-20502 FAETHON project.

Acknowledgments

This work has been partially funded by the EU IST-1999-20502 FAETHON project.

References

1.

2.

3.

4.

5.

Hirota, K., Pedrycz, W. (1999) Fuzzy computing for data mining. Proceedings of the IEEE
87:1575–1600.
Kohavi, R., Sommerfield, D. (1995) Feature Subset Selection Using the Wrapper Model:
Overfitting and Dynamic Search Space Topology. Proceedings of KDD-95.
Lim, T.-S., Loh, W.-Y., Shih, Y.-S. (2000) A Comparison of Prediction Accuracy, Com-
plexity, and Training Time of Thirty-three Old and New Classification Algorithms. Ma-
chine Learning 40:203–229.
Miyamoto, S. (1990) Fuzzy Sets in Information Retrieval and Cluster Analysis. Kluwer
Academic Publishers.
Swiniarski, R.W., Skowron, A. (2003) Rough set methods in feature selection and recogni-
tion. Pattern Recognition Letters 24:833–849.



200 Phivos Mylonas, Manolis Wallace, and Stefanos Kollias

6.
7.

8.

9.

10.

11.
12.

Theodoridis, S. and Koutroumbas, K. (1998) Pattern Recognition, Academic Press.
Tsapatsoulis, N., Wallace, M. and Kasderidis, S. (2003) Improving the Performance of
Resource Allocation Networks through Hierarchical Clustering of High – Dimensional
Data. Proceedings of the International Conference on Artificial Neural Networks (ICANN),
Istanbul, Turkey.
Wallace, M., Stamou, G. (2002) Towards a Context Aware Mining of User Interests for
Consumption of Multimedia Documents. Proceedings of the IEEE International Conference
on Multimedia and Expo (ICME), Lausanne, Switzerland.
Yager, R.R. (2000) Intelligent control of the hierarchical agglomerative clustering process.
IEEE Transactions on Systems, Man and Cybernetics, Part B 30(6): 835–845 Tsapatsoulis,
N., Wallace, M. and Kasderidis, S.
Wallace, M., Mylonas, P. (2003) Detecting and Verifying Dissimilar Patterns in Unlabelled
Data. 8th Online World Conference on Soft Computing in Industrial Applications, Septem-
ber 29th - October 17th, 2003.
Tom M. Mitchell. Machine Learning. McGraw-Hill Companies, Inc., 1997.
Wallace, M. and Kollias, S., “Soft Attribute Selection for Hierarchical Clustering in High
Dimensions”, Proceedings of the International Fuzzy Systems Association World Con-
gress(IFSA), Istanbul, Turkey, June-July 2003.



Feature Deforming
for Improved Similarity-Based Learning

Sergios Petridis and Stavros J. Perantonis

Computational Intelligence Laboratory,
Institute of Informatics and Telecommunications,

National Center for Scientific Research “Demokritos”,
153 10 Aghia Paraskevi, Athens, Greece
{petridis,sper}@iit.demokritos.gr

Abstract. The performance of similarity-based classifiers, such as K-
NN, depends highly on the input space representation, both regarding
feature relevence and feature interdependence. Feature weighting is a
known technique aiming at improving performance by adjusting the im-
portance of each feature at the classification decision. In this paper, we
propose a non-linear feature transform for continuous features, which we
call feade. The transform is applied prior to classification providing a
new set of features, each one resulting by deforming in a local base the
original feature according to a generalised mutual information metric for
different regions of the feature value range. The algorithm is particularly
efficient because it requires linear complexity in respect to the dimensions
and the sample and does not need other classifier pre-training. Evalua-
tion on real datasets shows an improvement in the performance of the
K-NN classifier.

1 Introduction

The K-NN classifier is one of the earliest classifiers used for pattern recognition
tasks. Its popularity stems from its conceptual simplicity and from the fact
that it does not require elaborate training, since it stores training instances and
performs evaluations only on queries (lazy learning). However, its performance
and efficiency depend highly on the feature input space and on the number of
training instances. A large number of variations of K-NN have been proposed
to solve these problems. In this paper, we focus on the feature input space
representation and propose an algorithm that aims at suitably transforming
input features to improve classification performance. The algorithm is novel in
that it integrates local relevance information on the features, by means of a
deforming transform. The algorithm is thus decoupled from K-NN and can be
viewed as a useful preprocesing of features and used with other classifiers as well.

2 Background

Adapting the feature space to increase performance of similarity – based classifi-
cation is not a new idea. The reader is refered to [1] and [2] for an extended organ-
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ised survey of such methods. In this section we describe plain feature weighting
for continuous features and stress its equivalence to a simple feature pre-scaling
transform. In the literature, feature weighting is closely tied to the distance
function used for classification. Let be a stored
observation vector and           a “target” observation vector, the class of which
we wish to determine. The feature-weighted distance is defined as

where are the non-negative feature–specific weights. Most com-
monly which yields the feature–weighted euclidean distance. In words, (1)
has the following interpretation: The weights denote “importance”. The more
important a feature, the larger its contribution to the overall distance. Now, by
a minor rearangement of terms,

At the limit coincides with Shannon’s differential entropy, whereas
for  it is known as quadratic entropy. Similarly, one defines the generalised

i.e. feature weighted distance can be viewed as a common distance, where
the feature has been previously linearly transformed by the weight vector

Equation (2) gives rise to a slightly different view of feature
weighting: to emphasize one feature in relation to the others, one can simply
stretch it out, i.e. scale it by a factor larger than the others. This view has the
advantage of completely dissociating weighting from distance computation and
therefore the K-NN algorithm.

A crucial issue in the above is the definition of feature “importance” and,
consequently, the evaluation of the weight (or scaling) vector. Since our concern
is to increase classification accuracy, the importance measure has to be related
to the relevance of features to the classification task. In this paper, we make
use of a flexible family of mutual information metrics derived from the gener-
alised Harvda-Chavrat entropy (see [3]). Mutual information metrics have the
advantage of not making any a-priori assumptions about the probability density
underlying the data.

Formally, the generalised Harvda-Charvat (HC) entropy of order for the
continous feature is defined as
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HC class-conditional entropy of a feature, i.e. the entropy of the feature when
the value of the class random variable, C, is known

and, by averaging over all feature values, the generalised HC feature equivocation

Taking the difference of the generalised HC feature entropy and the generalised
HC feature equivocation we obtain a form of the generalised HC feature infor-
mation gain:

which can be used to measure the dependence between and C and thus
the overall pertinence of for deciding upon variable In the limit

is symmetric with respect to C and and is widely known as mutual
information between the variables [4].

3 The Algorithm

Equivocation and mutual information, as seen in (6), are evalutated as averages
over the entire feature value range. However, the term inside the integral contains
localised information about the relevance of each feature, which in general varies
as a function of the feature value. In other words, it may be the case that within
some range the feature is relevant for classification (i.e classification boundaries
depend on that feature), whereas within some other range the feature is less
relevant, or even completely irrelevant. By taking the average, this local-type
information is lost.

The idea underlying the feade algorithm is that instead of taking the average
we can keep the local relevence information and integrate it to the feature by
defining local stretching factors. Since these factors are in general different, the
feature will be stretched in a non-homogeneous way and thus it can be thought of
as deformed. In section 3.1 we define in mathematical terms the feature deforming
transform and in section 3.2 we describe the method by which stretching factors
are evaluated.

3.1 The Feature Deforming Transform

To formally define the deforming transform, consider first a single feature
taking values at the range Let also be a strictly positive integer.
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The feature is then split in consequitive regions each one having length
as follows:

The region index is denoted with a superscript to avoid confusion with the
feature index, which is denoted with a subscript throughout the presentation.
The process of spliting in regions, here, should not be mistaken as quantisation
of the continuous variable. The number of regions of correspond merely to the
finesse of the analysis. i.e more regions allow for a more precise definition of the
transform.

Now, to each one of these regions, we attribute a stretching factor The
evaluation of the stretching factors is based on local mutual information and will
be the topic of the next section. For convenience, we also define the cumulative
stretched length as

Then, the feature deforming transform is defined as

where and are used to denote the maximum lower and minum higher
integers indexes respective and the operator rmod has been used to denote

By applying the above transform, the range is un-homogenously mapped
to the range In practice, the domain of is deduced through training
samples, and thus the bounds and may not be known exactly. In this case,
one can extend the transform in the whole axis, assuming that the
stetching factor applies also to the region and the stretching factor

applies also to the region, as follows:

The above deforming transform is defined independently for all features,
i.e. for each feature we attribute the feature–specific stretching factors and
define the feature–specific cumulative stretched lengths Thus the deformed
feature vector can be evaluated as

where W is the stretching factors matrix and
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In terms of complexity, during its testing phase the algorithm requires storing
the matrices and and making computations
for each transform. As noted earlier is a free parameter corresponding to the
finesse of the transform, allowing for a trade-off between the memory required
and the performance of the algorithm. In practice, for maximum perfomance,
is sometimes required to be larger than 500 although in most cases a value of
100 is enough.

3.2 Stretching Factor’s Definition

In this section we discuss stretching factors learning. This topic is largely covered
in litterature and includes two issues: the definition of a suitable metric for
stretching factors and its evaluation through the training set. Regarding the
first issue, as stated in Sect.2, we make use of a family of metrics derived from
the generalised Harvda-Chavrat entropy. Looking back at (6), notice that the
feature information gain can be written as

where

The last quantity, is a measure of the feature relation with the class,
when the feature takes the value Thus, it can be directly used to define
the stretching factors for all regions This is done by assuming that the
probability is constant inside each region. Namely, consider a feature and the
region as defined in (7) and let be the mean value of the feature in this
region:

Then the stretching factor is defined as

3.3 Stretching Factors’ Evaluation

Unfortunately, evaluating and thus requires the knowledge of
probabilities for all classes, which have to be estimated from the training
set. Although the probability densities to be estimated are one-dimensional,
this is still a crucial part for the success of the algorihm. In this version of the
algorithm, we use a flexible kernel – smoothed histogram – based approach with
a bias-correction term, allowing for a trade-off between accuracy and speed as
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well as compensation for noisy samples and overfitting. In general terms, it is a
variant of parzen estimate with gaussian kernel [5], [6].

To begin with, consider first a window of width around

The window width is not necessarily related to the region length even though a
larger value is recommended, so that the window covers at least the whole region.
Furthermore, by using a kernel, the optimal window width is also dissociated
from the specific sample set: larger values for allow a more precise probability
estimate. Finally, consider a gaussian kernel centered at as

The probabilities are then estimated by a training sample set as follows:

where, P is the total number of samples and is the number of samples mapped
to class Notice that the sums involve only samples whose projection on features
lies inside the considered window This “approximate” parzen-density relies
on the fact that, due to the kernel, distant features will not contribute essentially
to the sum and thus can be ignored.

As it is known, (see,for instance, [7]), the width of the kernel is crucial for the
evaluation of probabilities. A large value tends to reduce the estimation variance
but increases its bias. To partially compensate for this defficiency, we make use
of two techniques:

1.

2.

By making use of an adaptive kernel width, as suggested by Abramson [8].
The kernel width is set for each window as where the probabilities
estimates are done using a fixed kernel width.
By adding a bias-correction term, as suggested in [9], to each of the local
entropies that contribute to local mutual information. This term has the
form

where q is the number of samples in the window under consideration and
the total number of windows.

Both these techniques have been shown to improve algorithm performance.
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4 Experiments

4.1 Overall Performance

To evaluate the feade algorithm, we applied it to a number of benchmark tests,
taken from the UC Irvine Machine Learning Repository. The evaluation aimed
at comparing the generalisation performance of the K-NN algorithm, with and
without the feade preprocessing. Table 1 presents the classificication accuracies
achieved with plain K-NN vs feade + K-NN, as the average correct rates of 100
cross validation sets, using 80% of the data for training and the remaining 20%
for testing. The scores concern the best performance, for varying numbers of
neighbors.

As it is seen, feade manages to increase generalisation performance in all
cases. The result is quite interesting, considering that the feade transform adapts
dimensions independently from one an other. However it should be stressed that
theses scores are the optimal scores obtained for varying configurations of the
feade parameters. In particular, the kernel width seems to play an important
role, even though special care has been taken for an automatic adjustement.
Moreover, the entropy order also affects the performance. The results above
have been obtained by setting the order to either or

4.2 The “Glass” Dataset

As a particular study case, we present the effect of the feade algorithm when
applied to the “glass” benchmark test. The dataset, taken from the UC Irvine
Machine Learning Repository, consists of 214 instances of glasses, grouped in
6 classes: float and non-float -processed building windows, non-float processed
vehicle windows, containers, tableware and headlamps. Each instance is identi-
fied by 9 attributes (refractive index, Sodium, Magnesium, Aluminum, Silicon,
Potassium, Calcium, Barium and Iron). Performing classification in this feature
space has been proved to be difficult since there is a high overlapping of classes,
with non-linear optimal borders and few number of instances.

Figure 1 shows a projection along the magnesium and silicon plane, before
and after applying the feade transform. See that different regions of both the axes
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Fig. 1. Projection of the “glass” dataset along the “magnesium” and “silicon” axes

have been given different weights. Thus the feade space is a deformed version of
the original space. Regions with no pertinent classification information have been
“erased”. Notice in particular, at the left half of the plane, instances marked with
“x”, corresponding to “containers”, as well as instances marked with a diamond,
corresponding to “headlamp”, have approached each other, in comparison to the
original space.

An evaluation of the improvement of the K-NN classifier generalisation is
shown in Fig. 2. The curves correspond to the average classification over 30
trials, using 80% of the sample to adjust both the pre-processing step and the
K-NN. The curves correspond to feade preprocesing, uniform weighting and non-
preprocesing. As it is shown, optimal performance in all cases is achieved for
K = 1. However, feade manages to achieve an increase on the generalisation
accuracy by ~ 8% over no-preprocessing. Especially, notice that performance
continues to be superior to the best no-preprocessing score even with increased
number of neighbors.

5 Conclusions and Prospects

A novel algorithm has been presented which performs a non–linear transform
of continuous one–dimensional features. The algorithm is efficient in that it has
linear complexity with respect to the sample size and dimension. It has also
been shown to significantly improve the generalisation accuracy of the K-NN
algorithm. The algorithm performance has been shown to depend on two pa-
rameters, the kernel width and the order of the entropy, and a more thorough
investigation is underway for their automatic setting.

By integrating local classification-pertinent information on the features, feade
is dissociated from the classification algorithm. This amounts to a novel view of
local feature weighting algorithms, since it allows for more flexibility in the design
of a pattern recognition system. In particular, the authors intend to explore
its behavior when combined with other preprocessing techniques and/or other
classification methods.
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Fig. 2. Classification Accuracy of the K-NN algorithm for the “glass” dataset as a
function of the number of nearest neighbors
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Abstract. This paper elaborates on an efficient approach for cluster-
ing discrete data by incrementally building multinomial mixture models
through likelihood maximization using the Expectation-Maximization
(EM) algorithm. The method adds sequentially at each step a new multi-
nomial component to a mixture model based on a combined scheme of
global and local search in order to deal with the initialization problem
of the EM algorithm. In the global search phase several initial values
are examined for the parameters of the multinomial component. These
values are selected from an appropriately defined set of initialization can-
didates. Two methods are proposed here to specify the elements of this
set based on the agglomerative and the kd-tree clustering algorithms.
We investigate the performance of the incremental learning technique on
a synthetic and a real dataset and also provide comparative results with
the standard EM-based multinomial mixture model.

1 Introduction

Clustering of discrete (or categorical) data is an important problem with many
significant applications [1–4]. Although several methods have been proposed for
clustering continuous (real) data, the clustering of discrete data seems to be more
difficult mainly due to the nature of the discrete data: discrete values cannot be
ordered, it is not straightforward to define ‘distance’ measures and it is also
more difficult to specify appropriate differentiable objective functions and apply
continuous optimization methods to adjust the clustering parameters.

Nevertheless, several techniques have been proposed for clustering discrete
data [1–3]. Some of them transform the discrete features into continuous using
some type of encoding, most of them 1-of-K encoding for a feature assuming K
discrete values [2]. A disadvantage of such methods is that the dimensionality of
the input space becomes very large. Other techniques are simply based on the
definition of a distance measure (e.g. Hamming distance) which is exploited to
construct hierarchical clustering solutions (e.g. agglomerative) [1,3].

In this work we focus on statistical model-based methods for clustering dis-
crete data [5, 3]. Such methods are based on the generative model paradigm and
assume that the data have been generated by an appropriate mixture model
whose parameters can be identified through the maximization of a likelihood
function.

G.A. Vouros and T. Panayiotopoulos (Eds.): SETN 2004, LNAI 3025, pp. 210–219, 2004.
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More specifically we consider a mixture of multinomials model and assume
that each data point has been generated through sampling from some multino-
mial component of the mixture model [3]. It is well-known that the EM algorithm
can be employed to adjust the parameters of the model. Once the model has been
trained, a data point is assigned to the cluster (multinomial component) with
the highest posterior probability. An additional advantage of this approach is
that it allows for soft clustering solutions based on the values of the posterior
probabilities.

The main problem with EM is the dependence on the initial parameter values.
An effective incremental solution has been recently proposed for the multinomial
mixture model, which has been successfully applied in a bioinformatics context
[4]. This method starts with one component and each time attempts to opti-
mally add a new component to the current mixture through the appropriate use
of global and local search procedures. As it will be described later, the applica-
tion of the incremental approach requires the specification of set of candidate
parameter vectors for the new component to be added at each step. In [4] the set

was considered to contain as many elements as the training set. In this work
we propose and evaluate two other methods for constructing the set of initial-
ization candidates, based on the methods kd-tree and agglomerative clustering.
Comparative experimental results indicate that the integration of the agglom-
erative clustering approach into the incremental multinomial mixture learning
method leads to a very powerful method for clustering discrete data.

2 An Incremental Scheme
for Multinomial Mixture Models

2.1 The Mixture of Multinomials Model

Consider a dataset where each data point
contains features with discrete values. More specifically, we assume that each
feature can take values from a finite set of discrete values,
i.e. We also assume that each feature can be modeled
with a multinomial distribution

The probabilistic vectors define a multinomial parameter vector
i.e. Assuming that the features are independent, the density

function for an arbitrary observation is given by

where is a binary indicator function such that            if
and 0 otherwise.
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A mixture of multinomials model with components is defined as:

where is the vector of all unknown parameters, i.e.
and the mixing proportion satisfy that

The log-likelihood of the dataset given the above model is

The EM algorithm provides a straightforward, convenient approach for maxi-
mum likelihood (ML) estimation of the parameters of the component densities
based on the iterative application of the following update equations for each
component [6,3,4]:

After training the multinomial mixture model, we can assign to a data point
a cluster label corresponding to the highest posterior probability value

It is well-known that the quality of the solutions provided by the EM algo-
rithm depend highly on the initialization of the model parameters. To overcome
the problem of poor initialization for the multinomial mixture model, an incre-
mental learning scheme [4] has been proposed based on an appropriate adapta-
tion of the greedy-EM algorithm for Gaussian mixtures [7].

2.2 Incremental Mixture Learning

Assume that a new component with density is added to a
mixture model This new component corresponds to a new

cluster in the discrete domain modeled by a parameter vector containing
the multinomial parameters. The resulting mixture with components can
be represented as



Incremental Mixture Learning for Clustering Discrete Data 213

where The new parameter vector consists of the parameter
vector of the mixture, the weight and the vector Then,
the log-likelihood for is given by

The above formulation proposes a two-component likelihood maximization
problem, where the first component is described by the old mixture
and the second one is the new component with density where

If we consider that the parameters  of re-
main fixed during maximization of the problem can be treated by
applying searching techniques to optimally specify the parameters and
which maximize An efficient technique for the specification of and

is presented in [7] that follows a combination of global and local searching.
Global Search: It has been shown that a local maximum of with respect
to for a given parameter vector is given by [7]

and is obtained for

where

The above formulation has the benefit of making the problem of likelihood
maximization (Equation 9) independent of a. Therefore, it restricts global search-
ing for finding good initial values for the multinomial distribution of the
newly inserted component. To this end, the problem is now to define a proper
set of initialization candidates. Then, the candidate

that maximizes Equation 10 is identified and the corresponding
value is computed using Equation 11.
Local Search: The EM algorithm can be used to perform local search for the
maximum of the likelihood with respect to parameters and only, starting
from the values and identified in the global search phase. In analogy to
Equations 5-7, the following update equations called partial EM can be derived
for maximizing
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The performance of the above incremental algorithm highly depends on the
‘quality’ of the initialization candidates included in set In the following sec-
tions we describe and evaluate several methods for candidate specification.

3 Methods for the Specification
of Initialization Candidates

3.1 Exhaustive Search over the Training Set

A reasonable and straightforward strategy to define the set of candidates is
to consider the whole training set and directly associate
each discrete data point with a multinomial distribution
constructed as follows:

It is easy to show that for each feature The
parameter has a fixed value in the range (0,1), and should satisfy

In such way a set with M = N candidates is created. We will refer to this
method as ES (Exhaustive Search).

The drawback of this method is that all the N data points of X must be ex-
amined each time a new component has to be inserted. Alternatively, we can use
data partitioning schemes that lead to the identification of much less candidates
(M << N) and more informative.

3.2 The kd-Tree Algorithm for Partitioning Discrete Data

The first partitioning scheme we have used is based on the notion of kd-trees. Ini-
tially, kd-trees [8] were proposed in the case of continuous data, as an attempt to
speed-up the execution of nearest neighbor queries. A kd-tree defines a recursive
binary partitioning of a  dataset, where the root node contains all
data. A subset of the original dataset is assigned to each tree node and the tree
construction procedure proceeds by partitioning the subset of a node into two
subsets using a hyperplane perpendicular to the direction for which the subset
data demonstrate the highest variance.

In order to deal with discrete features we have used the following entropy-
based procedure to partition the data points corresponding to a node. In par-
ticular, for a node that contains data points, we first calculate its multi-
nomial parameters based on the sufficient statistics and
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Then, the entropy of each feature for
the data of node can be computed as follows

Then, we can identify the feature that exhibits the largest entropy value, i.e.
The partitioning procedure is based on the values of the

data points belonging to node First the different values of the feature
are sorted according to the probabilities and then each value is marked in
turn as odd or even. In this way, two new nodes and are created, where
the node contains the node data for which the value of feature is
marked as odd (even).

One last observation that must be made concerns the selection of the leaf
node that will be partitioned at each step. This is done by selecting among
the current leaf nodes of the tree the one that exhibits the minimum likelihood
value. Following the definition in Equation 2, the log-likelihood that characterizes
a node is

The above top-down procedure builds a tree with several nodes and the par-
titioning of a leaf node is not allowed when the number of included data points is
lower than a fixed value T. The kd-tree construction procedure terminates either
when there exist no leaf nodes that can be splitted, or when a predetermined
number M of leaf nodes have been constructed.

In our experiments in order to specify a candidate initialization set with
M vectors a kd-tree was first constructed with M leafs. Then each vector

was determined from the sufficient statistics of the data points assigned to
the corresponding leaf We will refer to this method as KD.

3.3 Agglomerative Clustering

In contrast to the kd-tree method, the Agglomerative clustering (AC) is a syn-
thetic clustering scheme [3]. The method starts with a set of N clusters, each
containing one data point At each step the AC method searches among the
set of current clusters to identify the two closest clusters that are sub-
sequently merged into one cluster by assigning all data points of clusters

to the newly formed cluster To apply the AC algorithm, an
intercluster distance measure is needed, defined as
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where the is calculated, as in the kd-tree case, according to Equation
18. The algorithm terminates when a specified number M of clusters have been
found. An implementation of the AC algorithm for discrete data is presented in
[3] that requires nearly runtime.

Once the AC algorithm has terminated with M clusters, we specify the el-
ements of using exactly the same procedure with the
kd-tree approach described previously.

4 Experimental Results

We have conducted a series of experiments to evaluate how the different proce-
dures for candidate specification influence the performance of the incremental
algorithm. Using each method (ES, KD, AC) three sets of candidates were speci-
fied and the incremental scheme was then applied for initializing the parameters
of each added component

Moreover, two additional standard EM-based multinomial mixture models
were created, where their parameters were initialized by the agglomerative and
the kd-tree clustering algorithms, respectively. More specifically, we first applied
both algorithms until a number of K clusters were created. Then, the statistics
of each cluster were used for initializing the mixture model parameters and the
EM algorithm was applied to adjust them. We will refer to these two models as
AC-EM and KD-EM, respectively. Two evaluation criteria have been used, the
first being the likelihood of each obtained mixture model on a test set and the
second the test set classification accuracy (although class labels were not used
in training).

4.1 Experiments with a Synthetic Dataset

In the synthetic dataset used in our experiments each true cluster (called class)
was associated with a unique generator string of length

containing letters from an alphabet ie.
In this way, K = 10 different data generators with features were selected,
where some of them present high degree of similarity and thus the discrimination
among the corresponding clusters is difficult.

The data points of each class were created as noisy copies of generator
string by randomly deciding whether to mutate each generator feature with
mutation probability where mutation means that the value
of a feature changes by randomly selecting a value from the corresponding
alphabet In this way, 10000 discrete data points were sampled (1000 for
each class) and 3000 of them (300 for each class) were selected for training,
while the rest 7000 data were used for testing.

Table 1 presents the results for the synthetic dataset. The AC and KD clus-
tering algorithms were run until M = 200 subsets were discovered, which are
subsequently used to specify the multinomial parameter vectors included in the
set of initialization candidates. As the results indicate, the exhaustive search
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(ES) method for defining the set although considering the whole training set,
does not provide as good results as the other two approaches AC and KD which
illustrate the best (and similar) performance for both criteria.

It is also interesting to note that the proposed incremental schemes com-
pare favorably to both AC-EM [3] and KD-EM, ie. stand-alone EM with the
K components, initialized from the statistics of K subsets obtained using ei-
ther AC or kd-tree. Since the AC-EM approach is considered one of the most
effective approaches for clustering discrete data[3], it can be concluded that the
proposed methods are very powerful. These conclusions are also supported from
the experiments on a real dataset described below.

4.2 Experiments with the Mushrooms Dataset

We have also conducted experiments with a real dataset, namely the mushrooms
dataset from the UCI Machine Learning repository. It consists of discrete
features that describe physical attributes of mushrooms taking between 2 and 12
values. Totally there are 8124 discrete data labeled as either class 0 (poisonous
mushrooms) or class 1 (eligible mushrooms), which were equally divided into a
training and testing set (4062 cases in each dataset). In all experiments the class
labels were ignored in the training phase. We first applied the AC algorithm to
construct a set of M = 200 initialization candidates for the incremental mix-
ture learning method. The kd-tree algorithm was also applied to create another
set of M = 200 candidates. The incremental learning scheme using either
or was compared to AC-EM method.

Figure 1 displays the log-likelihood value on the test set as a function
of the number of clusters (components) K. The superiority of the incremental
approach when initialized with the AC algorithm is clear for all values of K

In contrast to the synthetic dataset, the kd-tree algorithm did
not offer so good values for initializing the multinomial components, and thus
the corresponding model provided worse results for this dataset. Moreover, the
superiority of the incremental AC scheme can also be seen in Table 2 providing
the class distribution in the clusters obtained for K = 10.
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Fig. 1. The test set log likelihood values for several values of the number of multinomial
components K.

5 Conclusions

In this paper we elaborated on an incremental scheme for model-based cluster-
ing of discrete data, where a multinomial model is constructed by sequentially
adding new components. An exploration mechanism based on global and local
search ensures the fine tuning of the parameter vector of the added multino-
mial component. To solve the problem of specifying the set of initialization
candidates two clustering methods have been examined based on kd-trees and
agglomerative clustering. The experiments conducted on a synthetic and a real
dataset have shown the incremental training method, coupled with a powerful
technique for the specification of initialization candidates, constitutes a very
effective approach for clustering discrete data.

In cases of very large datasets, the application of the AC algorithm to the
whole training set is time consuming [3]. A solution to this problem is to apply
the AC method to a randomly selected portion of the dataset. On the other
hand, the size of the dataset does not constitute a problem for the proposed kd-
tree algorithm, therefore, the use of kd-tree for the specification of initialization
candidates may lead to better results in the case of very large datasets. It is also
possible to develop hybrid schemes combining the AC and kd-tree methods. An
approach of this type would first divide the dataset into a number of subsets
using the kd-tree method and then would apply the AC algorithm to the data
of each subset. Finally, it must be noted that in this work we do not address the
problem of assessing the optimal number of multinomial components K. This
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constitutes one of our future research directions and requires the adaptation of
several well-known methodologies and criteria for model selection [5].
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Abstract. A class of problems between classification and regression, learning to
predict ordinal classes, has not received much attention so far, even though there
are many problems in the real world that fall into that category. Given ordered
classes, one is not only interested in maximizing the classification accuracy, but
also in minimizing the distances between the actual and the predicted classes.
This paper provides a systematic study on the various methodologies that have
tried to handle this problem and presents an experimental study of these meth-
odologies with a cost sensitive technique that uses fixed and unequal misclassi-
fication costs between classes. It concludes that this technique can be a more ro-
bust solution to the problem because it minimizes the distances between the
actual and the predicted classes, without harming but actually slightly improving
the classification accuracy.

1 Introduction

Machine learning methods for classification problems commonly assume that the class
values are unordered. However, in many practical applications the class values do
exhibit a natural order. Ordinal classification refers to an important category of real
world problems, in which the attributes of the instances to be classified and the classes
are linearly ordered. Ordinal classification may be viewed as a bridging problem
between the two standard machine-learning tasks of classification and regression.

In a standard classification problem the input instances are associated with one of k
unordered sets of labels denoting the class membership. Since the target values are
unordered, the metric distance between the prediction and the correct output is the
non-metric 0-1 indicator function. In a standard regression problem target values range
over the real numbers therefore the loss function can take into account the full metric
structure. In ordinal classification, the target values are in a finite set (like in classifi-
cation) but there is an ordering among the elements (like in regression, but unlike
classification).

Settings in which it is natural to rank or rate instances arise in many fields such as
information retrieval, visual recognition, collaborative filtering, econometric models
and classical statistics. In collaborative filtering for example, the goal is to predict a
person’s rating on new items such as learning material given the person’s past ratings
on similar items and the ratings of other people of all the items (including the new
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item). The ratings are ordered, such as “highly recommended”, “good”,..., “very bad”
thus collaborative filtering falls naturally under the domain of ordinal classification. In
another domain such as the prediction of the therapeutic success, the outcome will be
also ordered, e.g. (1) good recovery, (2) moderate disability, (3) severe disability, (4)
vegetative survival, and (5) dead.

Although machine learning algorithms for ordinal classification are rare, there are
many statistical approaches to this problem. However, they all rely on specific distri-
butional assumptions for modeling the class variable and also assume a stochastic
ordering of the input space [7]. The machine learning community has mainly ad-
dressed the issue of ordinal classification in two ways. One is to apply classification
algorithms by discarding the ordering information in the class attribute [3]. The other
is to apply regression algorithms by transforming class values to real numbers [8] This
paper proposes a cost-sensitive technique that takes into account matrices of misclassi-
fication costs. The cost matrices express relative and unequal distances between
classes. Experimental results show that this technique minimizes the distances be-
tween the actual and the predicted classes, without harming but actually slightly im-
proving the prediction accuracy.

This paper is organized as follows: The next section discusses the different tech-
niques that have been proposed for handling ordinal classification problems. In sec-
tion 3, we describe the proposed cost sensitive technique. In Section 4, we present the
experimental results of our methodology using different distribution algorithms and
compare these results with those of other approaches. In the final section of the paper
we discuss further work and some conclusions.

2 Techniques for Dealing with Ordinal Problems

Standard classification algorithms for nominal classes can be applied to ordinal predic-
tion problems by discarding the ordering information in the class attribute. However,
some information that could improve the predictive performance of a classifier is lost
when this is done.

The usage of regression algorithms to solve ordinal classification problems has
been examined in [8]. In this case each class needs to be mapped to a numeric value.
However, if the class attribute represents a truly ordinal quantity, which, by definition,
cannot be represented as a number in a meaningful way, there is no principled way of
devising an appropriate mapping and this procedure is necessarily ad hoc.

Another approach is to reduce the multi-class ordinal classification problem to a set
of binary classification problems using the one-against-all approach. In the one-
against-all approach, we train a classifier for each of the classes using as positive ex-
amples the training examples that belong to that class, and as negatives all the other
training examples. We then couple the estimates given by each binary classifier in
order to obtain class probability membership estimates for the multi-class problem [3].

A more sophisticated approach that enables standard classification algorithms to
make use of ordering information in ordinal class attributes is presented in [5]. Simi-
larly with previous method, this method converts the original ordinal class problem
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into a series of binary class problems that encode the ordering of the original classes.
However, to predict the class value of an unseen instance this algorithm needs to esti-
mate the probabilities of the k original ordinal classes using our k – 1 models. For
example, for a three class ordinal problem, estimation of the probability for the first
ordinal class value depends on a single classifier: Pr (Target < first value) as well as
for the last ordinal class: Pr (Target > second value). Whereas, for class value in the
middle of the range, the probability depends on a pair of classifiers and is given by

Pr(Target > first value) * (1 – Pr(Target > second value)).

Proposed Technique

Given ordered classes, one is not only interested in maximizing the classification accu-
racy, but also in minimizing the distances between the actual and the predicted classes.
Thus, we want a bias in favor of the middle class. An approach is to incorporate costs
in decision-making defining fixed and unequal misclassification costs between classes.
Cost model takes the form of a cost matrix, where the cost of classifying a sample
from a true class j to class i corresponds to the matrix entry This matrix is usually

expressed in terms of average misclassification costs for the problem. The diagonal
elements are usually set to zero, meaning correct classification has no cost. We may
define conditional risk for making a decision as:

3

The equation states that the risk of choosing class i is defined by fixed misclassifi-
cation costs and the uncertainty of our knowledge about the true class of x expressed
by the posterior probabilities. The goal in cost-sensitive classification is to minimize
the cost of misclassification, which can be realized by choosing the class with the

minimum conditional risk. Thus, a cost matrix for a three-class ordinal classification
problem could be:

whereas for n-class problem it would be:
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A key feature of our method is that it does not require any modification of the un-
derlying learning algorithm; it is applicable as long as the classifier produces class
probability estimates. In the following section, we empirically evaluate the perform-
ance of our approach with the other well known techniques.

4 Experiments

To test the hypothesis that the above method improves the generalization performance
on ordinal prediction problems, we performed experiments on real-world datasets. We
used well-known datasets from many domains from the UCI repository [4]. The used
datasets represented numeric prediction problems and thus we converted the numeric
target values into ordinal quantities using equal-size binning. This unsupervised
discretization method divides the range of observed values into three equal size
intervals. The resulting class values are ordered, representing variable-size intervals of
the original numeric quantity. This method was chosen because of the lack of
benchmark datasets involving ordinal class values.

All accuracy estimates were obtained by averaging the results from 10 separate
runs of stratified 10-fold cross-validation. It must be mentioned that we used the free
available source code for our experiments by the book [14]. We have tried to mini-
mize the effect of any expert bias by not attempting to tune any of the algorithms to
the specific data set. Wherever possible, default values of learning parameter were
used. This naïve approach results in lower estimates of the true error rate, but it is a
bias that affects all the learning algorithms equally.

In the following subsections we present the empirical results obtained using a deci-
sion tree algorithm, a rule-based algorithm and an instance-based learning algorithm.
All of them produce class probability estimates.

4.1 Decision Trees

A recent overview of existing work on decision trees and a taste of their usefulness to
the newcomers in the field of machine learning are provided in [9]. Decision trees are
trees that classify instances by sorting them based on feature values. Each node in a
decision tree represents a feature in an instance to be classified, and each branch
represents a value that the node can take. Instances are classified starting at the root
node and sorting them based on their feature values. Most well-known decision tree
algorithm is the C4.5 [11]. Model trees are the counterpart of decision trees for regres-
sion tasks. They have the same structure as decision trees, with one difference: they
employ a linear regression function at each leaf node to make a prediction. The most
well known model tree inducer is the M5'[12].

Table 2 shows the results for the C4.5 algorithm in the three-class situation, applied
(a) without any modification of C4.5, (b) in conjunction with the ordinal classification
method presented in Section 2 (C45-ORD), (c) using classification via regression
(M5') and (d) using the proposed cost-sensitive technique (C4.5-COST).



224 Sotiris B. Kotsiantis and Panagiotis E. Pintelas



A Cost Sensitive Technique for Ordinal Classification Problems 225

In Table 2, for each data set the algorithms are compared according to classification
accuracy (the rate of correct predictions) and to mean absolute error:

where p: predicted values and a: actual values.

As one can see from the aggregated results in Table 2, the proposed cost-sensitive
technique is slightly better in classification accuracy than the remaining approaches.
However, it manages to minimize the distances between the actual and the predicted
classes. The reduction of the mean absolute error is about 19% (1-0.13/0.16) compared
to the simple C4.5 and the C4.5-ORD, while it exceeds the 27% compared to M5' It
must be mentioned that the C4.5-ORD technique [5] outperforms the simple C4.5 only
in classification accuracy. It does not manage to minimize the distance between the
actual and the predicted class. Moreover, the M5' seems to give the worst average
results according to our experiments even though in several data sets its performance
is much better than the performance of the remaining algorithms.

It must also be mentioned that a decision tree learning algorithm for monotone
learning problems has been presented in [10]. In a monotone learning problem both
the input attributes and the class attribute are assumed to be ordered. This is different
from the setting considered in this paper because we do not assume that the input is
ordered.

4.2 Rule Based Learning

Classification rules represent each class by disjunctive normal form (DNF). A k-DNF
expression is of the form:

where k is the number of disjunctions, n is the number of conjunc-
tions in each disjunction, and is defined over the alphabet

The general goal is to construct the smallest rule-set that is consistent with the
training data. A large number of learned rules are usually a sign that the learning algo-
rithm tries to “remember” the training set, instead of discovering the assumptions that
govern it. PART algorithm forms rules from pruned partial decision trees in an at-
tempt to avoid over-prune. Once a partial tree has been build, a single rule is extracted
from it [6]. M5rules implements routines for generating a decision list using M5'
model trees and the approach used by the PART algorithm [14].

Table 6 shows the accuracy and the mean absolute error estimates for the rule based
algorithm PART in the three-class situation, applied (a) without any modification
PART, (b) in conjunction with the ordinal classification method presented in Section 2
(PART-ORD), (c) using classification via regression (M5rules) and (d) using the pro-
posed cost-sensitive technique (PART-COST).

As one can see from the aggregated results in Table 3, the proposed cost-sensitive
technique is not extraordinarily better in classification accuracy than the remaining
techniques. However, it manages to minimize the distances between the actual and the
predicted classes. The reduction of the mean absolute error is about 12% compared to
the simple PART and the PART-ORD, while it overcomes the 17% compared to M5
rules.
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It must be mentioned that the ordinal technique [5] does not manage to outperform
the simple PART. On the contrary, the M5rules seems to give better classification
accuracy but worse mean absolute error according to our experiments than plain
PART.

4.3 Instance Based Learning

One of the most straightforward instance-based algorithms is the nearest neighbour
algorithm [1]. K-Nearest Neighbour (kNN) is based on the principal that the instances
within a data set will generally exist in close proximity with other instances that have
similar properties. If the instances are tagged with a classification label, then the value
of the label of an unclassified instance can be determined by observing the class of its
nearest neighbours. The kNN locates the k nearest instances to the query instance and
determines its class by identifying the single most frequent class label. The absolute
position of the instances within this space is not as significant as the relative distance
between instances. This relative distance is determined using a distance metric. Many
different metrics are presented in [13].

Locally weighted linear regression (LWR) is a combination of instance-based
methods and linear regression [2]. Instead of performing a linear regression on the
full, unweighted dataset, it performs a weighted linear regression, weighting the near-
est training instances according to their distance to the test instance at hand. This
means that a linear regression has to be done for each new test instance, which makes
the method computationally quite expensive. However, it also makes it highly flexible,
and enables it to approximate non-linear target functions.

Table 3 shows the accuracy and the mean absolute error estimates for the 3NN in
the three-class situation, applied (a) without any modification 3NN, (b) in conjunction
with the ordinal classification method presented in Section 2 (3NN-ORD), (c) using
classification via regression (LWR) and (d) using the proposed cost-sensitive tech-
nique (3NN-COST).

As one can see from the aggregated results in Table 3, the proposed cost-sensitive
technique has similar results to 3NN-ORD However, the reduction of the mean abso-
lute error is about 12% compared to the simple 3NN and the LWR.

It must be mentioned that the LWR seems to give the worst average results accord-
ing to our experiments even though in several data sets its performance is much better
than the performance of the remaining algorithms.

5 Conclusion

This paper is devoted to the problem of learning to predict ordinal (i.e., ordered dis-
crete) classes. We study various ways of transforming a simple algorithm for ordinal
classification tasks. The cost-sensitive ordinal classification method discussed in this
paper uses fixed and unequal misclassification costs between classes and is applicable
in conjunction with any learning algorithm that can output class probability estimates.
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According to our experiments in synthetic ordinal data sets, it manages to minimize
the distances between the actual and the predicted classes, without harming but actu-
ally slightly improving the classification accuracy in conjunction with C4.5, PART
and 3-NN algorithms. Drawing more general conclusions from these synthetic ex-
perimental data seems unwarranted. Our results so far show that cost-sensitive meth-
odology for predicting ordinal classes can be naturally derived from classification
algorithms, but more extensive experiments with real ordinal data sets from diverse
areas will be needed to establish the precise capabilities and relative advantages of this
methodology.
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Abstract. In this paper we make use of two highly efficient second or-
der neural network training algorithms, namely the LMAM (Levenberg-
Marquardt with Adaptive Momentum) and OLMAM (Optimized
Levenberg-Marquardt with Adaptive Momentum), for the construction
of an efficient pap-smear test classifier. The algorithms are methodolog-
ically similar, and are based on iterations of the form employed in the
Levenberg-Marquardt (LM) method for non-linear least squares prob-
lems with the inclusion of an additional adaptive momentum term arising
from the formulation of the training task as a constrained optimization
problem. The classification results obtained from the application of the
algorithms on a standard benchmark pap-smear data set reveal the power
of the two methods to obtain excellent solutions in difficult classification
problems whereas other standard computational intelligence techniques
achieve inferior performances.

1 Introduction

The medical task of classifying and daily diagnosing several pap-smear images
is a time-consuming process, which is done manually for the moment. A faster
computer-assisted technique able to perform classification and diagnosis, some-
what automatically and competitively to human experts, would represent a great
advancement for cytologists in the future. In this paper we utilize two very effi-
cient feedforward neural network training techniques recently proposed in [1,2],
to the pap-smear image classification problem. The utilized techniques achieve
superior performance compared to several previous classification attempts, espe-
cially when the task is to discriminate between normal and abnormal cell images.
Comparative results of competitive approaches are given within the paper. The
Pap-Test data consist of measurements that correspond to the acquisition of a
specimen from the uterine cervix, which is then stained using the widely known
“Papanikolaou method” [22]. This procedure enables the observation of the cells
using a microscope. The clinical database includes 500 cases each of them de-
scribed in terms of various morphological characteristics of cells. Recent work in
the domain of pap-smear classification, demonstrates the application of neuro-
fuzzy systems for classification [5], nearest neighbour methods [5], supervised and
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unsupervised hard and fuzzy c-means techniques [20], Gustafson-Kessel cluster-
ing [20], genetic programming and entropy information-based machine learning
approaches [28].

2 Overview of the LMAM and OLMAM Algorithms

The Levenberg Marquardt with Adaptive Momentum (LMAM) and the Opti-
mized Levenberg Marquardt with Adaptive Momentum (OLMAM) algorithms
are two very efficient second-order algorithms for training feedforward neural
networks and, in some cases, they have been shown to achieve the best training
results on standard benchmark datasets ever reported in the neural networks
literature [1,2]. The main idea in the formulation of the algorithms is that a
one-dimensional minimization in the direction followed by a second mini-
mization in the direction does not guarantee that the neural network’s cost
function has been minimized on the subspace spanned by both of these direc-
tions. For a feedforward neural network with K output units and a set of P
training patterns, the Mean Square Error (MSE) cost function is defined as

where and denote the output activations and desired responses respec-
tively, and is the column vector containing all the weights and thresholds of
the network.

A solution to the problem of simultaneous subspace minimization is to choose
minimization directions which are non-interfering and linearly independent. This
can be achieved by the selection of conjugate directions which form the basis of
the Conjugate Gradient (CG) method [8]. Two vectors and are non-
interfering or mutually conjugate with respect to when

Therefore, the objective is to reach a minimum of the cost function of equa-
tion (1) with respect to and to simultaneously maximize

without compromising the need for a decrease of the cost function. The
strategy adopted for the solution of this problem follows the methodology for
incorporating additional knowledge in the form of constraints in neural network
training originaly proposed in [23].

At each iteration of the learning process, the weight vector is incremented
by  so that

where is a constant. Thus, at each iteration, the search for an optimum new
point in the weight space is restricted to a small hyperellipse centered at the
point defined by the current weight vector. The shape of such a hyperellipse
reflects the scaling of the underlying problem, and restricts the assignment of
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undeserved weight to certain directions. If is small enough, the changes to
induced by changes in the weights can be approximated by the first

differential At each iteration, it is desirable to achieve the maximum
possible change in so that (3) is respected, and the change in
is equal to a predetermined quantity

This is a constrained optimization problem which can be solved analytically by
introducing two Lagrange multipliers and to take account of equations (4)
and (3) respectively. The function is introduced, which is defined as follows:

On evaluating the differentials involved in the right hand side, and substituting
we readily obtain:

To maximize at each iteration, we demand that:

and

Hence, from equation (7) we obtain:

The above equation constitutes the weight update rule for the neural network.
Due to the special form of the cost function (equation (1)), the Hessian matrix
can be also approximated by the following equation [2]:

This approximation yields the following weight update rule for the neural net-
work

Equation (11) is similar to the Levenberg-Marquard (LM) weight update rule
with the important differences that in equation (11) there is an additional
adaptive momentum term (Levenberg-Marquardt with Adaptive Momentum -
LMAM) and that the LM step is multiplied with an adaptive factor which con-
trols its size. The quantity can be selected as in [12]: If a successful step is
taken then is decreased by a factor of 10 biasing,
therefore, the iteration towards the Gauss-Newton direction. On the other hand
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if for the current the step is unsuccessful then
is increased by the same factor until a successful step can be found (since the
increase of drives to the negative gradient).

Equation (11) is useful provided that and can be evaluated in terms of
known quantities. This can be done as follows: From equations (4) and (9) we
obtain:

with and are given by

with given by equation (10).

Eqn (12) can be readily solved for giving :

It remains to evaluate To this end, we substitute (9) into (3) to obtain:

where is given by

Finally, we substitute (14) into (15) and solve for to obtain :

where the positive square root value has been chosen for in order to satisfy
equation (8) for a positive definite Hessian matrix. Note also the bound

set on the value of by equation (17). We always use a value
where is a constant between 0 and 1. Thus, the final weight update

rule has only two free parameters, namely and The value chosen for the free
parameter determines the contribution of the constraints to the weight update
rule. A large value of means that the weight update rule is biased towards the
LM step, while a small value of has the opposite effect. In our experiments the
values recorded for  and are those giving the best performance. However,
similar performances were recorded with and 0.6
The range of optimal values for indicates that it is a good practice not to
deviate much from the LM step which actually predicts the maximum possible
decrease in the error function, whereas the range of optimal values shows
that the size of the trust region should be conservatively selected.

The LMAM algorithm has two free parameters and that should be ex-
ternally determined for the evaluation of the adaptation of the weights according
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Fig. 1. Some of the cells found in cervix: (A) parabasal, (B) intermediate, (C) super-
ficial squamous epithelia, (D) columnar epithelium, (E-F) mild, moderate and severe
non-keratinizing dysplasia (Source: Byriel, 1999)

to equation (11). The OLMAM (Optimized Levenberg-Marquardt with Adap-
tive Momentum) implements exactly the same weight update rule of equation
(11) but is a modification of the LMAM algorithm in order to achieve inde-
pendency from the externaly provided parameter values and This indepen-
dency is achieved by automaticaly regulating analytical mathematical conditions
that should hold in order to ensure the constant maintenance of the conjugacy
between weight changes in successive epochs. Further details on the OLMAM
algorithm can be found in [2].

3 Description of the Pap-Smear Problem

Using a small brush, a cotton stick or wooden stick, a specimen is taken from
the uterine cervix and transferred onto a thin, rectangular glass plate (slide).
The specimen (smear) is stained using the Papanikolaou method. This makes it
possible to see characteristics of cells more clearly in a microscope. The purpose
of the smear screening, is to diagnose pre-malignant cell changes before they
progress to cancer. Smears contain mainly two types of cells: squamous epithelial
cells and columnar epithelial cells (Figure 1). The columnar epithelium is found
in the upper part of cervix, and the squamous epithelium in the lower part
(Figure 2). The screening of smears is done by a cyto-technologist and/or cyto-
pathologist. It is time consuming, as each slide may contain up to 300,000 cells.
The columnar epithelium consists of a single layer of cells, resting on the basal
membrane. Underneath the columnar epithelium are the reserve cells, which can
multiply to produce squamous metaplasia. The nucleus is located at the bottom
of the cytoplasm. When viewed from the top, the area of the nucleus will seem
large when compared to the area of its cytoplasm. Viewed from the side, the
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Fig. 2. Schematic drawing of the uterus and the cervix. The drawing also shows the
transformation zone where the exocervicas squamous epithelium meets the endocervical
columnar epithelium. (Source: Byriel, 1999)

cytoplasm will seem larger (Figure 1(d)) . The area of the nucleus is
and it is darker than the surrounding cytoplasm. The squamous epithelium is
divided into four layers; the basal, parabasal, intermediate and superficial layer.
The cells of the basal layer lie on the basal membrane, and they produce the cells
of the overlying layers. The most mature cells are found in the superficial layer.
Cells of the basal and parabasal layers are round, with nuclei of and
cytoplasm of (Figure 1 (a)). Cells of the intermediate and superficial
layers have small nuclei of 20 – and large cytoplasm of 800 –
(Figure 1(b-c)). Dysplastic cells are cells that have undergone pre-cancerous
changes. They generally have larger and darker nuclei and have a tendency to
cling together in large clusters. Squamous dysplasia is divided into three classes:
mild, moderate and severe (Figure 1(e-g)). Mild dysplastic cells have enlarged
and light nuclei. For moderate dysplastic cells, the nuclei are larger and darker.
The nuclei may have begun to deteriorate, which is seen as a granulation of the
nuclei. In the last stage of precancerous changes, severe dysplasia, the nuclei are
large, dark and often deformed. The cytoplasm of severe dysplasia is dark and
small when compared to the nuclei. More details on the pap-smear problem can
also be found in [16] and [21].

4 The Data Set

The complete data set consists of 500 cases. Occasionally, we split this data set
into training and testing sub-sets in different ways per approach. The complete
data set consists of the following cases:
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For describing the main characteristics of the examined pap-smear images,
we use 20 numerical attributes, which represent typical cell measurements, such
as nucleus area, cytoplasm area, nucleus and cytoplasm brightness, nucleus and
cytoplasm shortest and longest diameter, nucleus and cytoplasm perimeter, nu-
cleus and cytoplasm x- and y- locations, maxima and minima in nucleus and
cytoplasm, etc., see [5] and [20] for more details.

5 Previously Applied Methodologies

Several intelligent classification approaches have been previously attempted for
the pap-smear classification problem. The neuro-fuzzy architecture called ANFIS
(Adaptive Neuro Fuzzy Inference System) introduced by Jang [14,13], has been
used to implement fuzzy rules for classification of cells [5]. ANFIS is a method-
ology for tuning a fuzzy inference system by implementing it as an adaptive
network (see also [15]). Regarding the pap-smear problem, ANFIS reached its
best performance (95.5% overall correct classification of cells) when used to pro-
duce a model for discriminating between normal and abnormal cells (2 classes).
The c-means clustering algorithm is a clustering algorithm that finds natural
(spherical) clusters in the data. C-means clustering has relatively few parame-
ters to tune and the used data has no limit on how many dimensions it can have
(i.e. the number of features). There are two versions of the c-means algorithm,
hard c-means (HCM) and fuzzy c-means (FCM), see ([4] and [10]). Hard c-means
assigns for each case the membership value of 1 to the nearest cluster center and
a membership of 0 to all others, while fuzzy c-means modifies in fact HCM, by
allowing the data points to belong to all clusters, with membership degrees in
the interval [0,1]. Another competitive clustering method is the Gustafson-Kessel
(GK) approach, by which a cluster could adapt from spherical to hyperellipsoidal
shapes. All clustering techniques can be either supervised, or unsupervised. Su-
pervised is called the clustering by which an expert somehow guides the process
(i.e. predefines the number of clusters to be formed). Sometimes, feature se-
lection is desirable prior to the application of a clustering technique, so better
discriminating attributes are used to form clusters and complexity also reduces.
All the above mentioned clustering approaches, are described in detail within
[20], both in theory and presentation of results for the pap-smear problem. The
most important and representative results of all techniques (HCM, FCM, GK)
under various settings are shown in Table 1. Most of the approaches perform
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well when called to discriminate among two classes, whereas their performance
reduces considerably when a discrimination of the data set to all 7 classes is
requested. The best performance is obtained for the application of supervised
fuzzy c-means classification, after the application of an initial feature selection
based on simulated annealing. The method separates normal from abnormal cells
(2 class discrimination) obtaining accuracy of 98.36% in the test set according to
10-fold cross-validation. If FCM and GK clustering methods assume that clusters
are spherical or cigar-shaped, the Nearest NeighbourHOOD algorithm (NNH)
is able to handle cluster of more complex schemes, see [10] and [5]. According
to the NNH method, the separation of two pap-smear classes (normal and ab-
normal cells) is comparatively high, reaching 96.3%. Entropy information-based
machine learning techniques attempt to split the data into smaller subsets us-
ing the divide-and-conquer principle through entropy measurements, aiming at
forming a decision tree or a set of rules that classifies all data into a category
[26]. The C4.5 algorithm is the most famous approach, mainly among experts,
for its comprehensibility rather than its accuracy level. For example, the ap-
plication of C4.5 on the pap-smear data gave meaningful rules, recognized by
medical experts as very close to their practice, as the following:

Rule 8: (cover 45) :
AND KerneLong>8.23 AND CytoLong>52.39 AND KernePeri>27.56

THEN class-3 [0.979]
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The above rule covers nearly 10% of the training data, no negative instances
and there is a prospect for 97.9% probability of correct classification of new
cases in the future. The meaning of the symbolic names are as follows: K/C is
the ratio between nucleus area and cytoplasm area, KerneLong is the nucleus
longest diameter, CytoLong is the cytoplasm longest diameter, and KernePeri is
the nucleus perimeter. The measurement unit is 1 micron or  The
entropy-based technique described above obtains quite low performance on the
test set, when used to discriminate among all 7 classes (70% of correct classifica-
tion) using 10-fold cross validation. Some advances in entropy information-based
machine learning techniques suggest the use of boosting techniques [27,24,25,
7], i.e. the simultaneous incorporation of several decision tree classifiers instead
of one for building more robust and less over-fitting classification models. Clas-
sification accuracy on new data is then somewhat increased, approaching 73%,
but comprehensibility is not there any longer. The most representative results
obtained from standard and boosting C4.5 experimentation are given below, in
Table 2. Finally, there are several genetic programming (GP) approaches ap-
plied to pap-smear diagnosis, the most representative of which are summarized
in [28]. Genetic programming initially introduced by Koza [18,17,19], later en-
riched and extended by Gruau [11], Angeline & Kinnear [3], etc., consists in
fact an extension of the well-known genetic algorithms [9]. In GP the Darwinian
principal of the survival of the fittest is followed, in the form of auto-evolving
programming code. The output can be generalized mathematical formulas, de-
cision trees, (grammar-guided) fuzzy-genetic rule based systems, etc. GP solu-
tions evolve slowly due to high complexity, but on the other hand they seem
to generalize adequately over difficult real-world problems. Previous attempts
of GP for pap-smear data classification include (a) the production of standard
GP symbolic regression formulas obtaining a satisfactory classification accuracy
(80.7%) on the test set for discriminating among all 7 classes, which increases
to 88.9% when all categories of dysplasic (i.e. abnormal) cells are all unified into
one single class, and (b) the production of a crisp rule-based system which also
performs well on new data (accuracy of 91.6%) again if all abnormal cases are
treated as one. When discrimination is requested among all 7 classes through any
GP approach, the rules that are produced for discriminating among abnormal
classes (i.e. class 5, 6, 7) are of low accuracy, a fact that indicates the existence
of unclear boundaries in the characteristics of dysplasic cells of different types.
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Comprehensibility of the GP outcomes is characterized medium to low, with a
few exceptions of really good generalization. For example the request for a rule
that discriminates among normal cells belonging to class 4 and abnormal cells
belonging to classes 5, 6, 7 leads to a surprisingly high accuracy (100%), and
simplicity (KA/CS: nucleus area divided by cytoplasm shortest diameter). This
rule is not unknown to medical staff, while it is already used to characterize
Class #4 cells (SUPER - Superficial) between other types of cells and thus, the
genetic programming procedure just revealed this criterion. The rules of the GP
approach that produces a crisp rule based system, is also somewhat comprehen-
sible:

If KerneY>CytoMin & KernePeri<28 & KerneMax>CytoShort THEN class is
INTER (class3), else...

All the intelligent classification approaches previously attempted, as well as
their main settings and their classification accuracy, are summarized in Table 3.

Some additional remarks that we can make for the results of the previously
applied computational intelligence approaches are the following:

Most misclassification errors (more than 80% of the total) in standard and
boosting C4.5 approaches occur in discrimination between classes 5, 6, and 7.
Data are collected in a quite uniform way for all classes, a hypothesis which
does not necessarily correspond to reality. Nevertheless, where a unique (and
not a randomly created) testing data set has to be formed, it is supposed that
it follows a similar uniform distribution of all classes contained within the set
(i.e. in genetic programming approaches, where repeated experimentations
are not possible due to time restrictions).
Feature selection in all the above mentioned experiments, was performed
with simulated annealing.
The idea for performing feature selection prior to the application of an intel-
ligent clustering method was first introduced by Byriel [5]. The results were
encouraging and thus, the best classification performance was obtained by
Martin [20], when trying to discriminate between normal and abnormal cells.
In fact the previous best performing attempt of [20] consisted a good example
for the application of a hybrid intelligent scheme towards data classification.
Previous analysis of different pap-smear data sets in respect to the classifi-
cation performance, showed that (a) the abnormal cells are hard to separate
from each other (also for the cyto-technicians) and that (b) columnar cells
are sometimes wrongly classified as severe dysplastic cells [20].

6 Classification Results of LMAM and OLMAM

In our experiments we used two different pap-smear datasets. The first was the
standard pap-smear dataset described in section 4 which consists of 500 samples
each of which is represented by 20 numerical attributes and by a label which
indicates whether it is abnormal (positive) or normal (negative). The second
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pap-smear dataset consists also of 500 samples, labeled as normal or abnormal,
but each sample was represented by 9 numerical attributes selected by simulated
annealing as described in [5] since it was reported that this particular feature
selection combined with ANFIS classification provided the best False-Negative
(see below) rate of 0.7%.

Each of the pap-smear datasets was divided into train and test data using 90%
and 10 % of the samples respectively using 10-folds cross-validation. For each net-
work configuration (i.e. for each different selection of hidden nodes) we performed
a total of 100 training trials resulting from training the network 10 times for each
of the 10 folds of the dataset. Each different training trial was performed by ini-
tializing the network’s weights in the range [-0.1, 0.1]. In each trial the maximum
number of epochs was set to 500 and training was considered successful whenever
Fahlman’s “40 – 20 – 40” criterion was satisfied [6]. All experiments were car-
ried in MATLAB using the LMAM/OLMAM Neural Network Toolbox which is
publically available at “http://www.iit.demokritos.gr/~abazis/toolbox”.
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In order to test the performance of the algorithms for the two category clas-
sification problem (i.e. classes 1+2+3+4 vs 5+6+7) we use five criteria: Test-
ing Accuracy, False-Negative rate (FN%), False-Positive rate (FP%), Positive-
Predictive rate (PP%) and Negative-Predictive rate (NP%). These criteria are
defined as follows: Testing Accuracy referes to the percentage of cells in the test
dataset that are classified correctly by the trained neural network. We denote by
N the number of normal/negative and by P the number of dysplastic/positive
cells in the test dataset. TP is the number of cells which are correctly classified
as positive and FN is the number of cells falsely classified as negative. Obviously
it holds that

TN is the number of cells which are correctly classified as negative and FP is
the number of cells falsely classified as positive. It follows that

An obviously very important criterion for the performance and reliability of the
classifier is the False-Negative rate FN% which is equal to the rate of cells that
are classified as normal, but should have been classified as dysplastic.

Accordingly, the False-Positive rate FP% is equal to the rate of cells that are
classified as dysplastic, but should have been classified as normal:

Furthermore, the positive predictive rate PP% measures the overall ability of the
classifier to recognize positive cells, and is defined as the rate of cells classified as
positive that are truly dysplastic. In a similar way, the negative predictive rate
NP% measures the overall ability of the classifier to discriminate negative cells
and is defined as the rate of cells classified as negative that are truly negative:

Tables 4 and 5 show the results obtained for different neural network architec-
tures (all utilizing a single hidden layer of neurons) trained on the two datasets
with LMAM and OLMAM respectively. The classification accuracy reported for
each neural network configuration is the average over the 10 training trials for all
10-folds of the datasets. From these tables we can observe that the classification
accuracy in all cases exceeds 98% and that better results are obtained with the
standard (20 features) dataset. The best overall classification accuracy (98.86%)
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was obtained with a neural network with 9 hidden nodes trained with OLMAM
on the standard 20 features pap-smear dataset.

Figures 3(a), 3(b), 3(c), and 3(d) show the FN%, FP%, PP% and NP%
values obtained for the same set of neural network training trials. Each point on
the graphs has been calculated as the average over the 10 training trials for all
10-folds of each dataset. From figure 3(a) we can see that the best FN% value
(0.7921) was obtained on the standand 20 features dataset with the 10 hidden
nodes neural network trained with OLMAM. This observation combined with
the fact that the best classification accuracy was also obtained with the standard
20 features pap-smear dataset indicates that the proposed algorithms are able to
achieve very good classification results on the original dataset without the need
to turn into sophisticated feature selection techniques (e.g. simulated annealing).
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Fig. 3. Results of FN%, FP%, PP%, and NP% values for LMAM and OLMAM with
various number of features and hidden nodes

7 Conclusions

In this paper we utilized two highly efficient second order neural network train-
ing algorithms, namely LMAM and OLMAM, for the construction of an effi-
cient pap-smear test classifier. Performance comparisons were included in the
paper between the proposed LMAM / OLMAM methodologies and previously
attempted computational intelligence approaches, such as Gustafson-Kessel clus-
tering techniques, hard c-means, fuzzy c-means, entropy-based intuctive machine
learning, genetic programming and finally, hybrid intelligence methods combin-
ing feature selection and clustering techniques. The proposed algorithms man-
age to build very efficient pap-smear classifiers under various parameter settings,
when attempting to discriminate among normal and abnormal pap-smear cells
(i.e. for the two class category problem), minimizing the false negative error in
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0.79%. The best performance of the proposed approach is obtained when OL-
MAM methodology with 10 hidden nodes is applied, with all (20) features used
to build the classifier. For the case of the OLMAM methodology applied with 9
hidden nodes and 20 features used (see Table 5), the overall classification accu-
racy for the two class category problem becomes the maximum obtained ever,
reaching up to 98.86%. The most competitive approach in literature for the same
problem (see Table 1) is the application of a hybrid intelligent approach consist-
ing of feature selection and supervised fuzzy c-means, which obtains an overall
classification accuracy of 98.36%. Further experimentation is underway, in or-
der to test and compare the efficiency of the proposed LMAM and OLMAM
methodology when discriminating among all 7 diagnostic classes of the pap-
smear problem. Best performance for the full-problem classification are (a) the
application of standard genetic programming with an overall accuracy of 80.7%
and (b) the application of a hybrid intelligent scheme, consisting of feature se-
lection and hierarchical classification as suggested in [20], with an overall correct
classification accuracy of 80.5%. Concluding, a clear trade-off seems to exist
between the classification accuracy and the comprehensibility of the acquired
output of different computational intelligence methodologies in the pap-smear
diagnosis problem.
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Abstract. This paper proposes an imitation system for learning robots
that attempts to model the functional role of pre-motor brain areas and
in particular mirror neurons, i.e. neurons that are believed to form the
fundamental basis for imitation in primates [27]. Mirror neurons were
found in the macaque monkey brain and are active during both observa-
tion and manual execution of an interaction [24].
The mirror system (previous work) is concerned with the activation of
structures in response to both the observation and the execution of inter-
actions. Previous experiments show that observed interactions are rep-
resented, learnt, and in turn reproduced. These interactions however re-
main limited due to a rather crude modelling of neighbouring brain areas
outwith the mirror system. The imitation system (current work) is an
extension to the mirror system that brings neighbouring areas into play
to exploit the learning capacity and diversity of the premotor cortex.

Keywords: robotics; cognitive robotics; perception; adaptive systems;
imitation learning

1 Introduction

Considering the time it takes to program a robot (for a single task alone) and
the resulting performance, traditional approaches to robot programming are far
from satisfying [29]. Programmers usually attempt to predict perceptual stimuli
and at the same time program appropriate reactions or behaviours; a process
that is both time consuming and potentially error prone. Further, minor changes
to the robot, or to its environment usually result in unpredictable and potentially
undesirable behaviours.

Imitation, or programming by demonstration, offers an alternative approach;
firstly, robots are able to learn a variety of tasks, and secondly, they learn di-
rectly through their own sensors and actuators, and are therefore less sensitive
to changes or variations in their environment.

Our approach to imitation is inspired from Biology. Experiments on the
macaque monkey brain (area F5) exposed the presence of mirror and canoni-
cal neurons that, in addition to the common motor properties of F5 neurons,

G.A. Vouros and T. Panayiotopoulos (Eds.): SETN 2004, LNAI 3025, pp. 246–255, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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have visual properties as well [24, 9]. More importantly however there is a rela-
tionship between these two modalities. Single neurons studies exposed a strong
relationship between the perceptual and motor discharge of F5 neurons, as well
as a high grasp (and finger configuration) selectivity [8,26].

For example, the same mirror neurons that discharge during the manual
execution of a particular type of grasp, also discharge when the monkey observes
another monkey (or the experimenter) perform the same grasp. Similarly, the
canonical neurons that discharge during manual execution of a particular type
of grasp, also discharge when the monkey observes a 3D object (fixation) that
affords1 this interaction. A more detailed description of F5 neurons and their
properties is beyond the scope of this paper2.

The discharge characteristics of F5 neurons (individually or in small popula-
tions) suggest that they provide the motor coding of specific interactions (they
are highly selective), and that they are also used to perceive/recognise the in-
teraction that they code [8,26].

Our earlier work implements the mirror system and is primarily concerned
with the functional role of F5 mirror neurons. Previous experiments [13,16]
show that the mirror system is able to observe and reproduce demonstrated
interactions. These interactions however remain limited due to a rather crude
modelling of neighbouring brain areas outwith the mirror system.

This paper gives an overview of the mirror system (previous work), and
proposes the imitation system (current work); a model that brings neighbouring
brain areas into play to more closely express F5 neuron properties, and exploits
the learning capacity and diversity of the monkey premotor cortex.

2 The Mirror System

This section provides an overview of the mirror system, and is intended to illus-
trate the platform and scenarios that we are using in our research. This section
also exposes the limitations of the mirror system that led to our current work,
described in subsequent sections. For a detailed description of the mirror system
and its application the interested reader is referred to the literature [16,15].

The mirror system, shown in Figure 1, consists mainly of two tightly coupled
components: a perceptual and a motoric component. The perceptual component
is a Self-Organising-Feature-Map (SOFM, left) [14], and the motoric component
is a set of motor schemas (right) [12]. The output of the mirror system is then
sent to the motor system for execution.

The mirror system operates in two modes, a learning phase, and a recall
phase. In the learning phase, perceptual and motoric components are trained on
the input to the mirror system and no output is produced. In the recall phase,

Gibson defined perception of a physical entity (object) in terms of affordances, i. e.
the actions that one may apply to that object [10]. A mug, for example, affords
various hand grasps, as a chair affords sitting.
The interested reader is referred to available literature [24, 4, 8, 26, 25].

1

2
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Fig. 1. The mirror system. In the recall phase (bold font), the Self-Organising-Feature-
Map handles the stimulus and finds the best matching node at each time; its hard-wired
motor schema sends motor targets to the motor system for execution.

the SOFM is employed to recognise the input and trigger the appropriate motor
schema, which in turn produces the output that is sent to the motor system.

The SOFM3 is a topology-preserving network of nodes and edges that grows
from experience as and when required. It receives continuous input and essen-
tially forms clusters in the multi-dimensional input space.

Motor schemas can be thought of as motor primitives [3, 29, 18] that store
actions in a representation that can be readily used by the motor system. The
motor system consists mainly of an inverse model that given the robot’s cur-
rent state and the target desired state, calculates the motor commands that
best achieve that target state. Therefore, the representation of actions in motor
schemas is in terms of targets that are handled by the inverse model.

The nature of the perceptual input to the SOFM, the representation of ac-
tions stored within motor schemas, and the implementation of the inverse model
are all platform-dependent. As part of collaborative work with Dr Marom, the
mirror system has been extensively and successfully implemented on three differ-
ent platforms (for a detailed account see [15]): a simulated mobile robot learn-
ing from another how to follow walls; a physical mobile robot learning from
a human how to follow walls; and a simulated humanoid robot learning from
another how to interact with objects. The following section considers the simu-
lated humanoid platform as an example to further explain the implementation
of platform-dependent issues.

2.1 A Simulated Humanoid Experiment

This section provides an overview of an experiment that simulates the dynamics
of two eleven degrees of freedom robots (waist upwards): a demonstrator and an

3 Dr. Marom has adopted and suited to our purposes a variation of the SOFM algo-
rithm originally developed by [17], which incorporates notions of habituation, novelty
detection, and forgetting [14].
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Fig. 2. Left: the imitator in the simulation platform. Centre: the perceptual data the
SOFM is typically exposed to in a learning episode, projected onto their first 2 principal
components. Right: the SOFM produced by the attention system for this data.

imitator (Figure 2(left)). Each robot has three degrees of freedom at the neck,
three at each shoulder, and one at each elbow. The robots are allowed to interact
with one object each. The objects are identical and have six degrees of freedom.
The kinematics of each robot (e.g. torque, joint friction, etc.) and the dynamics
of their interaction with the environment (e.g. gravity, slip/friction, collision
detection, etc.) are simulated in DynaMechs, a collection of C++ libraries [19].

The demonstrator performs a fixed behaviour that the imitator observes in
the learning phase and is expected to reproduce in the recall phase. The be-
haviour of the imitator is governed by the mirror system. The input to the mirror
system comes from a crude approximation to vision, while its output is in terms
of postural targets that are sent to the inverse model, a Proportional-Integral-
Derivative (PID) controller. The PID controller considers these postural targets
(desired state) together with proprioception (current state) and calculates the
torque values (motor commands) for each joint.

Our approximation to visual input is a multi-dimensional vector that consists
of a noisy version of the joint angles and joint velocities of the demonstrator,
extended by a noisy version of object coordinates and orientation. Similarly, the
proprioception vector consists of a noisy version of the joint angles and joint
velocities of the imitator.

Our approach to vision or proprioception may appear to be crude but it
is well justified. Firstly, we are not concerned with computational vision; our
focus lies on the premotor area rather than the visual cortex. Secondly, recent
advances suggest that the perceptual information that our approach assumes
is often available by the use of a variety of techniques; from extensive colour
coding, to motion capture, and to specialised hardware4. Finally, any approach
towards real vision would have little to offer towards the understanding of the
mirror system, or the premotor area in general; premotor brain areas appear to
provide the mirror system with perceptual data similar to those of our approach.

In the learning phase, the SOFM receives continuous visual input and de-
velops to better represent the input space (i.e. a multi-dimensional joint angle

4 For example, the Sarcos SenSuit, is a wearable exoskeleton that reads the joint angles
and joint velocities of its owner.
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space). Figure 2(centre) shows the perceptual data that a SOFM receives in a
typical learning episode phase, while Figure 2 (right) shows the resulting SOFM.

Since the dimensionality of the input space is quite high (34), we used Prin-
cipal Component Analysis (PCA) to reduce the number of dimensions to two,
for display and analysis purposes only. Figure 2(centre) is the projection of the
perceptual data onto the first 2 principal components found by PCA, while Fig-
ure 2(right) is the projection of the resulting SOFM network. The principal
components used in the figure account for approximately 80% of the variance.

Each SOFM node essentially represents a segment of the observed behaviour.
For instance if the behaviour involves grasping a container and drinking its
contents, some node represents moving towards the container, another grasping
it, etc. While SOFM nodes are added to the existing network and moved to
better represent the input space, motor schemas are created and updated in
synchrony to SOFM nodes.

Each motor schema receives the continuous input vector through its hard-
wired SOFM node and, in its simplest form, stores a sequence of these vectors.
Since this sequence of vectors is a part of the observed demonstrator postures,
it is considered to represent the postural targets that, if achieved, the imitator
would effectively reproduce that part of the observed behaviour. In practice, a
more principled heuristic update is employed to ensure better generalisation and
learning of the observed sequence.

2.2 Mirror System Limitations

There are several implementations that rely on the pre-existence of perceptuo-
motor structures, i.e. structures are either hand coded arbitrarily (as in our
earlier work [12]), or generated automatically, yet off-line or in batches [23, 6].
Our approach [16] differs from those above in that perceptuo-motor structures
grow on-line from experience; each observed interaction is treated as novel, and
structures are automatically clustered (primarily in the joint angle space).

However, our system is limited in that motor structures are internally inflexi-
ble and non-parameterised; i.e. structures are sensitive to changes in object size,
translation, orientation, etc. Although, selectivity is supported by experimental
data, such un-intuitive selectivity is not; F5 neurons are selective to such object
characteristics yet in a rather principled way. The selectivity of F5 neurons is
mostly concerned with the affordances of objects (i.e. the graspable characteris-
tics of objects), rather than with their geometrical properties. For instance, the
same F5 neuron would discharge for the apprehension of a small cylinder, as it
would for a small sphere, or even a small cuboid.

3 Neurophysiological Background

Mirror and premotor neuron studies offer a good understanding about the dis-
charge of these neurons, yet not about their development. When it comes to
infusing a robot with mechanisms that provide similar behaviour, the under-
standing of the development and training of those neurons becomes essential.
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We believe that neighbouring brain areas that provide input or triggers to the
mirror system play a key role in the development and shaping of the mirror
system itself. This section summarises experimental data [7,28,11,20] that in-
vestigate further the roles of brain areas that are thought to be primarily involved
in the functioning of the mirror system.

The caudal IntraParietal Sulcus (cIPS) receives input from the visual cortex
and is primarily responsible for the binocular detection of the orientation of the
axis of objects (AOS), and for the surface orientation of objects (SOS). It is
believed that these hyper-features describe most of the necessary information
(although without structure) for the apprehension and manipulation of objects.

The Anterior IntraParietal area (AIP) imposes and provides structure on ob-
ject hyper-features. Structured hyper-features are termed affordances. Consider
for example the object features of a cuboid, e.g. usually five visible surfaces
(SOS), grouped into affordances, e.g. pairs of opposite and parallel surfaces.

The Superior Temporal Sulcus (STS) is mainly involved with the detection
and tracking of biological limbs in a translation, scale, and rotation invariant
way. STS is also somatotopically organised, and thus offers the representation of
biological articulation structures in a variety of limb centred frames of reference.
In fact, STS is able to detect even biological-like limbs. We argue that STS could
in principle be replaced by a motion capture system whereby markers are placed
in a humanoid articulation fashion — which is indeed often the case.

By VIP we conceptualise all the Lateral, Medial, and Ventral IntraParietal
(LIP/MIP/VIP) areas. These areas are involved in the representation of the
location of objects in an egocentric (from eye, to head, to body centred) frame
of reference. Such a representation (e.g. distance between object and wrist) is
thought to play a key role in reaching and preshaping.

Although there is an intense controversy on the role of Parietal areas 7a
and 7b, experimental data suggest that area 7a provides a motor encoding of
the visual space (MEVS) in a variety of frames of reference, while 7b integrates
further information about observed limb motion, object affordances, and MEVS.
The motor encoding of the visual space refers to the limb centred representation
of objects in the space projecting outwards from (and anchored to) the tactile
receptive fields of that limb. In other words, area 7a encodes the object location
with respect to the individual limbs, while area 7b first relates this encoding
with object affordances and then associates it with current limb motion.

4 Towards an Imitation System

The previous section described the Biological roles of some of the brain areas
involved in the development and functioning of the mirror system. This section
proposes a schematic implementation of these areas to promote the behaviour
that is readily observed in primates and that we wish to infuse our system with.

Figure 3 shows our schematic implementation of the imitation system. Our
implementation is inspired by and in many ways resembles the work of Demiris
[2], Fagg and Arbib [5] and Oztop [21,1,22]. However, most related work makes
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Fig. 3. The schematic implementation of the proposed imitation system.

extra assumptions on the interconnectivity of premotor areas and propose that
mirror neurons are not actively involved in grasping. It is also hypothesised
that mirror neurons elaborate on visual feedback for visually guided grasping.
Our work makes no extra assumptions on the interconnectivity and propose
an alternative hypothesis, namely that both mirror and canonical neurons are
actively involved in grasping, while mirror neurons elaborate on visual (among
other forms of) feedback for the finer control of grasping.

We believe that during the development of area F5, neurons that receive
input from and send feedback to AIP become canonical neurons (F5c), while
neurons that receive input (of mostly perceptual nature) from area 7b become
mirror neurons (F5m). Our hypothesis is that, as AIP and F5c neurons are re-
fined and shaped by each other (mutual activation and feedback), more coherent
affordances are coded by AIP neurons; this enables area 7b to form more stable
associations that F5m can use to constructively develop distinct populations of
neurons for the finer control of distal movements.

In other words, canonical neurons provide the motor control for basic affor-
dances (e.g. location of the axis of a banana, for grasping), while mirror neurons
monitor and encode the distance between limbs and basic affordances (e.g. dis-
tance between fingers and a banana stem, for peeling).

4.1 Implementation

Figure 3 illustrates the proposed implementation of the premotor brain areas de-
scribed previously that comprise the imitation system. Perceptual input arrives
from the Visual Cortex and motor output is sent to the Primary Motor Cortex.
Note that for clarity’s sake, kinaesthetic and tactile feedback (from the Second
Somatosensory Cortex) is omitted since nearly all of the brain areas receive such
feedback. Also note, that the Visual Cortex is involved with much preprocessing
of the perceptual input and its projections to cIPS, STS, and VIP are not iden-
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tical; different visual areas process the input differently and project the output
onto appropriate premotor areas.

The cIPS schema implements a mechanism that extracts and outputs a com-
plete set of axes and surfaces of objects. These hyper-features are then sent to
AIP and 7a. The AIP schema implements a mechanism that imposes structured
groupings (affordances) on the hyper-features of cIPS. These are used to train
and trigger F5c neurons that in turn, if successful in apprehending the object,
strengthen the affordances that triggered them.

The STS schema detects and tracks biological limbs and folds/unfolds the
biological articulation5 into arm (shoulder to wrist) and hand (wrist to fingers)
joint angles and joint velocities. The VIP schema implements a mechanism that
is able to extract the location of objects and together with the arm joint angles
(from STS) provides the location of objects in a shoulder-based (towards F4)
and in a wrist based (towards 7a and 7b) frame of reference.

Schema 7a calculates the distance between end effectors (fingers) and ob-
ject hyper-features for objects located within the ‘visual’ space near each limb.
Schema 7b employs a SOFM (similar to that of Section 2) to segment any ob-
served (from STS) or executed behaviour (from kinaesthetics) into clusters. Af-
fordances (from AIP) are then combined with the MEVS (from 7a) and associ-
ated with these clusters. These associations are formed and updated in synchrony
to the creation and update of clusters (or SOFM nodes, similar to the hardwiring
in the SOFM of Section 2). Schema 7b also employs the distance from the object
(from VIP) to continuously adapt the velocity profile for preshaping purposes.

The canonical schema is a collection of canonical motor schemas (similar to
motor schemas of Section 2) that encode the motor aspects of an affordance.
For instance as F5c receives input from AIP, say a pair of surfaces of an object,
the corresponding schema controls the end effectors towards these surfaces. The
mirror schema is a collection of mirror motor schemas (similar to motor schemas
of Section 2) that encode the means to an end goal affordance. For instance as
F5m receives continuous input from 7b, say the distances of the end effectors
from a location on an object, the corresponding schema controls the end effector
to match the MEVS projected from 7b, approach, and manipulate the object
accordingly. Note, however that a schema may not necessarily follow the same
trajectory while matching the same MEVS. The output of either canonical or
mirror schemas is executed by the motor system (similar to the one of Section 2).

5 Conclusion and Future Work

This paper provides a brief description of previous work (mirror system), and
demonstrates how our current work (the proposed imitation system) provides a
more intuitive and adaptive learning framework. Our schematic implementation
towards an imitation system aims to shift the focus away from solely F5 neurons
and onto F5 neurons together with neighbouring brain areas. We believe that the
5 we are only concerned with object manipulation from the upper body, thus focusing

only on arms and hands.
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current system implements representations and transformations that are present
in the brain, and essentially infuse the mirror system with the potential for a
more flexible and adaptive learning framework.

Our hypothesis is that both mirror and canonical neurons are actively in-
volved in grasping, while mirror neurons elaborate on visual (among other forms
of) feedback for the finer control of grasping.

The imitation system is intended to be tested on the same platform as in
our previous work. Our aim is to show that canonical neurons only encode basic
affordances (e.g. simple apprehension of, say, fruit objects), while mirror neurons
encode an intimate relationship between hands (or fingers) and affordances (e.g.
object manipulation, say, tearing or peeling a fruit).
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Abstract. Analysis and interpretation of gene-expression profiles, and the iden-
tification of respective molecular- or, gene-markers is the key towards the un-
derstanding of the genetic basis of major diseases. The problem is challenging
because of the huge number of genes (thousands to tenths of thousands!) and the
small number of samples (about 50 to 100 cases). In this paper we present a
novel gene-selection methodology, based on the discretization of the continuous
gene-expression values. With a specially devised gene-ranking metric we meas-
ure the strength of each gene with respect to its power to discriminate between
sample categories. Then, a greedy feature-elimination algorithm is applied on
the rank-ordered genes to form the final set of selected genes. Unseen samples
are classified according to a specially devised prediction/matching metric. The
methodology was applied on a number of real-world gene-expression studies
yielding very good results.

1 Introduction

As the physical mapping of the Human Genome Project (http://www.genome.gov)
comes to completion, the respective R&D agenda moves from static structural genom-
ics activities to dynamic functional genomics. The vision is to compact major diseases
on an individualized diagnostic, prognostic and treatment manner [7], [9], and the
whole endeavor is based on the synergy between Medical Informatics and Bioinfor-
matics [13], [16], [19].

With the recent advances in microrray technology [6], the potential for molecular
diagnostic and prognostic tools seem to come in reality. The last years, microarray-
chips have been devised and manufactured in order to measure the expression-profile
of thousands of genes. In this context a number of pioneering studies have been con-
ducted that profile the expression-level of genes for various types of cancers such as
breast, colon, lymphoma, leukemia and other tumors [8], [11], [15], [18]. The aim is to
add molecular characteristics to the classification of cancer so that diagnostic proce-
dures are enhanced and prognostic predictions are improved [1]. These studies demon-
strate that gene-expression profiling has great potential in identifying and predicting
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various targets and prognostic factors of cancer. Gene-expression data analysis is
heavily depended on Gene Expression Data Mining (GEDM) technology, and the
involved data analysis is based on two approaches: (a) hypothesis testing- to investi-
gate the induction or perturbation of a biological process that leads to predicted results,
and (b) knowledge discovery- to detect underlying hidden-regularities in biological
data. For the later, one of the major challenges is gene-selection. The selected genes,
after tested for their reliability (e.g., via appropriately conducted clinical trials) present
molecular or, gene-markers to be used for the classification of new samples into re-
spective disease-type classes.

In this paper we present a novel gene-selection methodology form gene-expression
data, accompanied by a novel and intuitive method for predicting the class of unseen
samples. The methodology relies on: (i) the discretization of gene-expression values,
(ii) a metric that ranks the genes relatively to their power to discriminate between the
classes, (iii) a greedy feature elimination process that selects the most discriminant
genes, and (iv) on a metric that predicts the class of samples.

2 Microarrays: Basics and Experimental Set-up

Microarray technology targets to identify the genes that are expressed in particular
cells of an organism at particular time or, at particular conditions (e.g., disease-states
or, disease-types). A microarray is typically a glass (or some other material) slide, on
to which DNA molecules are attached at fixed locations (spots). There may be tens of
thousands of spots on an array, each containing a huge number of identical DNA
molecules (or fragments of identical molecules), of lengths from twenty to hundreds
of nucleotides. For gene expression studies, each of these molecules ideally should
identify one gene in the genome (even if this is not always possible) [4].

Fig. 1. Microarrays: Experimental set-up.
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The spots are either printed on the microarrays by a robot, or synthesized by photo-
lithography (similarly as in computer chip productions) or, by ink-jet printing. See
Figure 1, above, for the general schema of a microarray experimental set-up. After
hybridization and scanning the total mRNA from the samples in two different condi-
tions is extracted and labeled. The final product is a microarray image (in most cases
the ‘.tiff’ format is followed).

Each spot on the array image is identified, its intensity measured and compared to
the background (the image quantization process, conducted by dedicated image analy-
sis software). To obtain the final gene-expression matrix from spot quantization, all
the quantities related to some gene are combined and the entire matrix is scaled to
make different arrays comparable. In the resulted gene-expression matrix, rows repre-
sent genes, columns represent samples, and each cell contains a number characterizing
the expression level of a gene in the particular sample. Introductory material related to
microarray technology and gene-expression profiling may be found at http://www.ebi.
ac.uk/microarray/biology_intro.html. For material on the techniques followed during
the fabrication of microarray-chips and the related protocols refer to http://www.imbb.
forth.gr/facilities/genomic.html.

3 Gene Selection and Class Prediction

Gene selection is crucial for gene-expression based disease classification problems.
Methods for selecting informative genes for sample classification have been recently
proposed [3], [8], [17].

Fig. 2. The Gene-Selection process.

Here we present a novel gene-selection methodology composed by four main mod-
ules: (i) gene ranking; (ii) grouping of genes; (iii) consecutive feature elimination; and
(iv) class prediction. A data pre-processing step is also performed that takes as input
the gene-expression matrix and outputs a discretised transform of it (Figure 2).
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3.1 Dicretization of Gene-Expression Data

In many gene-expression profiling studies the researchers decide to visualize the po-
tential clustering of the genes (or, the samples), as well as the final selected set of
genes in a discretized manner (see for example the work in [8]). We decide to utilize
discretization of the gene-expression continuous values into the core of the gene-
selection process. Discretization of a given gene’s expression values means that each
value is assigned to an interval of numbers that represents the expression-level of the
gene in the given samples.

A variable set of such intervals may be utilized and assigned to naturally interpret-
able values e.g., low, high. Given the situation that, in most of the cases, we are
confronted with the problem of selecting genes that discriminates between two classes
(i.e., disease-states) it is convenient to follow a two-interval discretization of gene-
expression patterns. The multi-class (i.e., more than two classes) problem may be
tackled by splitting it into a series of two-class discrimination problems and then com-
bining the results, as it is done in various gene-expression studies [21]. Below we give
a general statement of the two-interval discretization problem followed by an algo-
rithmic two-step process to solve it (Figure 3).

Given: A set of number where, each number in L is assigned
to one of two classes Find: A binary split of L into two sets and
that best discriminates between the classes.

Fig. 3. The Gene Discretization process.

Step 1. First the given set of numbers L is ordered in descending order (an ascending
order arrangement it could be also followed), resulting in an order vector of numbers

and when there are not repeated numbers

in L). For all consecutive pair of numbers in their midpoint,
is computed, and the corresponding ordered vector of midpoint numbers is

formed,
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Step 2. For each two subsets of L are formed, and

and the well-known information-gain formula, [20], is utilized and

computed, In this formula, E(L) stands for

the entropy of the system, i.e., the original set of numbers L, with respect to their as-
signment to classes and and for the entropy of the system

when the set of numbers L is split into the disjoint sets and The midpoint that

exhibits the maximum information-gain is selected as the split of the numbers in L that
best discriminates between the two classes. The discretization procedure is applied to
each gene separately. Assuming that and values are assigned the natural inter-

pretation of ‘h’ (high) and ‘l’ (low), respectively, the result is a pattern of ‘h’s
and ‘l’ s, as it is shown below (an example from the leukemia domain, see section 4).

The overall discretisation process is visually presented in Figure 3, above. The in-
troduced process resembles the one introduced by Fayyad and Irani, [5], with two
fundamental differences (recently, the same approach was also utilized in a gene-
expression profiling study, see ref. [15]). Because we use the sorted list of numbers for
the selection of midpoints, all the points are ‘boundary values’ (in Fayyad’s terminol-
ogy). Furthermore, in [5] and [15], the discretization process is recursively applied to
each of the formed binary-splits until an appropriately devised stopping criterion is
met. So, with this approach the fundamental demand for a two-interval discretization
is not guaranteed, as it is done by our approach.

3.2 Ranking and Selection of Genes

The problem now is how to select the genes that best discriminate between the differ-
ent disease states. The problem is well-known in the machine learning community as
the problem of feature-selection (with its dual ‘feature-elimination’) [10], and various
‘wrapper-based’ [14], or, ‘filtering’ [2], approaches have been proposed. Traditionally,
in machine learning research the number of features, m, is quite smaller than the num-
ber of cases, k (samples in the case of gene-expression studies) that is, m << k. In
contrast, gene-expression studies refer to a huge number of features and quite few
samples. In most gene-expression domains the number of genes is in the range of 2000
– 35000 (= the estimated number of human genes), and the number of samples in the
range of 50 – 200, that is k << m. In this context it is questionable if a ‘wrapper’ based
feature-selection approach could help, especially because of its high-computational
cost and so, a ‘filtering’ approach seems more appropriate.

Our filtering-based gene-selection approach unfolds into two layers: (a) the genes
are ranked with respect to their power to distinguish between the different disease-
states (classes), and (b) a greedy gene-groups elimination process is consecutively
applied on the ordered list of grouped genes in order to select the most discriminant.
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3.2.1 Gene Ranking
For each discretized gene we count the number of ‘h’ s and ‘l’ s that occur in the
respective samples. Assume that each sample is assigned to one of two classes, i.e., P,
and N. The following quantities are computed: of ‘h’ values for gene

g assigned to class P; of ‘l’ values for gene g assigned to class P;

of ‘h’ values for gene g assigned to class N; and of ‘h’

values for gene g assigned to class N. Formula (1), below, computes a rank for each
gene that measures the power of the gene to distinguish between the two classes:

For a completely distinguishing gene where, all of its values for class P are ‘h’,
and all of its values for class N are ‘l’, and, takes its maximum
positive value. In this case the gene is considered as descriptive for (or, associated
with) class P.

The gene remains completely distinguishing in the inverse case where,

and, takes the minimum negative value. In this case the gene is associated with

class N. In other words the gene ranking formula encompasses and expresses a polar-
ity characteristic that represents the descriptive power of the gene with respect to the
present disease-state classes. So, ordering the positive ranks in descending order and
the negative ranks in ascending order we may identify the most discriminant genes for
class P and N, respectively. Formula 1 could be considered as a ‘discrete analog’ of
the respective signal-to-noise formula presented in [8].

3.2.2 Feature-Elimination and Gene-Selection
Rank-ordering of the genes does not solve the problem of ‘how many genes’ should be
considered as the most discriminant. In most of the published gene-expression studies
the researchers decide on an ‘ad hoc’ basis for a threshold cut-off value for this (for an
example refer to the study presented in [8]). Here we introduce a more careful and
sound method that selects the most discriminant genes from the two rank-ordered lists.
It consists of two processes.

Grouping of genes. We present the case for the positively ranked genes (i.e., genes
associated with class P) where, the descending ordered vector of

class’s P gene ranks. The mean difference between all consecutive numbers in the
vector, is computed. We start by forming the top group

Then, the difference of each of the next consecutive pair of numbers,

is computed and tested against If then, and are grouped together

forming the group otherwise they are split and a new singleton group

is formed. The process continuous till all ranks are examined.

The final outcome is an ordered vector of groups of genes starting from the latest
formed group, (P = f when each positively ranked

gene is grouped in a separate group). The same procedure is applied on the negatively
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ranked genes, and the respective ordered-vector of gene-groups is formed,

Greedy gene-groups elimination. We are presented with the two vectors of groups
of genes, and Note that the

beginning elements in the two vectors contain groups of genes that are less distin-
guishing between the two classes. In contrast, the ending elements contain genes that
are most discriminant. So, it is rational to consider a procedure that eliminates groups
from the beginning of the two vectors.

We consider three situations: (i) deleting a group from (ii) deleting a group

from and (iii) deleting a group from both and In all cases, the accuracy of

the remaining genes on the training samples is assessed. The accuracy is computed
based on a specially devised predictor metric (presented in the next section). The
accuracy figure and the respective list of remaining genes are recorded. The deletion
that exhibits the highest accuracy is performed.

The group-elimination process continues till all the groups in the two lists are con-
sidered. The list of remaining genes with the highest accuracy is selected as the final
set of most discriminant genes.

3.3 Samples Class Prediction

The vision of functional genomics, at least for the human case, is the devise of diag-
nostic and prognostic kits for various major diseases. With the utilization of microar-
ray chip technology the target is to devise microarray chip-based diagnostic and prog-
nostic kits dedicated to specific diseases. In the core of the process for devising such a
kit are gene-selection methods, much in the sense presented above. Having on our
disposal such a kit the question is how a new patient (i.e., its pathologic sample-tissue)
is classified to a disease-state class or, how its prognosis is predicted.

Assume that the sample is presented as a vector of gene-expression values for the
genes that are present in the diagnostic/prognostic kit. We introduce a novel matching
procedure, and a respective metric, that predicts the class of a sample. Denote with

the number of ‘h’ and ‘l’ values of gene g in classes P

and N, respectively. We assign the integer values ‘1’ and ‘-1’ to the respective discre-
tized genes’ expression-levels of the new sample. The integer values ‘1’ and ‘-1’
stands for the ‘h’ and ‘l’ assignments, respectively and is denoted with

The matching formula 2, below, is used to predict the class of a sample s.

As with the gene-ranking formula (section 3.2.1), formula (2) also encompasses a
polarity characteristic. If the outcome of the formula is positive then the new sample is
assigned to class P, and if it is negative then it assigned to class N. In addition, the
strength with which the sample is predicted to belong to one of the two classes is also
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provided so that, strong (or, weak) predictions could be made. Take as an example the
extreme case were for all selected genes (i.e., all the genes have ‘high’

values for all class P samples, and ‘low’ values for all class N samples; in other words
all selected genes are ideally associated with the respective classes). Then, in formula
2 the bracketed factor receives its maximum positive value which equals the total
number of training samples, S. Now, if the incoming unseen sample have ‘high’ values

for all genes associated with class P, and ‘low’ values (i.e.,
for all genes associated with class N (i.e., an ideal class P sample) then, formula

2 receives its maximum positive value which equals to 2S. So, the sample is  strongly
predicted to belong to class P. All the above holds for the inverse case where, the
incoming sample is an ideal class N sample- the outcome of formula 2 will be -2S, and
the sample will be strongly predicted to belong to class N. Under suitable assumptions
(based on an analysis of all prediction figures) a ‘weak’ prediction could leave the
sample unclassified.

4 Experiments and Results

4.1 Domains and Datasets

We applied the introduced gene-selection and samples classification methodology on
five real-world gene-expression domain studies that are pioneering in their fields. A
total of five biomedical domains were investigated and respective tasks are posted: CC
(Colon Cancer) [12] - the task is to distinguish between normal and tumor samples;
LEUK (Leukemia) [8] - to distinguish between two leukemia classes: ALL and AML;
LYMPH (Lymphoma) [1] – to distinguish between two lymphoma-characteristic
classes: DLBCL and GC; HBC (Hereditary Breast Cancer) [11] – two tasks are tack-
led, HBC-1: to distinguish between BRCA1 and not-BRCA1 mutated samples, and
HBC-2: to distinguish between BRCA2 and not-BRCA2 mutated samples; and CNS
(Central Nervous System) [18] – to distinguish between failed and succeed treatment
outcome. Table 1 gives a summarized description of the selected biomedical domains,
accompanied with links to the original published references and the respective studies’
sites (from where the respective datasets may be retrieved).
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4.2 Results and Discussion

Table 2, summarizes the results of applying the introduced gene-selection and sample
classification methodology. The bold figures indicate superior performance with re-
spect: (a) to the number of selected genes (i.e., the less the better), and (b) to accuracy
assessment results.

As it can be observed, the introduced gene-selection methodology outperforms, in
most of the cases, the ones in the comparison-references. At an average, the leave-
one-out cross-validation accuracy (CV) achieved with our method is 97.4 % as com-
pared with the respective average figure of 87.6% for the comparison references. The
difference of the results are statistically significant on the P>99.9% level (applying a
two-tail t-test). For the training vs. test (Tt) accuracy levels, our method shows an
average accuracy of 95.1% as compared with the respective 89.4% figure of the com-
parison-references. The results are statistically significant on the P>90% level.

Furthermore, our methodology results in a smaller number of selected genes (SG),
an average of 13.8 over all domains, as compared with the average of 29.7 of the
comparison-references (a statistically significant difference on the P>90% level, ap-
plying a one-tail t-test on the number of genes over all domains). This result is quite
satisfactory because a small number of disease associated genes gives the opportunity
for more complete and better biological interpretation (e.g., for the involved disease-
related biochemical pathways).

The results show the reliability of the introduced gene-selection and sample classi-
fication methodology. The performance is high, not only because of the introduced
gene-selection approach (i.e., discretization, gene-ranking and gene-selection) but also
because of the introduced prediction metric. In some preliminary experiments where
we used the list of selected genes reported in the comparison references, we were able
to exhibit higher (than the originally published) accuracy results by using the intro-
duced formula 2 as the prediction/matching metric.



Gene Selection via Discretized Gene-Expression Profiles 265

5 Conclusion and Future Work

Recent advances in microarray technology provide the basis for understanding the
genetic mechanisms of specific diseases. The sophisticated analysis and interpretation
of the respective gene-expression data is the key. The problem is quite challenging
because of the huge number of genes and the small number of samples.

In this context we presented a novel approach to the problem of gene-selection
from gene-expression data. It is based on a method enabled by the careful application
of an information-theoretic metric, which discretize the continuous gene-expression
values. With a specially devised gene-ranking metric we measure the strength of each
gene with respect to its power to discriminate between the present samples’ categories
(i.e., disease-states or, types). Then, a greedy feature-elimination algorithm is applied
on the rank-ordered genes. The output is the final set of selected genes. Unseen cases
(i.e., left-out test samples) are predicted to belong to a specific category with the ap-
plication of a novel prediction/matching metric.

The whole approach was applied on five indicative real-world gene-expression do-
main-studies with very good results. In most of the cases the introduced gene-selection
methodology compares, and in some cases outperforms the published comparison-
references results.

The future R&D agenda includes: (a) further experimentation with other gene-
expression profiling domains, especially with multi-class (more than two) domains,
(b) biological interpretation of the results (e.g., how many of the selected genes are
common in our results and the original comparison references), and (c) inclusion of
the gene-selection and samples classification methodology in an Integrated Clinico-
Genomics Environment [19].
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Abstract. A novel method for accurate detection of regions of interest (ROIs)
that contain circumscribed lesions in X-rays mammograms based on bilateral
subtraction is presented. Implementing this method requires left and right breast
images alignment using a cross-correlation criterion followed by a windowing
analysis in mammogram pairs. Furthermore, a set of qualification criteria is em-
ployed to filter these regions, retaining the most suspicious for which a Radial-
Basis Function Neural Network makes the final decision marking them as ROIs
that contain abnormal tissue. Extensive experiments have shown that the pro-
posed method detects the location of the circumscribed lesions with accuracy of
95.8% in the MIAS database.

1 Introduction

Despite the important development of screening programs in the last years, breast
cancer is still a leading cause of fatality among all cancers for women, with approxi-
mately 1 out of 12 women being affected by the disease during their lifetime. Cur-
rently, X-ray mammography is the single most effective, low-cost, and highly sensi-
tive technique for detecting small lesions [1] resulting in at least a 30 percent
reduction in breast cancer deaths. The radiographs are searched for signs of abnormal-
ity by expert radiologists but complex structures in appearance and signs of early dis-
ease are often small or subtle. That’s the main cause of many missed diagnoses that
can be mainly attributed to human factors [ 1,2]. However, the consequences of errors
in detection or classification are costly. Since the advent of mass screening, there has
been a considerable interest in developing methods for automatically detecting mam-
mography abnormalities, as means of aiding radiologists and improving the efficacy of
screening programs.

Among the various types of breast abnormalities, which are visible in mammo-
grams, clustered microcalcifications (or “calcifications”) and mass lesions are the most
important ones. Masses and clustered microcalcifications often characterize early
breast cancer [3] that can be detectable in mammograms before a woman or the physi-
cian can palp them. Masses appear as dense regions of varying sizes and properties
and can be characterized as circumscribed, spiculated, or ill defined. The emphasis of
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this paper is given to the detection of the regions of interest that contain circumscribed
masses in digitized mammograms.

The use of computer-aided diagnosis (CAD) as a “second opinion” strategy for de-
tecting masses in mammograms or microcalcifications, has been widely used [4-7]. In
particular, neural network based CAD systems have already been applied to a variety
of pattern recognition tasks such as microcalcifications detection and specification and
have proven as a potentially powerful tool [4,7-9]. The detection of masses in mam-
mograms is a difficult task because of the similarity between many of radiopacities
and breast tissue and the low contrast of many cancerous lesions. Two general ap-
proaches have been explored in mammographic mass detection and analysis: single
image segmentation and bilateral image subtraction. In the first case several tech-
niques that incorporate knowledge about lesions have already been employed
[8,9].The second approach which uses bilateral subtraction of corresponding left-right
matched image pairs, is based on the symmetries between both images [3], with
asymmetries indicated possible masses [10,11,12].

In this paper, we present a complete method for the detection of one or several re-
gions which are suspicious of containing circumscribed mass lesions in mammograms
based on bilateral subtraction with an accuracy higher than 95%. The implementation
of this method requires both left and right breast images or recent mammograms from
the same breast to be aligned using a cross-correlation criterion followed by a win-
dowing analysis in mammogram pairs. Then with the implementation of a set of quali-
fication criteria, only a small subset of regions remains that are fed into a Radial-Basis
Function Neural Network (RBFNN). The result is a number of regions that are con-
sidered to be the most suspicious and they are marked as regions of interest (ROIs) for
further examination by the radiologist.

The structure of this paper is as follows: In the next section a detailed description of
the proposed method is given. In section 3 we present the data set and our experimen-
tal results and finally in section 4 some conclusions are drawn.

2 Overall Proposed Method

The basic scheme of the proposed method is shown in Figure 1. It consists of a pre-
processing step that registers the two corresponding mammograms, a windowing
breast image analysis in the two views of the left and the right breast of the same
woman, a set of qualification criteria and a neural network classifier for marking ROIs
containing circumscribed mass. All the above steps are important for the method’s
effectiveness. The preprocessing step is of great importance in order to compensate
for some normal differences between the images which share local characteristics with
the masses and cause high false positive rates. The windowing analysis and the im-
plementation of the proposed qualification criteria result in a significant reduction of
the suspicious regions to be fed to the neural network. Finally, the classifier is making
the final decision regarding the ROIs that have to be further examined by an expert
radiologist.
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Fig. 1. Basic scheme of the proposed method. Fig. 2. The “S Path”.

2.1 Registration of Mammogram Pairs

The registration of the mammogram pairs is very complicated procedure due to their
structure that depends on the mammogram acquisition accuracy and the differences
between the size of the two mammograms. In the proposed method, we align the
mammogram pairs using the maximum coefficient of a cross-correlation criterion.

In case of left/right mammogram, the first step in order to align the mammogram
pairs is to mirror the right mammogram with respect to its vertical axis. Then, both
mammograms are thoroughly examined for similarities by scanning the right mam-
mogram with a region-mask extracted from the left. The region-mask is moved hori-
zontally/vertically, one pixel at a time to scan the whole right mammogram. In each
iteration the cross correlation coefficient is computed between the region-mask and
the corresponding region of the right mammogram, using the following equation:

where is the region-mask’s gray-level pixel intensity, is the mean intensity of
the region-mask, is the gray-level pixel intensity of the corresponding window
of the right mammogram, is the mean intensity of the region-mask corresponding
window of the right mammogram and RxC is the size of the region-mask.
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The displacement that we need in order to align the mammograms results from the
location where the cross correlation coefficient becomes maximum. The appropriate
mask is important to contain part of the breast tissue and the border line of the mam-
mogram that carries out information about the size and shape of the mammogram.

2.2 Windowing Analysis

The alignment is of great importance in order to highlight the regions that appear in
only one of the same view left and right breast digitised mammograms of the same
patient, taken at approximately the same time. Therefore, a successive windowing
analysis is performed in both left and right mammograms that have already been
aligned by moving a testing window in 5-pixel increments.

The size of the aforementioned window plays an important role to the efficacy of
the comparing procedure. As extensive experiments have shown the size of the win-
dow is strongly associated with the size of the smallest central tumor that will be de-
tected. Experimentally, we have selected a window size of 30 pixels, which permits
even very small tumor lesions to be successfully located. The window on the tested
mammogram follows the “S-path” (Figure 2) performing the windowing analysis at
the same time in both mammograms.

2.3 Lesion Qualification Criteria

The main goal of the implemented criteria is to select the most important candidate
regions that strongly resemble a circumscribed mass in terms of their area and their
statistical characteristics such as their pixel’s intensity and higher order moments. This
comes out progressively as a result of the evaluation of three acceptance/rejection
criteria.

Qualification Criterion 1. Each pair of regions is considered to be suspicious if the
Euclidian distance between the first and the third moment is higher than a threshold
value.

The first and the third gray-level sensitive histogram moments highlight the exis-
tence of a circumscribed mass and are extracted from the pixel value histogram of
each region and are defined as follows:

where: N denotes the number of gray levels in the mammogram, is the k-th gray-
level and where is the number of pixels with gray-level and n is the
total number of pixels in the region.

The threshold value was chosen experimentally to be 15 in order to reject most of
the healthy regions but to retain at the same time all the suspicious ones.
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Qualification Criterion 2. Each remaining pair of regions is still considered as suspi-
cious candidate regions (SCRs) if its third order moment (skewness) is negative.

The choice of negative skewness is justified by the fact that nearly all the circum-
scribed masses in the MIAS Database have negative skewness, as extensive statistical
studies have proven. For a random variable x, the skewness is a measure of the sym-
metry of the distribution and is defined as in [12]

This qualification step is posed as a hypothesis testing problem in which the hy-
pothesis H1, corresponds to the case that the candidate regions still remain to be suspi-
cious (SCRs) against the alternative null hypothesis H0 where the regions are rejected:

H1 : the candidate regions still remain to be suspicious
H0 : the candidate regions are rejected
The hypothesis testing problem is reduced to the following decision rule H based

on the skewness:

Qualification Criterion 3. Each remaining pair of regions is still considered as SCRs
if their mean intensity is higher than a threshold value Tm. The regions that do not
validate this last qualification criterion are rejected. The threshold value is chosen
according to the various types of the background tissue as shown in Table 1.

2.4 Neural Network Classifier

Neural networks have been widely used in situations where the knowledge is not ex-
plicitly defined and cannot be described in terms of statistically independent rules. A
radial-basis-function neural network (RBFNN) is employed as proposed in [4].

The implemented feature extraction procedure relies on the texture, which is the
main descriptor for all kinds of mammograms. Therefore, statistical descriptors that
depend on averages, standard deviations, and higher-order statistics of intensity values
are used for texture description. Specifically, the mean, variance, skewness and the
kurtosis statistical features employed in our method are estimated for each remaining
SCRs [4]. All extracted features are normalised by their sample means and standard
deviations.
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The RBFNN input layer handles the four features extracted from each SCRs. Two
output units denote the presence or absence of a lesion. A hidden layer with five nodes
is located between the input and the output layer. The number of hidden nodes was
estimated experimentally for the optimal classification of the circumscribed lesions. In
our implementation, the k-means unsupervised algorithm was used to estimate the
hidden layer weights from a set of training data containing statistical features from
both circumscribed masses and normal tissue. After the initial training and the estima-
tion of the hidden layer weights, the weights in the output layer are computed by
minimizing the mean square error (MSE) between the actual and the desired filter
output over the set of examples.

3 Experimental Results

3.1 The MIAS Data Set

In our experiments the MIAS MiniMammographic Database [13], provided by the
Mammographic Image Analysis Society (MIAS), was used. The mammograms are
digitized at 200-micron pixel edge, resulting to a 1024x1024-pixel resolution.

There are a total of 20 bilateral mammograms containing circumscribed lesions.
The smallest lesion extends to 18 pixels in radius, while the largest one to 198 pixels.
For the training procedure 22 groundtruthed abnormal regions from the 22 mammo-
grams, along with 22 randomly selected normal regions were used. This resulted in a
training data subset of 44 regions.

For the evaluation of the proposed method we used all the abnormal mammograms
from the MIAS database that contain circumscribed masses (20 mammogram pairs
with 24 abnormal regions).

The MIAS database provides groundtruth for each abnormality in the form of cir-
cles; an approximation of the center and the radius of each abnormality. Since the
abnormal tissues are rarely perfectly circular, and the MIAS policy was to err on the
side of making the groundtruth circles completely inclusive rather than too small,
these regions often contain a substantial amount of normal tissue as well.

3.2 Classification Results

For the validation of the circumscribed lesion detection method we employed an ob-
jective 50% overlap criterion. In particular, if the area of the groundtruth circle, ap-
proximated with a square region for reasons of compatibility with our region of inter-
est form, overlaps the area of the detected window by at least 50%, then the detection
is considered as a true positive (TP), otherwise the detection is a false positive (FP).
This is similar to the validation strategy employed by Woods [14] and Kegelmeyer
[15].

For the case of the abnormal mammogram pairs, the proposed method detected
correctly 19 out of 20 (19/20) mammograms with circumscribed lesions that satisfied
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the above validation criterion resulting to 95% True Positive Rate (TPR). On the other
hand, the method failed to detect the abnormality in the remaining mammogram; it
was left out after the qualification criteria step. Specifically, the 20 mammograms
consist of 24 abnormal regions where the proposed method detected correctly 23 out
of 24 (23/24). The false positive ROIs, which is the number of the regions that were
misclassified as abnormal although they were healthy tissue, was found to be 9.6 ROIs
per image. Table 2 shows analytically the experimental results for the testing set of the
24 regions in the 20 mammograms pairs for each type of background tissue.

In addition, our method achieved to detect successfully the abnormalities, even in
cases that were hard-to-diagnose (Figure3-case2). However, a significant factor that
affects the performance of the overall method is the character of the mammogram’s
background tissue. Particularly, in the case of fatty background tissue our method
achieved a minimum number of FPs per image while in the hard-to-diagnose cases the

Fig.3. Mammograms with ROIs as detected by the proposed method (The white window is a
circumscribed mass as determined by expert radiologists).
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method’s effectiveness reached very high levels although the number of FPs increased
too. The number of FPs in the case of dense background can be attributed to the small
number of the dense tissue mammograms with circumscribed masses in the MIAS
Database.

4 Conclusion

In this paper we presented a novel method based on the RBFNN classifier and a set of
qualification criteria capable of detecting automatically regions of interest that contain
circumscribed masses in any given bilateral mammogram. The experimental results
show a very high True Positive Rate. Furthermore, by setting less stringent criteria we
can increase the sensitivity of the detector to the expense of the detected FPs per im-
age the number of which will increase at the same time. In this case, using a well
trained RBFNN with a great number of mammograms (more than 20) would be neces-
sary along with extending and refining the utilized qualification criteria in order to
minimize the misdetected cases.
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Abstract. In this paper we present a robust neural network detector for Distrib-
uted Denial-of-Service (DDoS) attacks in computers providing Internet services.
A genetic algorithm is used to select a small number of efficient features from
an extended set of 44 statistical features, which are estimated only from the
packet headers. The genetic evaluation produces an error-free neural network
DDoS detector using only 14 features. Moreover, the experimental results
showed that the features that best qualify for DDoS detection are the SYN and
URG flags, the probability of distinct Source Ports in each timeframe, the num-
ber of packets that use certain port ranges the TTL and the window size in each
timeframe.

Keywords: Genetic Algorithms, Neural Networks, Denial of Service.

1 Introduction

In recent years there has been a sudden increase of DDoS attacks in computers provid-
ing Internet services [1,2,8,10,13]. Especially, after the year 2000 the DDoS attacks
cost of losses come up to even billions of US dollars. Major commercial web sites
have been disabled for several hours due to such attacks. A DDoS attack uses network
flooding, but is harder to defend against because the attack is launched from hundreds
or even thousands of hosts simultaneously. Rather than appearing as an excess of traf-
fic coming from a single host, a DDoS attack appears instead as a normal traffic com-
ing from a large number of hosts. This makes it harder to be identified and controlled
[21].

Furthermore, continuous monitoring of a network domain for preventing DDoS at-
tacks poses several challenges [17-20]. In high-speed networks real-time monitoring
and detection of DDoS attacks cannot be implemented using a huge amount of data or
complex pattern recognition methods. Extended studies in specific tools [2,7,8] have
been published, and neural networks [3,4,5,9,12] have already been used to detect
intrusions and DDoS attacks.

2 Neural Network DDoS Detector and Features Selection

Taking into account that the introduction of network encryption technologies such as
IPSec, renders the traditional Network Intrusion Detection Systems useless, we pre-
sent a robust neural network based DDoS detector, where statistical features are esti-
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mated from non-encrypted data such as a network packet header. Moreover, in the
direction of detecting the most efficient features, a genetic solution to the features
selection problem is implemented.

The proposed DDoS detector consists of three sequentially connected modules:

The Data Collector: A sniffer captures the appropriate data fields for each packet.
The timestamp for each packet is also recorded in order to group the packets into
timeframes. Sequential timeframes are also overlapping with each other.
Features estimator: The frequency of occurrences for various data encoded in the
captured packet headers is estimated.
The Detector: The features vector is passed onto a two-layer feed-forward neural
network that determines if an attack is in progress.

The complete set of 44 statistical features estimated in each timeframe consists of
statistical probabilities or distinct values normalized by the total number of frame
packets transferred in the timeframe:

Features 1-5. The probabilities of the SYN, ACK, FIN, URG, RST flag to be
raised.
Feature 6. The distinct SEQ values.
Features 7-8. The distinct values of the source and destination port.
Feature 9. The probability of the source port to be within the first 1024 values.
Features 10-25. The sixteen probabilities of the source port value in 1024-65535
divided in groups of 4032 ports.
Feature 26. The probability of the destination port to be within the first 1024 values.
Features 27-42. The sixteen probabilities of the destination port value in 1024-
65535 divided in groups of 4032 ports.
Features 43. The distinct values of the window size.
Features 44. The distinct TTL values.

From experiments, it is has been established that the nature of features plays an im-
portant role in the DDoS detection efficiency. In general, the optimum set of features
remains an unsolved problem, but a sub-optimum solution can be obtained by a natural
selection mechanism known as genetic algorithm [6].

A general description of genetic algorithms theory and application details can be
found elsewhere [14-16]. In this paper the main variance of the genetic algorithms is
implemented [16], where the chromosomes are selected using a tournament method.
In the experiments, the mutation probability varies from 0.05-0.1 and the selection
probability varies from 0.25-0.9. The mean square error between the DDoS detector
output and the desired values is used as the genetic algorithm’s evaluation function.

3 Simulation Environment and Data Collection

A computer network was used to gather information. The attacks were launched from
an attack host using the Tribe Flood Network 2000 (TFN2k). The clients were simu-
lated from a single host using the Web Application Stress Tool from Microsoft Corp.
that sends HTTP requests on a web server using actual user profiles. The profiles were
recorded from an actual user that browsed through the web server’s contents. Each
request is an actual session that takes into consideration time delays and follows links
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on the server’s contents. The mean rate of the HTTP request is about 3169 in a time
frame of 30 secs. The traffic was recorded using a sniffer placed on a monitoring host.
It is possible that the sniffer could “miss” some packets but can be implemented easily
without the use of special hardware or by reducing the network’s efficiency. Further-
more, it is a passive monitoring device that can reside in any system on a network.
Different scenarios were created using normal traffic only, traffic produced only by
the TFN2k and a combination of the above. More specifically, three types of traffic
were recorded:

Normal traffic of 2400 connections for 5 minutes.
Pure DDoS traffic in TCP flooding mode for 5 minutes.
Combined traffic for 5 minutes from multiple clients; the DDoS attack is started
after the first second and lasted for about 3 minutes. Then for another minute, the
traffic is normal.
A Linux based sniffer (developed using the popular libpcap library) was used to

gather the data. From the data that were collected, the client’s SEQ number was re-
placed with a random one, one for each distinct connection, because the Web Applica-
tion Stress Tool use only two real clients to simulate all the other clients. Therefore
the original SEQ numbers produced by the tool were complete unreliable. This modi-
fication was verified from a great number of experiments carried out in the same net-
work configuration.

The maximum number of neurons in the input layer was 44. The number of neurons
in the hidden layer varies from 1-3 and for each network configuration the features
from a 4, 16 and 32 seconds timeframe window was established. The well-known
BFGS optimization method is used to estimate the neural network weights.

4 Genetic Optimization

The genetic algorithm is implemented in gnu C++ language and the experiments were
carried out in a Linux cluster consisting of 48 computers. The genetic algorithm for
the features selection is implemented as follows:

A population of 100 randomly defined chromosomes defines the initial generation.
Each chromosome is 44-bits long. The selection (ps) and mutation (pm) probabili-
ties were set.
The Genetic fitness of each chromosome is evaluated using the neural DDoS detec-
tor, after a proper training. The 44-bits chromosome controls the configuration of
the feature vector used in the neural DDoS detector. Only the features with the ac-
tivated bit are used to activate the detector. The neural network weights are esti-
mated by minimization of the least-square-error for the set of training data using
the BFGS optimization method. The Genetic fitness is estimated by the mean-
square-error between the neural network output and the expected data in the testing
set. The data in the test and the training set are mutually exclusive.
A selection procedure is applied to the population. The population is sorted accord-
ing to the fitness of each chromosome. The worst fitting individuals ((1-ps)*num-
ber of individuals) are removed from the generation pool. The eliminated chromo-
somes are replaced in the crossover procedure. The result of this phase is a reduced
set of chromosomes called mating pool.

1

2

3
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4

5

The crossover procedure is applied to the mating pool, producing the new genera-
tion: Two chromosomes are selected from the mating pool with tournament selec-
tion, which is the fastest algorithm for selecting parents. Two offsprings from the
selected chromosomes with one point crossover are produced. The crossover re-
peated until the chromosome pool is completed.
The mutation procedure is applied to the new generation chromosomes: For every
bit in the generation pool, if a random number in the range of (0,1) is lower than the
mutation probability, the corresponding bit is inverting.

The steps 2-5 are repeated 1000 times.

5 Experimental Results

In table 1, the best Genetic fitness and the number of activated features for various
selection and mutation probabilities are displayed. In all experiments if more than two
neurons in the hidden layer are used, the genetic algorithm and the neural network
training process produces a suitable features vector and an error-free DDoS neural
detector. The minimum number of 14 active features was obtained in the case of three
hidden neurons, selection and mutation probability settings in 0.25 and 0.05 corre-
spondingly, and features estimation in 4 seconds timeframe. It is also shown that the
selection and mutation probabilities do not influence the classification rate of the
DDoS detector but lead to different features vector.
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An objective definition of the best features set was a difficult task. In this direction
the number of times where each feature was setting active in the set of the best fitting
ten chromosomes for 4,16 and 32 seconds timeframes is showed in table 2.

In general and for all timeframe sizes, the experimental results produced by the ge-
netic algorithm, showed that the SYN and URG Flag, the distinct values of the source
and destination port, four probabilities of the groups from the upper set of source ports
(features 16,17,23,24), and two probabilities of the groups for the destination ports
(features 29 and 42) were used very frequently by the best ten chromosomes.

On the other hand, the probability of the source port to be within the first 1024 val-
ues (feature 9), two probabilities of the groups from the upper set of source ports (fea-
tures 10 and 18), eight probabilities of the groups for the destination ports (features
27,28,30,33,34,36,37,39), the distinct values for the window size, and the TTL distinct
values are the less frequent features.

From additional experiments that were carried out it is verified that SYN and URG
flags do play significant role in the identification of those kinds of attacks, and also
that TTL and Window size provide almost no information.

The role of the source port classes was significantly reduced, because the Web Ap-
plication Stress Tool did not simulate correctly the clients’ source port assignment.
This fact was confirmed by further experiments with real clients.
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Abstract. In this contribution we present a novel software tool that can be used
to implement intelligent signal processing techniques. BSPS which stands for
(Bio magnetic Signal Processing Software) is either a standalone application, or
it can be embedded in the kernel of an Artificial Intelligence tool, since it per-
forms signal classification. It can be used to analyze both linear and non linear
time series, deterministic and stochastic processes. We used our application in
order to analyze and predict the behavior of fetal heart during several phases of
women pregnancy. By using evolutionary techniques like genetic algorithms,
the theory of Kalman filtering, the Multi-model Partitioning Theory, the Ap-
proximate Entropy and other approaches we managed the accomplishment of
our objectives.

Keywords: Prediction, genetic algorithms, applications, probabilistic reason-
ing, diagnosis.

1 Introduction

Bio magnetic signal analysis is a very appealing scientific field. The complexity of
these bio-signals source, together with the extraction of useful information of usually
large amounts of data, is being examined. Recent software applications deal with clas-
sical signal analysis, which is not of particular usefulness when someone is involved
with complex sources and stochastic processes. Therefore, BSPS has a variety of clas-
sical methods for analysis as well as new evolutionary algorithms and methods taken
from the Computational Intelligence Theory. We also want to mention that BSPS is
platform independent software and it has been tested both under Unix and Windows
environment.
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The material considered for analysis with the BSPS is consisted of f-MCG (fetal
MagnetoCardioGram) signals. In order to obtain these signals the pregnant women
referred to the Laboratory of Medical Physics of the University of Thrace by their
special gynecologists of the University Hospital Clinic of Gynecology and Obstetrics
[14]. These signals represent recordings of the magnetic component of time-varying
electromagnetic fields which are generated from the ionic micro-currents at the fetal
heart; these ionic movements are originated at the cellular level. It is believed that,
under the proper analysis and interpretation of the f-MCG signals, useful information
for the underlying fetal heart dynamics can be obtained. The f-MCG signals [1] are
recorded using specific Superconductive Quantum Interference Devices (SQUIDs).
SQUIDs are very sensitive superconductive magnetometers with the ability to detect
and measure very weak magnetic fields, of the order of Each f-MCG
recording consisted of 32 seconds and was digitized and stored with a sampling fre-
quency of 256 Hz.

2 Classical Signal Analysis

As it can be seen in figure 1, BSPS can be easily used to plot the data in the plain, to
find the standard deviation, the mean value, the variance, the distribution of the meas-
ured data and the lag plot. The histogram of the statistical distribution of the data is
depicted at the bottom left, the lag plot where the lag factor equals one is shown at the
bottom left. The upper plot is the data plot for the selected file. The respective file-
name can be seen in the upper left corner with bold letters.

Fig. 1. One instance of the BSPS concerning the classical signal analysis for the file
lnign33.ask.
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Moreover, an implementation of the Fast Fourier Transform is available in the pro-
posed software tool. In all the aforementioned cases, there is the choice of selecting
the portion of the signal to be analyzed by putting the start and the end time points in
special text boxes.

2.1 Autocorrelation Plot

The autocorrelation plots [3] are commonly-used tools for checking randomness in a
data set. This randomness is ascertained by computing autocorrelations for data values
at varying time lags. If random, such autocorrelations should be near zero for any and
all time-lag separations. If non-random, then one or more of the autocorrelations will
be significantly non-zero. In addition, autocorrelation plots are used in the model iden-
tification stage for autoregressive, moving average time series models.

The correlation function computation is also provided with the BSPS tool as shown
in figure 2 for the selected signal lnign33.ask. The line plotted in figure 2 also contains
several horizontal reference lines. The middle line is at zero. The other four lines are
95% and 99% confidence bands. Note that there are two distinct formulas for generat-
ing the confidence bands.

If the autocorrelation plot is being used to test for randomness (i.e., there is no time
dependence in the data), the following formula is recommended:

where N is the sample size, z is the percent point function of the standard normal dis-
tribution and is the significance level. In this case, the confidence bands have fixed
width that depends on the sample size. This is the formula that was used to generate
the confidence bands in the above plot.
Autocorrelation plots are also used in the model identification stage for fitting ARMA
(AutoRegressive Moving Average) models. In this case, a moving average model is
assumed for the data and the following confidence bands should be generated:

where K is the lag, N is the sample size, z is the percent point function of the standard
normal distribution and  is the significance level. In this case, the confidence bands
increase as the lag increases. The autocorrelation plot is therefore an important tool
because, if the analyst does not check for randomness, then the validity of many of the
statistical conclusions becomes suspect. The autocorrelation plot is an excellent way
of checking for such randomness.

The plots below depict the Fourier transform of the power spectrum which is
known, that is the autocorrelation function. In applications where the full auto-
correlation function is needed it may be faster to use this method that the direct
computation.
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Fig. 2. The auto-correlation plot together with the confidence bands.

2.2 Approximate Entropy

The “approximate entropy” was introduced by Pincus [4],[5],[6] in order to quantify
the creation of information in a time series. A low value of the entropy indicates that
the time series is deterministic; a high value indicates randomness. The above function
has been used to compute the approximate entropy in BSPS:

where pre is an embedding of data, post represents the images of the data in the em-
bedding and r is the filter factor, which sets the length scale over which to compute the
approximate entropy. The “filter factor” r is an important parameter. In principle, with
an infinite amount of data, it should approach zero. With finite amounts of data, or
with measurement noise, it is not always clear what is the best value to choose. Past
work [7],[8] on heart rate variability has suggested setting r to be 0.2 times the stan-
dard deviation of the data.

Another important parameter is the “embedding dimension.” Again, there is no pre-
cise means of knowing the best such dimension, but the work mentioned above uses a
dimension of 2. The final parameter is the embedding lag, which is often set to 1, but
perhaps more appropriately is set to be the smallest lag at which the autocorrelation
function of the time series is close to zero.
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The approxentropy function expects the data to be presented in a specific format.
Working with time series, BSPS computes the approximate entropy, with an embed-
ding dimension of 2 and a lag of 1.

3 Evolutionary Signal Analysis

Despite the classical signal analysis, BSPS uses the flexibility and the robustness of
computational intelligence methods like genetic algorithms. After testing each meas-
urements file by plotting the autocorrelation and computing the value of the approxi-
mate entropy, BSPS responds like an intelligent decision system, since it suggests in
an on-line time (without further preprocessing), which should be the most appropriate
method or technique one could use to analyze the given time series. For example, for
the same measurements file when the approximate entropy value is not significantly
high (usually smaller than 1) then an ARMA model (see equation 3) should work well
because it is able to capture and to use the dependencies of the data over the time
domain. When this is not the case, (the approximate entropy has relatively high value
usually greater than 1) BSPS suggests a different model (see equation 4) that is more
suitable by means of being able to handle the adaptability which is required when the
time series are non linear.

More specific, the models that BSPS uses, are:
For the NAR (Non linear AutoRegressive) processing:

And for the Genetic Algorithm processing:

Where in both of the above equations x(n) is the n th sample of the f-MCG time series,
is a non-necessary Gaussian white noise with variance R, are the model coef-

ficients (to be calculated) and are the orders of the model.

3.1 Genetic Algorithm

An especially designed Genetic Algorithm (GA) was utilized in order to investigate
the most suitable values of the model order. The order of each model is a couple of
positive integers m = (i, j), where and Binary codification [2] is
used for the representation of the order m of each model. For example when the bits
used for binary representation are 5 then the order of the model described by the equa-
tion (4) is i=13 and j=25:
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As fitness function the GA uses the following:

where:

is the mean a posteriori probability for the total number of the patterns of the training
data set.

The sum:

is calculated after the training of the filters is over and gives an expression of the mean
square error of the prediction that the filters can provide.

When genetic algorithm run is completed the user of BSPS can choose the relative
report file and evaluate the results in a straightforward manner. Figure 3 presents the
latter.

3.2 Non-linear Autoregressive Process

By using the extended Kalman filtering and the Multi Model Partitioning Theory [10],
[11], [12], [13] BSPS manages not only to classify the given bio-signals but to predict
their often changing behavior, at least in short future time intervals. An example of
NAR process is given in figure 4. The user can put the desired values in the text boxes
(right corner) and by pushing the “Begin Compute” button the process starts. Even if
the user doesn’t put the appropriate values in the text boxes, BSPS has the ability to
show the results in the upper right plot where the parameters of the model (see equa-
tion 3) are estimated and the real model order is computed in an autonomous way
based on probabilistic reasoning. In the above example, the parameter with the blue
color indicates that the model order is not 4, as the user suggested, but is equal to 3.
The values of those parameters which can be time varying or time invariant are com-
puted with the extended Kalman filtering procedure.
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Fig. 3. The genetic algorithm successfully captured the changes over the time for the measure-
ments file lnign33.ask. The Mean Square Error was relatively low as it can be viewed in the
gray text box below. In this example there were used 1000 samples as training pattern, the GA
population was 10, the execution time was 20 generations, the mutation probability was 0.2 and
the crossover probability was 0.5.

Fig. 4. The NAR processing.
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4 Conclusions

From the performed experiments and the obtained results, it appeared that the imple-
mented algorithms are both able not only to track and model the given bio-magnetic f-
MCG signals, but also to provide information on the features and characteristics of
these signals. Specifically, BSPS is capable to propose a possible non-linear model for
the given data and estimate the order of the model, (or in other terms the order of
complexity), of the given signal. Moreover, the proposed tool is able to model the
ambient as well as the extraneous noise that is incorporated in the pure dynamics of
the system. The modeling of both signal and noise is so accurate that the real and the
modeled data are practically indistinguishable (i.e. See figure 3 for the first 500 sam-
ples). It would also, be valuable to apply the proposed tool to other complex signals.

5 Further Work

Being able to use statistical and probabilistic reasoning in BSPS is important in real-
world situations where, for example, there is some factor of randomness in the
situation itself, or where we do not have access to sufficient data to be able to know
with any real certainty that our conclusions are correct. Medical diagnosis is a clear
instance of such a class of problems: a complex domain in which medical knowledge
is incomplete, and in which the diagnostician may not have all the data needed.

Often, inexact reasoning is necessary if the doctor is to make any diagnosis at all.
Various methods exist for estimating the certainty of conclusions. We are trying to
establish a reliable and fast interaction in real time, with a medical diagnosis expert
system, implemented in Visual Prolog [9], that uses Bayes probabilistic reasoning.
Values computed with BSPS can be attached to the medical expert system rules. They
can be passed on to further rules, and combined in various ways with other values
taken from an often updated knowledge base, so as to produce final values for
conclusions and medical diagnosis.
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Abstract. Bayesian Networks are one of the most popular formalisms for rea-
soning under uncertainty. Hierarchical Bayesian Networks (HBNs) are an exten-
sion of Bayesian Networks that are able to deal with structured domains, using
knowledge about the structure of the data to introduce a bias that can contribute to
improving inference and learning methods. In effect, nodes in an HBN are (possi-
bly nested) aggregations of simpler nodes. Every aggregate node is itself an HBN
modelling independences inside a subset of the whole world under considera-
tion. In this paper we discuss how HBNs can be used as Bayesian classifiers for
structured domains. We also discuss how HBNs can be further extended to model
more complex data structures, such as lists or sets, and we present the results of
preliminary experiments on the mutagenesis dataset.

1 Introduction

Bayesian Networks [16] are a popular framework for reasoning under uncertainty. How-
ever, inference mechanisms for Bayesian Networks are compromised by the fact that
they can only deal with propositional domains. Hierarchical Bayesian Networks (HBNs)
extend Bayesian Networks, so that nodes in the network may correspond to (possibly
nested) aggregations of atomic types. Links in the network represent probabilistic de-
pendences the same way as in standard Bayesian Networks, the difference being that
those links may lie at any level of nesting into the data structure [8].

An HBN is a compact representation of the full joint probability distribution on the
elements of a structured domain. In this respect, HBNs share some similarities with
Stochastic Logic Programs (SLPs) [2,15]. One of the main differences between the two
approaches is that SLPs take clausal logic as a starting point and extend it by annotat-
ing clauses with probabilities, whereas HBN rather begin from a probabilistic reasoning
formalism (standard Bayesian Networks) and extend it to structured domains. Bayesian
Logic Programs [9] are also based on clausal logic, but differ from SLPs in that their
probabilistic part corresponds to degrees of belief of an agent. Probabilistic Relational
Models (PRMs) [10], that are a combination of Bayesian Networks and relational mod-
els, are also closely related to HBNs. PRMs are based on an instantiation of a relational
schema in order to create a multi-layered Bayesian Network, where layers are derived
from different entries in a relational database, and use particular aggregation functions
in order to model conditional probabilities between elements of different tables. HBNs
adopt a method that is more closely related to the particular data structure, by redefining
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the probability distribution on the structured domain. Object-oriented Bayesian Net-
works [11] also combine Bayesian inference with structured data, exploiting data en-
capsulation and inheritance.

The outline of the paper is as follows. We begin by presenting preliminary termi-
nology and definitions on HBNs in section 2. In section 3 we present our perspective
for the extension of HBNs to first-order and higher-order structures. Section 4 shows
an adaptation of a popular algorithm for learning standard Bayesian Networks for the
case of HBNs. Section 5 discusses Bayesian classification based on HBNs and presents
experimental results on the mutagenesis domain. Finally, we summarise our main con-
clusions and discuss directions for further work.

2 Hierarchical Bayesian Networks: Preliminaries

A standard Bayesian Network is a graphical model that is used to represent conditional
independences among a set of variables. It consists of two parts: the structural part, a
directed acyclic graph in which nodes stand for random variables and edges for direct
conditional dependences between them; and the probabilistic part that quantifies the
conditional dependences, and in the case of discrete variables is a set of conditional
probability tables (CPTs), each specifying the conditional probability of each value of
a variable given the values of its parents in the graph.

The key property in a Bayesian Network is that a variable is independent of its non-
descendants given the values of its parents in the graph. This property can be exploited
to decompose the full joint probability of all the variables using the chain rule of proba-
bilities: where denotes the set of parents of in the
graph.

Fig. 1. A simple Hierarchical Bayesian Network. (a) Nested representation. (b) Tree representa-
tion. (c) Standard BN expressing the same dependences. (d) Probabilistic part.

Hierarchical Bayesian Networks are a generalisation of standard Bayesian Net-
works, defined over structured data types. An HBN consists of two parts: the structural
and the probabilistic part. The former (also referred to as the HBN-tree structure or
simply HBN structure) describes the part-of relationships and the probabilistic depen-
dences between the variables. The latter contains the quantitative part of the conditional
probabilities for the variables that are defined in the structural part. In this paper we
will restrict our analysis to discrete domains, so the probabilistic part will be a set of
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conditional probability tables. Figure 1 presents a simple Hierarchical Bayesian Net-
work. The structural part consists of three variables, A,B and C, where B is itself a pair
(BI,BII). This may be represented either using nested nodes (a), or by a tree-like type
hierarchy (b). We use the symbol t to denote a top-level composite node that includes
all the variables of our world. In (c) it is shown how the probabilistic dependence links
unfold if we flatten the hierarchical structure to a standard Bayesian Network.

In an HBN two types of relationships between nodes may be observed: relation-
ships in the type structure (called t-relationships) and relationships that are formed by
the probabilistic dependence links (p-relationships). We will make use of everyday ter-
minology for both kinds of relationships, and refer to parents, ancestors, siblings etc.
in the obvious meaning. In the previous example, B has two t-children, namely BI and
BII, one p-parent (A) and one p-child (C). The scope of a probabilistic dependence
link is assumed to “propagate” through the type structure, defining a set of higher-
level probabilistic relationships. Trivially, all p-parents of a node are also considered its
higher-level parents. For example, the higher-level parents of C are B (as a trivial case),
BI and BII (because they are t-children of B and there exists a p-link

We will now provide more formal definitions for HBNs. We begin by introducing
hierarchical type aggregations, over which Hierarchical Bayesian Networks are defined.
Types are recursively defined, in order to represent nested structures, e.g. “a 5-tuple of
pairs of booleans”. Currently, the only aggregation operator that we allow for composite
types is the Cartesian product, but we plan to extend composite types to include aggre-
gations such as lists and sets, as we discuss in section 3. This will demand a proper
definition of probability distribution over these constructs, such as the ones used in the
1BC2 first-order naive Bayesian classifier [12].

Definition 1 (Type). An atomic type is a domain of constants. If is a set
of types, then the Cartesian product is a composite type. The types

are called the component types of

Definition 2 (Type structure). The type structure corresponding to a type is a tree t
such that: (1) if is an atomic type, t is a single node labelled (2) if is composite, t
has root and as children the type structures that correspond to the components of

Definition 3 (HBN-tree structure). Let be an atomic or composite type, and t its
corresponding type structure. An HBN-tree structure T over the type structure t, is a
triplet where

R is the root of the structure, and corresponds to a random variable of type
is a set of HBN-tree structures called the t-children of R. If is an atomic

type then this set is empty, otherwise it is the set of HBN-tree structures over the
component-types of R is also called the t-parent of the elements of

is a set of directed edges between elements of such that the resulting
graph contains no directed cycles. For we say that v and participate
in a p-relationship, or more specifically that v is a p-parent of  and is a p-child
of v.

If is an atomic type, an HBN-tree structure over t will be called an HBN-variable.
We will use the term HBN-variable to refer also to the random variable of type that
the root of the structure is associated to.
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Definition 4 (Higher-level parents and children). Given an HBN-tree structure
and a t-child of R, then for any such that

we say that is a higher-level parent of and that
is a higher-level parent of Furthermore, if is a higher-level parent of v, then

is also a higher-level parent of and if v is a higher-level parent of then
is also a higher-level parent of

For an HBN structure we can construct a standard Bayesian Network that maps the
same independences between variables. The nodes in the Bayesian Network correspond
to variable nodes of the HBN, and links in the Bayesian Network correspond to higher-
level links of the HBN. We will call the resulting structure the corresponding Bayesian
Network of the original HBN.

Definition 5. The HBN-Probabilistic Part related to an HBN-structure T consists of:
(1) a probability table for each HBN-variable in T that does not have any p-parents or
higher-level parents; (2) a conditional probability table for each other HBN-variable,
given the values of all HBN-variables that are its p-parents or higher-level parents.

Definition 6. A Hierarchical Bayesian Network is a triplet where

Definition 7 (Probability distributions over types). If is an atomic type,
is the probability distribution over If and then

where are the components of x.

An HBN maps the conditional independences between its variable nodes, in a way
that the value of an atomic variable is independent of all atomic variables that are not its
higher-level descendants, given the value of its higher-level parents. The independences
that an HBN describes can be exploited using the chain rule of conditional probability,
to decompose the full joint probability of all the atomic types into a product of the
conditional probabilities, in the following way:

where are the components of x and are the p-parents of in the structure.

Example 1. For the HBN structure of Figure 1, we have:

t is a type structure

is the HBN-Probabilistic Part related to T
is an HBN-tree structure over t
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3 Extending HBNs to First-Order and Higher-Order Structures

So far, we have only considered tuples as type aggregations. We will now discuss how
more complex type constructors can be embedded into HBNs to allow for handling
first-order and higher-order structures, such as lists, trees, sets, etc. We address this is-
sue from the perspective of typed higher-order logics[14]. Intuitively, a composite type
is defined over a number of simpler component types, and a number of aggregation op-
erators (tuples, functors or E.g., the type of integers Int is a component
of the type of lists of integers List Int, while a set of integers can be described by the

of type that defines the membership function of that set.
In order to deal with a particular domain in HBNs, one needs to define first a specific
composite type that represents the domain, and second a probability distribution on the
domain, possibly based on the probability distributions of the component types. Here
follows an example of how such definitions could be provided for lists and sets. The

 definition of a set (actually, this defines a finite subset of a possibly infinite
domain) is adapted from [14] and the distribution on the set type comes from [3].

Example 2. Let A be a type and a probability distribution over its elements.

A probability distribution over the elements of is given by

where is a distribution over integers, that stands for the probability over the
lengths of a list (for example, the geometric distribution
where determines the probability of the empty list).

Sets The set of finite sets of elements of A is a type such that for all

is a member of A probability distribution over the elements of is given
by

where l is the cardinality of S, is the cardinality of and
is a parameter determining the probability of the empty set.

The definition of such probability distributions for composite domains shows also
how, under certain additional independence assumptions, conditional probabilities can
be computed. Different cases of conditional probabilities may occur in an HBN, with a
composite structure conditioned upon another variable, or being on the conditional part
itself.

Lists The set of lists of elements of A is a type such that
1.
2.
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Example 3. Consider a domain of lists labeled according to a class, where the distribu-
tion on lists is defined as above and is the distribution on the class attribute, and
an HBN modelling that domain with two nodes List and Class. In case of the p-link

we have (assuming independence for the different elements given c):

For the conditional probability that corresponds to the link we use Bayes
theorem to obtain:

4 Learning HBNs

One important area of concern is the problem of learning HBNs, i.e., given a database
of observations, to construct an HBN that fits the data in a satisfactory way. In our
analysis, we assume that there are no missing values in the database, and that different
observations in the database occur independently. Learning the probabilistic part can
be achieved in a straightforward manner, using the relative frequencies of events in
the database in order to estimate the values of the respective conditional probabilities.
Given the independence of different instances, the relative frequencies will converge to
the actual probability values when the database is sufficiently large. We use Laplace
estimate to ensure that even unobserved events will be assigned a non-zero probability.
Deriving the HBN structure from the database is a more complex task. Knowledge of
the type structure is exploited in HBNs as a declarative bias, as it significantly reduces
the number of possible network structures. We will discuss two different approaches to
the learning problem: a Bayesian scoring criterion, and a minimal description length
method.

The first approach to learning the HBN structure is an adaptation of the method
described in [1]. We use a Bayesian method to compute the likelihood of a structure
given the data, and search for the structure that maximises that likelihood. A restriction
of this method is that it requires a set of training data in propositional form, i.e. a single-
table database. In [ 1 ] a formula is derived to compute for a Bayesian Network
structure and a database D, depending on the prior That result is based on the
assumptions that (a) the variables in the database are discrete, (b) different instances
occur independently given the structure, (c) there are no missing values, and (d) that
before seeing the database, we consider all the possible conditional probability values
setups for a given structure equally likely.

Theorem 1 (Cooper and Herskovits). Let be a Bayesian Network structure con-
taining n discrete variables each associated to a domain and be the
set of parents of in Suppose D is a database of m instantiations of the variables
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and let be all the unique instantiations of in D. Let be the number
of cases where and is instantiated to and let The joint
probability of having the structure and the database D is given by:

Definition 8. Let be an HBN structure, and the corresponding Bayesian Net-
work structure of We define the joint probability of the structure and the
database D as where is a normalising constant such that

As mentioned above, the application of the Bayesian scoring function requires the
data to be in a single-table propositional form. The introduction of first-order and
higher-order aggregation operators, which is a natural extension of HBNs as discussed
in Section 3, would introduce a problem since these constructs do not have fixed size
and therefore are not representable in a propositional way. For this reason, we discuss
another scoring function, based on the minimal description length principle, that deals
with data instances regardless from the form of representation. The minimal description
length principle (MDL) [17] is based on finding the model that provides the shortest de-
scription of the data. The aim is (a) to minimise the size of the model, i.e. the number
of parameters needed by the HBN, and (b) find the parameter values that achieve the
shortest description of the original data. Here we provide an MDL likelihood function
for HBNs, based on a measure used for standard Bayesian Networks [13].

Definition 9. Let B be a Hierarchical Bayesian Network, formed by the HBN structure
and probabilistic part Suppose is a set of training data in-

stances, and that the conditional probabilities in are estimated by the frequencies of
events in D. The MDL scoring of the structure and the database is

where is the number of parameters in the network and is the distribution over
instances that is defined by B.

The first term in the above formula penalises structures with more p-links, while the
second is the (negated) log-likelihood measure of the probabilistic part given the data.

5 Classification with HBNs

Bayesian classifiers [7] compute the most likely class of an instance that is described
by a vector of attributes i.e. derive the class value that maximises

using Bayes theorem to invert the conditional probability and
then applying a series of independence assumptions to decompose the joint probability
to a product of simpler probabilities. The most widely known member of this family is
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the Naive Bayes classifier, that assumes that all attributes are independent of each other
given the class, and therefore (where is a
normalising constant).

Extensions of the Naive Bayes classifier have been proposed in two orthogonal
directions: on the one hand, lifting the “naive” independence assumption and using
Bayesian Networks in order to model more complex conditional independences (e.g.
tree-augmented naive Bayesian classifiers [6]), and on the other hand, using first-order
and higher-order representations for classification of structured data (e.g. the first-order
naive Bayesian classifiers 1BC and 1BC2 [5,12]). Preliminary experiments show that
HBNs can successfully combine both these two directions, using similar probability
distributions on structured domains as 1BC2, but with independence assumptions that
are based on Bayesian Network-like directed acyclic graphs. An HBN based classifier
uses the decomposition of the posterior probability to a product
of simpler probabilities according the independences derived from the HBN structure.
In the case of composite nodes, the distribution over the composite type needs to be
used as well (e.g. as described in Definition 7 and Example 2).

Fig. 2. HBN structures for the mutagenesis domain, (a) Under the naive Bayes assumption. (b)
Extended structure.

We have tested our approach on the Mutagenesis dataset [18]. Instances in this do-
main are molecular structures, and each one is described by four propositional attributes
and a set of atoms. The atoms themselves are characterised by three propositional at-
tributes and two sets of “incoming” and “outgoing” chemical bonds. The task is to pre-
dict whether particular molecules are mutagenic or not. The data are split in two sets,
called “regression friendly” and “regression unfriendly”. For our experiments, we have
constructed several HBNs based on the same type structure for instances, and tested
different sets of p-links between the nodes. We have employed lists as aggregation op-
erators for atoms and bonds, and used the distribution defined in section 3 to compute
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the respective conditional probabilities. We present here the results for two such struc-
tures, one corresponding to the “naive” assumption of attribute independence given the
class, and the other containing a set of p-links that achieved a relatively high accuracy
(Figure 2). Reported results correspond to accuracy over 10-fold cross validation for the
regression friendly data and leave-one-out cross validation for the regression unfriendly
data. Table 1 summarises the results achieved by HBNs and some other approaches.
Results for regression, Progol, 1BC and 1BC2 are quoted from [4]. At this stage no
learning was performed for deriving the HBN structure, so further experiments in this
domain will involve the application of the techniques discussed in section 4 in order to
determine the optimal structure given the particular datasets. In conclusion, our method
gives results comparable to the state of the art algorithms on the domain, combined with
the increased expressiveness and interpretability of a probabilistic model.

6 Conclusions and Further Work

In this paper we have presented Hierarchical Bayesian Networks, a framework for learn-
ing and classification for structured data. We have defined a learning method for HBNs
based on the Cooper and Herskovits structure likelihood measure.

Presently, we are working towards extending HBNs by introducing more aggrega-
tion operators for types, such as lists and sets. Preliminary experiments show that using
lists high accuracy can be achieved in comparison to approaches that employ the naive
Bayes assumption. Further research is essential in order to create and test more generic
type constructors. This will allow the application of our framework to structures of
arbitrary form and length, such as web pages or DNA sequences.
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Abstract. Fuzzy automata are proposed for fault diagnosis. The out-
put of the monitored system is partitioned into linear segments which are
assigned to pattern classes (templates) with the use of fuzzy member-
ship functions. A sequence of templates is generated and becomes input
to fuzzy automata which have transitions that correspond to the tem-
plates of the properly functioning system. If the automata reach their
final states, i.e. the input sequence is accepted by the automata with a
membership degree that exceeds a certain threshold, then normal oper-
ation is deduced, otherwise, a failure is diagnosed. Fault diagnosis of a
DC motor and detection of abnormalities in the ECG signal are used as
case studies.

1 Introduction

Fault diagnosis based on syntactic analysis considers that the output of a dy-
namic system is a sequence of linear segments of variable length and slope which
leads from an initial state to a final one. This sequence of segments is a regular
expression and according to Kleene’s theorem is equivalent to a finite automa-
ton M [1]-[2]. Thus the output of the system can be described by the five-tuple

where: i) is the set of states, ii) B is the set of input strings
iii) is the transition function, iv) is the start state, and

v) is the set of final states. The automaton is said to accept the input
string if starting from and following the permitted transitions a final state is
reached. A string of segments leading to a final state of M is a regular expression
and is called pattern. The language of M is denoted by L(M) and consists of all
regular expressions.

To detect system failures the following two strings are compared: i) pattern
which is the segmented output of the properly functioning system, ii) string
which is the segmented output of the monitored system. If matches i.e.

G.A. Vouros and T. Panayiotopoulos (Eds.): SETN 2004, LNAI 3025, pp. 301–310, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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is accepted by M, then the monitored system operates properly and no fault is
detected. If does not match i.e. is rejected by M, then a fault is deduced.
To isolate that fault, pattern matching between and a set of fault patterns
can be attempted. Each fault pattern is in turn equivalent to an automaton

The detection of a fault is based on distance or similarity measures [3]. If the
distance between the input string and pattern exceeds a certain threshold
then a fault is reported, otherwise the system is assumed to work properly. The
distance between two strings is related to the sequence of edit operations (sub-
stitution, insertion and deletion) required to transform one string into another.

In this paper, to compare and similarity measures are used and the
concept of fuzzy automata is employed. Update of the membership value of the
state of M, which is connected to state via the transition takes place
using the fuzzy inference rule [4]-[5]. After having applied input the fuzzy
membership of the final state of provides a measure of the matching between
strings and If this measure goes below a certain threshold then fault is
deduced.

The structure of the paper is as follows: In Section 2 fuzzy automata are pro-
posed to model uncertainty in discrete state models. In Section 3 the generation
of a string of templates from the segmentation of the output signal is explained.
In Section 4 the syntactic analysis of the templates string with the use of fuzzy
automata is presented. In Section 5 two application examples are given: i) fault
diagnosis in the case of a DC-motor, ii) ECG analysis for automated clinical
monitoring. Finally, in Section 6 concluding remarks are stated.

2 Modelling of Uncertainty
with the Use of Fuzzy Automata

If each linear segment of the output is considered as a state, then the monitored
system can be viewed as a discrete- state system. The knowledge of the system
states and of the transitions between different states is subject to uncertainty.
This uncertainty can be described by a possibilistic model such as a fuzzy au-
tomaton. In this case fuzzy states and fuzzy transitions are assumed for the
description of the system’s condition.

A typical definition of a fuzzy automaton is the five-tuple
where

is the finite set of fuzzy states. A membership value is
assigned to each state.

is the set of inputs where each input has a membership function
provided by the classification procedure.

is the set of fuzzy transitions, where a membership function
is associated with each transition from state to state

is the fuzzy start state.
is the set of fuzzy final states.
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The advantages of fuzzy automata are summarized as follows:

Fuzzy automata give a measure of similarity between patterns that is toler-
ant to measurement noise. Fuzzy automata can be used instead of Markov
models to represent discrete-state systems subject to uncertainty. Unlike
Markov models where transition probabilities have to be approximated, fuzzy
automata have transition membership functions which can be provided by
experts.
Unlike correlation, syntactic analysis based on fuzzy automata permits to as-
sociate changes of certain parts of the output signal with parametric changes
of the monitored system. Correlation provides a similarity measure between
signals but does not identify the uneven segments in case of mismatch.
In fuzzy automata, fault thresholds are defined by experts, thus human
knowledge about the monitored system can be exploited.

3 Generation of the Templates String

The main concept is to divide the output signal into consecutive linear segments
and to classify each one of them in pattern classes according to a fuzzy mem-
bership function. A candidate segment of points is selected and the line that
connects the first to the last point is calculated. If the distances of all points from
this line are below a certain threshold then it is considered that all points be-
long to the same segment. Otherwise, the first point
which exceeds is found, the candidate segment is defined
and a new check is performed to see if points 1 to can be assigned to the same
segment.

To decompose the output signal into segments, a sliding window is used. The
size of the sliding window determines the number of segments. A classification
algorithm, assigns each segment to a template (pattern class) and provides also
the corresponding fuzzy membership function. The steps of the segmentation
procedure are [6]:
Step 1: Preprocessing of the output signal. First the output signal is filtered
with a low pass filter to remove high frequency noise. The preprocessed signal is
a set of points where is measured in time units and

is the associated output sample.

Step 2: Segmentation of the output signal. A subset of points
is collected, and the equation of the line that connects the first to

the last element of is calculated, The segment’s
end is the last point in which has a distance from L less than Thus,
if such that the distance D of from L exceeds a
threshold i.e.

then is set to satisfying Eq. (1) and the calculation of L is
repeated for the subset of data The segmentation
algorithm can be summarized as follows:
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Inputs: threshold
Output: segments

1. Set
2. Examine the last point and calculate

and
3. For calculate the distance of from

5. If Eq. (1) is false then
6. Set go to 2 and repeat for another candidate segment.

Fig. 1. Class labels for segments of variable slope and length

Step 3: To organise segments in pattern classes (templates), each segment
is taken to be a line described by an equation

where M is the number of templates in which the output is segmented.
The slope of each segment is calculated. The segments are organised in
classes according to their slope and length, using algorithms of statistical pattern
recognition (e.g. C-Means). An example of class labels is given in Fig. 1.

Once the pattern classes have been found a neural network (e.g. RBF) can
be used to memorize the mapping of input segments to classes. By considering
membership in multiple pattern classes, more information is provided to the
syntactic analyzer. In that case there will be multiple paths that connect the
start to the end state of the automaton.

4. If Eq. (1) is true then set and go to 2.
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Fig. 2. System for automated fault diagnosis

4 Syntactic Analysis Using Fuzzy Automata

The syntactic analyzer consists of the main automaton and a number of sub-
automata and is shown in Fig. 2. Syntactic analysis is accomplished through the
following steps:

Step 1: The main automaton is designed. This is a finite state machine where
the transitions correspond to the sub-automata associated with the patterns
(significant structures) of the output signal. If the main automaton recognizes
the string that represents the output of the properly functioning system then no
fault exists.

Step 2: Sub-automata are designed. The occurences of each pattern are recorded
and every occurence is analyzed into a sequence of alphabet symbols. Next, a
path of states is inserted to the sub-automaton and is used to recognize this
sequence of symbols. Human experts provide the transition possibilities (tran-
sition thresholds). Transition memberships are used as thresholds that
enable (prevent) the change of a state in the sub-automaton. If
then transition from state to state is permitted.

Step 3: The sequence of templates becomes input to each sub-automaton and if
a final state is reached with a membership degree above a certain threshold then
a specific pattern is recognized. Update of the states membership takes place
using Eq. (2) which denotes that the most possible path between the start and
the end state is selected. When a sub-automaton terminates, then transition to
another state of the main automaton takes place.

Update of the membership value of the state of M, which is connected to
state via the transition takes place using the fuzzy inference rule [4]-[5]:
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where is a fuzzy membership function that shows the possibility of tran-
sition between and and is the set of all transitions ending at This
transition is activated if the membership of the input symbol to the fuzzy set
associated with symbol exceeds

5 Simulation Examples

5.1 Fault Diagnosis of a DC-Motor

The performance of fuzzy automata for fault diagnosis is first tested in the case
of a DC-motor.The transfer function of the DC motor is given by:

where, and are time constants and is the motor’s
output (see Fig. 3). The input is sinusoidal and results into a sinusoidal
output. Faults cause a change to the output’s amplitude or frequency. Syntactic
analysis can identify a change of the output pattern [7].

Fig. 3. Model of a DC-motor

The templates string that corresponds to the normal output
is a simple chain (the start to the end point of the automaton are
connected through one single path). This is shown in Fig. 4.
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Fig. 4. Language of the normally functioning motor

The segmentation procedure of the reference output resulted into a sym-
metric chain of M = 27 templates, namely The threshold for
each transition was taken to be The initial state memberships
were set to and Then, a change
in resistance was introduced, the output was monitored and the associ-
ated string of templates was generated. The elements of were classified
to fuzzy sets and fuzzy memberships were obtained. For

the application of Eq. (1) gave the membership of the final state

Changes of caused a drop of For large changes of mismatch
between the template string of the reference and monitored output appeared
For greater than the fault threshold the monitored signal was consid-
ered to be normal. The fuzziness in the automaton, enabled the processing of
an imperfect signal and allowed for toleration of measurement noise and other
ambiguities.

5.2 Monitoring of the ECG

A second example of fault diagnosis with the use of fuzzy automata concerns
the ECG signal [8]-[10]. The ECG includes a QRS complex as its primary and
most dominant pattern (Fig. 5). Before QRS there is a P wave. After QRS a
T wave follows, which is larger than the P wave. The P pattern corresponds to
the depolarization of the atria, the QRS complex to the depolarization of the
ventricles and the T wave to the repolarization of the ventricles.

To derive a diagnosis, cardiologists study the length and the slope of the
segments that constitute the aforementioned patterns. Absence of the P wave
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Fig. 5. Stages of a normal ECG

Fig. 6. Sub-automaton that recognizes the P pattern

is an indication of atrial fibrillation. The ECG diagnosis system consists of the
main automaton, with transitions which can be analyzed in fuzzy sub-automata.

Using the signal depicted in 5 an automaton that recognizes the P sub-
pattern of the normal ECG was derived (Fig. 6). Deformation of the P pattern
results in reduced membership values of the final states. Automata for the recog-
nition of the QRS and T pattern can be found in [10].

6 Conclusions

In this paper fuzzy automata and the syntactic analysis approach have been used
for fault diagnosis. The main concept is to segment the output of the monitored
system and to classify each one of its segments into pattern classes according to
a fuzzy membership value.
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Fig. 7. Main automaton for ECG syntactic analysis

The string of templates which corresponds to the properly operating sys-
tem is represented by a fuzzy automaton M. The string of templates which
corresponds to the monitored output, becomes input to the fuzzy automaton M.
Update of the membership value of the state of which is connected to state

via the transition takes place using the fuzzy inference rule of Eq. (2). If the
automaton ends at a final state with membership degree that exceeds a certain
threshold then normal operation can be deduced. By transition fuzziness, the
automaton is given the flexibility to make multiple transitions simultaneously.
The state fuzziness provides the automaton with the capability of being at mul-
tiple states at the same time. Syntactic analysis based on fuzzy automata is an
easily interpretable method for model validation.

Two application examples were given: i) fault diagnosis in the case of a DC-
motor, ii) ECG analysis for automated clinical monitoring. In the first case the
proposed method and was able to detect changes in the model of the motor. In
the second case the monitored signal was more complex and to succeed credible
fault diagnosis a large number of ECG patterns has to be stored. The result-
ing fuzzy automaton has multiple paths connecting the start to the end state.
Detection of the deformation of the P pattern was satisfactory.
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Abstract. In this paper we discuss some issues related to the intuitions of defea-
sible reasoning. Defeasible logic serves as the formal basis for our analysis. We
also make some comments on the comparison between defeasible logics and the
well-founded semantics of extended logic programs with priorities.

1 Introduction

Nonmonotonic reasoning is concerned with reasoning about incomplete and incon-
sistent information. Defeasible reasoning is a family of nonmonotonic reasoning ap-
proaches which are based on the idea of defeat among rules or arguments. Within de-
feasible reasoning we distinguish between two kinds of approaches:

First, those which are based on the idea of an extension build full reasoning chains
(or arguments) and evaluate their status at a later stage. For example, an argument may
be built but may turn out later to be defeated by other arguments. Or a sceptical conclu-
sion may only be drawn if it is included in all extensions of a given theory (knowledge
base). Approaches in this category are, among others, default logic [26], stable and an-
swer set semantics [10, 11], Dung semantics [8] and related systems of argumentation
[4].

An alternative approach is to evaluate the status of arguments or conclusions during
the deductive process, that is, to interleave argument building and argument evaluation.
As Horty puts in [15], “arguments are constructed step-by-step and are evaluated in each
step of the construction: those that are indefensible... are discarded at once, and cannot
influence the status of others”. Such approaches include [14] and defeasible logics [24,
2]. Often these approaches are called “directly sceptical”, or “deeply sceptical”.

Usually approaches in the latter category tend to have lower complexity that those in
the first category. For example, defeasible logic has, in its simple form, linear complex-
ity [19]. However for a long time it has been commonly accepted that these approaches
suffer from certain representational problems, among others regarding floating con-
clusions and zombie paths [21]. Perhaps many have seen these defeasible reasoning
approaches as “quick and dirty”.

In two recent articles [15, 16] Horty reinvigoured the discussion about the intuitions
and nature of defeasible reasoning by questioning commonly accepted views about cer-
tain nonmonotonic reasoning patterns. In particular, he argued that argument reinstate-
ment and floating conclusions may not be reasonable patterns in all instances. We can
conclude, that the directly sceptical approaches are not just quick solutions, but have
also adequate abstract properties. This argument is certainly encouraging since in the
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recent years these approaches have been applied in various application fields, includ-
ing the modelling of regulations and business rules [22, 13, 1], modelling of contracts
[13], and agent negotiations [7]. Of course, there exist other applications for which the
traditional, extension-based systems are more suitable (e.g. cognitive robotics, combi-
natorial problems etc).

Horty’s arguments are still subject of a discussion; for example, Prakken responded
to his points in [25]. This paper is a contribution towards this discussion. We will reex-
amine the critical issues of the debate and make some comments.

We will also discuss defeasible reasoning in comparison to the well-founded seman-
tics (WFS) of extended logic programs. In a recent paper [6], Brewka argued that WFS,
under a straightforward translation of defeasible theories into extended logic programs,
delivers better results than defeasible logic. Here we will investigate and counter his
arguments.

2 Basics of Defeasible Logics

2.1 Outline of Defeasible Logics

A defeasible theory D is a couple (R, >) where R a finite set of rules, and > a superi-
ority relation on R. In expressing the proof theory we consider only propositional rules.
Rules containing free variables are interpreted as the set of their variable-free instances.

There are two kinds of rules (fuller versions of defeasible logics include also de-
featers): Strict rules are denoted by and are interpreted in the classical sense:
whenever the premises are indisputable then so is the conclusion. An example of a strict
rule is “Emus are birds”. Written formally: Inference from strict
rules only is called definite inference. Strict rules are intended to define relationships
that are definitional in nature. Thus defeasible logics contain no mechanism for resolv-
ing inconsistencies in definite inference.

Defeasible rules are denoted by and can be defeated by contrary evidence.
An example of such a rule is which reads as follows: “Birds
typically fly”.

A superiority relation on R is an acyclic relation > on R (that is, the transitive
closure of > is irreflexive). When then is called superior to and
inferior to This expresses that may override

2.2 The Defeasible Logic Meta-program

In this section we introduce a meta-program in a logic programming form that ex-
presses the essence of defeasible logic. consists of the following clauses. We first
introduce the predicates defining classes of rules, namely

Now we present clauses which define provability of literals. Initially we distinguish
between two levels of proof: definite provability which uses only the strict rules, and
defeasible provability.
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Now we turn to defeasible provability. If a literal X is definitely provable it is also
defeasibly provable.

Otherwise the negation of X must not be strictly provable, and we need a rule R with
head X which fires (that is, its antecedents are defeasibly provable) and is not overruled.

A rule R with head X is overruled if there is a rule S with head ~ X which fires and is
not defeated.

And a rule S with head ~ X is defeated if there is a rule T with head X which fires and
is superior to S.

Given a defeasible theory D = (R, >), the corresponding program is obtained
from by adding facts according to the following guidelines:

1. strict for each rule
2. defeasible for each rule
3. sup for each pair of rules such that

Of course we still have not laid down which logic programming semantics to use for
the negation operator. In [20] it was shown that under the Kunen semantics [18], is
equivalent to the defeasible logic of [2].

2.3 Support

Support for a literal consists of a chain of reasoning that would lead us to conclude
in the absence of conflicts. In addition, in situations where two conflicting rules can

be applied and one rule is inferior to another, the inferior rule should not be counted as
supporting its conclusion. These ideas are encoded in the following clauses:
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2.4 Ambiguity Propagation

A literal is ambiguous if there is a chain of reasoning that supports a conclusion that is
true, another that supports that is true, and the superiority relation does not resolve
this conflict.

A preference for ambiguity blocking or ambiguity propagating behaviour is one of
the properties of non-monotonic inheritance nets over which intuitions can clash [28].
Stein [27] argues that ambiguity blocking results in an unnatural pattern of conclusions.
Ambiguity propagation results in fewer conclusions being drawn, which might make
it preferable when the cost of an incorrect conclusion is high. For these reasons an
ambiguity propagating variant of DL is of interest.

Defeasible logic, as introduced above, is ambiguity blocking. We can achieve am-
biguity propagation behaviour by making a minor change to clause  so that it now
considers support to be sufficient to allow a superior rule to overrule an inferior rule.

2.5 Well-Founded Defeasible Logics

Example 2.1
Consider Here the logic program with Kunen semantics fails to
derive The reason is that it does not detect that the first rule can never
be applied.

However a different logic programming semantics can be used in conjunction with
For example, [20] proposes to use well-founded semantics [9], the semantics also

used in Courteous Logic Programs [12, 13]. Now if WFS is used, then indeed we can
derive in the above example, as desired.

2.6 Conflicting Literals

So far only conflicts among rules with complementary heads were detected and used.
We considered all rules with head L as supportive of L, and all rules with head ~ L
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as conflicting. However, in applications often literals are considered to be conflicting,
and at most one of a certain set should be derived. For example, the risk an investor is
willing to accept may be classified in one of the categories low, medium, and high. The
way to solve this problem is to use constraint rules of the form

Now if we try to derive the conclusion high, the conflicting rules are notjust those with
head ¬high, but also those with head low and medium. Similarly, if we are trying to
prove ¬high, the supportive rules include those with head low or medium.

In general, given a rule we augment by:

1. strict for all rules
2. strict for all rules
3. defeasible for all rules
4. defeasible for all rules
5. competing_rule

for all rules where
6. competing_rule

for all rules where

Now the modification of is straightforward. For example, clause is modified as
follows:

3 Floating Conclusions

Example 3.1

Here there is an obvious conflct between rules and for every person with a
Norwegian name born in Holland. However, regardless of how this conflict is resolved,
it is reasonable to conclude Such conclusions are called floating,
since they rely on other facts which are themselves not conclusions.

Examples like the above led to widely accepted view that floating conclusions are
always a desired behaviour of defeasible reasoning systems. In his paper [16], Horty
shuttered this view. Let us consider an example out of his work. A person (call him
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Bob) must quickly decide about a certain investment, and both his parents are terminally
ill. Both his parents are rich, but Bob is unsure whether he will inherit a large amount
of money. His sister tells him that she has spoken with their parents; his father will
not let him inherit anything, but his mother will let him inherit enough to make his
investment. But his brother tells him the opposite: his father, not his mother will let
him inherit enough for his investment. Horty argues that in this case it is reasonable
to withhold judgement on whether the investment is secure, because the conflicting
testimonies undermine each other.

In response, Prakken [25] (1) makes the point that floating conclusions are often
desirable, and a couple of counterexamples are not sufficient to invalidate this reasoning
pattern. (2) He proceeds to present a refinement of his system which allows a default
rule to directly block other defaults. Then it is possible to allow or disallow floating
conclusions, as one wishes.

Regarding the first point, there is not a real disagreement with Horty. Horty simply
makes the point that floating conclusions are not always reasonable, he does not claim
them to be always wrong.

No defeasible logic from those presented in section 2 supports floating conclusions.
Following Horty we can say that this behaviour is not a drawback, but rather a feature
of defeasible logics. Of course, Prakken’s alternative approach (point 2) allows one to
choose whether one wants this feature or not. This advanced flexibility comes along
with a meshing of “knowledge” and “control” (rules stating explicitly that they block
other rules), which makes the approach less attractive for practical applications.

4 Zombie Paths

Example 4.1

Suppose a person is Quaker and Republican and lives in Chicago. We can build the
following arguments:

There seems to be a problem with argument B: on one hand it is not justified, but on the
other it is still “alive” to influence the status of other arguments. In our case, it “kills”
A, so C prevails and we get the conclusion  In a sense, B is lurking in the
dark; some people feel uneasy with this phenomenon. Also note that in this example,
Horty’s deep sceptical approach derives a conclusion that extension-based approaches
would not.
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We claim that indeed intuitions clash as to whether such conclusions are warranted
or not. However it is easy to choose as one wishes. If we look at the family of defeasible
logics in section 2, we note that: the standard defeasible logic derives that  has a gun,
while the ambiguity propagating defeasible logic does not.

At this point it may be interesting to look back at the original argument of Makinson
and Schlechta on zombie paths [21] in more detail. In that paper they give an interesting
argument suggesting that sceptical approaches to defeasible nets cannot deal with zom-
bie paths, even if they use a finite number of “values” which can be assigned to paths.
Their argument seems to contradict our claim that ambiguity propagating defeasible
logics do not suffer from this drawback, since we use three values (levels of proof):
strict, defeasible and suppored.

A closer look reveals that the argument of Makinson and Schlechta does not apply
to defeasible logics. On one hand, they evaluate paths, while defeasible logics evaluate
single literals. And more importantly, their argument depends critically on the concept
of “preclusion”, which compares entire paths using implicit criteria. Let us look at a
concrete example.

Now Makinson and Schlechta argue that the path may be weaker than
and this point is indeed central to their argumentation. However defeasi-

ble logics use only explicit comparison criteria, and compares only pairs of rules, not
entire paths. Of course, the possibility to compare paths adds expressive power, but it
seems that the restricted possibilities are a good compromise between high computa-
tional complexity and adequacy in practical applications (in almost all practical cases,
the available explicit priority information concerns rules, not reasoning chains).

Overall we hope to have demonstrated that the defeasible logics of section 2 stand
up to the current discussion on the intuitions of defeasible reasoning. They follow the
“deeply sceptical” ideas of Horty, but avoid zombie arguments, if one regards them
as problematic. In the following section we will defend this family of logics against
criticism which stems from the logic programming community.

5 Defeasible Logics and Well-Founded Semantics

In his [6] paper, Brewka compared the ambiguity propagating defeasible logic with
well-founded semantics (WFS) with priorities [5] under a straightforward translation
from defeasible theories to extended logic programs. He derived a soundness result
of defeasible logic w.r.t. WFS, and identified some sources of incompleteness. At the
end of his formal treatment he interpreted his results as a demonstration that WFS is
superior to defeasible logics from the representational perspective, with the latter having
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the advantage of lower computational complexity. In the following we will investigate
this judgement in detail by looking at the examples provided in [6].

Example 5.1 (Cyclic Theories; Brewka)

Indeed we agree that we should be able to derive by detecting that the second rule
cannot be applied. While this result is not derived by the meta- program of section 2
in conjunction with Kunen semantics, it can be derived using well-founded semantics
and the meta-program. Thus the defeasible logic framework can easily deal with such
situations.

Example 5.2 (The treatment of strict rules; Brewka)

Here is not defeasibly provable from the defeasible theory D in any of the defeasi-
ble logics in section 2, while q is included in the well-founded model of the program
Trans(D) obtained from translating We be-
lieve that the conclusion is highly counterintuitive because there is no reason to prefer

over both conclusions are based on the application of a defeasible rule, and there
is no information about which rule to prefer. Thus the WFS of Trans(D) gives the
wrong answer.

If there is a question regarding this example, then only whether should be defeasi-
bly provable. The defeasible logic view is to derive since there is no contrary evidence
(note that the rule is missing; see next subsection on the situation that would
arise if this rule was present).

A more purist view would be to reject because it comes together with (strict
rule and there is evidence against This alternative approach would treat strict
rules closer to other nonmonotonic reasoning systems like default logic.

However the description logic approach is at least defensible, and is additionally
justified by its low computational complexity. It interprets a strict rule of the form
as: If is definitely known, then is also definitely derived. Otherwise, if is defeasibly
known, then usually is true. In our example, is not definitely known, so we do not
jump automatically to the conclusion once is (defeasibly) proven, but must consider
counterarguments in favour of

Example 5.3(Conflicting literals; Brewka)
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Brewka is right that is a desirable conclusion, and that defeasible logic fails to derive
this result from the above representation. However we claim that the representation is
wrong. What one wishes to say is that there are rules for and that the reason for
the former is stronger than that for the latter, and that and are mutually exclusive.
Formally:

We have discussed in section 2.6 how a simple extension of defeasible logic by incom-
patibility statements can easily solve this problem.

6 Conclusion

This paper is part of an ongoing discussion of the intuitions of defeasible reasoning. The
paper (a) supports Horty’s arguments in favour of a “directly sceptical” approach; (b)
showed that the direct use of WFS for extended logic programs leads to counterintuitive
results, at least in one (important) instance; and (c) defended the family of defeasible
logics against some other criticisms.

As an outcome of our analysis, we hope to have demonstrated that defeasible logics
are not just a “quick and dirty” nonmonotonic reasoning approach, but rather that it
has reasonable representational properties. Therefore its use in practical areas such as
electronic commerce and the semantic web should be pursued, given its combination of
reasoning adequacy and low computational complexity.
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Abstract. Attribute grammars (AGs) have been proven to be valuable tools in
knowledge engineering applications. In this paper, we formalize knowledge
representation problems in their AG equivalent form and we extend the Earley’s
parsing algorithm in order to evaluate simultaneously attributes based on se-
mantic rules related to logic programming. Although Earley’s algorithm can not
be extended to handle attribute evaluation computations for all possible AGs,
we show that the form of AGs created for equivalent logic programs and the re-
lated attribute evaluation rules are such that allow their use for knowledge rep-
resentation. Hence, a fast one-pass left to right AG evaluator is presented that
can effectively be used for logic programs. We also suggest a possible soft-
ware/hardware implementation for the proposed approach based on existing
hardware parsers for Earley’s algorithm, which work in coordination with a
conventional RISC microprocessor and can assist in the creation of small-scale
applications on intelligent embedded systems with optimized performance.

1 Introduction

Knowledge engineering and logic programming approaches have extensively been
used in many application domains such as medicine, scheduling and planning, control
[1] etc. Therefore, the possibility of exploiting such approaches in embedded systems
is of crucial importance. Since many of those applications need to conform to very
strict real-time margins, one of the key requirements for the efficiency of such sys-
tems is that of performance. For that reason designing fast algorithms for logic deriva-
tions is one of the key requirements for the efficiency of the implementation of an
intelligent embedded system.

There are two approaches for knowledge representation and processing, namely
the declarative and procedural approach. The advantage of using Attribute Grammars
(AGs) [2] for knowledge representation holds at the fact that they can easily integrate
the two approaches in a single tool [3], [4], [5]. Moreover, the technology of AGs’
processing is fairly mature and many implementations of compilers and interpreters
for such evaluation processes can be used.

AGs were devised by D. Knuth [6] as a tool for formal languages specification as
an extension to Context Free Grammars (CFGs). Specifically, semantic rules and
attributes have been added to CFGs augmenting their expressional capabilities.
Knowledge can be represented in AGs, using syntactic (syntax rules) and semantic
(attribute evaluation rules) notation [3], [4], [5]. A specially designed AG evaluator is
then used for logic derivations and the unification procedure throughout the inference
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process. Therefore, the problem of designing fast algorithms for knowledge engineer-
ing applications may be transformed to the problem of modifying fast existing parsing
algorithms so that they support special evaluation rules for logic programming appli-
cations.

In this paper we formalize knowledge representation problems in their AG equiva-
lent form and we extend the Earley’s parsing algorithm [7] in order to be able to
evaluate simultaneously attributes based on semantic rules related to logic program-
ming. Earley’s algorithm is an efficient CFG parser. Moreover, variations of the
parser also do exist in literature, which are even more effective [8], [9] and can easily
be modified for the purposes of the proposed method. Actually, they are the fastest so
far parsing algorithms. Finally, hardware implementations of the parser have already
been presented in [9], [11]. Although Earley’s algorithm can not be extended to han-
dle attribute evaluation computations for all possible attribute grammars [10], [11],
we show that the form of AGs created for equivalent logic programs (right recursive
parse trees) and the related attribute evaluation rules (simple constant inherited attrib-
ute definitions) for the unification process are such that allow their use for knowledge
representation. Consequently, a fast one-pass left to right AG evaluator is presented
that can effectively be used for logic programming derivations. We also suggest a
possible hardware implementation for the proposed approach based on existing hard-
ware parsers for Earley’s algorithm, which work in coordination with a conventional
RISC microprocessor that handles the attribute evaluation process following the ap-
proach presented in [12]. Such an approach optimizes performance by approximately
70% compared to the conventional approaches using a purely software implementa-
tion while preserving design flexibility and data space. Therefore the soft-
ware/hardware implementation of the proposed extension in the Earley’s parser for
knowledge representation can assist in the creation of small-scale applications on
intelligent embedded systems with optimized performance.

Extensive efforts in the implementation of machines for logic programming have
been mainly encountered in the generation computing era which envisioned a
number of interconnected parallel machines for Artificial Intelligence applications
[13]. Powerful processors have been introduced working on UMA and NUMA com-
puters [13], [14] in the effort of increasing the efficiency and parallelisation of de-
clarative programs implemented for PROLOG inference engines. Although the over-
all speed-up achieved following such approaches has been satisfactory, the cost for
the implementation of such systems along with their size has prevented their use in
small scale applications in embedded system environments. Additionally, the imple-
mented machines were solely optimized for the logic programming model, which is
not always suited for all application domains. Consequently, the introduction of em-
bedded systems [15] seems to present new challenges and requirements in the imple-
mentation of processors with optimized logic inference capabilities. Embedded sys-
tems do not target generality since they are oriented for small-scale applications
running on dedicated hardware. Additionally, their restricted computational power
(required for constraint satisfaction), turns approaches for increasing performance
extremely useful for design efficiency. As a result, the effort of designing hardware
capable of supporting the declarative programming model for logic derivations can
now lead to intelligent embedded designs which are considerably more efficient com-
pared to the traditional procedural ones.
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The rest of the paper is organized as follows. In Section 2, the way knowledge rep-
resentation can be accomplished using AGs is described. In Section 3, the proposed
algorithm is analyzed. In Section 4, an illustrative example is presented. In Section 5,
we suggest a software/hardware implementation. Section 6 is conclusion and future
work.

2 Knowledge Representation with Attribute Grammars

In [4] an effective method based on Floyd’s parser [13] is presented that transforms
any initial logic programming problem to its attribute grammar equivalent representa-
tion. The basic concepts underlying this approach are the following: Every inference
rule in the initial logic program can be transformed to an equivalent syntax rule con-
sisting solely of non-terminal symbols. For example: is

transformed to the syntax rule: represents the end of the rule).

Finally facts of the inference rules are transformed to terminal leaf nodes of the syn-
tax tree referring to the empty string. For example the facts:
are transformed to:

For every variable existing in the initial predicates, two attributes are attached to
the corresponding node of the syntax tree one synthesized and one inherited. Those
attributes assist in the unification process of the inference engine. The attribute
evaluation rules are constructed based on the initial logic program. A detailed method
for specifying those rules can be found in [5]. Attributes at the leaf nodes of the tree
are assigned values from the constants in the facts of the logic program. The inference
process is carried out during tree derivations and an EVAL function is evaluated at the
insertion/visit of a each node that computes the attribute rules performing the unifica-
tion procedure.

The way knowledge representation can be accomplished using AGs is illustrated
in the following example. Consider the case where an application needs to find
whether a path exists in a directed acyclic graph (Table 1) between two nodes of the
graph and if so how many such paths exist. For a graph of k nodes with each node
represented by a number i, where 0<i<k we define the predicate connected (i, j) which
is true whenever there is a directed edge leading from i to j. A simple logic program
for finding paths from an arbitrary node x to another node z in the directed acyclic
graph is provided in Table 1(a). The equivalent attribute grammar syntax rules han-
dling this inference procedure are provided in Table 1 (b) and the attribute evaluation
rules for the unification process are shown in Table 1 (c). In syntax rules goal is rep-
resented by “G”, path by “P” and connected by “C”.

3 The Proposed Algorithm

Since, the problem of designing fast algorithms for knowledge engineering applica-
tions may be transformed to the problem of modifying fast existing parsing algo-
rithms so that they support special evaluation rules for logic programming applica-
tions, we extend the Earley’s parsing algorithm in order to be able to evaluate
simultaneously attributes based on semantic rules related to logic programming.
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In order to explain the origin of the algorithm presented, it is convenient to start
from Earley’s original algorithm and progressively apply modifications in order to
reach the desired algorithm. Earley’s algorithm [7] is a dynamic programming proce-
dure that in each step computes simultaneously all states that have been used for the
recognition of a part of the input string and are possible states to recognize the re-
maining portion of the input string. Earley’s algorithm is based on the use of the
symbol called dot. The use of the dot in a rule (dotted rule) is to divide the
right part of the rule in two parts. The algorithm scans the input string from
left to right. As each symbol is scanned, a set of states is constructed. A state is a
4 – tuple <p, j, f, a> where p is the number of the rule, j is the position of the dot, is
the set that the state belongs to, a is a k-symbol look ahead string (if k=0 we define
state as a 3-tuple <p, j, f>). We consider the latter case in our algorithm since.

At the initialization of the algorithm, we put the state <0, 0, 0> to set By apply-
ing three operations to each set of states, we can decide at the end, if the input string
is accepted or not by checking the existence of state <0, 2, 0> at the set The three
operations are predictor, completer and scanner.

Although Earley’s algorithm is an efficient top-down parser for CFGs, it cannot be
extended to handle attribute evaluation computations for all possible attribute gram-
mars. The reason for that is explained below. As stated in the previous section, top-
down parsers start from the root of the tree and progressively (recognizing one by one
the symbols in the input string from left to right) try to recognize the whole input
string. This tree construction mechanism resembles a top-down left to right traversal
in the complete parse tree. This is illustrated in the following example.
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Consider the example CFG grammar G = (N, T, R, S) where: N = {E, T, P}, T =
{+, a, b, c} and and the input
string: a + b + c. During parsing the parse tree is constructed in a way illustrated in
Fig. 1 (a). The nodes enclosed in circles drawn with a dashed line represent the se-
quence in which nodes of the parse tree are constructed. The number within the circle
defines the corresponding place of the construction of each node in the sequence. The
corresponding traversal of the complete parse tree is illustrated in Fig. 1 (b).

When trying to construct the parse tree in accordance with Earley’s algorithm state
derivations, synthesized attributes can be successfully evaluated. On the contrary
inherited attributes can not be evaluated since if an inherited attribute instance in node
E (enclosed in circle (1) in Fig. 1 (a)) depends on an attribute instance of E (enclosed
in circle (6) in Fig. 1(a)) that attribute can not be evaluated since at the construction of
nodes in circle (6) the needed node has been already traversed. This problem occurs
only whenever an attribute grammar has a left-recursive rule and only at the attribute
instances which are related to the left recurrent non-terminal symbol. If there are no
left-recursive rules in the grammar this problem does not appear.

Fig. 1. (a) A tree constructed using Earley’s parser for G CFG (b) Equivalent tree traversal for
G CFG (c) A tree constructed using Earley’ parser for (d) Equivalent tree traversal for

Consider the CFG grammar where: N, T are the sets defined
above and Note that there are
no left-recursive rules in the grammar For the same input string: a + b + c the parse
tree is constructed in a way illustrated in Fig. 1 (c,d). In this case both sets of attrib-
utes (inherited and synthesized) can successfully be evaluated.

Due to this problem, previous attempts in AG evaluation using the Earley’s parser
have been restricted only to l-attribute grammars [10]. Specifically, inherited attrib-
utes on left recurrent nodes can only be evaluated if and only if the value of those
instances is a constant and is transferred without any computation down in the left
recursive nodes. On the contrary if inherited attributes on left recurrent nodes are
calculated using a function of the value of their parent’s attributes such approach is
infeasible since there is no possible way of a priori knowledge of the depth of the
recursion.

Although such problems exist, we show that the form of AGs created for equiva-
lent logic programs and the related attribute evaluation rules for the unification proc-
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ess are such that allow their use for knowledge representation, because of the follow-
ing:

Since operator conjunction  has the permutative property and the operator
conjunction is used in the logic programming derivations, the equivalent left recur-
sive grammar rules may be transformed to right recursive ones without altering
their meaning. For example the inference rules and

are equal. Consequently the syntax rule can be
instead of

The semantic rules created after the transformation of the logic program to its
equivalent AG, evaluate both sets of inherited and synthesized attributes using
simple assignment functions (e.g.

Taking into consideration the above observations, Earley’s algorithm can be modified
in order to simultaneously evaluate the inherited and synthesized attributes. Further-
more the methodology, described in the previous section, of transforming the facts
should be modified as well. Since terminal nodes in the equivalent AG evaluation tree
represent facts of the initial logic program and are all the same a way is

needed to “force” Earley’s algorithm to add those rules to their respective sets even if
they all lead to the same dotted rule(distributing the semantic rules). For that reason,
the grammar is augmented with a dummy terminal symbol for each fact

and we add a syntax rule of the form for each fact.

The modifications made to Earley’s algorithm are summarized below.

There is no input string and there is no need to store the look-ahead symbol there-
fore states are 3-tuples.
Every time the operator predictor is applied to a state, we can evaluate the inher-
ited attributes of the symbols at the right side of the dotted rule.
Every time the operator completer is applied to a state, we can evaluate the synthe-
sized attributes of the symbols at the left side of the dotted rule. Since there is no
input string, the completer always succeeds.
Every time the operator scanner is applied to a state, we execute the respective
semantic rules. Since there is no input string, the scanner always succeeds but adds
the dotted rule to the next set after moving the dot over the dummy terminal sym-
bol only if the flag is 1.
If the attribute instances of a symbol in a state aren’t valid then the whole state is
deleted (semantically driven parser [17]).
The creation of state <0, 2, 0> defines the existence of the correct answer to the
question (e.g. is Helen successor of George?). The state <0, 2, 0> may be created
more than one time since there may be more than one correct answers (successor
of George, John and Tom).
If new states are not created (the scanner operation doesn’t succeed since flag =0)
and the state <0, 2, 0> has not been created then there is no correct answer to the
question.
For every created state, we store the attribute instances of the non-terminals sym-
bols of the dotted rule represented by that state.
For every operation, a new state is added in the set only if it does not already exist
a same state with the same attribute instances in the set.
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The proposed algorithm is presented below.

4 An Illustrative Example

A complete run of the algorithm on the grammar of Table 1 is given in Table 2. We
want the program to be able to answer questions of the form “path (1, 4)?” that is, “is
there a path from 1 to 4?”. The correct answers to the question path (1, 4) are three.
One can move from node 1 to node 4 through the paths (path1),
(path2)and (path3).

The state is composed of three fields (e.g. 1, the first field is the num-
ber of the state, the second is the dotted rule and the third is the set where the state
was created. This state is the 3-tuple <0, 0, 0> since it is the 0 rule, the
dot is at the zero position and this state has been created in set 0. The attribute in-
stances of a symbol are in the form For example for symbol P that
represents If the attribute instances of a
symbol in a state aren’t valid (then the Attribute Instances are written in Italic style.
e.g. in third state) then this state should be deleted and it is not going to
be used any more. There may be more than one valid set of attribute instances for
each symbol occurring from different unification processes then all instances are
stored in the form or In Table 2 the terminals sym-
bols are represented as The symbol that is used to represent the end in
a syntax rule is omitted in this example. Hence the state that indicates the correct
answer is <0, 1, 0>

The sequences of states that recognize path1, path2, path3 are 1-2-4-6-7-9-10-14-
16-19-20, 1-2-4-5-7-8-11-13-15-16-21-22-25-26-27-28 and 1-2-4-5-7-8-11-14-15-16-
21-23-25-26-27-28.
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5 The Suggested Hardware/Software Implementation

We also suggest a possible hardware implementation for the proposed approach based
on existing hardware parsers [9], [11] for Earley’s algorithm, which work in coordina-
tion with a conventional RISC microprocessor that handles the attribute evaluation
process following the approach presented in [12]. In [12] a hardware parser based on
Floyd’s parsing algorithm [16] is presented which is attached to a specially designed
RISC microprocessor. The parser handles tree derivations while the RISC handles all
attribute evaluation rules (Fig. 3 (c)). Such an approach optimizes performance by
approximately 70% compared to the conventional approaches using a purely software
implementation while preserving design flexibility and data space.

Based on this, it is possible to replace the presented hardware parser in [12] with a
hardware implementation of our proposed implementation based on Earley’s algo-
rithm. Since efficient hardware implementations of the Earley’s parsers already exist
(sequential and parallel) in literature such an approach can give even better perform-
ance results. The initial logic program (Fig. 3 (a)) is first transformed automatically to
its equivalent AG one (Fig. 3 (b)). Then, the syntax rules of the grammar are pro-
grammed to the hardware parser while the attribute evaluation rules are programmed
to the microprocessor for execution Fig. 3 (c).

Fig. 2. Overview of the implementation.

6 Conclusion and Future Work

In this paper we transform knowledge representation problems to their AG equivalent
forms and we extend the Earley’s parsing algorithm in order to create a fast one-pass
left to right AG evaluator that is able to evaluate attributes based on semantic rules
related to logic programming. We have also suggested a possible software/hardware
implementation for the proposed approach based on existing hardware parsers for
Earley’s algorithm. Future work is planned to present a more efficient hardware im-
plementation that will incorporate the evaluation of the attributes to the hardware
parser. This architecture will be implemented in FPGA[18]. In addition, the proposed
implementation will be extended to support fuzziness and uncertainty [19], [20].
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Abstract. Despite the rhetoric surrounding performance-driven change (PDC),
articulated mechanisms that support intelligent reasoning on the effect of the re-
design activities to the performance of a business model are still emerging. This
paper describes an attempt to build and operate such a reasoning mechanism as
a decision support supplement to PDC exercises. Fuzzy Cognitive Maps
(FCMs) are employed as the underlying performance modeler in order to simu-
late the operational efficiency of complex and imprecise functional relation-
ships and quantify the impact of process re-engineering activities to the busi-
ness model. Preliminary experiments indicate that the proposed hierarchical and
dynamic network of interconnected FCMs forms a sound support aid for estab-
lishing performance quantifications that supplement the strategic planning and
business analysis phases of typical PDC projects.

Keywords: cognitive modeling, uncertainty, management, reasoning about ac-
tions and change.

1 Introduction

Business process re-engineering (BPR) is one general approach widely taken to im-
prove the internal capabilities of an enterprise and implement performance driven
internal changes. Since BPR may involve dramatic internal changes, there is a need
for monitoring the change initiatives in every organizational level of the enterprise.

This paper proposes a supplement to BPR based on fuzzy cognitive maps (FCM).
The proposed decision aid mechanism supplements the strategic planning and busi-
ness analysis phases of typical PDC projects, by supporting “intelligent” reasoning of
the anticipated (“to-be”) business performance. The proposed mechanism utilizes the
fuzzy causal characteristics of FCMs to generate a hierarchical network of intercon-
nected performance indicators. By using FCM, the proposed mechanism draws a
causal representation of dynamic performance principles; it simulates the operational
efficiency of complex hierarchical process models with imprecise relationships and
quantifies the impact of PDC activities to the hierarchical business model. The pro-
posed FCMs approach fits within the area of decision support systems (e.g. [2]), of-
fering both theoretical and practical benefits. The application of FCMs in modeling
the impact of PDC activities is considered to be novel. The fuzzy reasoning capabili-
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ties enhance the usefulness of the proposed mechanism while reducing the effort for
identifying precise performance measurements. Also, the explanatory nature of the
mechanism can prove useful in a wider educational setting.

This paper consists of six sections. Section 2 presents a short literature overview of
BPR and FCMs. Section 3 discusses the FCM approach in putting realistic and meas-
urable objectives in BPR projects. Section 4 presents the actual FCMs and comments
on their characteristics. Section 5 discusses the applicability of the proposed mecha-
nism. Finally, section 6 concludes this paper.

2 Literature Overview

2.1 Fundamentals of BPR Methodologies

BPR implements a critical analysis and radical redesign of existing business processes
so as to achieve breakthrough performance improvements. Most BPR methodologies
use diagrammatic notations (DFDs, entity relationship attribute techniques, etc.) for
modelling business processes. These notations are valuable as informal frameworks,
but they lack the semantic content to drive the PDC activities.

Relevant bibliography (e.g. [31, 32]) indicates that most of business analysis is
based on subjective rather than objective analytical methods. Graphical notations do
not offer a mechanism for verifying the logical consistency and efficiency of the re-
sulting model. The same bibliography analysis shows that there is a big division in the
BPR literature between methodologies that concentrate either on process improve-
ment or on process innovation. Other methodologies use automata theory in contrast
to graphical representations. Such models usually lead to “state explosion”, however,
Petri nets [19] were designed to overcome this problem.

2.2 Business Process Modeling Attempts

Among different BPR strategies and methodologies, one common feature is the cap-
turing of business models. The field of knowledge-based systems [7, 23] could fulfil
the desire for more accurate predictive models. The research in [20] proposed infor-
mal generic modelling structures in an attempt to lower the barriers between process
representation and model analysis. The research in [1] built on earlier attempts to use
system dynamics but utilized only a small static set of performance factors. It did not
cascade relationships; moreover it required the functional definition of causal rela-
tionships. Research in [4] reported the development of a tool to quantitatively esti-
mate the potential risk level of a BPR effort based on simple triangular fuzzy ap-
proximations. The utilization of uncertainty was also suggested by [9] which
proposed a contingency model of quality management practices.

The research in [24] revealed that non-linear science in health care settings offered
a practical new frame of reference for BPR initiatives. TCM [14] proposed a cogni-
tive map based method to support process modelling. TCM proposed informal / am-
biguous techniques to validate organizational cognitive maps, while causal values
were generated by pairwise comparison with no fuzzy definitions allowed.
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2.3 FCMs - Definitions and Algorithms

FCMs originated from the combination of Fuzzy Logic and Neural Networks. An
FCM describes the behaviour of a system in terms of concepts; each concept repre-
sents an entity, a state, a variable, or a characteristic of the system [12]. The graphical
illustration of an FCM is a signed fuzzy graph with feedback, consisting of nodes and
weighted interconnections Signed and weighted arcs connect
various nodes representing the causal relationships that exist among concepts.

Signed weights model the expert knowledge using the causal relationships [13].
The proposed methodology framework assumes that FCMs can have weight values in
the fuzzy bipolar interval [-1,..,1]. “Bipolarity” is used as a means of represent-
ing a positive or negative relationship between two concepts. Concept causally
increases if the weight value and causally decreases      if while the
value of indicates how strongly concept influences concept The forward or
backward direction of causality indicates whether concept causes concept or
vice versa. This paper allows FMCs to utilize fuzzy linguistic weights like strong,
medium, or weak, each of these words being a fuzzy set. In contrast, [14] adopted
only the “relative weight” representation.

A typical formula for calculating the values of concepts of FCM is the following:

is the value of concept at the step t+1, the value of the intercon-

nected concept at step is the weighted arc from to and f is a thresh-
old function. Two threshold functions are usually used. The unipolar sigmoid function

where determines the steepness of the continuous function

When concepts can be negative and their values belong to [-1,1], function f(x)
= tanh(x) is used.

2.4 Applications of Fuzzy Cognitive Maps

Over the last 10 years, a variety of FCMs have been used for representing knowledge
and artificial intelligence in engineering applications, like geographical information
systems [22] and fault detection (e.g.[26]). FCMs have been used in modelling the
supervision of distributed systems [30]. FCMs have also been used in operation re-
search [3], web data mining (e.g [17]), as a back end to computer-based models and
medical diagnosis (e.g. [5]).

Research in [27] has used FCM for representing tacit knowledge in political and
social analysis. FCMs have been successfully applied to various fields such as deci-
sion making in complex war games [11], strategic information systems planning [10],
information retrieval [8] and distributed decision modelling [34], Research like [15]
has successfully applied FCMs to infer implications from stock market analysis re-
sults. Research like [16] utilized FCMs to analyse and predict stock market trends.
The inference power of FCMs has also been adopted to analyse the competition be-
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tween two companies [18]. FCMs have been integrated with case-based reasoning
techniques in the field of knowledge management [25]. Recent research adopted
FCMs to support the core activities of technical operations like urban design [33].

In addition, a few modifications have been proposed. For example, [29] has pro-
posed new forms of combined matrices for FCMs, [6] permitted non-linear and time
delay on the arcs, [28] has presented a method for automatically constructing FCMs.
More recently, [22] investigated the inference properties of FCMs and applied contex-
tual FCMs to geographical information systems [21].

3 FCMs as a Supplement to BPR Projects

3.1 Performance Modelling Using FCMs

A typical BPR methodology consists of the following re-designing tasks, Phase 1:
Strategic BPR planning, Phase 2: Business modelling, Phase 3: Business analysis,
Phase 4: Process re-design, Phase 5: Continuous improvement. The proposed
mechanism focuses on supplementing phases 1 and 3. During these phases, a typical
BPR methodology defines the strategic level performance metrics and the business
analysis performance metrics (operational – tactical level metrics). Such metrics pre-
sent inherent relationships, in practice, strategic metrics must cascade to operational
metrics. Similarly, performance metrics of partial activities must propagate up the
overall performance metrics of the parent process itself.

It is the view of this paper that reasoning of the chained impact of PDC initiatives
to the overall business performance is not always feasible. Links between metrics at
the same level and/or links between metrics of different levels are not always clear
and well defined. To resolve this problem, this paper proposes the utilization of the
strategic planning and business analysis metrics (Figure 1) to develop FCMs and
reason about the performance of existing (“as-is”) and desired (“to-be”) models.

Fig. 1. Supplementing BPR projects with FCMs.

The proposed tool utilizes FCMs to interpret (a) performance metrics as concepts,
graphically represented as nodes, (b) decision weights as relationship weights, graphi-
cally represented as arrowhead lines, (c) decision variables as concept values, (d) top-
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down decomposition of metrics as a hierarchy of FCMs. This interpretation allows the
re-designers to reason about lower level FCMs first (constituent metrics) before they
reason about higher-level metric (affected metrics). In contrast to other approaches
(e.g. [14]), the proposed tool builds on hierarchical performance interrelationships
utilized by the BPR methodology.

3.2 Development of FCMs

This paper extends the basic FCM algorithm (as discussed in section 2.3 and also used
by [14]), by proposing the following new FCM algorithm:

The coefficient represents the proportion of the contribution of the value of the
concept at time t in the computation of the value of  at time t+1. This is
equivalent to assume that The utilization of results in smoother variation
of concept values during the iterations of the FCM algorithm. The coefficient
indicates the centralized or decentralized importance of the concept in comparison
to other concepts. Also, it indicates the sufficiency of the set of concepts in
the estimation of the value of the concept at time t+1. This paper assumes that
coefficients and can be fuzzy sets as well.

3.3 Assigning Linguistic Variables to FCM Weights and Concepts

Generic concept relationships generate skeleton FCMs. Based on these skeleton
FCMs, the re-designer can generate several business cases (scenarios), each modify-
ing the fuzzy weight value of the association rules and coefficients To estimate
the fuzzy weights, experts are asked to describe the interconnection influence of con-
cepts using linguistic notions. Its term set T(influence) = {negatively very-very high,
negatively very high, negatively high, negatively medium, negatively low, negatively
very low, negatively very-very low, zero, positively very-very low, positively very low,
positively low, positively medium, positively high, positively very high, positively
very-very high}. This paper proposes a semantic rule M to be defined at this point. The
above-mentioned terms are characterized by the fuzzy sets whose membership func-
tions are shown in Figure 2.

M(zero)= the fuzzy set for “an influence close to 0” with membership function
M(positively very-very low)= the fuzzy set for “an influence close to 10%” with
membership function
M(positively very low)= the fuzzy set for “an influence close to 20%” with mem-
bership function
M(positively low)= the fuzzy set for “an influence close to 35%” with membership
function
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Fig. 2. Membership functions of linguistic variable influence.

M(positively medium)= the fuzzy set for “an influence close to 50%” with mem-
bership function
M(positively high)= the fuzzy set for “an influence close to 65%” with membership
function
M(positively very high)= the fuzzy set for “an influence close to 80%” with mem-
bership function
M(positively very-very high)= the fuzzy set for “an influence close to 90%” with
membership function

Similarly, for negatively very-very high, negatively very high, negatively high,
negatively medium, negatively low, negatively very low, negatively very-very low.
Different linguistic weights for the same interconnection are integrated using a
sum combination method and then the defuzzification method of centre of gravity
(CoG) Semantic rules and term sets can be used to define the coefficients and
as well as the measurement of each concept using similar linguistic notions. This
approach offers independent reasoning of each weight value, rather than estimation of
the relative (i.e. dependent) “strength” as suggested by [14].

4 Presentation of Generic FCMs

4.1 FCM Hierarchies

This paper now introduces generic maps that can supplement the strategic planning
and business analysis phases of PDC projects. The hierarchical decomposition of
metrics generates a set of dynamically interconnected hierarchical maps. This catego-
rization is compatible with the “process view” of the enterprise, however the “organ-
izational view” can also be portrayed. The model can portray both the overall busi-
ness model and the targeted BPR exercise following either a holistic or a scalable
approach. This is analogous to seeing BPR either as a single, “big bang” event or as
an ongoing process of successive BPR sub-projects.
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Currently, the mechanism integrates more than 150 concepts forming a hierarchy
of more than 10 maps. The business category presents all concepts relating to core
business activities. For instance, the “Differentiation strategy” map (Figure 3) reasons
on the impact of the PDC to the strategic identity of the enterprise. Other maps may
include internal costs, execution costs, customers’ appreciation, structural costs, etc.

Fig. 3. Differentiation strategy FCMs.

The HR category presents all human resources related concepts. For instance, the
“Social” map (Figure 4) may support reasoning of the impact of knowledge manage-
ment, training and employee satisfaction, etc to the business model.

The infrastructure category presents all infrastructure related concepts with em-
phasis on IT. For example, some “Information systems organizational structure” map
may support reasoning of the impact of the centralization / decentralization of the IT
to the overall business model. The integrated category essentially presents all top-
most concepts (Figure 5).

Concepts denoted as expand further to lower level maps, while denotes
bottom-up causal propagation.

5 Discussion

As far as the theoretical value is concerned, the FCM mechanism extends previous
research attempts by (a) allowing fuzzy definitions in the cognitive maps, (b) intro-
ducing a specific interpretation mechanism of linguistic variables to fuzzy sets, (c)
proposing an updated FCM algorithm to suit better the BPR domain, (d) introducing
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Fig. 4. Social FCM.

Fig. 5. High level FCM.

the notion of interconnected performance hierarchies, (e) concentrating on the actual
BPR activity and its impact on the business model and (f) allowing dynamic map
decomposition and reconfiguration. As far as the practical value is concerned, pre-
liminary experimental results indicate that (a) when compared to the expert estimates,
the mechanism provides reasonably good approximations of the impact of re-design
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activities, (b) the metrics decomposition proved extremely helpful in comprehending
the performance roadmap, (c) the concept-based approach did not restrict the interpre-
tation of the estimated impact and (d) the hierarchical (or partial) traversal of per-
formance metrics improved the distributed monitoring of PDC activities throughout
different hierarchical levels of the enterprise

6 Conclusion

This paper presented a supplement to the BPR methodology based on fuzzy cognitive
maps (FCM). The proposed decision aid supplements the strategic planning and busi-
ness analysis phases of typical BPR projects by supporting “intelligent” reasoning of
the anticipated (“to-be”) business performance. Preliminary experimental results indi-
cated that the mechanism provided reasonably good estimates of the impact of re-
design activities to the business model. The proposed mechanism should not be re-
garded only as an effective business modeling support tool. Its main purpose is to
drive process change activities rather than limit itself to qualitative simulations.
Moreover, the proposed mechanism should not be seen as a “one-off decision aid. It
should be a means for setting a course for continuous improvement. Future research
will focus on the automatic determination of appropriate fuzzy sets (e.g. utilizing
pattern recognition, mass assignments, empirical data, etc) for the representation of
linguistic variables to suit each particular BPR project domain.
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Abstract. In order to obtain a solution to a constraint satisfaction prob-
lem, constructive methods iteratively extend a consistent partial assign-
ment until all problem variables are instantiated. If the current partial
assignment is proved to be inconsistent, it is then necessary to backtrack
and perform alternative instantiations. On the other hand, reparative
methods iteratively repair an inconsistent complete assignment until it
becomes consistent. In this research, we investigate an approach which
allows for the combination of constructive and reparative methods, in
the hope of exploiting their intrinsic advantages and circumventing their
shortcomings. Initially, we discuss a general hybrid method called CR

and then proceed to specify its parameters in order to provide a fully
operational search method called CNR. The reparative stage therein is
of particular interest: we employ techniques borrowed from local search
and propose a general cost function for evaluating partial assignments. In
addition, we present experimental results on the open-shop scheduling
problem. The new method is compared against specialized algorithms
and exhibits outstanding performance, yielding solutions of high quality
and even improving the best known solution to a number of instances.

Keywords: constraint satisfaction, search, heuristics

1 Introduction

A great number of interesting combinatorial problems can be viewed as con-
straint satisfaction problems (CSPs), involving a finite set V of variables and
a finite set C of constraints between the variables. Given a CSP, the goal is to
obtain a complete consistent assignment, that is to assign a value to every vari-
able (complete) so that all constraints are satisfied (consistent). Search methods
for obtaining solutions to CSPs can be broadly characterized as constructive or
reparative. Constructive (global) methods iteratively extend a consistent partial
assignment until a consistent complete assignment is obtained. If the current
partial assignment is proved to be inconsistent, it is then necessary to back-
track and explore alternative assignments. On the other hand, reparative (local)
methods iteratively modify an inconsistent complete assignment until a consis-
tent complete assignment is obtained. The methods in each category exhibit
certain features which are, in fact, complementary. In this research, we investi-
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Fig. 1. Constructive methods extend consistent partial assignments or otherwise back-
track. Reparative methods modify inconsistent complete assignments.

gate a framework which allows for the combination of constructive and reparative
methods, in the hope of exploiting their intrinsic advantages and circumventing
their shortcomings. In the generic CR framework we propose, search is performed
in two alternating stages: in the constructive stage a consistent partial assign-
ment is iteratively extended. However, if the current partial assignment is proved
to be inconsistent, backtracking is replaced by a reparative stage, in which the in-
consistent partial assignment is iteratively modified until it becomes consistent.
In order to evaluate the CR framework experimentally, we specify its parameters
and provide a fully operational method called CNR-search. The reparative stage
therein is of particular interest: we employ techniques borrowed from local search
and propose a general cost function for evaluating partial assignments.

The rest of this paper is organized as follows: In Sects. 2 and 3, we exam-
ine constructive and reparative search methods separately, identifying some of
their most characteristic features. In Sect. 4, we discuss the generic CR search
framework. In Sect. 5 we proceed to provide implementations for both the con-
struction and repair operators of the CR framework, thus obtaining a concrete
search algorithm called CNR-search. In Sect. 6, we present experimental results
from the application of CNR to the open-shop scheduling problem. A discussion
regarding these excellent results, as well as the method in general, can be found
in the concluding Sect. 7.

1.1 Related Work

The notion of merging constructive and reparative features into a hybrid search
framework has been investigated in various forms. In some cases, the coupling be-
tween the two approaches is loose: constructive and reparative modules exchange
information but essentially operate independently [1,2]. In other frameworks,
where the integration is of a higher degree, the reparative process employs con-
structive methods in order to (systematically) explore the neighborhood [3,4].
However, our research is more closely related to the approaches described in [5,6],
where repair operators are applied on partial inconsistent assignments, obtained
by construction. In both cases, the repair operator undoes previous instantia-
tions, essentially performing some form of non-systematic dynamic backtracking.
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Especially in [6], the reparative process is guided by conflict-based heuristics and
is coupled with tabu search. Our general CR framework encompasses such ap-
proaches while not being restricted to a specific repair operator. In CNR-search,
the repair operator does not employ backtracking.

2 Constructive Search

Constructive methods iteratively extend a consistent partial assignment until a
consistent complete assignment is obtained. If the current partial assignment is
proved to be inconsistent, it is then necessary to backtrack and explore alter-
native assignments. The fact that search is performed in the space of partial
assignments is a defining feature. Proving that a particular partial assignment
is inconsistent promptly removes the need to explicitly enumerate all the in-
consistent complete assignments in the subtree below it. Consistency techniques
can be exploited for reasoning about partial assignments and pruning the search
space. On the other hand, operating on partial assignments essentially restricts
the search process to a subset of the search space at any given time. Poor search
decisions can confine the search process to unproductive branches and are com-
putationally expensive to overcome.

All constructive methods can be described using the generic algorithm of
Fig. 2(a). The list L employed therein comprises all partial assignments which
remain to be explored and can potentially be backtracked to, in case the cur-
rent one is proved inconsistent. The use of L allows for a systematic exploration
of the search space and endows constructive methods with completeness: it is
guaranteed that the entire search space will eventually be explored. The extend
function generates possible extensions of the current partial assignment re-
turns one of them and inserts the rest into L so that they can be backtracked
to. The backtrack function selects and returns an assignment out of L.

3 Reparative Search

Reparative methods iteratively modify an inconsistent complete assignment un-
til a consistent complete assignment is obtained. Because of the fact that search
is performed exclusively in the space of complete assignments, the features of
reparative methods are complementary to those of constructive ones. The search
process is endowed with flexibility, since it is possible to perform arbitrary leaps
to complete assignments throughout the search space. However, systematic ex-
ploration of the search space and completeness are forsaken, consistency tech-
niques can no longer be exploited and the search process is particularly sensitive
to the existence of local optima.

All reparative methods can be described using the generic algorithm of
Fig. 2(b). The repair function applies a repair operator on assignment and
returns the resulting modified assignment.
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Fig. 2. General algorithms for (a) constructive and (b) reparative search.

4 Search by Construction and Repair

In this section, we discuss a generic search framework which incorporates both
construction and repair operators. Intuitively, search is to be performed in two
alternating stages:

Constructive Stage. A construction operator is iteratively applied on the cur-
rent consistent partial assignment, extending it until it becomes inconsistent
or until a complete consistent assignment is obtained.

Repair Stage. A repair operator is iteratively applied on the current inconsis-
tent assignment, modifying it until it becomes consistent.

The exploration of the search space using the hybrid CR-search algorithm, is
depicted in Fig. 3(b), where the alternating search stages are apparent. Search
with CR is performed in the space of both partial and complete assignments. In
the constructive stage, it is possible to employ consistency techniques in order
to prune the search space and discover inconsistencies. The repair operator on
partial assignments allows leaps to distant areas of the search space, overcoming
poor search decisions made during partial assignment construction. The vari-
able domain information maintained in the constructive stage can potentially be
exploited for guiding the reparative stage, as is explained in Sect. 5.

The generic CR algorithm is described in Fig. 3(a). The extend function
is inherited from constructive search and implements the construction operator,
whereas the repair function is a generalized version of the operator encountered
in reparative search which can also be applied on partial assignments. Different
implementations of these abstract functions give rise to different specializations
of the generic CR-search framework. Constructive search itself can be obtained
from CR by using backtracking as the repair operator. Reparative search can
also be obtained from CR by applying the repair operator only on complete
assignments. This means that CR is strictly more general that constructive or
reparative search alone.
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Fig. 3. Construction-Repair search. (a) The generic search algorithm and (b) an illus-
tration of the manner in which the search tree is traversed.

Fig. 4. Implementation of the (a) constructive and (b) reparative stages. Applying the
operator on an assignment instantiates the variable of

5 Search by Construction and Neighborhood Repair
In this section, we provide implementations for both the construction and repair
operators of the CR framework, thus obtaining a concrete search algorithm called
CNR-search (construction-neighborhood repair).

5.1 Constructive Stage

The implementation of the extend function in the constructive stage is contained
in Fig. 4(a). The variable ordering heuristic function selects an uninstantiated
variable and the value ordering heuristic function selects a value out of the
domain of a variable. The selected variable is instantiated with the selected
value and the consistency function is invoked in order to propagate the effects
of the instantiation to the domains of the other variables. Note that in our
implementation, the consistency function implements a modified version of
arc consistency which does not terminate when an inconsistency is detected.
Instead, propagation continues without taking into account any variables with
an empty domain. The remaining domain information is to be exploited during
the reparative stage.

5.2 Reparative Stage

The neighborhood of an assignment is the set of assignments which
are accessible from in a single application of the repair operator R. Formally,
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a neighborhood is a mapping where is the set of all assign-
ments. In the implementation of the repair function in the reparative stage,
the neighborhood of the current partial assignment is computed (given a re-
pair operator R), a member of the neighborhood is selected greedily according
to a cost function described below and the consistency function is invoked
in order to enforce consistency. Different repair operators give rise to different
neighborhoods.

In CNR there is no restriction imposed on the neighborhood of an
assignment which is determined by the repair operator R. There exist general
neighborhoods which are applicable to arbitrary CSPs and are often encountered
in the literature. In this research, the ALTER repair operator has been employed,
yielding a neighborhood which contains any assignment obtainable from

by modifying the value of a single instantiated variable. The domains of all
variables uninstantiated in are reset to their original domains.

The cost function evaluates the partial assignments in a neigh-
borhood in order to guide the reparative process towards consistent partial as-
signments. Therefore, must evaluate the extent of constraint violation in an
assignment and must be minimized for consistent assignments. Along the same
lines, a well-known function described in [7] returns the number of violated con-
straints but is not directly applicable on partial assignments. We propose that,
given an assignment where is the domain of variable
the cost function evaluating be:

where and a large penalty constant. The first term
pertains to the number of variables with an empty domain. The greater the
number of such variables in an assignment, the more this assignment is penalized.
The second term is a tie-breaker and pertains to the product of domain sizes.
This product reflects the number of complete assignments which are extensions
of and the greater this number is, the less constrained is the assignment. Recall
from Sect. 5.1 that this function is applicable because we use a modified version
of arc-consistency.

In practice, the neighborhood can be prohibitively large to compute. Its size
can be reduced if a window of variables is selected and the repair operator
is only applied to them, disallowing any modifications to variables outside the
window. In addition to reducing the size of the neighborhood, using a window
also allows for consistency to be enforced in a more efficient manner. The se-
lection of the window size is critical: computational performance is improved
as decreases but the repair operator becomes less effective since a smaller
neighborhood is available. Except for the size of the window, there is also the
issue of which variables to include in it. The simplest method is to order the
variables lexicographically, include consecutive variables in the window and
slide the window so that it contains a different set of variables in every execution
of the reparative stage. This produces an effect similar to that of tabu search: a
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recently modified variable leaves the window and will not be modified again for a
number of iterations. As a result, it is highly unlikely that the same assignment
is reached more than once or that an infinite loop is entered.

6 Experimental Results on a Scheduling Problem

In this section, we present experimental results from the application of CNR

to open-shop, a scheduling problem. In open-shop, a set of jobs, each con-
sisting of tasks, must be processed on a set of machines. Task of job
requires processing time and must be executed by machine Each machine
can execute one task at a time and no two tasks of the same job can be executed
simultaneously. Our goal is to find a non-preemptive schedule that minimizes the
makespan, that is the finish time of the latest task. For non-preemptive
open-shop is NP-hard [8] and problems of very small size still remain unsolved.
This is a problem particularly appropriate for methods utilizing repair operators.

6.1 Application of the Search Method

In the experiments performed with CNR, open-shop is handled as a general CSP
and no problem-specific techniques are employed:

Constructive Stage. In this stage, the variable ordering heuristic selects the
variable with the smallest domain, whereas the value ordering heuristic se-
lects the smallest value in the domain (which is only reasonable when mini-
mizing the makespan). Both ordering heuristics are elementary.

Repair Stage. In this stage, the ALTER neighborhood with first improvement
selection is used. Experiments with alternative neighborhoods have been
performed, although not extensively, since it immediately became apparent
that the ALTER neighborhood is particularly well-suited for the problem at
hand. Due to the large number of values in each domain, only a small number
of randomly selected values is examined for each variable and, in addition, a
sliding variable window of size is employed. Experiments with larger
windows showed that the increase in window size hampers computational
performance without improving solution quality.

To minimize the makespan, CNR is coupled with branch-and-bound. After each
run of CNR, a constraint is added which enforces new solutions to be of better
quality, rendering the current assignment infeasible. Search continues by repair-
ing this assignment, which is of good quality and likely to be repaired easily.

Since CNR is not complete, a stopping criterion must be used: in our experi-
ments, the search was interrupted after 120 minutes of computation and only if
the time elapsed after the last improvement exceeded 30 minutes. In some cases
where the best known solution is available, search was interrupted when this
solution was obtained.
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6.2 Experiments

We applied CNR on three sets of benchmark problems from the literature:

40 instances by Taillard, contained in [9], with sizes ranging from 4 × 4 to
10 × 10 and known optimal solutions.
52 instances by Brucker, contained in [10], with sizes ranging from 3 × 3 to
8 × 8. The optimal solution is not always known but all instances have a
classical lower bound of 1000.
80 instances by Guéret & Prins, presented in [11] along with an improved
lower bound for open-shop. These instances are especially designed so that
the proposed bound differs significantly from the classical one.

For these benchmark instances, the quality of the final solutions obtained with
CNR is compared against that of a diverse range of algorithms for open-shop:

the genetic algorithm GA of Prins [12],
the decision-repair algorithm TDR of Jussien and Lhomme [6],
(only for the Taillard instances) two specialized tabu search methods TS-A
and TS-L, of Alcaide et al. [13] and Liaw [14] and
(only for the Guéret & Prins instances) the improved branch-and-bound
algorithm BB of Guéret & Prins [15].

Experimental results for these algorithms have been published collectively in [6]
(available at http://njussien.e-constraints.net/palm–os.html). Note that
in open-shop scheduling, the quality of the final solution obtained is of primary
interest, regardless of the time required to obtain it. Open-shop is a hard prob-
lem where quality is considered more important than efficiency. Besides, the
execution time of some algorithms strongly depends on the particular instance,
while in some cases it is not reported at all. The two hour limit on the execution
time of CNR is strict, compared to that of most other algorithms.

Results for the Taillard benchmarks are displayed in Table 1. Except for the
10 × 10 instances, the performance of CNR is excellent. Results for the Brucker
benchmarks are displayed in Table 1. Once again CNR exhibits prime perfor-
mance for all sets of instances up to size 7 × 7, whereas for the 8 × 8 instances,
GA is only slightly better.

Results for the Guéret & Prins instances are presented in Table 2 and are
outstanding, since CNR prevails over all other methods in every problem size. In
fact, CNR yields the best solution quality for all instances in the set, except for
a single 9 × 9 instance. Moreover, the solution quality obtained for all instances
of size 10 × 10, is strictly better than that of any other algorithm. Together with
TDR, CNR solves the greatest number of instances to optimality. It is clear that
CNR is particularly well-suited for this series of problems.

The qualitative performance of CNR is also underlined by the fact that it
managed to improve the best known solution for many instances, in both series
with existing open problems. Table 3 shows the number of open problems for
each series as well as the number of improved ones.
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7 Conclusions

In this work, we describe the general CR framework which allows for the com-
bination of constructive and reparative features into a hybrid abstract search
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method. The most characteristic feature of the CR framework is that a repair
operator is applied on partial (rather than complete) inconsistent assignments,
obtained by construction. Such an approach retains many of the advantages of
both constructive and reparative methods. By specifying some of the abstract
parameters of the CR framework, we obtain a search method called CNR-search.
The main difference between CNR-search and the relevant approaches in [5, 6]
is the nature of the repair operator, which does not perform backtracking. The
extensive experimental results presented Sect. 6 clearly exhibit that CNR-search
can be effective in a hard combinatorial problem such as open-shop, prevailing
even over closely related methods such as TDR.
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Abstract. A Non-binary Constraint Satisfaction Problem (CSP) can
be solved by converting the problem into an equivalent binary one and
applying well-established binary CSP techniques. An alternative way is
to use extended versions of binary techniques directly on the non-binary
problem. There are two well-known computational methods in the lit-
erature for translating a non-binary CSP to an equivalent binary CSP;
(i) the hidden variable encoding and (ii) the dual encoding. In this pa-
per we make a theoretical and empirical study of arc consistency for the
binary encodings. An arc consistency algorithm for the hidden variable
encoding with optimal worst-case time complexity is presented.
This algorithm is compared theoretically and empirically to an optimal
generalized arc consistency algorithm that operates on the non-binary
representation. We also describe an arc consistency algorithm for the
dual encoding with worst-case complexity. This gives an
reduction compared to a generic arc consistency algorithm. Both theo-
retical and computational results show that the encodings are competi-
tive with the non-binary representation for certain classes of non-binary
CSPs.

Keywords: Constraint Programming, Constraint Satisfaction, Search

1 Introduction

Many problems from the real world can be represented as CSPs. For example,
timetabling, scheduling, resource allocation, planning, circuit design etc. Most of
these problems can be naturally modelled using or non-binary constraints.
Research efforts in the past had focused only on binary constraints (2 – ary).
The simplicity of dealing with binary constraints compared to ones is
the commonly given explanation. Another reason is the fact that any non-binary
CSP can be converted into an equivalent binary one. A review techniques for
CSP can be found in [11].

The most often used binary translations are the Dual Encoding (DE) [7] and
the Hidden Variable Encoding (HVE) [13]. Recently, the efficiency of the above
encodings has been studied theoretically and empirically [1], [2], [10] and [14].
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It has been proved that arc consistency (AC) on the HVE achieves exactly the
same consistency level as Generalized Arc Consistency (GAC) on the non-binary
CSP [14]. Also, AC on the DE achieves a stronger level of consistency than GAC
on the non-binary problem.

In this paper an extended study on binary encodings is presented. We de-
scribe an algorithm that enforces AC on the HVE of an arbitrary CSP.
We prove that this algorithm has time complexity, where denotes
the number of non-binary constraints and the maximum domain size of the
variables. This result gives an reduction compared to the asymptotic com-
plexity of a generic AC algorithm. We also describe a specialized algorithm that
achieves AC on the DE with worst-case time complexity. This is a a sig-
nificant reduction compared to the complexity of a generic optimal AC
algorithm. Finally, a computational study of the MAC algorithm is presented.
Computational results show that the HVE can be competitive and often superior
than the non-binary representation in cases of tight CSPs.

Apart from the theoretical interest, this study is also of practical importance.
The similarity of AC on the HVE and GAC on problems means that a
generic GAC algorithm can be encoded as a binary AC algorithm on the HVE
without losing anything in terms of consistency level achieved or time complexity.
In fact, this is the approach favored in some constraint programming toolkits,
including the most commercially successful; ILOG Solver.

The paper is organized as follows. Following this introduction a brief de-
scription of mathematical notations is given in Section 2. In Section 3 we study
AC for the HVE. In Section 4 we repeat the study for the DE. In Section 5 we
present experimental results that demonstrate the practical value of the HVE.
Finally, in Section 6 we conclude and discuss future work.

2 Preliminaries

A CSP is stated as a triple (X,D,C), where X is a set of variables,
is the domain of each variable and C is a set of

constraints. Each constraint is defined over a set of variables
by the subset of the Cartesian product which are

consistent tuples. In this way, each constraint implies the allowed combination
of values for the variables The verification procedure whether a
given tuple is allowed by or not is called a consistency check. An assignment
of a value to variable is denoted by

CSPs are usually represented as graphs, where nodes correspond to variables
and edges to constraints. A solution of a CSP G = (X, D, C) is an instantiation
of the variables such that all the constraints are satisfied. A value

is consistent with a binary constraint iff such that
In this case the value is called a support for on the constraint

A value is valid iff it has support in all such that constraint
A variable is consistent with a constraint if and all its

values are consistent with
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A CSP G is arc consistent iff all the values in all the domains are valid.
A constraint is arc consistent if such that is a
support for In this case is a support for on and is a support for on
the symmetric constraint A method to achieve AC in G is by removing
every value which is not valid. The above definitions have been extended to
non-binary CSPs. A non-binary constraint is GAC iff for any variable in the
constraint and and any value of that variable, there exist compatible values for
all the other variables in the constraint.

The HVE changes the set P of variables of the original CSP. The
variables of the new binary CSP P are all the original variables plus a new set
of variables called hidden variables. Each hidden variable corresponds to a
constraint of the original CSP. The domain of each hidden variable consists
of the allowed tuples in the original constraint. For every hidden variable
there is a binary constraint between the and each of the original variables
involved in constraint Each constraint specifies that the tuple assigned to
is consistent with the value assigned to

In the DE [7] the variables are swapped with constraints and vice versa.
Each constraint of the original n-ary CSP is represented by a dual variable

The domain of each dual variable consists of the set of allowed tuples in
the original constraint. Binary constraints between two dual variables and

exist iff the original constraints and share one or more variables. These
binary constraints disallow pairs of tuples in which shared variables have different
values.

3 Hidden Variable Encoding

Applying GAC on a set of non-binary constraints achieves the same level of
consistency as AC on HVE of the same constraints. This means that they both
delete the same values from the domains of variables. Several AC algorithms
for binary CSPs have been proposed in the literature [4], [9] and [12]. Recently,
the non-optimal AC-3 algorithm has been modified to yield an algorithm with
optimal complexity [6] and [15]. The AC-3 algorithm can be extended to non-
binary CSPs resulting in an optimal GAC algorithm. In this section we will show
that AC on the HVE can be achieved with the same worst-case time complexity
as GAC. The optimal worst-case time complexity of achieving GAC is

The HVE is a binary CSP. One way to apply AC is using the optimal algo-
rithm of [6] and [15]. However, this results in redundant processing. The number
of binary constraints in the HVE of a CSP is For one constraint, AC
can be enforced with worst-case time complexity. To apply AC to whole
problem, the time complexity is In the following, we describe a binary
AC algorithm which operates on the HVE and achieves the same worst-case time
complexity as the optimal GAC algorithm. This AC algorithm is based on vari-
able propagation. Figure 1 gives a sketch of the algorithm.
points to the last tuple in supporting value of variable where is an
original variable constrained with hidden variable
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Fig. 1. An optimal AC algorithm for the hidden variable encoding.

The algorithm of Figure 1 works as follows. If a value of original variable
has no support then it is deleted from the domain of In this case each

hidden variable that is constrained with is added to the queue of the hidden
variables Q (line 7 of pseudocode). Then, hidden variables are removed from the
Q sequentially and revised (lines 3 to 6). During the execution of the revision of
a hidden variable the following cases can hold. If there is no supporting tuple
for value of original variable then is removedfrom (line 16). In that
case, all tuples that include the value are removed from the domains of the
hidden variables that are constrained with original variable (lines 17 and 18).
This can result in new hidden variables being added to the Q and so on. The
AC algorithm terminates either (i) if all the values from a domain are deleted,
(problem is not AC), or (ii) if the queue Q becomes empty (problem is AC).

3.1 Worst-Case Time Complexity

In this section we discuss the worst-case time complexity of the AC algorithm
for HVE.

Theorem 1. The worst-case time complexity of the AC algorithm on the HVE
is

Proof. Each hidden variable  can be revised at most kd times. Particularly, one
for every deletion of a value from the domain of one of the original variables
constrained with This means that the function Revise can be called at most
kd times for each hidden variable For each value we perform checks to
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verify if is valid (line 12). In case that
is not valid we try to find a new supporting tuple in for value of a variable

In order to check if a tuple supports value we need to check if the tuple
is valid. If a tuple is not valid then one of its values has been removed from
the domain of the corresponding variable. Also, the tuple has been removed
from the domain of the hidden variable (see lines 17, 18). In order to check
the validity of a tuple, we only need to look at the subtuples that
contain the assignment Using the variable at each
call of function Revise and for each pair we only check tuples that have
not been checked before. This means that we can check of the tuples
at most once for each value of an original variable. For kd values we have

checks for one hidden variable in the
worst-case. In generic case, for hidden variables, the worst-case time complexity
is Q.E.D

The AC algorithm can be viewed as a GAC algorithm that operates on the
non-binary representation. Two changes we need to make; (i) to exchange hidden
variables with constraints in lines 3, 4 and 7 of the above pseudocode
and (ii) remove lines 17 and 18. Also, the will point to the
last tuple in constraint that supports value of variable

4 Dual Encoding

We know ([14]) that AC on the DE is strictly stronger than GAC on the n-ary
representation and AC on the HVE. We now describe an algorithm that enforces
AC on the DE of a n-ary CSP with worst-case time complexity. If we
apply a generic optimal AC algorithm (e.g. AC-2001) then we can enforce AC
on the DE with worst-case complexity. The complexity of
the algorithm we will describe is a considerable improvement. The improvement
is based on the the observation that the constraints in the DE are piecewise
functional. A constraint on variables and is called piecewise if the domains
of and can be partitioned into groups such that the elements of each
group behave similarly with respect to [9]. A piecewise functional constraint

on variables and is a constraint where the domains of and can be
decomposed into groups such that each group of is supported
by at most one group of [9].

We can partition the tuples in the domains of dual variables into groups where
all tuples in a group are supported by the same tuple in some other variable. If
two dual variables and share original variables of domain size then we
can partition the tuples of each variable in groups where all tuples in a
group include the same sub-tuple of the form The tuples in such
a group will only be supported by all tuples in a group of the other variable,
where tuples in include the sub-tuple In other words, group
in variable will only be supported by a corresponding group in variable (and
vice versa). This means that the constraints in the DE are piecewise functional.
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Example 1. Assume we have two dual variables and encodes constraint
and encodes constraint where the original variables

have the domain We can partition the tuples in each dual
variable into 3 groups. The first group will include tuples of the form
the second will include tuples of the form and the third will include
tuples of the form A dash (–) means that the corresponding variable
can take any value. Each group is supported only by the corresponding group in
the other variable. Note that the tuples of a variable are partitioned in different
groups according to each constraint that involves If there is a additional
dual variable encoding constraint then the partition of tuples in

according to the constraint between and is into groups of the form

To achieve the complexity bound we need an AC algorithm that
processes variable-tuple pairs or constraint-tuple pairs, instead of variables (or
constraints) as in the algorithm of Figure 1. This is because each time we revise
a variable we need to know which tuple deletion caused the revision so that we
can avoid redundant checks. For each deletion of a tuple from a variable
we add to a queue the variable-tuple pair Such pairs are removed from
the queue sequentially and all variables connected to are revised. Assume
the variable-tuple pair is removed from the queue. In the revision of a
variable connected to we may only check for support the group of that
is supported by the group of where belongs. All other groups are definitely
supported. To check if a group is supported by a group we only need to
check if is empty or not. If there is at least one tuple in its domain then group

is definitely supported.
In Figure 2 we sketch a specialized AC algorithm for the DE. is a set of

tuples and it is used to deliver the set of deleted tuples after a revision. The
domain of variable denotes the current domain, i.e. the tuples that are
valid at any time. is a function that returns the group of
variable where tuple belongs according to the partition of for constraint

This function can be implemented using a two-dimensional array which for
each constraint and each value holds the group where the value belongs. In this
way the function takes constant time. If a tuple is deleted from
variable during propagation then the variable-tuple pair is added to
the queue.

Theorem 2. The worst-case time complexity of the AC algorithm on the DE is

Proof. To measure the complexity of the algorithm we make the same assump-
tions as in [9], where algorithm AC-5 is described. Namely, the test of
line 1 can be done in constant time. This can be achieved using a counter for
each group that decreases when elements are removed from the group. Line 2

of function Revise takes operations in the worst case,
since the maximum size of the groups in the worst case is Function

can be called at most times for each constraint, one
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Fig. 2. An AC algorithm for the DE with low complexity.

for every deletion of a value from the domain of a variable. All operation in
Revise are executed in constant time except line 2. Line 2 will be executed at
most times, once for each group (since each group can become empty
only once). Therefore, the calls to Revise cost opera-
tions. There are constraints in the dual encoding in the worst case, so the
complexity of the algorithm is Q.E.D

5 Experimental Study

In this section an experimental computational study of search algorithms that
run on the HVE compared to their non-binary counterparts is presented. Two
major categories of test problems were used in our study; (i) randomly gener-
ated problems and (ii) benchmark crossword puzzle generation problems. The
constraints in crossword puzzles are by nature tight. We also focus our attention
on tight instances of the first category. The reason being that the HVE cannot
be practical in problems with loose constraints, where the domains of the hidden
variables are prohibitively large.

Random instances were generated using the extended model B as it is de-
scribed in [5]. We summarize this model generation as follows. A random CSP
is defined by the following five input parameters: of variables,
- domain size, of the constraints, percentage of the gen-
erated graph, percentage of the constraints. We ensure that the
generated graphs are connected. In this study (on randomly generated prob-
lems) we compared algorithms MGAC and MHAC, which stands for MAC in
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the encoding that only instantiates original variables. Both algorithms use the
dom/deg heuristic for variable ordering and lexicographic value ordering. We do
not include results on algorithms that can instantiate hidden variables as well
as original, because experiments showed that such algorithms have very similar
behavior to the corresponding algorithms that instantiate only original variables.

Table 1 reports the statistics on the randomly generated test problems used
in our study. Classes 1, 2 and 3 are sparse, class 4 is extremely sparse and class
5 is much denser with much looser constraints than the others. Sparse matrices
are widely used in scientific computations, especially in large-scale applications.
All problems are from the hard phase transition region. For each class we ran
100 instances. The CPU times are in seconds. For nodes and checks, we give
mean numbers for the executed instances. The symbol M stands for

From the results of Table 1 we can see that MHAC performs fewer checks
than MGAC in all classes. This is due to the ability of MHAC to detect a
domain wipeout early at dead ends. MHAC performs better than MGAC on the
sparser CSPs in terms of CPU time. This is reversed in the denser class 5. As the
number of constraints in the problems is increased the phase transition moves
to a location where the constraints are loose (i.e. they allow many tuples). As a
result, the overhead of updating the domains of the hidden variables overweighs
the gains of early domain wipeout detections.
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Crossword puzzle generation problems have been used for the evaluation
of algorithms and heuristics for CSPs [3] and binary encodings of non-binary
problems [1] and [14]. In crossword puzzle generation we try to construct puzzles
for a given number of words and a given grid which has to be filled in with words.
Particularly, in the non-binary representation there is a variable for each letter
to be filled in and a constraint for each set of variables that form
a word in the puzzle. The domain size of each variable can be the lower case
letters from the English alphabet. In this case the domain size is 26. The allowed
tuples of such a constraint are all the words with letters in the dictionary used.
There are possible combinations of letters. This means that the constraints
are very tight.

Tables 2 shows the performance of the algorithms MGAC and MHAC on
various crossword puzzles. We solved hard puzzles from [8]. Apart from algo-
rithms that instantiate only original variable we tested a version of MAC which
may also instantiate hidden variables. This algorithm is denoted by hMAC. All
algorithms use the dom/deg heuristic for variable ordering. For each benchmark
we give the number of words, and the number of blanks All CPU times are
in seconds. Benchmark problems marked by (*) are insoluble. An em-dash (–)
is placed wherever the method did not manage to find a solution within 5 hours
of CPU time.

From Table 2 we can observe that MHAC usually performed better than
MGAC in terms of CPU time. MHAC and MGAC visit exactly the same num-
ber of nodes. In many cases hMAC managed to find a different solution than
MGAC and MHAC. This result means that we can benefit from a method that
instantiates hidden variables. In puzzle 19.08 hMAC managed to find a solution
fast, while the other MAC based algorithms thrashed. Further investigation in
the possibilities offered by such algorithms is required.
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6 Conclusion

In this paper a theoretical and empirical investigation of arc consistency algo-
rithms for binary encodings of non-binary CSPs is presented. We proved that
the worst-case time complexity of AC on the HVE is which is the same
as the complexity of an optimal GAC on the non-binary representation. We also
presented an AC algorithm on the DE with complexity. Computational
results showed that binary encodings are competitive with the non-binary rep-
resentation for tight classes of non-binary constraints. In order to obtain more
specific conclusions about the practical performance of algorithms on the en-
codings, a more extensive computational study is needed. Also, we intend to
investigate the implications and possibilities offered by the choice to instantiate
hidden variables in the HVE.
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Abstract. Constructive methods obtain solutions to constraint satis-
faction problem instances by iteratively extending consistent partial as-
signments. In this research, we study the solution paths in the search
space of constructive methods and examine their distribution among the
assignments of the search space. By properly employing the entropy of
this distribution, we derive measures of the average amount of choice
available within the search space for constructing a solution. The de-
rived quantities directly reflect both the number and the distribution
of solutions, an “open question” in the phase transition literature. We
show that constrainedness, an acknowledged predictor of computational
cost, is an aggregate measure of choice deficit. This establishes a con-
nection between an algorithm-independent property of the search space,
such as the inherent choice available for constructing a solution, and the
algorithm-dependent amount of resources required to actually construct
a solution.

Keywords: search, constraint satisfaction, mathematical foundations

1 Introduction

A constraint satisfaction problem consists of a set of variables and a set of con-
straints. A variable which has been given a value is said to be instantiated and
a set of instantiated variables is an assignment of size Assignments
which satisfy all problem constraints are called consistent and assignments
in which all problem variables are instantiated are called complete. Given an
instance of a constraint satisfaction problem, the goal is to obtain a consistent
complete assignment (a solution) or to prove that none exists. In order to ac-
complish this goal, constructive methods iteratively extend consistent partial
assignments, whereas methods based on repair iteratively transform inconsis-
tent complete assignments. The search spaces explored by methods belonging to
these categories overlap but do not coincide. The focus here is on constructive
methods but the fact remains that any particular search space offers a set of
alternative ways for obtaining a solution, a set of solution paths.

This research is prompted by the observation that both the number and dis-
tribution of solution paths play a significant role. A search space with scarce
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solution paths offers very little choice for constructing a solution: a correct deci-
sion must be made at almost every choice point due to the lack of alternatives.
On the other extreme, a search space with an abundance of solution paths of-
fers ample choice for constructing a solution: decisions made at choice points
are almost inconsequential due to the multitude of alternatives. The aim of this
research is to quantify and investigate the amount of choice inherently available
within the search space of a problem instance for constructing a solution.

In the context of constructive methods, Sect. 2 describes the composition and
size of the search space, along with the notion of paths for constructing assign-
ments. Our view of the search space is similar to the deep structure of [1] and
allows for an abstraction away from problem-specific and algorithm-dependent
features. The structure of the search space, that is the distribution of solution
paths therein, is discussed in Sect. 3. By properly employing the entropy of this
distribution, we derive measures of the average amount of choice inherently avail-
able at each level of the search space for constructing a solution, as explained in
Sects. 3 and 4. Aggregate quantities over the entire search space are discussed in
Sect. 5. Recall that entropy is a measure of information and uncertainty but it
is also a measure of choice [2]. Relevant information-theoretic approaches have
been employed in order to characterize system structure in [3]. The introduced
measures directly reflect not only the number but also the distribution of solu-
tions to a problem instance. In fact, Sect. 6 explains how the average amount of
choice available on each level of the search space is identical only among instances
with isomorphic solution sets. In Sect. 7, the nature of constrainedness [4–6] as
an aggregate measure of choice deficit is elucidated, which serves to explain the
successful application of constrainedness as a generic predictor of computational
cost and yields a number of contributions. Throughout this paper, all proofs
have necessarily been omitted due to space restrictions.

2 The Search Space of Constructive Methods

The search space of a problem instance consists of the complete set of states that
may be explored in the attempt to obtain a solution to the problem instance. In
the case of constructive methods, obtaining a solution is apparently synonymous
to constructing a solution and the set of states constituting the search space is
the set of assignments with size ranging from 0 (empty assignment) to
(complete assignments). This is because the process of constructing a solution
is initiated at assignment where no variables are instantiated, encounters
a particular assignment after the performance of successive variable in-
stantiations and eventually leads to a complete assignment belonging to the
solution set The notion of search space paths is pertinent to this constructive
process: a path is an ordered set of instantiations. There are paths towards
any complete assignment corresponding to the distinct ways of ordering
the instantiations of problem variables. Each path is essentially a different way of
constructing a complete assignment and therefore all paths are disjoint, although
they may overlap. Figure 1 illustrates the search space for a small problem in-
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Fig. 1. The search space of a constructive method for instances with binary
variables. Circles at level denote assignments of size and lines between them denote
variable instantiations. The alternative paths available for constructing a particu-
lar complete assignment are also depicted. The complete assignments in the shaded
rectangle form the search space of a repair method.

Fig. 2. The search space and solution paths for instances with binary variables
and solutions, with the distance between the solutions being (a) minimal: one
instantiation and (b) maximal: instantiations. Circle area and line thickness reflect
the distribution of solution paths among assignments and instantiations.

stance, as well as the alternative paths available for constructing a particular
complete assignment. Note how the assignments in the search space are parti-
tioned into disjoint levels according to size: there are assignments of
size corresponding to the different ways of selecting
variables out of and the different instantiations of these binary variables.

3 Choice in the Search Space

A search space inherently offers choice to any constructive algorithm in the sense
that it contains a set of alternative paths available for constructing a solution.
In the search space of a problem instance with variables, there are paths
towards any complete assignment and a total of solution paths. Figure 2
contains the search spaces of two problem instances with binary variables
and solutions, as well as all solution paths contained therein. Evidently,
the solution paths need not be evenly distributed throughout the search space.
The fraction of solution paths intersecting assignment is:
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where is the number of complete assignments which axe solutions of
and are reachable from This holds because there are ways of constructing

and ways of constructing any of the solutions from By
definition, and directly reflect the relative distances between the
solutions in with increased values indicating solution clustering under The

fraction can be interpreted as the probability that an arbitrarily selected
solution is constructed through assignment Provided that a solution exists,

holds for every level Essentially, the fractions describe
the distribution of solution paths among the assignments of level The entropy
of this distribution, called solution path diversity is a concise quantitative
measure of the average amount of choice inherently available in the search space
for constructing a solution through the assignments of level

Assuming the log is base 2, its units are bits, with the intuitive interpretation that
bits of choice correspond to alternatives. A small set of clustered solutions

induces a search space with scarce solution paths, concentrated around a small
number of assignments. In this case, there is little choice regarding how a solution
may be constructed and is relatively low. On the other hand, when solutions
and solution paths are plentiful and evenly distributed, there is ample choice
regarding how a solution may be constructed and is relatively high. However,
bear in mind that solution path diversity is a relevant quantity: its value
becomes meaningful only when compared to the general path diversity a
measure of the average amount of choice available for constructing any complete
assignment (not necessarily a solution), through the assignments of level

The general path diversity reflects the size of the search space (the total number
of paths) and determines the maximal attainable value for the solution path di-
versity. The maximum is observed in the case where all complete assignments are
solutions and all paths are thus solution paths. In every other case, there exists
a choice deficit in the average amount of choice available for constructing a
solution through the assignments of level

The definition of the choice deficit can be interpreted as “the difference
between the greatest amount of choice that can possibly be available at level
and the amount of choice actually available at level The deficit rises as the
solution path diversity drops. It is maximal when there are no solutions and
minimal when there are no infeasible assignments. It also rises along with the
size of the search space, which manifests itself through the general path diversity
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The choice deficit is a monotonic increasing function with respect to the
search level due to the fact that solution paths tend to spread and become
scarce at deeper levels of the search space.

4 Conditional Measures of Choice

A conditional version of solution path diversity can be derived using the
distribution of solution paths among the instantiations leading to level The
conditional entropy of this distribution is called conditional solution path diver-
sity and is a more refined measure (in bits per level units) of the average
amount of choice inherently available for constructing a solution through the
assignments of level having reached level It is a monotonic decreasing
function with respect to The direct definition of is straightforward but it
is more convenient to express it in terms of since it can be proved that:

The log term appears because the search space implicitly contains all possible
variable orderings, offering alternative paths for constructing an assignment.

The conditional general path diversity at level is a measure of the av-
erage amount of choice available for constructing a complete assignment through
the assignments of level having reached level and is a monotonic decreas-
ing function with respect to

This finally leads to the definition of the conditional choice deficit a mono-
tonic increasing function with respect to

It is interesting to read (5), (6) and (7) as: “choice (or deficit) at level minus
choice (or deficit) removed having reached level which offers an intuitive
explanation as to why these conditional measures are refined enough to measure
choice (or deficit) at a single level.

5 The Sum Property

Conditional measures of choice pertain exclusively to a single level of the search
space. It is therefore acceptable to sum such conditional measures over all lev-
els, obtaining aggregate quantities. Summing (5) over all levels yields the total
solution path diversity which is the total amount of choice available for con-
structing a solution. Not surprisingly, depends upon the number of
solution paths:
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Note that exhibits the sum property: it remains invariant among problem
instances with the same number of variables and the same number of solutions

even though it is an aggregate quantity comprising individual, per-level
amounts of choice which need not be identical among all such instances. In
the same manner, summing (7) over all levels yields the total choice deficit
for which the sum property also holds:

To provide a concrete example, conditional and aggregate measures of choice and
deficit for the instances in Fig. 2 have been computed and included in Table 1.
Interpreting the numbers in Table 1 using Fig. 2 is instructive. Notice how there
is no choice deficit for instance 2(b) since there are no instantiations at that
level not included in a solution path. Note also how, for the same instance, there
is no choice since, having reached an assignment at the second level, there
is only one instantiation in each case leading to a solution. Finally, notice how
one bit of choice for corresponds to exactly two alternative instantiations
extending each assignment at the first level. This is half of the instantiations
generally available for extending each assignment at this level and this is why
the choice deficit is equal to and half of

6 The Distribution of Solutions

The search spaces in Fig. 2 both correspond to instances with variables and
solutions. The number of solution paths is identical for the two instances

and so is the aggregate amount of choice available for constructing a solution.
It is only the relative distance between the solutions in which differentiates
the two instances and yet the distribution of solution paths in the search space is
notably dissimilar. The values of for these instances are also dissimilar since

is, by definition, sensitive to the relative distances between the solutions
and the distribution of solution paths (this carries on to and as
well). It turns out that the aggregate amount of choice and the way this
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Fig. 3. The distribution of solutions for the two example instances of Fig. 2, with the
distance between the solutions being (a) minimal: one instantiation and (b) maximal:

instantiations.

is distributed among the search space levels through the coincides only
among isomorphic instances. In order to obtain a definition of isomorphism, map
the complete assignments of a problem instance to the vertices
of a To map the solution set let the vertices which correspond
to solutions be colored black and the rest of the vertices be colored white. Such
a colored hypercube reflects the distribution of solutions, the relative distances
between them. For example, Fig. 3 contains the distribution of solutions for the
two example instances of Fig. 2, with the distance between the solutions being
(a) minimal: one instantiation and (b) maximal: instantiations. Two problem
instances are isomorphic iff the corresponding distributions of solutions (colored
hypercubes) are isomorphic. It is straightforward to show that if two instances
S and T are isomorphic, then for every level of the search space it holds that

In addition, the inverse has also been invariably observed (no
formal proof is currently available): given two instances S and T, if for every level

of the search space it holds that then S and T are isomorphic. It
is not uncommon for entropy to be an invariant of isomorphic structures [7]. The
point is that solution path diversity, the measure of the average amount of choice
available in a level of the search space for constructing a solution, is necessary
and sufficient for discriminating between non-isomorphic instances. In contrast
to cruder aggregate measures which only reflect the number of solutions, it is a
refined indicator of their distribution. This is a significant development in itself
and will also prove useful in the following section.

7 Constrainedness

The constrainedness of an ensemble of problem instances is defined as:

where is the average number of solutions over all instances of the ensemble
and is the number of variables in each instance [4]. Ensemble constrainedness
has been successfully employed in a variety of problem classes as a predictor of
computational cost. Its wide applicability is due to the fact that the parameters
it involves, that is number of variables and average number of solutions
are problem-independent. However, there exists no formal justification as to
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why constrainedness is defined the way it is and therefore no formal explanation
for its successful application. The interpretation of constrainedness as “average
information content per variable” in [8] offers no enlightenment regarding the
connection between constrainedness and computational cost. Nevertheless, us-
ing (9) and the constrainedness of a single instance an interpretation in
terms of the total choice deficit is provided.

Evidently, instance constrainedness is the average choice deficit per search
space level or, in other words, the deficit of choice available in the search space
for constructing a solution, averaged over all levels of the search space. When
it comes to ensemble constrainedness choice deficit is also averaged over all
instances in the ensemble. This result reveals that constrainedness is a reliable
and widely applicable predictor of computational cost because it reflects an
intrinsic property of search spaces: deficit in the amount of choice available for
constructing a solution. This verifies the claim in [4] about constrainedness being
“a fundamental property of problem ensembles”. Note that the amount of choice
offered in the search space of an instance is independent of the manner in which
a particular algorithm may make use of such choice. Choice deficit characterizes
the search space of an instance and is insufficient, by itself, for determining the
exact value of computational cost. However, there is logic to comparing the choice
deficit among instances: the lower the amount of choice available for constructing
a solution path, the higher the amount of resources an algorithm is expected to
expend in order to obtain such a path and vice versa.

Unfortunately, both and suffer from the same deficiency: they are not
refined enough to distinguish between instances with non-isomorphic solution
sets. They are aggregate quantities which depend only on the number of solutions
while failing to retain any information about their distribution. According to [9],
it is an important “open question” to derive a “better specification of the number
and location of solutions”. Having introduced the individual quantities
and a direct reflection of the distribution of solutions is now available.
Moreover, it can be argued along the lines of [3], that a single aggregate quantity
such as the sum of can capture additional information about the distribution
of solutions. In such a case, the instances offering the least amount of choice
(among all instances with the same number of solutions and are expected
to require increased computational effort are the ones in which the solutions are
clustered, which is in accordance with [10].

8 Conclusions

The solution set of a constraint satisfaction problem instance in-
duces a search space common to all constructive methods. This search space
contains solution paths, distinct alternative instantiation orderings which
lead to solutions in The structure of the solution set directly determines the
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structure of the search space, that is the distribution of solution paths among
the assignments of each search space level. The entropy of this distribution yields
a measure of the average amount of choice available at each search space level
for constructing a solution. Aggregate measures of choice for the entire search
space, as well as measures of choice deficit are also defined. Such application
of entropy as a means to study the structure of problem instance search spaces
is completely novel and so is the notion of choice which is inherently available
within the search space for constructing solutions. All the derived quantities
directly reflect not only the number but also the distribution of solutions and
are, in fact, refined enough to distinguish between instances with non-isomorphic
solution sets. This is a contribution to research in phase transitions, where struc-
tural parameters of problem instances are investigated in order to predict the
expected computational cost of solving them [11] and the “better specification of
the number and location of solutions” is considered to be an “open question” [9].
Another contribution of this work is the interpretation of constrainedness, an ac-
knowledged predictor of computational cost [4–6], as an aggregate measure of
choice deficit. This establishes a connection between an algorithm-independent
property of the search space, such as the inherent choice available for construct-
ing a solution, and the algorithm-dependent amount of resources required to
actually construct a solution. It also underlines how the simplicity of a measure
such as constrainedness incurs certain limitations and explains how these can be
alleviated using the introduced measures of inherent choice.
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Abstract. In this paper a probabilistic tagger for molecular biology related ab-
stracts is presented and evaluated. The system consists of three modules: a rule
based molecular-biology names detector, an unknown words handler, and a
Hidden Markov model based tagger which are used to annotate the corpus with
an extended set of grammatical and molecular biology tags. The complete sys-
tem has been evaluated using 500 randomly selected abstracts from the
MEDLINE database. The F-score for the molecular-biology names detector was
0.95, and the annotation rate was greater than 93% in all experiments using the
Viterbi algorithm. The best annotation rate of 97.34% is achieved using a Pub-
med dictionary.

Keywords: Part-of-Speech Tagging, Natural Language Processing, HMM.

1 Introduction

In recent years a huge amount of molecular-biology knowledge has been collected and
freely distributed to the research community through Internet services (e.g.
MEDLINE) in electronic form. The number of scientific papers is growing extremely
fast, thus efficient information extraction and data mining processes is used to reduce
the information retrieval time, minimizing also the presence of irrelevant data. In the
near future, data processing methods will produce automatically molecular-biology
interaction networks by processing the enormous size of knowledge collected in the
scientific papers. The complexity of this problem requires the development of com-
plex and multi-level corpus processing systems. The general structure of such systems
is the following: an accurate and efficient recognizer of the important entities, pro-
teins, genes, interaction verbs, cell type and chemical names and their synonyms in
free text [1-9] detects the most important tokens, a Part-of-Speech tagger annotates the
corpus in the level of sentences, a semantic analyzer identifies the relations and inter-
actions between molecular biology tokens and a network contractor unifies the distrib-
uted scientific knowledge describing the molecular-biology interactions for each gene.

As a first step towards automatic information extraction on various interactions be-
tween biological entities in Molecular Biology scientific abstracts (e.g. MEDLINE),
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this paper presents a natural language processing system for biological entities identi-
fication, e.g. gene, protein, chemical, cell and organism names, and a part-of-speech
tagger based on the hidden Markov model (HMM). The probabilistic tagger annotates
scientific abstracts according to an extended set of grammatical and biology-chemical-
species related tags. Few probabilistic assumptions have been used to annotate the
unknown words. The reliability of the assumptions has been verified in extended ex-
periments.

A few biological name entity recognition tools exist which were developed as an
integral part of different information extraction applications. Some of the tools use
statistical or machine learning approaches in identifying names from biological texts.
Collier et al [7] presents the results of extracting technical terminology from
MEDLINE abstracts and texts in the molecular-biology domain using a linear interpo-
lating hidden Markov model (HMM). The training set used in their experiments con-
sisted of 100 Medline abstracts. The results are given as F-scores, combining recall
and precision rates. A Support Vector Machine application to a biomedical named
entity recognition problem is presented in [1]. The training and evaluation was per-
formed on the 670 abstracts of the GENIA corpus giving F-score rates of 50.2.

The recognition of newly proposed technical terms identified initially as proper
names is studied in [6]. The proposed rule-based method is applied to unknown words,
coinages, long compound words, and variations in expression. The experiments car-
ried out by processing 30 abstracts on the SH3 domain and 50 abstracts on the signal
transduction domain retrieved from MEDLINE. Hanisch et al [3] shown that diction-
ary-based recognition of names leads to poor sensitivity when simply searching meth-
ods are used, whereas naïve search of protein synonyms incurs a loss in specificity. To
face this problem they build a large, automatically created, “curated” dictionary of
protein and gene names from the HUGO nomenclature, SWICCPROT and TREMBL
databases, with the corresponding token-based search algorithm. The combined dic-
tionary consists of approximately 38,200 entries with 151,700 synonyms.

In the symbolic approach of Narayaswamy etal [4] a set of manually developed
rules exploit surface clues and simple linguistic and domain knowledge in identifying
the relevant terms in the biomedical papers. In the recognition process context and
surrounding words were used for categorization of named entities in six classes (pro-
tein/gene, protein/gene parts, chemical, chemical parts, source, general biology) and
find the results obtained are encouraging. Preliminary experiments on a collection of
55 manually annotated MEDLINE-abstracts gave precision, recall and f-score of
90.39%, 95.64%, and 92.94% respectively.

Improving the processing speed by avoiding part-of-speech taggers and syntactic
parsers Kazukiro and Javed [8] proposed hand-crafted rules based on heuristics and a
dictionary to extract protein names from biological texts. The dictionary, consists of
114,876 protein names and their synonyms, is created by combining the information
included in the SWISSPROT, the TrEMBL and the WordNet dictionaries. The evalua-
tion gives best precision, recall and f-score in 70, 92 and 79.5 per cent respectively.

The structure of this paper is as follows: In the next section a detailed presentation
of the rule based molecular-biology names detector, the unknown words handler and
the probabilistic tagger for molecular biology related abstracts is given. A presentation
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of the corpus and biology names databases used to build-up and to evaluate the pro-
posed automatic system is described in section 3. In the last part of this work the ex-
perimental results are presented and discussed.

2 System Description

The complete system consists of a rule based molecular-biology names detector, an
unknown-word tag handler, and the stochastic tagger. The detector recognizes names
such as genes, proteins, mRNA, Cell types and biology functions using a look-up table
of gene/protein names and a dictionary of common words of the English language. A
set of token-based context sensitive rules is used to resolve ambiguities appearing in
abstract corpora. Assuming that the remaining unknown tokens are names from biol-
ogy, chemical, species domain the appropriate set of expected tags is assigned to the
unresolved tokens. In the last processing module an HMM-based tagger extracts the
most probable sequence of tags, which describes the grammatical structure of each
sentence enriched by molecular biology related tags.

2.1 Molecular-Biology Names Detector

The molecular-biology names detector (MBND) is based on rules and a reference
database containing 217 Kwords gene/protein names obtained from the NCBI’s Lo-
cusLink names database. The detector recognizes names as genes, proteins, mRNA,
Cell types and biology functions. A dictionary of 1930 words, extracted form the
Wall-street Journal corpus and from other sources, is used to recognize the common
words of the English language. The MBND general architecture is shown in fig. 1.

Fig. 1. Flowchart of the proposed molecular-biology names detector (left), the tokenization
rules and two examples (right).

TOKENIZER: Initially, the original abstract is processed by the tokenizer (figure 1),
which splits the text into tokens. In all punctuation marks, except characters ‘-‘ and ‘.’,
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the word entries are split into tokens. If the punctuation mark ‘.’ is the last character in
a word entry or the neighbour character is not a digit, the word entry is split into to-
kens. The last rule is applied due to the special morphological characteristics of
gene/protein and other biology specific entities.

Fig. 2. Preprocessor rules (left) and typical examples (right).

PREPROCESSOR: After tokenization, a set of rules is applied in a specific order in
the abstract using the preprocessor module. The main goal of this module is to handle
the tokens (<T>) containing the punctuation mark ‘-‘. Taking into account that charac-
ter ‘-‘ plays an important role in biological text, the preprocessor perform a crucial
transformation task. The complete set of pre-processor rules can be viewed in Fig-
ure 2.

BIOLOGICAL ENTITY RECOGNIZER: In the current state of processing, each
abstract is a sequence of tokens. The biological entity recognizer uses two dictionaries:
the 217125 gene/proteins names extracted from the LocusLink names database and a
set of approximately 1930 common words of the English language.

For each token a simply search is performed in both dictionaries. If the token exists
in both dictionaries an ambiguity is recognized: the token is annotated as a common
English word and a gene/protein name. If the token exists in the gene/protein diction-
ary and it is not a common English word, is annotated as a protein if it’s first letter is
capital, otherwise is annotated as gene.

The proposed annotation method identifies gene and protein entities in text, but it
won’t always differentiate correctly between them. This is due to the fact that genes
share their names with proteins, so an ambiguity problem exists. The Biologists rec-
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ognize the class of the name by the first letter’s case (uppercase for proteins and low-
ercase for genes), but unfortunately the authors do not always follow this rule.

The biological entity recognizer detects the presence of prefixes and suffixes. If a
prefix or suffix is detected, the token is split and the recognizer annotates again the
new token. The list of prefixes/suffixes is given in fig. 3. The gene-protein interaction
tokens are recognized using a look-up table.

The biological entity recognizer module also detects the cell-types names. A sig-
nificantly simpler process is developed due to the fact that cell-type names have a
significantly complex and irregular morphology that gene and protein names. There-
fore, each token is annotated as cell-type by a string-matching search to the cell-types
dictionary (5826 entries).

POSTPROCESSOR: This module improves the entity detection process by identify-
ing acronyms in the abstract and replacing them throughout the same abstract.

Fig. 3. Recognized prefixes and suffixes (left) and typical examples (right).

2.2 Handling the Unknown Word Tags

Taking into account the experimentally verified hypothesis, that the molecular-biology
tokens, which are not included in the Wall Street Journal (WSJ), are almost exclu-
sively biology-species-chemical names, the possible tags for the unknown tokens were
part of gene, protein, mRNA names. This assumption introduces a small annotation
error, but reduces significantly the annotation perplexity.

2.3 Stochastic Tagging

The stochastic tagger is based on the HMM and estimates the most probable sequence
of tags using the Viterbi algorithm. In the training process a great number of NLP
databases have been used to estimate the HMM parameters:

The Celex Lexicon consists of 116 Kwords manually splitting from their prefixes.
The PUBMED_STATS consists of 35 Kwords from molecular biology texts anno-
tated by a restricted set of Biological tags, the frequency of occurrence of each tag
and the word-end estimated by the Porter stemmer.
The WSJ corpus annotated by a set of grammatical categories, and the correspond-
ing dictionary of approximately 72 Kwords.
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The WSJ_STATS, which consists of approximately 19Kwords from the WSJ cor-
pus annotated by a set of grammatical categories tags, the frequency of occurrence
of each tag and the word-end estimated by the Porter Stemmer.

The stochastic tagger can be used to simultaneously recognize the biological enti-
ties for the unknown words and to annotate the corpus.

3 System Build-up

In our implementation we downloaded 110373 PUBMED abstracts and stored it in a
mysql database. The information extraction software is based in the JAVA program-
ming language. The software uses the tokenizer, preprocessor, the recognizer, the
postprocessor and the POS tagger that are applied over pure and annotated abstracts.
In the user interface the biologist have the ability to enable/disable on-line certain
features on each module like certain rules on the preprocessor module. Different rules
and modules can be easily embodied in the JAVA code. All these different features
can be applied dynamically from the user interface giving the ability to evaluate its
aspect of the system easily and fast. The abstracts’ screen can also be separated in two
individual parts where the original abstract and the annotated text is displayed. Thus,
the expert can be easily compare the original abstract with the one are experimenting
with.

During start-up, the program loads the gene/protein database on a tree in memory
because the matcher and the rule matcher modules use it extensively. The databases
loaded consist of 217125 gene/protein names, 5826 cell type names and 1909 common
English words.

In order to increase the program’s flexibility, during the tokenization process we
convert the abstract into XML. The XML parsers we use later to parse the abstract are
SAX and a custom XML parser is developed. We chose SAX because it is fast al-
though it has limited capabilities. SAX is used to retrieve the processed text that will
be displayed and annotate the entities found. The need for a more sophisticated XML
parser drove us to write a custom one. Our custom XML parser loads the document in
a tree (like DOM) but we have implemented certain features (mostly about token
matching).

The biological entity recognition system is written in Java (Fig. 4) and uses the
modules described above applied in the same order. Apart from the molecular biology
abstracts, we also used the already tagged WSJ corpus (containing 3M tokens), which
contains 48 grammatical categories.

The stochastic tagger was written in Java and uses 6 biological tags (Gene, Protein,
mRNA, Biological Function, Cell Type, Species) plus 48 grammatical categories and
it is used for biological-names recognition in the unknown words and for annotating
the scientific abstracts (Fig. 5). The tagger was trained using 2000 molecular biology
abstracts containing 3.9M entries. The Segmental K-means algorithm was used to
estimate the model parameters. The Viterbi algorithm detects the most probable tag
sequence.
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Fig. 4. User interface of the proposed molecular-biology name detection system.

Fig. 5. Typical example of the statistical POS tagger.

4 Experimental Results

We evaluated the Molecular biology names detector on 200 randomly selected ab-
stracts from a database retrieved from the PUBMED database using the keyword K-
ras. In Table 1 the precision, recall and f-score rates are shown, when different mod-
ules of the proposed information retrieval system are activated.

The f-score combines recall and precision rates into a single measurement defined
by the following equation:

Before applying the preprocessor rules, high precision is obtained while signifi-
cantly lower recall rate is measured. After applying the preprocessor rules the preci-
sion rate is slightly decreased and the recall rate is increased by more than 10%. If the
matching rules are applied, precision decreases by about 0.6% and recall levels in-
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crease again by more that 10%. The proposed rules have slightly decreased our preci-
sion levels but have significantly increased the recall levels (from 0.760 to 0.975). The
improvement is clearly shown in the F-score rates.

Additionally, the proposed recognizer was tested against a simple tokenizer (that
breaks all punctuation) using 50 randomly selected abstracts. We noticed that although
the standard tokenizer managed in most cases to identify the same or more number of
genes and proteins, in cases where the gene or protein name has a complex morphol-
ogy, the gene or protein identified was a subset of the correct one (e.g.: K-Ras ->
Ras), or it identified wrongly more that one genes and proteins (e.g.: Ink4a-Arf ->
Ink4a – Arf). Our results showed that our tokenizer increase the correct f-score for at
least 20%.

In the HMM training process the transition probabilities and the observation prob-
abilities are estimated from training data. The absence of annotated corpora with the
desired grammatical and biological tags introduces significant difficulties in the train-
ing process. A number of novel training techniques can be implemented using re-
sources available in the Internet and other dedicated electronic libraries.

The HMM-based biological entities recognizer for unknown words (T1) uses 6 bio-
logical tags: Gene, Protein, Species, Cell Type, mRNA, Biological Function and two
POS tags: Common Word and Number, the BLG tagset. The entity recognition system
and the biological abstract tagger has been evaluated using two different tagsets, train-
ing and testing corpora.

T1: This tagger has been trained using the 2000 molecular biology abstracts, which
were annotated using the BLG tagset. In case that an unknown token is met (the
word is not included in the WSJ and Pubmed dictionaries), the Gene, Protein and
mRNA tags are assigned.
T2: This tagger has been trained using the WSJ corpus annotated by a set of 48
grammatical categories. In this corpus the 2000 molecular biology abstracts, anno-
tated using the 6 biological categories, where added to the training corpus. In this
implementation a unique grammatical category is assigned to each word included in
the WSJ corpus, the most frequently met in the corpus.

In T1 and T2, both transition and observation probabilities were estimated using the
Segmental K-means algorithm. After the algorithm converged, the zero probabilities
were normalized: the zero transition and observation probabilities have been replaced
by the minimum non-zero transition probability found. The probabilities of the new
models (T1N, T2N) were normalized to satisfy the mutual exclusive restrictions for
the hidden and observation events.
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The four HMM tagger models were used in conducting the following experiments:
In the first experiment, the tagger is used for entity recognition. The Viterbi algo-

rithm annotates 500 molecular biology abstracts (containing 135K tokens) using the
T1 and T1N taggers using the BLG tagset. In the evaluation process two approaches
were implemented: 1) Every tag can annotate every token, 2) The tags used to anno-
tate the tokens found in the training data (2000 abstracts) were used to annotate the
testing corpus (Table 2).

In the second experiment, the tagger is used for corpus annotation using (48 gram-
matical categories plus the 6 biological categories). The Viterbi algorithm annotates
100 (26K total tokens, 1512 evaluation tokens), 200 (54K total tokens, 3246 evalua-
tion tokens) and 500 (135K total tokens, 8770 evaluation tokens) using the T1N and
T2N taggers. In the evaluation process the tags used to annotate the tokens found in
the WSJ and the 2000 abstracts were used to annotate the testing corpus (Table 3).

In both experiments, the tagging error is measured by estimating the false annotated
biological tokens.

5 Discussion of the Experimental Results

The proposed system gives excellent biological-names detection rate when the rule
based modules and the dictionaries are used (Table 1).

In the case of a biological abstract contains unknown words, the normalization
process for the zero transition and observation probabilities decreases significantly
(6.33% to 2.66%) the biological entity recognition error for the unknown words as
shown in Table 2.

When a subset of the training corpus is used by the Segmental K-means algorithm
for the estimation of the HMM model parameters, lower tagging error rate is measured
compared to the error rate obtained by statistical estimation of the model probabilities
(using the frequency of occurrence in the 2000 biological abstracts). The error rate
decreases from 45.37% to 44.7%. When the training corpus increases (from 100 to
500 abstracts), the improvement rate increases also in both T1 and T2 taggers (Ta-
ble 3).

The complete system is available at http://www.wcl2.ee.upatras.gr
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Abstract. Ontologies are widely used for capturing and organizing
knowledge of a particular domain of interest. This knowledge is usually
evolvable and therefore an ontology maintenance process is required. In
the context of ontology maintenance we tackle the problem that arises
when an instance/individual is written differently (grammatically, or-
thographically, lexicographically), while representing the same entity/
concept. This type of knowledge is captured into a semantic relationship
and constitutes valuable information for many intelligent methods and
systems. We enrich a domain ontology with instances that participate in
this type of relationship, using a novel name matching method based on
machine learning. We also show how the proposed method can support
the discovery of new entities/concepts to be added to the ontology. Fi-
nally, we present experimental results for the enrichment of an ontology
used in the multi-lingual information integration project CROSSMARC.

1 Introduction

Ontologies are becoming an essential component of knowledge-intensive methods
and systems because of their potential to capture and represent domain knowl-
edge in a machine understandable and processable format. According to the most
cited definition [4] in the literature, an ontology is an explicit specification of a
domain conceptualization. It denotes and organizes entities/concepts that exist
in a domain of interest, using a formal declarative language. Ontologies pro-
vide a common basis of understanding through their structure and vocabulary,
facilitating information/knowledge dissemination and reuse.

A domain ontology usually consists of concepts/entities/types of the domain
which are captured and organized by various types of relationships that hold
between them. Relationships which organize concepts hierarchically are called
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vertical relationships (e.g. the ‘is-a’relationship) in contrast to horizontal rela-
tionships (e.g. the ‘synonymy’ relationship) which link entities across the hier-
archy. The instantiation of the concepts in a particular domain is performed by
instances/objects/individuals that are members of concepts.

A domain ontology captures knowledge in a static way, as it is a snapshot
of knowledge from a particular point of view that governs a certain domain of
interest in a specific time-period. However, this knowledge changes according to
the needs of the method/system that uses the ontology as well as the evolutionary
tendency of the already captured knowledge. Ontology maintenance is defined as
the task of adapting the captured knowledge to some specifications, performing
the appropriate interventions in its structure and content. It is a difficult and
expensive task as it requires the collaboration of both knowledge engineers and
domain experts. Ontology learning can facilitate the maintenance process by
using machine learning techniques to obtain knowledge from data.

One problem that is often encountered in many knowledge-intensive applica-
tions is related to the different appearance (orthographically, lexicographically)
of an instance. For example, the processor name ‘Pentium 2’ can be written
differently as ‘Pentium II’ or ‘p2’ or ‘P II’ or ‘Intel Pentium 2’ etc. The poor
performance of many intelligent systems and methods, in particular information
extraction, retrieval and integration systems, is due to their inability to han-
dle such cases. A domain ontology can handle this by relating the appropriate
instances through predefined relationships denoting this regularity. In the multi-
lingual information integration project CROSSMARC1, an ontology was used
that defines a horizontal relationship named ‘synonymy’ to cope with this. The
task of maintaining this aspect of the ontology is generally addressed by work on
ontology enrichment, which aims at the extension and updating of the ontology
avoiding duplicate instances.

In this article we present a method for enriching a domain ontology with
instances participating in the relationship ‘synonymy’ of the CROSSMARC on-
tology. This work follows naturally from the work in [8] which deals with the
enrichment of a multi-lingual ontology with new instances participating in the
vertical ‘instance-of’ relationship. We drive a machine learning-based algorithm
to identify new instances by training it on positive examples of instances. The
algorithm that we present in this paper uses information compression principles,
in order to classify the new instances into existing concepts, e.g. the new in-
stance ‘P2’ belongs in concept ‘Intel Pentium II’, and to discover new concepts
by grouping lexicographically similar instances. This task is known as name
matching and in the context of natural language processing, it aims to detect
orthographic co-references between named entities [1] in a text. Also, this task
is encountered in the data base community, where its goal is to identify data
records that describe the same object keeping the number of duplicates to a
minimum [3] or performing normalization to the data.

1 IST (IST 2000-25366) EU-founded project:
http://www.iit.demokritos.gr/skel/crossmarc
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Section 2 describes the overall structure of the CROSSMARC ontology,
whereas section 3 presents our method for ontology enrichment. Section 4, in-
troduces the machine learning algorithm that performs name matching and in
section 5 we expose the results of the conducted experiment. Finally, we conclude
in section 6 in which we present also our plans for future work.

2 CROSSMARC Ontology

The main aim in the design of the CROSSMARC ontology was sufficient flexi-
bility in order to secure: (a) customizability to different domains and languages
and (b) quick maintainability by modifying only a limited set of features. For
these reasons, the architecture of the ontology consists of four layers:

The meta-conceptual layer, which defines the generic ontological commit-
ments of the CROSSMARC ontology architecture. It includes three meta-
elements: Feature, Attribute and Value. These are used in the conceptual
layer to assign computational semantics to elements of the ontology.
The conceptual layer, which comprises the concepts that populate the specific
domain of interest. The internal representations of these concepts as well as
their relations comply with the commitments defined in the meta-conceptual
layer.
The instances layer, which represents domain-specific individuals. Therefore,
this layer instantiates each concept.
The lexical layer provides the multi-lingual surface realization (lexicalization)
of ontologies’ concepts and instances in the natural languages that are being
supported by the project, currently English, Greek, French and Italian.

The ontology that we used in our case study describes laptop products and
has been manually constructed using the Protege-based [6] management system
developed in the context of the CROSSMARC project. The ontology consists
of ‘part-of’ relationships, which link the main concept, namely laptop, with its
parts (e.g. processor, screen, battery, price etc.) Additionally, there is a ‘has
attribute’ relationship for each concept which links them with other concepts
(e.g. processor is linked with processor name), an ‘instance-of’ relationship that
denotes the instances (members) of the concepts, e.g. ‘Pentium 3’ and ‘amd
k6’ instantiates the concept ‘processor name’. Furthermore, a ‘synonymy2’ rela-
tionship (non-taxonomic, horizontal relationship) links the appropriate different
surface appearances - lexicalizations - of an entity that is classified to be an
instance of a concept. All the above relationships are defined in the ontology’s
XML schema. The ontology consists of 119 instances for English and 116 for
Greek. Also, instances are available for the Italian and French language. For the
purposes of our case study, we use only the English instantiation of the ontology.

2 The meaning of this word is overridden; it refers to the surface appearance of an
instance rather to its meaning.
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3 Name-Matching for Ontology Enrichment

3.1 Ontology Enrichment

The ontology enrichment task is initiated when the knowledge captured in an
ontology is out-of-date or incomplete for the task at hand. In our case study, we
are interested in enriching the ontology with new instances, focusing on particu-
lar instances of the ontology that participate in the ‘synonym’ relationship. This
is a strong relationship underlying the data of a domain and is part of many
real-life domain ontologies. The laptop domain that we study here is a highly
evolving one, as new laptop products appear in the market almost daily. Thus,
the quick and accurate maintenance of the ontology is vital to the performance
of the various modules [5] that use it, e.g. information extraction. For example,
if the ontology is not aware of the new Intel’s processor names and their differ-
ent typographic appearances, the information extraction task will not be able
present this information in a normalized form to the user.

The aim of our method is to discover different surface appearances of an
instance by employing a learning algorithm on candidate instances that are pro-
duced by a well-defined methodology for ontology enrichment [9]. The overall
methodology to ontology enrichment iterates through four stages:

1.
2.

3.

4.

Use the domain ontology to semantically annotate a domain-specific corpus.
Use the annotated corpus to train a Hidden Markov Model to locate new
instances.
Extract new candidate instances from the corpus, using the trained Hidden
Markov Model.
Use domain experts to validate the new instances and manually add them
to the domain ontology.

The aim of the research proposed in this paper is to perform the fourth stage in
a more robust, tolerant and therefore effective way, clustering different surface
appearances of an instance via the synonym relationship. This will further reduce
the involvement of domain experts in the whole process and ease the frequent
update of the ontology with buzzwords appearing in publications.

3.2 Name Matching

The name matching task fits well with the problem of discovering instances
that differ typographically (different surface appearance) but represent the same
concept/entity. The task of matching entities has been researched by various
communities, including statistics, databases, and artificial intelligence proposing
different techniques. Cohen et. al [2] give a short survey on these techniques.

The novel algorithm that we use for name matching is based on the assump-
tion that different lexicalizations of an entity use more-or-less a common set of
‘core’ characters. Therefore lexicalizations that are ‘close’ to this set are poten-
tial alternative appearances of the same entity, while those that are ‘far’ from
this set are potentially related to another concept.
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Specifically, the proposed algorithm classifies the candidate instances gener-
ated in the third stage of the ontology enrichment methodology, by employing a
compression-based score function. The instances that already exist in the ontol-
ogy, grouped by the concept they belong to, constitute the initial clusters. Each
surface appearance of an instance is included only once in the cluster. Each of
the initial clusters is coded by a codebook, which is defined by a Huffman tree
created by the cluster’s members. A new instance, with an unknown surface ap-
pearance, is assigned to a cluster if its addition to the codebook does not increase
the size of the coded cluster by more than a pre-specified threshold. Otherwise,
a new cluster is created which defines a new concept containing initially a single
instance. It should be stressed that in this method we do not incorporate domain
knowledge but we handle only strings as they appear in the text. Therefore, the
proposed algorithm cannot compute clusters of lexicalizations of the same entity
whose ‘core characters’ differ radically. Hence, synonymy relationships that are
not based on surface appearance cannot be identified and homonymy ambiguities
cannot be resolved.

4 Compression-Based Name Matching

In this section we present the COCLU (COmpression-based CLUstering) al-
gorithm that we propose for the discovery of typographic similarities between
strings (sequences of elements-letters) over an alphabet (ASCII or UTF charac-
ter set), which are candidate instances for a domain ontology, the CROSSMARC
ontology. It is a partition-based clustering algorithm which divides the data into
several subsets and searches the space of possible subsets using a greedy heuris-
tic. Each cluster is represented by a model, rather than by the collection of data
assigned to it. This property classifies the algorithm to the conceptual or model-
based learning algorithms. The cluster model is realized by a corresponding
Huffman tree which is incrementally constructed, as the algorithm dynamically
generates and updates the clusters by processing one string (instance’s surface
appearance) at a time.

The algorithm employs a new score function that measures the compactness
and homogeneity of a cluster. This score function is termed herein Cluster Code
Difference (CCDiff) and is defined as the difference of the summed length of the
coded string tokens that are members of the cluster, and the length of the same
cluster updated with the candidate string. This score function groups together
strings that contain the same set of frequent characters according to the model
of a cluster. A string/instance belongs in a particular cluster when its CCDiff is
below a specific threshold and the smallest between the CCDiff’s of the given
string with all existing clusters. A new cluster is created if the candidate string
cannot be assigned to any of the existing clusters. As a result, it is possible to
use the algorithm even when no initial clusters are available.

Similar to many incremental algorithms, the order in which the strings are
encountered influences the performance of the proposed algorithm. For this rea-
son, when many candidate strings are available, as is usually the case in the
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ontology enrichment process, we iteratively select the candidate instance that is
more reliably assigned to a particular cluster. The instance that is selected in
each iteration is the one that maximizes the difference between its two smallest
CCDiff’s from the existing clusters.

The algorithm implements a hill-climbing search in the subset space for lo-
cating the best partition. It iteratively computes the CCDiff for all the existing
clusters and for all candidate strings/instances and selects the instance that can
be more reliably assigned to a cluster. If the corresponding CCDiff is greater
than a user-defined threshold then a new cluster is created. The pseudo-code of
the COCLU algorithm is presented below:

If the CLUSTERS set is empty at the beginning, the algorithm chooses the
longest string, in order to construct the first cluster. This part of the algorithm
can be improved by defining a reasonable heuristic for choosing a “good” string
to start with.

5 Experimental Results

We have evaluated the performance of the algorithm using the enrichment
methodology presented in section 3 on the laptop domain ontology of CROSS-
MARC. The evaluation included two scenarios. In the first scenario, we evaluated
the ability of the algorithm to discover new clusters (cluster generation), by hid-
ing one or more of the existing clusters in each run. In the second scenario we
evaluated the ability of the algorithm to assign a string/instance to the appro-
priate cluster, while decreasing proportionally the number of instances available
initially in the cluster. In the first scenario we set the CCDiff threshold to 20
whereas in the second one high enough to avoid creating new clusters.



A Name-Matching Algorithm for Supporting Ontology Enrichment 387

Table 1 presents some statistics about the clusters we used in our experi-
ments. In this you can find the cluster’s name and type, as well as the number
of instances in it. The identifier attribute is used as reference to the cluster in
the following sections.

5.1 Concept Generation Scenario

In this experiment we hide incrementally one cluster at a time and measure the
ability of the algorithm to discover the hidden clusters. A cluster is character-
ized by the majority of its instances. For example, a cluster which contains 6
instances of ‘Windows 2000’ and 3 of ‘Windows 98’ is characterized to be mostly
a ‘Windows 2000’ cluster, rather than a ‘Windows 98’ cluster. We use three mea-
sures to evaluate the cluster generation process: ‘correct’ measures the clusters
that were correctly generated according to the initial partition, ‘wrong’ measures
the erroneously generated clusters and ‘missed’ measures the clusters that the
algorithm did not manage to generate.

Initially, we conducted 6 different experiments, in which we hid a different
cluster each time. The COCLU algorithm generated 2 wrong clusters while it
succeeded not to miss any cluster. The two clusters that were wrongly generated
correspond to instances of 5 and 6. In other words, the members of each of these
two clusters were incorrectly further subdivided into two smaller clusters. The
same phenomenon was observed in all of the experiments that we did, where we
hid from 2 up to all 6 clusters. At each step, we enumerated all possible combina-
tions of the 6 clusters and did the experiments. No missed clusters were observed
in any experiment, while the ‘wrong’ clusters that were generated corresponded
consistently to the subdivision of clusters 5 and 6. In standard information re-
trieval terms, the recall of the algorithm was 100%, as it managed to generate
all the required clusters, while its precision was 75% in all of the experiments.
The fact that the two figures remain unaffected by the number of hidden clusters
indicates the robustness of the algorithm, which remains to be proven by more
extended experimentation.

5.2 Instance Matching Scenario

In this experiment we measured the ability of the algorithm to assign an instance
to the correct cluster (accuracy) reducing proportionally the instances in the
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initial clusters. By doing this, we tested the performance of our algorithm to
handle cases where little background knowledge is used. Table 2 presents the
results measuring the accuracy of the algorithm.

As expected, the accuracy of the algorithm decreases as the size of the initial
clusters is decreasing. However, it is very encouraging that, despite the small
number of clusters, their size can be further reduced to almost half without any
loss in accuracy. Additionally, the accuracy of the algorithm is preserved at a
high level (above 90%) even when the size of the original clusters is reduced to
less than a third of the initial.

6 Conclusions

We have presented a novel algorithm (COCLU) for the discovery of typographic
similarities between strings facilitating in this way the enrichment of a domain
ontology. We have integrated COCLU into a well-defined methodology for on-
tology enrichment in order to support a non-taxonomic relationship, namely
‘synonym’ (in the context of the CROSSMARC ontology), between instances.
The algorithm performed very well obtaining remarkably good results both in
terms of generating new clusters, as well as in assigning new strings to the correct
clusters. Thus, the initial results are very encouraging, although further experi-
mentation with larger and noisy datasets is needed, in order to prove the value of
the method. Furthermore, the method will need to be compared experimentally
with other similar methods that may be used to tackle the same problem.

In addition to the need for further experimentation, we are planning to im-
prove and extend the algorithm in several ways. One issue that we are studying
is a good heuristic for choosing a “good” string to start with when no cluster is
given apriori. Furthermore, we are investigating the possibility of extending the
algorithm beyond typographic clustering and into other interesting synonymy
relationships. In order to do this, we will need to take into account contextual
information that will allow us to identify higher-order semantic relationships
among the clusters.
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Abstract. In this paper we present a novel approach, called “Text to Pronuncia-
tion (TtP)”, for the proper normalization of Non-Standard Words (NSWs) in
unrestricted texts. The methodology deals with inflection issues for the consis-
tency of the NSWs with the syntactic structure of the utterances they belong to.
Moreover, for the achievement of an augmented auditory representation of
NSWs in Text-to-Speech (TtS) systems, we introduce the coupling of the stan-
dard normalizer with: i) a language generator that compiles pronunciation for-
mats and ii) VoiceXML attributes for the guidance of the underlying TtS to imi-
tate the human speaking style in the case of numbers. For the evaluation of the
above model in the Greek language we have used a 158K word corpus with
4499 numerical expressions. We achieved an internal error rate of 7,67% how-
ever, only 1,02% were perceivable errors due to the nature of the language.

1 Introduction

Unrestricted texts include Standard Words (Common Words and Proper Names) and
Non-Standard Words (NSWs). Standard Words have a specific pronunciation that can
be phonetically described either in a lexicon, using a disambiguation processing to
some extent, or by letter-to-sound rules. By definition, NSWs comprise numerical
patterns and alphabetical strings that do not have a regular entry in a lexicon and their
pronunciation needs to be generated by a more complicated natural language process.
In inflected languages word sequences that result from NSWs need to be proper in-
flected and converted into the right gender in order to match the syntactic structure of
the sentences and the target noun they refer to. Even so, there are still some Text-to-
Speech (TtS) oriented issues concerning the style, the rate and the format of the pro-
nunciation of NSWs that have not been addressed yet. For example, humans tend to
read out long numbers slowly and with pauses between groups of digits.

Most of the previous works deal with NSWs’ pronunciation in Text-to-Speech sys-
tems, however, NSWs constitutes a problem in the fields of information retrieval and
speech recognition [6]. Most of the proposed approaches are language specific as the
problem depends on language properties. Even so, there are some issues, like the
inflection of the NSWs, which have been partially solved. For example, in the Ger-
man language there are two systems that deal with normalization: Bell Labs TtS [1]
and FELIX [2]. FELIX analyzes the text syntactically using the Zingle [3] algorithm
and the utterance pronunciation is determined by the Part-of-Speech information. In
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the Bell Labs approach, there is an attempt here to deal with ambiguities but the lack
of syntactical analysis limits the capabilities of the system. In the Japanese language
[4] every possible role of a word in a sentence is scored and, after analysis, the role
with the highest dependency score is selected. Thus, the appropriate pronunciation is
applied for the normalization of the NSWs. A model that uses a pre-processor per-
forming syntax analysis of sentences was presented in [5] for English. Though it is
presented to be a language independent solution, there is no care for inflections.

The Johns Hopkins University Summer Workshop (WS99) research project [6]
made a systematic effort to build a general solution of the NSW’s normalization prob-
lem in the English language. Later on, this was applied to the Asian languages in [7].
The application of this model to the Greek language has the major drawback of the
inflection.

In the “Text to Pronunciation” (TtP) work we deal with three important elements in
the normalization of texts. The first is the dynamic definition of the pronounceable
format of NSWs through a Language Generator model, leading to increased semantics
in the synthesized speech. The second deals with the inflection of word lattices that
are generated during the expansion of NSWs, so that normalized expressions are con-
sistent with the syntax structure of the utterances they belong to and to ensure the
sequence of tenses and genders in nominal phrases. Other important issues that have
not been addressed before and we accommodate in this work are the capability of
inserting SSML [10] (or VoiceXML or any other speech markup language, SAPI etc)
tags mainly for defining short breaks between groups of digits in cases of long num-
bers.The rest of the paper focuses on the numerical’s problem, which is (a) more gen-
eral, (b) more important and (c) shares similar, if not more complex, methods to the
alphabetical cases. Thus, the same methodology can be and has been applied to al-
phabetical expressions as well.

2 The TtP Model

Figure 1 presents the block diagram of the TtP model. The individual components and
the data used by them can by either domain specific (e.g. in economical texts there are
several numerical patterns that have a different pronunciation in the sports domain) or
generic. The first yields better performance and supports disambiguation.

2.1 Tokenizer, Splitter and Classifier

These have been described in [6]. Their functionality differs in Greek but the model
works similar. The main purpose of the Tokenizer is to successfully identify End of
Sentences (EoS) and to create tokens from the given sentence. We use the EoS of the
Greek TtS system DEMOSTHeNES [8]. In cases of dot punctuation, two lists are
parsed for EoS disambiguation: acronyms
and a list of abbreviations. We consider them as EoS if the next token starts with a
capital letter and it is not an Out-of-Vocabulary (OOV) word (i.e. likely to be a proper
name). For example and are not EoS. This is
not optimum; however, the evaluation showed that it does not affect the model for the
specific task (2 errors in 4499 cases).

391
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Fig. 1. The architecture of the NfP.
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The role of splitter is to split tokens that are not pure numerical or alphabetical ex-
pressions. In inflected languages there are some more issues to address. For example

can not be split into “25” and and can be split into
“3”, dash, “4” and but with a mark, because even if they constitute different
tokens, both numbers should be inflected and converted into the gender that matches
the common noun These are being handled in the Language Generator com-
ponent.

Finally, the classifier is based on Regular Expressions and identifies (a) in case of
numerics: cardinal, ordinal, dates, hours, time, years, telephone, currencies, percent-
ages, postal codes, street number, IP addresses, digits and (b) abbreviations: to ex-
pand, as words and as letters.

2.2 Expansion of NSWs

Firstly, we perform the expansion on the alphabetical expressions and then on the
numerical ones. Thus, abbreviations that characterize numerical expressions (e.g.

are normalized prior to these numerics, so that the numerics would be able to
inherit the morphological structure on the expanded abbreviation.

2.3 The Non-standard Word Pronounceable Format

One of the main aspects of this work is the definition of the NSW Pronounceable
Format (NSW-PF) that might accommodate any kind of NSW. This format allows a
flexible control over the way numbers and strings are pronounced. It assigns to an
expression a digit or alpha grouping and a corresponding Target Morphological For-
mat (TMF). Table 1 shows some examples. Symbols on the “Regular Expressions”
field should have a matching symbol in the “NSW-PF’. A sequence of similar sym-
bols in NSW-PF defines a number of that many digits as the number of symbols in the
sequence (e.g. ## defines a 2-digit number) and this corresponds to the same number
of digits in the Regular Expression. Thus, wildcards and ranges of digits (e.g.
“[0-9]*”) are not allowed in this specification.

The NSW Pronounceable Format allows five things to happen:

1.
2.
3.

4.

To deal with ambiguities, like the last two numerics on the table below.
To mix plain text with annotated text in the format section.
To segment a number to smaller groups of digits so that it could be pronounced in
a relaxed and understandable way (imagine reading out the number
“456675342345” as a single entity).
To define the morphology of the sub-groups in specific cases and domains, where
the user ensures the right pronunciation of a NSW in terms of the TMF. According
to the above definitions, the telephone number “210-7275320” will be pronounced
as “two ten seventy two seventy five three twenty”. The NSW-PF grammar has
some restrictions itself, but these are not evaluated here and are out of the scope of
this paper.
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5. To incorporate SSML (or VoiceXML or any other speech markup, SAPI etc) tags
in the NSW-PF so that, for example, the TtS is forced to pause in specific points,
like humans do when reading long numbers. The above telephone example will be
read out in a 20% decreased rate (which is a natural behavior; humans speaks slow
in order for the number to be easier to be memorized by the interlocutor) and with
medium and long pauses between the group of digits: “two ten// seventy two/ sev-
enty five/ three/ twenty”.

2.4 The Target Morphological Format

The Target Morphological Format (TMF) has been introduced to allow the definition
of the pronunciation format of NSWs. The TMF entries have an XML form (the
<tmf> entity in Table 1) and might include as attributes any field from the morpho-
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logical lexicon. In the Language Generator component the enclosed words will be
converted in order to conform to these directives.

2.5 The Number Expander

In cases of numerical expressions that are not defined in the NSW-PF, we use a dy-
namic Number Expander that differs from the Language Generator as the linguistic
nature of numbers can be characterized as “non-normal”. Numerics have three states:
cardinal, ordinal and alphanumeric (e.g. Consider the string

After all the above steps and dealing with the exceptions we will gener-
ate The cardinal, ordinal
or alphanumeric information is passed to the Syntactic Agreement component for
further processing.

2.6 Syntactical Analysis

Syntactical analysis is being performed using templates for the Greek language. Each
template defines a sequence of POS occurrences and can determine the subject and
the object or the link verb complement. Table 2 shows some templates that deter-
mines the object. Many of the templates that stand for the object are common for the
predicate as well. Though the covering achieved by this approach is small for the
richness of the Greek language, however, this seems adequate for the specific prob-
lem we deal with: the normalization errors caused by faulty syntax were 4,47% while
the noticeable errors were only 0,89%. This is because the syntax information we
mainly look for is the identification of nominal phrases that can be predicted by such
an approach.

Syntactical analysis is also important in inflected languages for another reason: as-
sume the text The splitter will split these in “3”, dash, “4” and
Both numbers should be inflected and match the gender of There are other
cases as well of conjunctive numbers with a common noun. This are dealt by the fol-
lowing directive {NSW+[lnk+NSW]*+No}, where lnk is a defined set of links
between consecutive NSW: “_”, “,”, “&”,

2.7 Syntactic Agreement

We collected a number of main rules found in the grammar of Modern Greek [9].
These proved to achieve the desired consistency between numerics and nouns. Cases
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of syntactic agreement constitute 1635 out of 4499 numerics in the corpus (36,34%)
and raised errors otherwise. These agreements are:

2.7.1 Agreement within Nominal Phrases
The gender, case and number of the noun must agree with the gender, case and num-
ber of its specifiers (in our case numbers). Thus, we can determine the gender, num-
ber and case of numbers if we know the morphological information of the noun they
specify or the determiner of the noun (in case the head-noun itself is missing). For
instance, the above example will produce a TMF of:

2.7.2 Agreement between Subject and Verb
The verb of a sentence inherits the number and the person of the subject. Moreover,
the tokens that constitute the subject are transformed to the nominative case. This rule
we deal with cases of ambiguities in the morphology of words that constitute the
subject. For example: In order to form the number
“1500” we look in the nominal phrase However, can be either in the
nominative or the accusative case. Since this nominal phrase is the subject of the
sentence, the case of the tokens in it is chosen to be the nominative.

2.7.3 Object in the Accusative Case
The object of a sentence is always in the accusative case. Thus, all the tokens that
constitute the object are considered to be in the accusative case: “To

2.7.4 Predicate in the Nominative Case
On the other hand, the predicate of a sentence is always in the nominative case. Fur-
thermore, it inherits the case and the gender of the subject, as complement describe or
identifies the subject:

2.8 The Language Generator

The Language Generator component is able to parse sequences of TMFs and generate
the word lattices with the corresponding morphological features. For Greek, this is
achieved by using of a morphological lexicon that includes (per word):

Word
Morpheme information
Inflection code
Stem
Lemma

The Inflection code field corresponds to a template of affixes. Thus, given a word we
retrieve its stem and following the template instructions we form the target word. All
the inflectional affixes in any applicable gender can be dynamically generated for any
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word in this lexicon. Table 3 shows some entries of this lexicon, while Table 4 illus-
trates the corresponding templates.

The lexicon defines 53 affix templates, covering all Greek nouns and 17 templates
for the adjectives and the participles. The total amount of word covering is currently
1.077.458 words. Articles have been encoded separately. Numbers are formed de-
pending whether they are cardinal, ordinal or alphanumerical. Default type is cardinal.
Default gender is neutral. Default case is nominative. These “default” assumptions
have very impressive effects on the overall evaluation as most of the numerical NSW
fail into them.

3 Evaluation

During the evaluation, we distinguish between “system errors” and “perceivable er-
rors”. Due to the fact that in cases of weakness to predict or generate the correct nor-
malized form of a NSW the system assumes that the token should be rendered in the
corresponding neutral, singular and nominative form, there are errors that are not
noticeable, because this assumption stands for the majority of the cases: e.g. only
numbers ending in “1”, “3” or “4” have different forms in male, female and neutral
genders. Thus, system errors refer to “wrong or uninformed prediction but possibly
right pronunciation” while perceivable errors refer to “wrong pronunciation”. The size
of the corpus used for evaluation (158557 words - 4499 NSWs) verifies this.

Evaluation involves only the standard normalization procedures and not the pro-
nunciation oriented ones. Firstly, we built and hand annotated a corpus in the Speech
Group of the University of Athens. The corpus was selected from 4 major on-line
newspapers and the subjects covered were:
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The current implementation of the TtP is able to handle in generic or domain spe-
cific environments most of the NSWs. Table 6 illustrates the kind of numerical NSWs
and how they were classified. The last column shows the actual errors of the model
and need discourse analysis to be handled. However, only a 1,02% was actual per-
ceivable errors.

Comparing against a legacy model of DEMOSTHeNES based on the UoA Tran-
scriber (FSA engine), the improvements were dramatics: the UoA Transcriber is able
to handle all of the alphanumerics cases, most of the Regular Expressions but there is
not any provision for nominal phrases and of course discourse analysis. Thus, the
optimum error rate for the UoA Transcriber is 44,0%.

The introduction of the NSW-PF provides improved effects: “2107275320” is not
pronounced like

but slowly

4 Conclusions

We presented a novel model for the normalization of NSWs that achieves improved
semantics of the synthesized speech by dealing with inflection issues and enhanced
auditory representation in cases of NSWs by (a) defining the NSW Pronounceable
Format and (b) incorporating VoiceXML attributes to the normalized tokens. The
evaluation of the model for the Greek language showed the drastically improvement
of 36,33% in correct normalization over a legacy model of the DEMOSTHeNES
Speech Composer, while the auditory enhancements have not been evaluated.
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Abstract. In Information Filtering (IF) a user may be interested in
several topics in parallel. But IF systems have been built on represen-
tational models derived from Information Retrieval and Text Catego-
rization, which assume independence between terms. The linearity of
these models results in user profiles that can only represent one topic of
interest. We present a methodology that takes into account term depen-
dencies to construct a single profile representation for multiple topics, in
the form of a hierarchical term network. We also introduce a series of
non-linear functions for evaluating documents against the profile. Initial
experiments produced positive results.

1 Introduction

In recent years, advances in digital media, network and computing technologies
have caused an exponential growth of the digital information space that is ac-
cessible to individuals. We are facing the cumbersome task of selecting out of
this glut of accessible information, information items that satisfy our interests,
i.e. “relevant information”. This is the problem that is usually referred to as
“Information Overload” [9].

Research in Information Filtering (IF) tackles information overload through
a tailored representation of a user’s interests called, a “user profile”. User in-
terests however, are by nature dynamic. During an IF system’s lifecycle, a user
may develop or loose interest in various topics. For example, a general inter-
est in Knowledge Management can trigger an interest in Intelligent Information
Agents, which may evolve to include related topics like Information Retrieval
and Information Filtering. The latter may develop further, causing a decay in
the initial interest in Knowledge Management and the emergence of other topics
of interest like Term Weighting, Complex Adaptive Systems and so on. A user’s
interests co-evolve, affected by changes in the user’s environment and knowledge.
Therefore, it would be legitimate for a single user profile to be able to: a) rep-
resent a user’s multiple topics and subtopics of interests and their interrelations
and b) to adapt to their changes over time.

In this paper we focus on the first of the above issues, i.e. multi-topic IF
with a single profile. More specifically, we present part of our work on the de-

G.A. Vouros and T. Panayiotopoulos (Eds.): SETN 2004, LNAI 3025, pp. 400–409, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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velopment of a document filtering system that we call Nootropia1. In contrast
to traditional approaches to IF that adopt linear, single-topic representations
for user profiling (section 2), in Nootropia, we employ a hierarchical term net-
work to represent multiple topics of interest with a single profile (section 3). A
spreading activation model is then used to establish a series of non-linear doc-
ument evaluation functions (section 4). Experiments performed using this novel
IF approach to represent two topics of interest with a single profile, have pro-
duced positive results (section 5). Adaptation to changes in the user’s interests
is briefly discussed in the concluding section.

2 The Dominance of Single-Topic Representations

Traditionally, IF systems inherit profile representations, that ignore term de-
pendencies, from research in Information Retrieval (IR) and Text Categorisation
(TC). These include the dominant vector space model [18], probabilistic IR mod-
els [16], and linear classifiers like naive Bayes, decision trees, nearest-neighbour
classification and others [20]. Even in the case of connectionist approaches to IR,
like neural networks [23] and semantic networks [4,6], links between terms are
ignored. Such linear representations can only estimate the relevance of a docu-
ment to a single topic of interest. Typically, a separate profile is built for each
topic of interest based on documents that the user has pre-classified according
to these topics [1,15,7]. Alternatively, online clustering algorithms can be em-
ployed to incrementally identify document classes. Nevertheless, the number of
classes is either predefined [11,8] or is determined by a fixed relevance thresh-
old [3]. Finally, evolutionary approaches maintain a population of linear profiles
that collectively represent the user interests [12,21].

The above tendency to break a user’s multiple interests into distinct topics
that can then be represented by linear, single-topic profiles, can only yield partial
solutions to the problem at hand. The topics of interest are assumed to be
independent. Neither their relative importance nor their topic-subtopic relations
are represented. Practically, it implies a large number of parameters, like number
of terms in each profile, relative profile weights etc., that have to be fine tuned
for each individual user.

As we will see, to represent multiple topics of interest with a single profile,
term dependencies must be taken into account. These include both lexical corre-
lations and topical correlations between terms [5]. Recently, lexical correlations
have been represented with connectionist profiles, which associate terms that
appear in the same phrase [22,10]. Nevertheless, both approaches employ a sep-
arate profile for each topic of interest. Topical correlations between terms and
more specifically topic-subtopic relations between them, may be expressed using
a concept hierarchy. One method for the automatic construction of a concept
hierarchy is through the use of subsumption associations between terms (“Sub-
sumption Hierarchies”) [19]. Another approach generates “Lexical Hierarchies”
1 Greek word for: “an individual’s or a group’s particular way of thinking, someone’s

characteristics of intellect and perception”
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based on frequently occurring words within phrases or lexical compounds [2,
14]. So while subsumption hierarchies do not take into account the lexical cor-
relations between terms, lexical hierarchies are only based on such correlations.
In IR, concept hierarchies have been used for the organisation and interactive
access to information, but their computational use for IF has so far not been
explored. To our knowledge, no existing IF system exploits both kinds of term
dependencies to represent a user’s multiple topics of interest with a single profile.

3 Building a Hierarchical Profile

In previous work, we presented a methodology that generates a hierarchical
term network from a set of user specified documents, through a series of three
processes [13]. Initially, stop word removal and stemming is applied to reduce
the number of unique terms in the documents. The remaining terms are then
weighted using a term weighting method called Relative Document Frequency
(RelDF) [13]. Given a number R of documents that a user has specified as rel-
evant and a general collection of documents, RelDF assigns to a term in the
documents, a weight according to equation 1: where N is the num-
ber of documents in the collection and and are respectively the number of
user specified documents and the number of documents in the collection that
contain the term. While the first part of the equation favours those terms
that exhaustively describe the user specified documents and therefore the under-
lying topic of interest, the second part biases the weighting towards terms
that are specific within the general collection. The assigned weights can be used
to extract the most competent terms on the basis of an appropriate threshold.

Extracted terms are added to the profile. If term independence between the
extracted terms is assumed, then they can be used for evaluating documents,
using for example the inner product. For binary indexing of documents, the
inner product of a document D can be defined using equation 2, where NT is
the number of terms in the document. In section 5 we will use this traditional
approach to IF as a baseline for our experimentation.

Having selected the profile terms, a sliding window comprising 10 contiguous
words is used to identify dependencies between them. Two extracted terms are
linked if they appear at least once within the sliding window. A weight

is then assigned to the link between two extracted terms and using
equation 3. is the number of times and appear within the sliding
window, and are respectively the number of occurrences of and in
the user specified documents and is the average distance between the two linked
terms. The above process connects the extracted profile terms with symmetric,
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Fig. 1. Hierarchical Term Network: (a) deactivated, (b) activated

associative links. The first fraction of equation 3 measures the likelihood that the
two extracted terms will appear within the sliding window. The second fraction
on the other hand is a measure of how close the two terms usually appear. As
a result, a link’s weight is a combined measure of the statistical dependencies
caused by both lexical and topical correlations.

In the past, we had adopted the document frequency of terms in the spec-
ified documents as a measure of their generality [13]. Here, the third process
involves ordering terms according to decreasing weight. So the ordering takes
into account both the generality of terms and their specificity in the complete
collection. This yields a network of terms (nodes) and links between them, which
formulates a separate hierarchy for each general topic discussed in the user spec-
ified documents. Figure 1 (a) depicts an example network constructed from a set
of documents about two overlapping topics. The two topics are reflected by two
hierarchical sub-networks that share a small number of common terms. Each of
the formulated hierarchies can be identified by a term that is only connected to
lower terms with smaller weights (fig. 1(a): terms T1 and T2). These “dominant”
terms can be used to identify the profile’s “breadth”, i.e. the number of general
topics represented. A hierarchy’s “depth”, on the other hand, is proportional
to the number of terms with smaller weights that are explicitly or implicitly
connected to dominant terms. A topic of interest discussed in the majority of
the user specified documents will be reflected by a hierarchy with larger depth.
A hierarchy’s depth is therefore a measure of a topic’s importance within the
profile.

The above hierarchical network complies with most of the design principles
set by Sanderson and Croft for the generation of a concept hierarchy using sub-
sumption [19]. General informative terms are linked to related, less general or
informative terms. If in addition a link between two terms has a large weight,
then one can confidently assume that a topic-subtopic relation exists between
the two. In contrast, however, to subsumption hierarchies that only exploit the
stochastic dependencies between terms, link weighting is based on both the lex-
ical and topical correlation between terms. In the next section we will discuss
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how the above characteristics of the constructed hierarchical network allow its
computational use for non-linear document evaluation. Other applications of the
hierarchical network, which are not discussed in this paper, include, automatic
summarisation, expert finding and collaborative filtering.

4 Document Evaluation

The above methodology generates, from a set of user specified documents, a con-
cept hierarchy of weighted terms that takes into account both lexical and topical
correlations. In this section, we address how to use this profile representation
for document filtering. We introduce a series of document evaluation functions,
based on a spreading activation model that draws ideas from the application of
neural networks [23] and semantic networks [4,6] to IR. But as already men-
tioned, these connectionist approaches ignore links between terms, which leads
them to adopt a linear evaluation function through energy dissemination from a
query towards the documents. Spreading activation on associative term networks
has been employed by the INFOrmer [22] filtering system. Due to the inherent
lack of direction in this kind of networks, an initial energy is assigned to the terms
that appear in a specific document and is then iteratively disseminated through
the network until an equilibrium is reached. In our case, document evaluation
is based on a directed, spreading activation model that combines the character-
istics of the above approaches. Although the network contains only terms, the
direction imposed by the hierarchy is taken into account.

Given a document D, an initial energy of 1 (binary document indexing), is
deposited with those profile terms that appear in D. In figure 1(b), activated
terms are depicted by shadowed nodes. Subsequently, energy is disseminated
sequentially, starting with the activated term with the smallest weight and mov-
ing up the weight order. If, and only if, an activated term is directly linked
to another activated term higher in the hierarchy, is an amount of energy

disseminated by to through the corresponding link. is defined by
equation 4, where is current energy, is the weight of the link between

and and is the set of activated terms higher in the hierarchy that is
linked to. The purpose of the normalization parameter is to ensure
that a term does not disseminate more than its current energy. The current en-
ergy of term is where is the set of activated terms
lower in the hierarchy that is linked to. After the end of the dissemination
process the final energy of a term is

We have experimented with three different ways for assessing a document’s
relevance score based on the final energy of activated terms. The simplest
variation is defined by equation 5, where A is the set of activated profile terms,
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NT the number of terms in the document, and is the weight of an activated
term

The above process establishes a non-linear document evaluation function
that takes into account the term dependencies which the concept hierarchy rep-
resents. Its effect can be demonstrated with the following example. Consider the
simple case of a document that has activated two profile terms and with

If the terms are not connected, then no dissemination takes place
and so the final energy of the terms is equal to their initial energy. The docu-
ment’s relevance would then be On the other hand, if the
terms were connected, then their final energy would be and

respectively. Since and it is obvious
that is greater than So if two terms are linked by a
topic-subtopic relation they contribute more to the document’s relevance than
two isolated terms with the same weights. The difference in the contribution is
proportional to the weight of the link between the terms which, as already men-
tioned, measures the statistical dependence caused by both topical and lexical
correlations.

The overall effect is visible in figure l(b). Activated profile terms define sub-
hierarchies for each topic of interest discussed in the document. The dominant
terms DT1, DT2 and DT3 can be defined as those activated terms that didn’t
disseminate any energy. The number of dominant terms measures the document’s
breadth i.e. the number of topics discussed in the document. For each domi-
nant term the depth of the corresponding subhierarchy is equal to the number
of activated terms from which energy was received. The document’s depth can
thereafter be approximated as the number of activated terms that disseminated
energy. Obviously, where  is the total number of activated terms.
The total amount of energy that a subhierarchy contributes to a document’s
relevance, is analogous to its depth, and the weight of the terms involved. The
document’s relevance increases if it activates profile terms that formulate con-
nected subhierarchies with large depths, and not isolated profile terms. In this
latter case, the document’s breadth increases without a corresponding increase
in depth. DT3 represents an example of such an isolated term.

We also experimented with two normalized versions of the initial function,
that explicitly take into account the above measures. The first is defined by equa-
tion 6. Here, the document breadth is used to normalize the document’s score.
The idea is to penalize documents that activate many unconnected terms. In the
second case, the document’s score is multiplied by the factor
which favors documents with large depths and small breadths (eq. 7). Logarith-
mic smoothing is applied to avoid very large document scores.
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5 Experimental Evaluation

The shortage of multi-topic profile representations is unfortunately coupled with
a lack of appropriate evaluation methodologies. We have attempted to estab-
lish such a methodology using a variation of the TREC-2001 routing subtask2.
TREC-2001 adopts the Reuters Corpus Volume 1 (RCV1), an archive of 806,791
English language news stories that has recently been made freely available for
research purposes3. The stories have been manually categorised according to
topic, region, and industry sector [17]. The TREC-2001 filtering track is based
on 84 out of the 103 RCV1 topic categories. Furthermore, it divides RCV1 into
23,864 training stories and a test set comprising the rest of the stories

To evaluate the proposed approach on a multi-topic filtering problem we
experimented with profiles trained on combinations of RCV1 topics. Here we
present results for four two-topic combinations. Table 1 presents for each combi-
nation the involved topics, their subject, RCV1 code and number of documents
in the training and test set. A single profile was built for each one of these
combinations. The training set comprised only the first 30 training documents
corresponding to each topic in a combination (a total of 60 documents)4. This
amount was considered a reasonable approximation of the number of documents
that a user might actually provide. RelDF weighting was used to extract the
most competent terms, based on the following thresholds: 0, 0.1, 0.15, 0.2, 0.25
and 0.3. We experimented with both unconnected profiles that use the inner
product (S0) and connected profiles using the introduced functions (S1, S2 and
S3). This allowed a direct comparison between a traditional linear approach to
user profiling and our non-linear approach. Profiles were tested against the test
set and evaluated on the basis of an ordered list of the best 3000 scoring doc-
uments, using the Average Uninterpolated Precision (AUP) measure. The AUP
is defined as the sum of the precision value–i.e. percentage of filtered documents
that are relevant–at each point in the list where a relevant document appears,
divided by the total number of relevant documents. A separate AUP score was
calculated for each topic in a combination and was then averaged into a single

2 For more details see: http://trec.nist.gov/data/t10_filtering/T10filter_guide.htm
3 http://about.reuters.com/researchandstandards/corpus/index.asp
4 The user does not have to categorize the specified documents
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Fig. 2. Results for topics R1/R2(I) Fig. 3. Results for topics R10/R32(II)

Fig. 4. Results for topics R6/R20(III) Fig. 5. Results for topics R41/R79(IV)

score. Figures 2 to 5 present for each weight threshold and topic combination
this average AUP score. Note, that due to the above differences in the evaluation
methodology, a direct comparison to other IF systems, evaluated according to
the standard TREC-2001 routing subtask, is not possible.

For combination I (fig. 2), S1 and S2 exhibit almost identical performance5

and outperform S0 for most weight thresholds. S3 is also better than S0 for
large threshold values and slightly worse for small values. The difference in the
performance between S1, S2 and S0 is even larger for combination II (fig. 3).
For the same combination S3 is now better than S0 for small thresholds and
worse for large ones. In figure 4, the results for combination III indicate similar
performance for all four functions and small weight thresholds, but for larger
thresholds S1, S2 and clearly S3 are better than S0. Finally, for combination IV,
S1 and S2 are in general better or at least as good as S0, but S3 is worse.

Overall, the above experiments on multi-topic information filtering with a sin-
gle profile, indicate that the use of a hierarchical term network for profile repre-
sentation is advantageous over a profile containing the same unconnected terms.
The non-linear document evaluation functions we introduced, and especially S1
and S2, outperform the linear, inner product (S0). As already mentioned, since
the same terms are used in both cases, any difference in performance is caused

Note that in most graphs there is no visible difference between S1 and S25
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by taking into account term dependencies. Documents containing profile terms
that are linked score higher than documents containing non-correlated profile
terms.

6 Summary and Further Work

We have presented a methodology that generates out of a set of user specified
documents a hierarchical term network that represents the topics and subtopics
that these documents discuss. A spreading activation model on this weighted
network then establishes a series of non-linear document evaluation functions.
Term dependence representation allows this kind of profile to filter documents
according to multiple topics of interest. Experiments performed on combinations
of two topics, revealed that this non-linear profile outperforms a traditional linear .
profile that ignores term dependencies. Further experiments with combinations
of three topics have since confirmed the positive results.

Nootropia’s profile represents a significant step towards tackling the dynamic
nature of user interests. In addition to its ability to represent multiple topics of
interests, adaptation to their changes can be achieved through a process of self-
organisation, where based on user feedback, term and link weights are constantly
calibrated, incompetent terms and their links removed, and new terms and links
generated. New hierarchies develop to represent emerging topics of interest and
hierarchies representing lapsed topics progressively disintegrate and are eventu-
ally forgotten. Experiments using virtual users have produced positive results.
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Abstract. This paper presents a methodology for summarization from
multiple documents which are about a specific topic. It is based on the
specification and identification of the cross-document relations that oc-
cur among textual elements within those documents. Our methodology
involves the specification of the topic-specific entities, the messages con-
veyed for the specific entities by certain textual elements and the speci-
fication of the relations that can hold among these messages. The above
resources are necessary for setting up a specific topic for our query-based
summarization approach which uses these resources to identify the query-
specific messages within the documents and the query-specific relations
that connect these messages across documents.

1 Introduction

In the process of reading a text, we come to realize that several textual elements
have a sort of connection with other textual elements. That is not a coincidence.
Mann and Thompson (1988), in fact, have proposed a theory, the Rhetorical
Structure Theory (RST), according to which sentences or phrases are connected
with some relations, from a set of predefined relations. This theory has been
exploited, by Marcu (2000) for example, for single-document summarization.

We do believe that something similar happens across documents, at least
when they are on the same topic. In other words, several “elements” in one
document are “connected” with several other “elements” in another document.
The point, of course, is to define those “elements” and “connections”.

The aim of this paper is an attempt to remove the quotes from the words
“elements” and “connections”, i.e. try to make a little bit more explicit what such
elements and connections can be, as well as suggest possible ways of how they
can be used for multi-document summarization.

The motivation behind this work is presented in the following section, in
which the related work will be presented as well. The general methodology of
our work, as it has been formed until now, is given in section 3. This methodology
is made more explicit through a case study in section 4.

G.A. Vouros and T. Panayiotopoulos (Eds.): SETN 2004, LNAI 3025, pp. 410–419, 2004.
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2 Related Work – Motivation

As mentioned in the introduction, in this paper we consider the question of
whether something similar to the RST can hold for more than one documents,
and if that is so, how can that theory be exploited for the automatic creation
of summaries. Of course, we are not the only ones who have given this matter
some consideration. Radev (2000), inspired by Mann and Thompson’s (1988)
RST, tried to create a similar theory which would connect multiple documents.
He called his theory Cross-document Structure Theory (CST).

In his endeavor Radev (2000) proposed a set of relations which bear a certain
similarity to the RST relations, such as Elaboration, Contradiction, Equivalence,
Agreement, etc1. These relations are not applied to phrases or sentences of one
document anymore, but, depending on the relation, they can be applied across
documents to words, phrases, sentences, paragraphs or even entire documents.
Radev claims that Cross-document Structure Theory can be the basis for multi-
document summarization.

Since this theory was merely a proposition by Radev, Zhang et al. (2002)
tried to put that theory to test by conducting an experiment, according to which
subjects (judges) were asked to read a set of news articles and write down the
CST relations they observed. The set of documents contained 11 news articles
that were on the same topic but which originated from different sources. Five
pairs of documents were given to 9 subjects, along with instructions on how to
annotate the documents with the proposed relations. The instructions contained
the set of 24 relations, along with examples on their use. It was clearly mentioned
that the set of those relations was simply a “proposed” set and that they should
feel free to use their own relations, should they wish to.

The results of this experiment can be summarize them as follows2:

The inter-judge agreement was very low.
Only a small subset of the proposed relations was used by the judges.
No new relations were proposed.
Only sentences were connected with each other; relations between words or
phrases or paragraphs and documents were ignored.

We believe that the reasons for these results lie not in the fact that certain
“elements” of one document are not “connected” with other “elements” in another
document, but in the following.

First of all, the relations that Radev (2000) proposes seem to be similar to the
ones that Mann and Thompson (1988) have proposed for the Rhetorical Struc-
ture Theory, only that they are extended to include multiple documents. While
this seems reasonable at first sight, if we delve a little bit more in the details we
will see that it is somewhat problematic. RST is based on the assumption of a co-
herent text, whose meaning needs further clarification when extended to include

1For more information on the RST relations see Mann and Thompson (1988) or
http://www.sil.org/~mannb/rst.

2For more details, the reader is encouraged to consult Zhang et al. (2002).
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multiple documents written by different authors, under different conditions and
in a different context.

A second potential cause for the above results we consider to be the fact that
CST concentrates on textual spans, and not — instead — on what these textual
spans represent. In the context of multiple documents, the connection of textual
spans seems more logical if what we connect is what is being represented by the
textual spans and not the textual spans themselves.

The problem, of course, is that in order to find what the textual spans repre-
sent, one has to focus on a specific topic. And at this point comes our proposition,
that to study the cross-document relations one has to begin with a specific topic,
before generalizing, if that is possible.

In the next section we propose a general methodology for the manual spec-
ification of the cross-document relations. We also present the architecture of a
query-based summarization system that exploits such relations. This system is
currently under development. In section 4 we will give a particular example of
this methodology in the topic of the description of football matches.

3 Methodology for Identifying Cross-Document Relations

The conclusion that can be drawn from the previous section is that the study
of general cross-document relations, at least in the sense that Radev (2000)
proposes it, is still premature. Instead we propose to concentrate on the identi-
fication of the nature of what can be connected between the documents first, as
well as how that can be connected in each particular topic, and then try to gener-
alize. Before continuing with the presentation of our methodology, we would like
to put it in the context of our approach to multi-document summarization. Our
approach is a query-based summarization one, which employs: a) an Information
Extraction (IE) system for extracting the messages that are needed for the sum-
marization task; this system is used off-line for the processing of the documents
before the submission of the query, b) a Natural Language Generation (NLG)
system for presenting the summary, exploiting those messages that are relevant
to the query within a document and the relations that connect these messages
across documents; the NLG system is used on-line after the submission of the
query.

We have to stress here that despite the fact that this paper concentrates
on the presentation of the methodology and not on the query-based summa-
rization system, which is currently under development. The basic stages of our
methodology are presented below.

Collection of corpus. The first stage of our methodology involves the collec-
tion of the corpus to be summarized. The corpus should be on a certain topic in
which several events — that we want to summarize — are evolving and are be-
ing described by more than one source. Although this process can be automated
using text classification techniques, we currently do not plan to do so and the
collection of the corpus is done manually.
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Creation of a topic-specific ontology. The next step involves the specifica-
tion of the types of entities in the corpus that our summaries will concentrate
on, as well as the specification of the events, and the entities’ attributes or their
roles in those events. For example, in the topic of football matches’ descrip-
tions (see the following section), important entity types are team, player, etc;
important events are foul, penalty, etc; important entities’ roles are the winner
team, the player that shot the penalty, etc. In other words we have to set up the
topic’s ontology. The specification of the entity types and the ontology structure
is done manually. Yet, there are several ontology editors that enable the building
of the ontology using a specific knowledge representation format. In our case,
we use the Protégé-based ontology editor developed in the CROSSMARC project
(Pazienza et al. 2003).

Specification of the topic-specific message types. Our summarization sys-
tem employs an NLG component which generates text from a set of messages
that convey the meaning of the text to be generated (Reiter and Dale 2000).
Therefore, the next step in our methodology is to specify the message types
in the specific topic where our summarization system will be applied. Those
message types should contain entity types and event-specific roles from the on-
tology that was built beforehand. The specification of the message types and
their precise definition results through a study of the corpus.

We consider this step of the methodology as an IE task, which can be per-
formed off-line before the query submission. Once the message types have been
specified, the IE sub-system will locate the textual elements which instantiate
particular messages and fill in the arguments for each message. For this purpose
we use the Greek IE system developed in the context of the CROSSMARC project
(Karkaletsis and Spyropoulos 2003), which is currently being adapted to the
topics.

Specification of the topic-specific relations. Once we have finalized the set
of topic-specific message types that occur within the documents of our corpus,
we should try to specify what sort of relation types can connect those messages
across the documents, again in relation to our summarization task. The set of
relations can be a general one, similar to that of Radev’s (2000) CST or Mann
and Thompson’s (1988) RST, or it can be topic-specific.

In order to define the relations we rely on the message types and the values
that they can have in their arguments. Thus, we devise a set of rules to identify
the relations connecting the messages. Once the instances of the relations have
been identified, the relevant to the query messages and relations can be passed
to the NLG system.

The above constitute our general methodology for specifying cross-document
relations and exploiting them by a query-based summarization system. Those
relations are not a rigid set that will be exactly the same, independently of the
summarization task. Instead, they are quite flexible and can be customized for
whatever application of summarization one has to deal with. In our case we were
interested in the creation of evolving summaries, i.e. summaries of events within
a topic which evolve through time, so our relations are customized for this.
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In the next section we will make the above more explicit by presenting our
initial steps towards the application of the above methodology to a specific topic:
that of the description of football matches.

4 Case Study: Descriptions of Football Matches

Our choice for the topic of descriptions of football matches was influenced by the
fact that we were interested in the study of evolving summaries. In that topic
the main events that evolve can easily be isolated from the rest of the events in
order to be studied separately, which made it suitable for an initial study.

The target language of this topic was Greek. The first step in the methodology
is the collection of the corpus. The corpus we collected originated from three
different sources: a newspaper, a sports magazine and the official internet site of
a team3, and it contained descriptions of football matches for the Greek football
Championship of the first division for the years 2002–2003. The total number of
documents that we studied was 90; they contained about 67,500 tokens totally.

For every team, we organized the descriptions of the matches in a way which
reflects a grid and is depicted in Fig. 1. Note that if in a particular championship
N teams compete, then the total number of rounds will be (N – 1) × 2. This
grid organization reflects the fact that for a certain team we have two axes in
which we can view the descriptions of its matches. The first, horizontal axis,
contains the descriptions of the same match but from different sources. The
second, vertical axis, contains the descriptions from the same source but for all
the series of matches during the championship. It should also be noted that if
the grids of the teams are interposed on top of each other, the result will be a
cube organization for the whole championship.

Fig. 1. Organization of the corpus in a grid

The next step involves the building of an ontology. Some of the main entities
that we have decided to include in the ontology are shown in Fig. 2. Although
this ontology is still in its first version and further refinement is still needed, it
is in a state that it can be used for our experiments, as we describe below.

3One could argue that each of our source constitutes a different genre of text, since
each source has a different target readership and a different purpose.
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Fig. 2. A high level excerpt of the ontology

Fig. 3. Some messages from the football topic

It cannot be claimed that this set of messages is final, since changes in the
ontology might result in further refinement of the messages.

The final step of our methodology involves the identification of the relation
types that exist between the messages. As it has been noted before, the relations
can be similar to Radev’s (2000) CST or to Mann and Thompson’s (1988) RST,
but they can also be different, depicting the needs for summarization that one
has. In our case, the grid organization of our corpus, along with the fact that

This ontology is related to the specification of the message types, which
constitutes the next step in our methodology. In Fig. 3 several message types
are presented in detail. The complete list of the message types is the following:

performance, satisfaction, blocks, superior, belongs, final_score, opportu-
nity_lost, change, cancelation_of_goal, surprise, injured, alias, penalty,
card, behavior, foul, selection_of_scheme, win, comeback, absent, succes-
sive_victories, refereeship, hope_for, scorer, expectations, conditions
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Fig. 4. Relations in two axes

we were interested in the study of evolving summarization, has led us to create
relations across two axes, the horizontal and the vertical (See Fig. 4).

Relations on the horizontal axis are concerned with the same match as it was
described by different sources, while relations on the vertical axis are concerned
with the different matches of a certain team as described by the same source.
We call the relations on the horizontal axis synchronic and the relations on
the vertical axis diachronic. Those last relations, one could argue, concern the
progress of a certain team, or of a certain player, which reflects our endeavor
for evolving summarization. Examples of synchronic and diachronic relations are
given in Table 1.

Each relation connects messages of the same type. In contrast to Radev’s
(2000) CST relations, our synchronic–diachronic relations are not dependent on
the semantics of the sentences in order to be established, because they do not
connect sentences. Instead, we have strict rules which connect certain messages
according to the values of their arguments, which are predefined since they are
taken from the ontology.

Things will become clearer with an example. Let us assume that we have the
following two messages taken from the descriptions of two consecutive matches
of the same team and from the same source:

What those messages state is that a certain player had, according to the author(s)
of the articles, excellent performance in both the and round. According
to our rules, given that the value and entity argument of this message are the
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same, we have a relation of type STABILITY connecting those two particular
messages. If, on the other hand, we had the following two messages

then the relation connecting them would be ANTITHESIS, because we have the
same entity but “contrasting” value. Finally, if we had the messages

then the resulting relation would be NEGATIVE GRADUATION since we have the
same entity but “close” values. We have to note here that what is meant by
“contrasting” and “close” values is something which is defined in the ontology,
although here it is quite intuitively understood. Similarly, we have exact rules
for each message, according to which the synchronic and diachronic relations are
established. The rules take into account the values of the messages’ arguments,
as these are defined in the ontology.

But how does all that relate to summarization? As it has previously been
stated, our system is query-based and relies on NLG for the production of the
summary. The following example will explain how the above can be used for the
creation of the summary. Let us assume that a user asks the question: “What
was the performance of Georgeas like during the first three rounds?” In order
to answer that question we analyze the query and we can see that we have to
pinpoint the performance messages that are related to Georgeas for the first
three rounds of the championship. For the sake of argument, let us assume that
we only have three sources describing the matches of his team, and that we have
already specified the messages and relations connecting them. In addition, the IE
system has already identified the messages within the documents of our corpus.
For each source, the query-specific messages are the following (what precedes
each message is an identifier for it):

Concerning the synchronic relations, for the first round all sources have exactly
the same message, which means that there is a relation IDENTITY connecting
those messages:
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For the second and third round, not all sources agree, so the relations that exist
are the following:

The above information can be used by the NLG system for the content selection
phase. The NLG system, of course, will have to make more choices depending
on several factors, such as the compression rate that the user wishes, etc. A
candidate final summary can be the following:

Georgeas ’s performance for the first two rounds of the championship was almost
excellent. In the third round his performance deteriorated and was quite bad.

A more concise summary could be:

With the exception of the third round, Georgeas’s performance was very good.

From these examples the reader can glimpse the advantages that an abstractive
summary has over an extractive one. The above summaries could not possibly
have been created with an extractive approach since the generated sentences
simply could not exist in the source documents. Furthermore, the manipulation
of the relevant information for the creation of two different summaries, as hap-
pened above, cannot happen with an extractive approach. This means that, at
least qualitatively, we achieve better results compared with an extractive system.

5 Conclusion

The aim of the paper is to propose a new approach for the specification and
identification of cross-document relations which will enhance multi-document
summarization.

Currently the methodology is being applied to a specific topic, that of the
descriptions of football matches, and has produced some promising results. We
have to note though that not all of the stages of the methodology are fully
automated yet; so far we have designed the architecture of the summarization
system that we build, and collected its components. Our query-based summa-
rization system involves an IE and an NLG system. These are currently being
customized to the needs of our task. The ontology is currently being built using
the CROSSMARC ontology management system.

In the future we plan to examine the application of the methodology in
other topics, in order for its strengths and weaknesses to be identified. For this

Concerning the diachronic relations, the relations that hold are the following:
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reason we plan to create the infrastructure needed for the adaptation of this
methodology to other topics, i.e. to provide the infrastructure to support the
creation of new entity types, message types and relation types.
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Abstract. Transformer fault diagnosis and repair is a complex task that includes
many possible types of faults and demands special trained personnel. In this pa-
per, Petri Nets are used for the simulation of transformer fault diagnosis process
and the definition of the actions followed to repair the transformer. An inte-
grated safety detector relay is used for transformer fault detection. Simulation
results for the most common types of transformer faults (overloading, oil leak-
age, short-circuit and insulation failure) are presented. The proposed methodol-
ogy aims at identifying the transformer fault and estimating the duration for
transformer repair.

1 Introduction

The process of Electric utilities restructuring, privatization, and deregulation has cre-
ated a competitive, global marketplace for energy [1]. Early preparation to market
competition and best use of technology will drive success in this new and challenging
environment. Twenty-first century utilities will try to further improve system reliabil-
ity and quality, while simultaneously being cost effective.

Power system reliability depends on components reliability. As the ultimate ele-
ment in the electricity supply chain, the distribution transformer is one of the most
widespread apparatus in electric power systems. During their operation, transformers
are subjected to many external electrical stresses from both the upstream and down-
stream network. The consequences of transformer fault can be significant (damage, oil
pollution, etc). Transformers must, therefore, be protected against attacks of external
origin, and be isolated from the network in case of internal failure.

It is the electrical network designer’s responsibility to define the measures to be
implemented for each transformer as a function of such criteria like continuity and
quality of service, cost of investment and operation and safety of property and people
as well as the acceptable level of risk. The solution chosen is always a compromise
between the various criteria and it is important that the strengths and weaknesses of
the chosen compromise are clearly identified [2]. The high reliability level of trans-
formers is a decisive factor in the protection choices that are made by electrical utili-
ties, faced with the unit cost of the protection devices that can be associated with
them.

G.A. Vouros and T. Panayiotopoulos (Eds.): SETN 2004, LNAI 3025, pp. 420–431, 2004.
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In spite of the high reliability of transformers, in practice, various types of faults
(e.g. insulation failure, overloading, oil leakage, short-circuit, etc) can occur to the
transformers of an electrical utility. Failure of these transformers is very costly to both
the electrical companies and their customers.

When a transformer fault occurs, it is important to identify the fault type and to
minimize the time needed for transformer repair, especially in cases where the conti-
nuity of supply is crucial. Consequently, it should not come as a surprise that trans-
former fault diagnosis forms a subject of a permanent research effort.

Various transformer fault diagnosis techniques have been proposed in the literature,
for different types of faults [3]. For thermal related faults, the most important diagnos-
tic method is the gas-in-oil analysis [4-5], while other methods such as the degree of
polymerization, the furanic compounds analysis and the thermography are also appli-
cable [6]. For dielectric related faults, it is necessary to localize and to characterize the
partial discharge source, in order to give a correct diagnosis after receiving an alarm
signal via sensors or via gas-in-oil sampling [7]. For mechanical related faults, the
frequency response analysis and the leakage inductance methods are the more fre-
quently used transformer fault diagnosis techniques [8]. Finally, for transformer gen-
eral degradation, the dielectric response, the oil analysis and the furanic compounds
analysis methods are applicable [9].

In spite of the wide range of the transformer fault diagnosis methods, the diagnostic
criteria developed till today are not fully applicable to all faulty cases, and conse-
quently, the experience of experts still play an important role in the diagnosis of the
transformer faults. Dismantling the suspected transformers, performing internal ex-
aminations, and holding a group discussion are usually the procedure to conclude the
diagnosis.

Expert systems and artificial intelligence techniques have already been proposed to
understand the obvious and non-obvious relationships between transformer failures
and the causes of failures (i.e. internal or external causes) [10-13]. Preliminary results,
obtained from the application of these techniques, are encouraging, however some
limitations exist. Knowledge acquisition, knowledge representation and maintenance
of a great number of rules in the expert systems require plenty of efforts [14].

In this paper, Petri Nets are proposed for modeling of transformer fault diagnosis
process. Petri Nets are both a mathematical and graphical tool capable of capturing
deterministic or stochastic system behavior and modeling phenomena such as sequen-
tialism, parallelism, asynchronous behavior, conflicts, resource sharing and mutual
exclusion [15]. The proposed method offers significant advantages such as systemati-
cal determination of the sequence of fault diagnosis and repair actions, visual repre-
sentation of the above actions, as well as estimation of the time needed for transformer
repair.

The paper is organized as follows: Section 2 describes the Petri Nets methodology.
The application of Petri Nets to transformer fault diagnosis and the obtained results
are described in Section 3. Finally, Section 4 concludes the paper.
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2 Overview of Petri Nets

Petri Nets (PNs) were introduced in Carl A. Petri’s 1962 Ph.D. dissertation [16]. Since
that time, they have proved to be a valuable graphical and mathematical modeling tool
applicable to many systems. As a graphical tool, PNs can be used as a visual commu-
nication aid similar to flow charts, block diagrams, and networks. As a mathematical
tool, it is possible to set up state equations, algebraic equations, and other mathemati-
cal models governing the behavior of systems. For a formal introduction to PNs the
reader is referred to [15, 17].

A PN is a particular kind of directed graph, together with an initial marking,

The underlying graph of a PN is a directed, weighted, bipartite graph consisting of two
kinds of nodes, called places and transitions, where arcs are either from a place to a
transition or from a transition to a place. In graphical representation, places are drawn
as circles, and transitions as either bars or boxes. If a marking (state) assigns to each
place p a nonnegative integer k, it is called that p is marked with k tokens. Pictorially,
k black dots (tokens) are placed in p.

Places are used to describe possible local system rates, named conditions or situa-
tions. Transitions are used to describe events that may modify the system state. Arcs
specify the relation between local states and events in two ways: they indicate the
local state in which the event can occur, and the local state transformations induced by
the event.

The presence of a token in a place is interpreted as holding the truth of the condi-
tion associated with the place. The only execution rule in a PN is the rule for transition
enabling and firing. A transition t is considered as enabled if each input place p of t is
marked with at least w(p,t) tokens, where w(p,t) is the weight of the arc from p to t. An
enabled transition may or may not fire. A firing of an enabled transition t removes
w(p,t) tokens from all its input places p, and adds w(p,t) tokens to each of its output
places, where w(t,p) is the weight of the arc from t to p. The movement of tokens
through the PN graph represents the flow of information or control in the system [18-
20].

Fig. 1 presents an example of a PN. The input place for transition is place and

the set of output places for is

Fig. 1. Petri Net.
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For problems that include the completion of an activity, it is necessary and useful to
introduce time delays associated with transitions (activity executions) in their net
models. Such a PN model is known as a deterministic timed net if the delays are de-
terministically given, or as a stochastic net, if the delays are probabilistically specified.
In both cases, boxes of thick bars graphically represent transitions [17, 19].

The Stochastic Petri Net (SPN) model provides a more realistic representation of
matter [21]. In SPNs transitions are associated with random variables that express the
delay from enabling to the firing of the transition. The type of distribution in random
variables can be uniform, exponential, etc.

Reachability is a useful concept of PNs. Each initial marking has a reachability
set associated with it; this set consists of all the markings which can be reached from

through the firing of one or more transitions.
Each marking, which can be reached from the initial marking, is referred to as a

state. The reachability information is represented through a reachability graph, in
which each node corresponds to a state, and the edges are associated with transitions.
A directed edge is incident out of node and into node if and only if there ex-
ists a transition whose firing changes the initial marking to the marking the
edge bears the label Reachability graphs enable as to find all the nodes which can be
reached from by the traversal of directed paths [22].

A PN is safe if the number of tokens in each place does not exceed 1 for any mark-
ing reachable from an initial marking A PN is live if, no matter what marking has
been reached from it is possible to ultimately fire any transition of the net by pro-
gressing through some further firing sequence. A PN is reversible if, for each possible
marking M, is reachable from M [17].

3 Fault Diagnosis Using Petri Nets

This paper simulates the actions that are followed by the transformer maintenance
personnel in order to diagnose the fault and repair the transformer. It is important to
notice that the maintenance staff is not able to know the exact problem from the be-
ginning of the diagnosis process; there is crucial information that is obtained during
the whole transformer fault diagnosis process.

To better model the transformer fault diagnosis process, stochastic PNs are used in
this paper. These nets provide a structural tool, like flow charts, with the additional
advantages of simulating dynamic and concurrent actions, and they provide the simu-
lation results using stochastic times for a number of transitions.

Fig. 2 presents the proposed PN model for transformer fault diagnosis, Fig. 3 shows
the “not on-site repair” subnet (i.e. in case that the transformer repair is implemented
in the factory), and Table 1 describes all places and transitions that constitute the PN
models of Fig. 2 and 3. Places in shadow boxes represent the crucial information that
is obtained during the transformer fault diagnosis process; these places represent two
opposite events, so tokens can be placed only in one of the places.
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Fig. 2. PN model for transformer fault diagnosis.

The proposed PN models the following transformer faults: short-circuit, overload-
ing, oil leakage and insulation failure. The protection equipment that is used for detec-
tion of all the faults mentioned above is an integrated safety detector. This device
contains four switches: a pressure switch, which trips the transformer operation in case
of a strong short-circuit; a thermostat switch which alarms when oil temperature ex-
ceeds a predetermined temperature level; another thermostat switch that stops the
transformer operation when oil temperature reaches the trip level; and an alarm switch
that operates when oil is reduced to a specified level. The last switch also detects an
insulation failure, as the generated bubbles reduce the oil level. The activation of the
above switches notifies the personnel, and makes it capable of understanding the gen-
eral type of the problem. The possible initial warnings are a) alarm of the thermostat
switch (thermostat switch cannot trip without earlier alarm), b) trip of the pressure
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switch, and c) alarm of the oil level detector. In case of thermostat switch alarm, it can
be a change to trip when the maintenance staff arrives to the transformer, depending
on problem’s seriousness and the time required arriving in transformer’s area.

When the alarm or trip thermostat switch is activated, there is an overloading prob-
lem in the transformer. The maintenance staff has to check if the loads are over the
transformer overloading limits, reduce the loads accordingly and restart the trans-
former (in case of trip).

If the pressure switch trips, the problem is the appearance of a strong short-circuit.
The repair of the damage can not be done in the transformer installation area; the
transformer must be disconnected and transferred in a dedicated repairing area (e.g. in
a transformer factory).

Fig. 3. PN model for the “not on-site repair” subnet.

The handling of the maintenance staff is more complex, in case of alarm of the oil
level detector. The possible problems can be oil leakage or insulation failure. Initially,
the maintenance staff has to check the exact kind of damage. There are two possible
contingencies: either the level of the oil indicator is low or there are air bubbles

behind the observation glass In the first case, the problem is oil leakage, other-
wise there is insulation failure. The operation of transformer has to stop and it is
checked if it is possible to repair the transformer on-site. This depends on a) the type
of problem: the repair can be done if the oil leakage is not wide (i.e. the size of hole in
the tank is very small) or if the insulation failure is on a part outside the tank, and b)
the existence of suitable tools. The capability of on-site repair enables repairing possi-
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bilities for the two possible problems and and the specific type or

enables the transition or (on-site repair of the damage is possible). Then the staff

works on the problem (in the case of oil leakage, the lost oil has also to be replaced).
Finally, there is a check if everything works right. If there is still a problem, then the
transformer must be sent to a dedicated repairing area (i.e. on-site repair is not possi-
ble). The “not on-site repair” subnet of Fig. 3 is then models the transformer fault
diagnosis and repair process.

When the transformer arrives in the dedicated repairing area (not on-site repair),
before opening the tank, oil has to be removed. Fault diagnosis follows, and next
transformer repair is done. The time needed for transformer diagnosis and repair de-
pends on many factors, such as seriousness of the problem, availability of spare parts,
working load of factory personnel, etc. After repair, the transformer is reassembled
and is filled with oil, and the repaired transformer passes through quality control tests.
If the transformer passes successfully all the quality control tests, then it is sent back
in its area and is reinstalled (see Fig. 2), otherwise the repairing procedure is repeated.

Considering the sequence of transition firings and all marking reachable from the
initial marking, the reachability graph of the Petri subnet of Fig. 3 is drawn in Fig. 4
for the case of non-existence of any fault after the repair. The dotted arc represents the
modification carried out on the individual subnet, in order to validate its proper

John A. Katsigiannis et al.
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ties. By examining this reachability graph, it is validated that the constructed model is
safe, live and reversible. The verification of these important PN properties assures that
our subnet is feasible and deadlock-free [18].
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In the proposed PN modeling, immediate, deterministic and stochastic transitions
are used, which take integer values that represent hours. For stochastic transitions,
uniform distribution is assumed (i.e. the duration for transition of main net can take

an integer value from interval [1 5]). In Table 2, simulation results for fault diagnosis
and repair are presented.

Fig. 4. Reachability graph for the “not on-site repair” subnet.

4 Conclusions

Transformer fault diagnosis and repair is a complex task that includes many possible
types of faults and demands special trained personnel. This paper is concentrated on
the investigation of the applicability of Stochastic Petri Nets in the modeling of trans-
former fault diagnosis and repair process. Simulation results for the most common
types of transformer faults (overloading, oil leakage, short-circuit and insulation fail-
ure) are presented. The proposed methodology aims at identifying the transformer
fault and estimating the duration for transformer repair.



430 John A. Katsigiannis et al.

As future research objectives, the modeling of other uncommon transformer faults
and the more detailed analysis of the not on-site repair process would help in better
understanding the diagnosis and repair and in acquiring better simulation results (by
improving the accuracy of the stochastic transitions).
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Abstract. This paper presents results from the application of Radial Basis
Function Networks (RBFNs) to Short-Term Load Forecasting. Short-term Load
Forecasting is nowadays a crucial function, especially in the operation of liber-
alized electricity markets, as it affects the economy and security of the system.
Actual load series from Crete are used for the evaluation of the developed struc-
tures providing results of satisfactory accuracy, retaining the advantages
of RBFNs.

1 Introduction

Short-term load forecasting is one of the most significant functions of contemporary
energy management systems. The hourly load forecasting of the next 24 up to 48
hours ahead or more is needed to support basic operational planning functions, such
as spinning reserve management and energy exchanges, as well as network analysis
functions related to system security, such as contingency analysis. Especially in the
liberalized energy market operation, load forecasting plays a significant role in market
operation and in the resulting prices. Reliable load forecasting forms the basis for the
economic and secure operation of the system.

A number of algorithms employing artificial intelligence techniques have been
published in the literature [1-6]. In this paper the application of Radial Basis Function
Networks to the short-term load forecasting is proposed. RBFNs were chosen for the
following reasons:

RBFNs are universal approximators, i.e. they provide techniques for approximating
non-linear functional mappings between multidimensional spaces.
RBFNs are faster than other ANN models in the sense of neural learning. A typical
ANN learning algorithm follows a scheme with: random initial estimates, case by
case updating formulas, and slow convergence (or non-convergence). Contrary to
that learning scheme, RBFN usually applies classical optimising techniques. They
are not only faster, but also more understandable and easier to operate for end-
users.
In the framework of the Greek-Polish joint Research & Technology Programme

two RBFN structures were developed by the research teams of the University of Lodz
(UL) and the National Technical University of Athens (NTUA) and applied to actual
Greek and Polish load time-series [7]. In this paper results from the application to the
load time series of the island of Crete are presented. The power system of Crete was
chosen as a study case. Crete is the largest Greek island with the highest growth in
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peak load and energy nation-wide. There is a large variance between the maximum
and minimum load values throughout the year and even in a typical day. In summer’s
days the peak exceeds 450 MW, while the low load is about 100 MW. These large
variations make STLF more difficult. The system base load is covered by steam tur-
bines and the combined cycle plant, while for the peak, gas turbines at multiple cost
are used. Accurate STLF for efficient operational planning of the system is therefore
of vital importance.

2 Architectures of RBFN Models

2.1 RBFN Developed at NTUA

For one hour-ahead load forecasting the system comprises a combination of Radial
Basis (RBF) neural networks. In the input of the system, there are five RBFNs, which
accept the same input vector. Four of them have the same structure and each one is
trained with load time-series corresponding to each season of the year, in order to give
a better prediction in the period for which they have been trained. The fifth network is
trained with the load values that correspond to weekends and special days. The five
same networks consist of two layers and 48 neurons and the network’s spread is 256.
The input of the system, that is the input vector for all networks, consists of nine val-
ues: eight previous load values of the current point and the hour (1-24) that we want
to make the prediction for. The eight load values are the two latest hours’ values of
the current point and the three respective hours’ values of the past two days. For ex-
ample, if the load at 7:00a.m. on Friday is predicted, the input includes load values at
6:00a.m., 5:00a.m. of the current day and at 7:00a.m., 6:00a.m. and 5:00a.m. of the
previous two days.

L , previous load value
P1, first system’s prediction
H, time of day

The above networks provide five outputs and the system keeps the one with the
minimum distance from the average value of these outputs. The variance of the pre-
dicted value with the previous hour’s value and the respective hour’s value of the last
day is calculated next together with the cumulative probability density function of the
data. The predicted value, the five first elements of the input of the system, the mini-
mum and maximum values of the current day’s temperature, the cumulative density
function and the variances are provided as input to an RBFN that makes the final
prediction.

CPDF, cumulative density function,
V1,V2, variances between predicted value and previous load value.

The output network of the system has 96 neurons and the spread is 314.



434 Zbigniew Gontar, George Sideratos, and Nikos Hatziargyriou

2.2 RBFN Developed at UL

Forecasting models based on ANN methods, are organised as follows:

Separate models were used for the prediction of the load at typical days. These
models consist of 24 equations (one equation for each hour). The equations were
modelled using separate neural networks, all with one hidden layer and the same
structure.
For the special days the forecasting models were slightly modified. All equations
have been modelled by separate neural networks with one hidden layer and the
same structure each (however different, than in the previous case). In models for
special days, some heuristic adjustments associated with interpretation of input
variables and selection of training data were used:

Holidays were treated as Sundays, i.e. training and validation sets have in-
cluded both, Sundays and holidays, i.e. the last Sunday before holiday and the
second working day before holiday.
The days after holiday were treated as Mondays, i.e. training and validation
sets have included both, Mondays, and the days after holiday, as above.
The days two-day after holiday were treated as Tuesdays, i.e. training and
validation sets have included both, Tuesdays, and the days two-day after holi-
day.

The model of one hour ahead STLF consists of 24 equations (one for each hour):

- energy demand at hour t in k-th day,

- average energy demand at the period, to which the given hour t be-

longs (morning peak, night valley) in k-1-th day
- average energy demand at the period, to which the given hour t be-

longs (morning peak, night valley) in k-7-th day.

All equations have been modelled by different RBFN with the same structure each.
The used training data contained all days of the week (including Saturdays and Sun-
days).

The model of 24 hours ahead STLF consists of 24 equations (one forr each hour):

- energy demand at hour t in k-th day,

- average energy demand at the period, to which the given hour t be-

longs (morning peak, night valley) in k-1-th day
- average energy demand at the period, to which the given hour t be-

longs (morning peak, night valley) in k-7-th day.

All equations have been modelled by different RBFN of the same structure each. The
used training data contained all days of the week (including Saturdays and Sundays).
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The model of 48 hours ahead STLF consists of 24 equations (one per each hour):

- energy demand at hour t in k-th day,

- average energy demand at the period, to which the given hour t be-
longs (morning peak, night valley, ... – described in the section of data presenta-
tion) in k-1-th day

- average energy demand at the period, to which the given hour t be-
longs (morning peak, night valley) in k-7-th day.

All equations have been modelled by different RBFN with the same structure each.
The used training data contained all days of the week (incl. Saturdays and Sundays).

3 Evaluation of Forecasting Methods

3.1 Evaluation of the RBFN Developed at NTUA

In order to predict the load of the power system of Crete for one hour ahead, the five
networks of the system’s input were trained with the time-series of 1999 and part of
2000 and for testing the residual time-series of 2000. The time-series were divided to
the five learning sets, corresponding to the four sessions of year and to all special
days of year. The four learning sets contain about 1000 samples each and the rest
1430 samples. From the following tables it can be seen that the system can predict
better in the hours of the night and it is unstable in the morning hours (5:00a.m.-
10:00am) and in the evening hours (after 19:00)
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3.2 Evaluation of the RBFN Developed at UL

STLF models have been modelled by separate RBF with one hidden layer and struc-
ture {19-10-1} each, trained by incremental learning procedure. The obtained results
are summarized in Table 4. The average error of the prediction over all hours is 9.34
MW (4.17%). The best results were obtained for night hours with low dynamics of
load process (Fig.1). The worst hour is 6 p.m. with 6.47% average percentage error.
This is due to unexpected fluctuations in load process in that hour. For comparison,
prediction with MLP network with the same structure {19-10-1} has been made. In
this case, the average error of the prediction over all hours was 10.12 MW (4.42%).
The results reported in Table 4 indicate big maximum errors for some hours (for ex-
ample: 58.41% for 12 p.m., 57.64% for 5 p.m. or 51.79% for 7 p.m.). Such errors are
caused mainly by unexpected fluctuations observed in the load process (e.g. Fig.2).
These unexpected fluctuations have important influence on the generalization per-
formance of the proposed models.

Fig. 1. Daily load variation (solid) and Average Percentage Errors (dotted curve).

Fig. 2. Unexpected fluctuations of Crete data series.
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4 Conclusions

This paper presents RBFNs models for short-term load forecasting developed at the
University of Lodz and the National Technical University of Athens, respectively.
Results from the application and evaluation of the two models on load series from
Crete are presented. The obtained Mean Absolute Errors (MAE) for the next hour, 24-
hours and 48-hours ahead are summarized in Table 5. It can be seen that both models
provide results of satisfactory accuracy, retaining the advantages of RBFNs.
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Abstract. This paper presents a Reinforcement Learning (RL) method for op-
timal reconfiguration of radial distribution system (RDS). Optimal reconfigura-
tion involves selection of the best set of branches to be opened, one from each
loop, such that the resulting RDS has the desired performance. Among the sev-
eral performance criteria considered for optimal network reconfiguration, an
important one is real power losses minimization, while satisfying voltage limits.
The RL method formulates the reconfiguration of RDS as a multistage decision
problem. More specifically, the model-free learning algorithm (Q-learning)
learns by experience how to adjust a closed-loop control rule mapping operating
states to control actions by means of reward values. Rewards are chosen to ex-
press how well control actions cause minimization of power losses. The Q-
learning algorithm is applied to the reconfiguration of 33-bus RDS busbar sys-
tem. The results are compared with those given by other evolutionary pro-
gramming methods.

1 Introduction

The reconfiguration of radial distribution systems (RDS) aims at its optimal operation
satisfying physical and operating constraints. One of the criteria for optimal operation
is the minimization of the real power losses satisfying simultaneously operating limits
of voltages. A number of algorithms based on evolutionary computation techniques
[1-5] have been developed to solve this problem. These methods however are ineffi-
cient in providing optimal configurations for a whole planning period. In this paper
the RDS problem is solved by means of Reinforcement Learning (RL) [6-9]. RL
originates from optimal control theory and dynamic programming and aims at ap-
proximating by experience solutions to problems of unknown dynamics [8]. From a
theoretical point of view, many breakthroughs have been realized concerning the
convergence of the RL approach and their application to nonlinear systems [6, 8],
leading to very efficient algorithms. Also the rapid increase in computer capacities
makes RL methods feasible and attractive in the power system community [6, 8].

In order to apply RL, the reconfiguration problem is formulated as a multistage de-
cision problem. Optimal control settings are learnt by experience adjusting a closed-
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loop control rule, which is mapping operating states to control actions (set of branches
switched off one by one at each loop of RDS). The control settings are based on re-
wards, expressing how well actions work over the whole planning period. As a reward
function minimization of real power losses is chosen. Moreover all voltage limits
must be satisfied. In the paper the model-free learning algorithm (Q-learning) [6] is
applied to reactive power control, however the algorithm is general and can be ap-
plied to a wide variety of constrained optimization problems in planning or opera-
tional planning.

The paper is organized in 5 sections. Section 2 describes the Reinforcement Learn-
ing approach. In Section 3, Q-learning algorithm is implemented to optimal recon-
figuration of RDS. In Section 4, the results obtained by the application of the Q-
learning algorithm to the 33-bus RDS are presented. The results are compared with
those obtained by the evolutionary programming algorithm [1], showing the superior-
ity of RL. Moreover the superiority of Q-learning algorithm in providing optimal
reconfiguration over the whole planning period is depicted. In Section 5, general con-
clusions are drawn.

2 Reinforcement Learning (RL)

Reinforcement Learning (RL) techniques are simple iterative algorithms that learn to
act in an optimal way through experience gained by exploring an unknown system [6-
9]. RL assumes that the “world” can be described by a set of states S and an “agent”
can choose one action from a set of actions A. The operating range is divided into
discrete learning-steps. At each learning-step the agent observes the current state s of
the “world” and chooses an action that tends to maximize an expected
long-term value function [6-8]. After taking action (a), the agent is given an immedi-
ate reward expressing the effectiveness of the action and observing the result-
ing state of the “world” The particular RL algorithm used in this work is the
Q-learning algorithm [6]. The Q-learning optimal value function is defined by means
of the Bellman equation, as:

This represents the expected sum of rewards, when starting from an initial state (s)
taking action (a), and performing optimal actions (a') in next searches, until the opti-
mal value of Q-function, (Q*(s,a)) is reached. The discount parameter is
used to exponentially decrease the weight of rewards received in next searches [6-8].

Once we have the optimal value  it is easy to determine the optimal action
a* using a greedy policy [6-9]. A simple way is to look at all possible actions (a) from
a given state (s) and select the one with the largest value:

The Q-function (Q-memory) is typically stored in a table, indexed by state and ac-
tion. Starting with arbitrary values, we can iteratively approximate the optimal Q-
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function based on our optimality criteria. The table entry for state (s) and action (a) is
then updated according to [6]:

It is important to note that the new value for Q(s,a) memory is based both on the
current value of Q(s,a), and the values (immediate rewards) of control actions ob-
tained by next searches. So, the parameter plays a critical role represent-
ing the amount of the updated Q-memory (3) and affects the number of iterations. The
parameter represents the total amount of Q-values still remaining as a memory
in the Q-function [6].

3 Q-Learning Applied to Optimal Reconfiguration of RDS

For the purpose of our analysis a two-class classification is assumed. The “world” of
RL solution states is binary, comprising acceptable operating points character-
ized by satisfaction of all constraints and unacceptable, when any constraint is vio-
lated. The control vectors that combine discrete values of control adjustments are the
actions and the Q-learning algorithm is the “agent”. The algorithm proceeds
as follows: An operating point comprising a load and generation pattern including a
set of control actions is randomly created. The agent observes the state (s) of the sys-
tem, as obtained by the load flow solution, and chooses one control action (a) from
the control vector. A new load flow is executed. The agent observes the resulting state
of the solution (s') and provides an immediate reward expressing the
reduction of power losses. A new control (switching) action is selected next, leading
to a new load flow solution and a new reward. Selection of new control actions is
repeated until no more changes in the reward value or in control action can be
achieved. The goal of the agent is to learn the optimal Q-function (Q*(s,a)) using the
mappings of states to actions such that the long-term reward is maximized.
The procedure is repeated for a large number of operating states covering the whole
planning period. The agent finds the optimal control settings (a*) [6] using the opti-
mal policy described by (3). Table I shows the Q-learning algorithm applied in the
optimal reconfiguration of RDS.
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3.1 State Vectors

In order to confine the constrained variable within its operating limits, the states of the
system are discretized as follows:

When one of the variables (e.g voltage magnitude) lies outside its operating limits,
the state is considered as –1 level-state, otherwise it is considered at the zero level-
state. Consequently, if we have n-constrained variables, the total number of states is:

In our application the lowest voltage in each loop is constrained within operating
limits.

3.2 Action Vectors

If each control variable is discretized in levels (e.g branches to be opened one

at each loop of RDS), the total number of action-vectors affecting the load flow is:

m expresses the total number of control variables (e.g total number of branches to be
switched out).

3.3 Rewards

Optimal reconfiguration involves selection of the best set of branches to be opened,
one from each loop, such that the resulting RDS has the desired performance.
Amongst the several performance criteria considered for optimal network reconfigu-
ration, the one selected is the minimization of real power losses, while satisfying
operating limits of voltages. Application of the Q-learning algorithm to optimal re-
configuration of RDS is linked to the choice of an immediate reward (r), such that the
iterative value of Q-function (3) is maximized, while the minimization of total real
power losses (TPRL) is satisfied over the whole planning period. So the immediate
reward (r) is computed as:

4 Performance Results

The Q-learning algorithm is applied to the optimal reconfiguration of the 33-bus RDS.
The line diagram is shown in the Appendix and also in [1] together with the transmis-
sion line and load data. The control variables comprise the sets of branches to be
opened, one from each loop. There are five loops, therefore each control action of Q-
learning vector comprises five branches. Table 2 shows the branches comprising each
loop. According to this Table, the total number of control action vectors is calculated
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10x7x7x16x11= 86240. Since the lowest voltage magnitudes in each loop are
constrained within operating limits [0.96pu, l.05pu], the total number of solution
states is calculated The Q-learning algorithm (Table 1) can be implemented in
a large number of load combinations (operating points) selected over the whole plan-
ning period.

We first apply the Q-learning algorithm for a particular load profile. In this case we
set the Q-learning parameters and Figure 1 shows the obtained
immediate reward r (6) at each Q-learning step, corresponding to the upper values of
load. Each Q-learning step corresponds to an iteration of the Q-learning algorithm
(Table 1). The agent made approximately 46000 Q-learning steps to find the optimum
control actions. The whole computing time was 100 sec in a 1.4-GHz Pentium-IV PC.
This figure also depicts the convergence of Q-learning algorithm in a maximum re-
ward value (-0.354), mapping the optimum control action to the best solution state.

Fig. 1. Immediate rewards of Q-learning algorithm.

Table 3 shows the optimum control action (best set of branches switched out) 7-10-
13-31-25 and the total real power losses calculated at 110,05 kW. Moreover, Table 3
shows the voltage magnitude achieved by the evolutionary programming algorithm
reported in [1]. The latter proposes as best control action the set of branches to be
opened: (6-14-9-32-37). Table 3 also gives the load voltage magnitudes of 33-bus
RDS at the base case of branches switched out: (33-34-35-36-37).

The optimal solution of Q-learning compared to the evolutionary programming op-
timal solution is better, since all voltage constraints are satisfied and the total of real
power losses are smaller (110.05 kW compared to 118.37 kW [1]).

The Q-learning algorithm also provides on-line control under non-autonomous en-
vironment [8]. Such case study is considered when the system load varies over a pe-
riod. The load variation is cyclic with period of 50 Q-learning steps (1s) and it is mod-
eled according to the equation:
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z stands for the real or reactive parts of load. In this case we set the Q-learning pa-
rameters and
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The progressive learning of the control agent over the whole planning period is il-
lustrated in Figure 2. The convergence of Q-learning algorithm took about 78000
steps. Each Q-learning step corresponds to an iteration of the Q-learning algorithm
(Table 1). The whole computing times were 190 sec in a 1.4-GHz Pentium-IV PC.
This figure also depicts the convergence of Q-learning algorithm in a maximum range
of rewards [-0.467, -0.155] over the whole planning period, mapping the optimum
control action to the best solution state. The greedy-optimum control action includes
the branches to be switched out (6-10-8-32-37), satisfying all voltage constraints over
the whole planning period.

Fig. 2. Immediate rewards of Q-learning algorithm over the whole planning period.

5 Conclusions

In this paper the RL method was applied to the optimal reconfiguration of RDS. An
iterative Q-learning algorithm is implemented in order to provide the optimal control
action (set of branches to be opened one from each loop of RDS), satisfying all oper-
ating limits of the constrained variables (voltages) simultaneously with the minimum
total of real power losses. Optimal control settings are learnt by experience adjusting
a closed-loop control rule, which is mapping operating states to control actions by
means of reward values. As a reward function the total of real power losses was cho-
sen. The Q-learning algorithm was applied to the 33-bus RDS. The results have
shown that Q-learning algorithm is able to provide better control settings than other
evolutionary programming algorithms. Moreover, the RL approach provided on-line
optimal reconfiguration of the 33-bus RDS over the whole planning period.
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Abstract. This paper presents the capabilities offered by MultiAgent System
technology in the operation of a Microgrid. A Microgrid is a new type of power
system, which is formed by the interconnection of small, modular generation to
low voltage distribution systems. MicroGrids can be connected to the main
power network or be operated autonomously, similar to power systems of physi-
cal islands. The local DG units besides selling energy to the network have also
other tasks: producing heat for local installations, keeping the voltage locally at
a certain level or providing a backup system for local critical loads in case of a
failure of the main system. These tasks reveal the importance of the distributed
control and autonomous operation.

1 Introduction

Nowadays there is a progressive transition from a centralized power producing system
to a distributed one. This includes several small (1-20MW) and even smaller
(<0.5MW) units. It is obvious that this distributed power producing system needs a
distributed and autonomous control system. In this paper, the implementation of a
MultiAgent System (MAS) for the control of a set of small power producing units,
which could be part of a MicroGrid, are presented.

The use of MAS technology in controlling a MicroGrid solves a number of specific
operational problems. First of all, small DG (Distributed Generation) units have dif-
ferent owners, and several decisions should be taken locally, so centralized control is
difficult. Furthermore, Microgrids operating in a market require that the actions of the
controller of each unit participating in the market should have a certain degree of intel-
ligence. Finally, the local DG units next to selling power to the network have also
other tasks: producing heat for local installations, keeping the voltage locally at a cer-
tain level or providing a backup system for local critical loads in case of main system
failure. These tasks suggest the importance of distributed control and autonomous
operation.

This paper is organized as follows: the main market operations of the MAS are dis-
cussed in Section II. The software that was developed for the MAS system is de-
scribed in Section III. In Section IV the implementation and operation of the MAS in
the laboratory Microgrid installed at NTUA is presented. The last section concludes.
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2 Market Operation of the MicroGrid

This section describes a possible market operation of a Microgrid. The market model
that is used in this application is simple since our focus is on the operation of the
agents. The basic rule of the market is that if the MicroGrid is connected to the Grid
then there is no limit to the power that can be sold or bought from it (as long there are
no technical constraints). It should be noted that the product traded is the energy
(kWh) and not the power (kW). This is happening because it is very difficult to keep
the production, especially of a small unit, constant for a long period due to technical
reasons. However considering that energy is the interval of the power it is easier to
produce an exact amount of energy in a certain period of time (in our case 15 min-
utes). It is assumed that the Grid Operator announces two prices: the price for selling
kWh and the price for buying kWh. The production units that belong to the MicroGrid
adjust their set points, after negotiation with the other units, based on the Grids prices,
their operational cost and the local demands.

Fig. 1. The actions sequence for the Market Operation in the time domain.

The overall procedure, which is based on the FIPA English Auction Protocol [2], is
the following:

The Grid Operator announces the prices for selling (SP) or buying (BP) energy to
the MicroGrid. Normally it is SP>BP.
The local loads announce their demands for the next 15 minutes and an initial price
DP for the kWh. DP>BP and DP<SP.
The production units accept or decline the offer after comparing it with the accept-
able internal price (AP).
The local loads keep making bids according to the English Auction Protocol for a
specific time (3 minutes). This means that the load increases its offer as long
DP<SP or no production unit has accepted the offer.
After the end of the negotiation time all the units know their set points. If there is
no production unit of the Microgrid to satisfy the load demand the power is bought
from the Grid. Furthermore if the AP power is lower than the BP the production
unit starts selling energy to the network.

1.

2.

3.

4.

5.
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Fig. 2. Power flows and bids in the Microgrid.

For the previous model of operation the following remarks should be made.

There is no need to send a Schedule to the Grid Operator since the only limits for
taking or sending energy to the network is the technical constraints of the installa-
tion.
In the Microgrid MAS there is an extra Agent who is called MGCC (MicroGrid
Central Controller). Its primary job for our application is to record the bids and the
power flow. A transaction is valid only if it is registered in the MGCC agent and
this is vital in order to avoid double offers to separate loads. In Market Operation its
job is to create the final bill for each load or unit.

The next critical point is the behavior of the Units inside the MicroGrid. There are two
basic ways of operation: Collaborative and Competitive.

In the collaborative market all agents cooperate for a common operation. It is obvi-
ous that this case exists if the agents have the same owner or a very strong operational
or legal connection. Furthermore, in this kind of operation coordination among the
production units could take place in order to achieve a better operation and maximize
the gain of selling energy to the Main Grid.

In the competitive market each microsource has its own interests. This does not
necessarily mean that the other agents are opponents. If the microsource is a battery
system and its primary goal is to feed a number of computers with uninterruptible
power, then the behavior of this particular unit in the market would be very passive.
On the other hand, if the microsource is a CHP and its primary objective is the heating
of the local installation, then it might become a very aggressive player. The opera-
tional cost for this unit is reduced since it incorporates savings from heating. Further-
more, we should consider that some rules of the traditional Power Market are very
hard to apply. For example, the bid in the traditional market is not allowed to be lower
than the actual cost something that is very hard to apply in a Microgrid: in a CHP
occasionally the cost might be lower than the fuel cost in comparison to a simple gas
turbine.

In the application presented in this paper the market is assumed competitive and the
players focus mainly in the market.
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3 Software Implementation of the MAS

3.1 The MAS Technology in MicroGrids

The MAS theory appears to be a very useful tool for the operation and control of a
MicroGrid. Before continuing with the presentation of our implementation, it is useful
to provide a short description of the main theoretical principles of the agent theory, as
linked to our application [3,4].

The main element of a MAS is the agent, which is a physical entity that acts in the
environment or a virtual one without physical existence. In our case the physical entity
is a microsource, e.g. a Microturbine and a virtual one a piece of software that makes
bids to the energy market.

An agent is capable of acting in the environment, which means that the agent
changes its environment with its actions. A diesel generator by altering its production
changes the setpoints of other units, changes the voltage level in the adjacent buses
and in a more global point of view changes the security level of the system [affects the
stability of the system in case of a short circuit for example].

Agents communicate with each other and this is part of their capability for acting in
the environment. Consider a system that includes a wind generator and a battery sys-
tem: the battery system receives some power from the wind turbine to charge and to
provide it back to the system in time with no wind. In order to achieve this operation,
the two agents have to exchange several messages and, of course, this is a type of
action because the environment is altered in a different way than if the two agents
were acting without any kind of coordination.

Agents have a certain level of autonomy, which means that they can take decisions
without a central controller or commander and to achieve that, they are driven by a set
of tendencies. For a battery system a tendency could be: “charge the batteries when
the price for the kWh is low and the state of charge is low too”. The system decides
when to start charging based on its own rules and goals and not by an external com-
mand. In addition, the autonomy of every agent is related to the resources that it pos-
sesses and uses. These resources could be the available fuel for a diesel generator, the
bandwidth in the communication channel or the processor time.

Another significant characteristic of agents is that they have partial or none at all
representation of the environment. For example in a power system the agent of a gen-
erator knows only the voltage level at its own bus and maybe it can estimate what is
happening in some certain buses, but it does not know what is happening in the whole
system. This is the core of the MAS theory, since the goal is to control a very compli-
cated system with minimum data exchange and minimum computational demands.

Finally, another significant characteristic of an agent is that it has a certain behavior
and tends to satisfy certain objectives using its resources, skills and services. One skill
could be the ability to produce or store power and a service could be selling power in a
market. The way that the agent uses the resources, skills and services presents its be-
havior. As a consequence it is obvious that the behavior of every agents is formed by
its goals. An agent that controls a battery system and its goal is to supply uninterrupti-
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ble power to a load will have different behavior than a similar battery system whose
primary goal is to increase its profit by participating in the energy market.

3.2 Description of the MAS

In this section the specific MAS implementation is presented. For the implementation
the JADE Agent Management Platform was used. JADE (Java Agent Development
Framework) is a software development framework for developing MAS and applica-
tions conforming to FIPA (Foundation for Intelligent Physical Agents) standards for
intelligent agents.

Four kinds of agents are developed:

Production Unit: This agent controls the Battery Inverter of the Microgrid. The
main tasks of this agent are to control the overall status of the Batteries and to ad-
just the power flow depending on the Market Condition (prices).
Consumption Unit: This agent represents the controllable loads in the system. This
agent knows the current demand and makes estimations of energy demand for the
next 15 minutes. Every 15 minutes it makes bids to the available Production Units
in order to cover the estimated needs.
Power System: This agent represents the Main Grid to which the Microgrid is con-
nected. According to the Market Model presented in Section II the Power System
Agent announces to all participants the Selling and the Buying price. It does not
participate in the market operation since it is obliged to buy or sell any amount of
energy it is asked for (as long as there is no security problem for the network)
MGCC: This agent has only coordinating tasks and more specifically it announces
the beginning and the end of a negotiation for a specific period and records final
power exchanges between the agents in every period.

3.3 Services

According to the Agent Directory Service Specifications every agent announces to the
DF agent the services that it can offer to the MAS. The available services are:

Power_Production: This agent is a power producer.
Power_Consumption: This agent is a load.
Power_Selling: This agent can operate in the Energy Market and can sell power.
Power_Buying: This agent can operate in the Energy Market and can make bids for
buying power.
MGCC. This agent is the MGCC.

It should be mentioned that Power Production is a different service than the Power
Selling since the Power System agent produce power but it does not participate in the
Market. The same applies for the loads.
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Ontology3.4

According to the FIPA specification agents that wish to make a conversation need to
share the same ontology. The ontology used in the application has four main parts.

3.4.1 Concepts
Agent that operates in the MAS. This ontology includes information like Name,
Description, Available Services etc.
Bid that the agents exchange during the Market negotiation and includes informa-
tion about the amount of energy that is requested or offered, the price for this
amount and the period of time for which this bid is valid.
EnergyPackage which is the amount of energy that is going to be exchanged be-
tween Seller and Buyer after a transaction in the energy market.
GridPrices which are the prices for selling or buying electric energy from the main
power network (grid).

3.4.2 Predicates
Buyer is an Agent that Buys energy from another Agent
Seller is an Agent that Sells energy to another Agent

3.4.3 Agent Actions
Buy EnergyPackage from an Agent
Sell EnergyPackage to an Agent
Record Bid and EnergyPackage which is an order to MGCC indicating that a deal
came to an agreement.
Accept a Bid
Deny a Bid
Request an EnergyPackage.
Make a Bid
BidStart is an announcement that the agents can start making bids
BidEnd is an announcement that the agents should stop making bids

3.4.4 Behavior and Actions
In this section the behavior and the actions of the agents are described. The behavior
of every agent has two main parts:

Initialization in which every agent announces its services to the DF agent.
Normal Operation which includes all the tasks and actions that every agent per-
forms. In the following paragraph the behavior of each agent is presented sepa-
rately. All the agents use cyclic behavior.

MGCC: The first task of this agent is to record every message of type “Record” and
the second is to announce the period of the negotiation. According to the market



A Multi-agent System for Microgrids 453

model adopted, and in order to avoid double assignments, no energy exchange inside
the Microgrid happens unless it is recorded in the MGCC.

Power System: This agent announces the Grid sell/buy price to all agents that partici-
pate (according to their service declarations) in the Market. The announcement is
made just after the end of the negotiation period or whenever we have a change in the
prices. In order to simplify the start up of the other agents, it is not allowed for a mar-
ket agent to bid in the market if it has not received at least one announcement for the
grid prices. This means that the new agent launched will bid in the next period.

Consumption Unit: This agent has currently two tasks. The first task is to estimate its
energy needs for the next period and the second is to bid in the market.

Energy estimation: In our application the “persistence” method is used, i.e. estima-
tion is based on the current power demand assuming that this demand will be the
same in the next 15-20 minutes.
Market operation: The agent sends an offer to all available sellers for price higher
than the price BP that the Grid would buy. If the agent does not receive any “ac-
cept” message then increases the bid a bit more. This cycle continues, as long the
bid is lower than the sell price SP of the grid. After this it is obvious that it is in the
interest of the agent to buy energy directly from the Grid.

Production Unit: This agent just receives offers from the consumption units. The
agent decides based on its operational cost and the available capacity, if this is accept-
able or not.

4 The NTUA Microgrid

The MAS system that was developed for controlling the operation of Microgrid was
tested in the Laboratory Microgrid of the NTUA.

4.1 Equipment Description

The composition of the microgrid system is shown in Fig 3. It is a modular system,
comprising a PV generator as the primary source of power. Both microsources are
interfaced to the 1-phase AC bus via DC/AC PWM inverters. A battery bank is also
included, interfaced to the AC system via a bi-directional PWM voltage source con-
verter. The Microgrid is connected to the local LV grid, as shown in Fig 3 [1].

When the system is connected to the grid, the local load receives power both from
the grid and the local micro-sources. In case of grid power interruptions, the Microgrid
can transfer smoothly to island operation and subsequently reconnect to the public
grid.

The active power control is primarily performed by their power frequency control
characteristics, known as droop curves.
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Fig. 3. The laboratory Microgrid system.

4.2 Communication between Agents and Local Sources/Loads

One of the main difficulties for the development of our system is to establish the
communication between the agents and the inverters. The main method for communi-
cation is through OPC [OLE for Process Control and OLE stands for Object Linking
and Embedding] servers/clients. This method was selected since the manufacturer of
the inverter has available an OPC server suitable for his device.

4.3 Software Operation

In the Fig. 4 a display of the GUI of the agents is presented. From this screen the op-
erational cost can be adjusted. Similar forms have been developed for the Loads and
the Main Grid.

Fig. 4. Screenshot of the GUI for the Production Unit.

In the implementation developed, the main target is to produce or store a certain
amount of energy in a specific time period and this is done with a procedure that cal-
culates the droop frequency set point. This calculation is very fast, however due to
communication limitations the resulting set point can be sent to the inverter only every
4-5 seconds. This long period of time does not allow us to have a steady power pro-
duction since the grid frequency changes very fast. On the other hand, the 4-5 seconds
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delay is not a limitation if the aim is to produce a certain amount of energy in 10 or 15
minutes. This routine is implemented inside the agent that is controlling the production
units.

5 Conclusions

This paper presents an agent based operation of a MicroGrid. The main focus so far
has been on the communication of an agent that controls a production unit with its
market environment. Preliminary results have shown the feasibility of this approach.
Work is in progress in order to build controllable loads linked to the Consumption
Unit agents. The most efficient and cheap method to achieve this is by using a PLC
(Programmable Logical Controller). The Consumption Unit agent will have measure-
ments in order to estimate the consumption and to make more realistic bids. Further-
more, this agent will have the ability to control the load and to limit it according to the
market status or the MicroGrid security. In addition, more sophisticated market opera-
tions are tested in order to reveal potential technical problems, like the one presented
before (keeping the power at a certain level).
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Abstract. This paper presents a robust, automated registration algorithm, which
may be applied to several types of medical images, including CTs, MRIs, X-
rays, Ultrasounds and dermatological images. The proposed algorithm is in-
tended for imaging modalities depicting primarily morphology of objects i.e.
tumors, bones, cysts and lesions that are characterized by translation, scaling
and rotation. An efficient deterministic algorithm is used in order to decouple
these effects by transforming images into the log-polar Fourier domain. Then,
the correlation coefficient function criterion is employed and the corresponding
values of scaling and rotation are detected. Due to the non-linearity of the corre-
lation coefficient function criterion and the heavy computational effort required
for its full enumeration, this optimization problem is solved using an efficient
simulated annealing algorithm. After the images alignment in scaling and rota-
tion, the simulated annealing algorithm is employed again, in order to detect the
remaining values of the horizontal and vertical shifting. The proposed algorithm
was tested using different initialization schemes and resulted in fast conver-
gence to the optimal solutions independently of the initial points.

1 Introduction

Within the current clinical setting, medical imaging is a significant component of a
medical practice. Medical images are widely used by physicians not only for diagnos-
tic purposes, but prominently in the areas of therapy planning, or carrying out and
evaluating surgical and therapeutical procedures. The imaging modalities employed in
such images are mostly anatomical depicting primarily morphology of objects i.e.
tumors, bones, lesions. Medical images are frequently used in follow up studies for
monitoring the progress of such modalities.

Image registration is the procedure of finding correspondence between two differ-
ent images acquired at different time or by different devices in order to correct trans-
positions of image modalities [1]. Several methods of image registration have been
presented in literature, which can be broadly classified in local and global methods
[2], [3], [4]. Local registration methods extract image distinctive features, using a
subset of the original image information, and the correspondence between the images
is performed only on these extracted features. These methods are usually based on
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rules for both identification of features and determination of the correspondence.
Therefore local registration methods are difficult to generalize and deal with various
problem types. In contrast, global methods use all of the original image pixel values
within both images in order to determine the optimal set of transformation parameters
for an image pair. Global methods do not include any decision process for identifying
image features and can be generalized easily. However, these methods cannot be
practically applied in the cases where the unregistered images are also scaled or ro-
tated apart from being translated (horizontally and vertically shifted), due to the high
computational effort.

In the present paper, an effective global image registration procedure is described.
The input of the image registration procedure consists of the two images and the out-
put is the values of four parameters: Scaling ratio, Rotation angle, horizontal shifting
and vertical shifting [5]. The measurement of similarity between the two images is
based on the correlation coefficient function of the two images, which is a reliable
similarity criterion but it has the disadvantage of being sensitive to rotation and scal-
ing. Fourier Transform is used in order to diminish the effect of vertical and horizon-
tal shifting on the image pair. The computational effort of the full enumeration for the
correlation coefficient function as well as its non-linearity is the main reason for
adopting a random search optimization. The use of random search algorithms is a
generally acceptable technique for the optimization of non-linear problems. Their
major advantage is easy implementation and speed. On the other hand, their effi-
ciency is based on probability factors and their behavior is not predictable. An opti-
mization procedure based on the simulated annealing algorithm is developed and
applied for the maximization of the correlation coefficient function. The optimal val-
ues of scaling and rotation are introduced for the initial image alignment and the op-
timization procedure is applied again to find the optimal values of horizontal and
vertical shifting. Thus the registration procedure is divided in two stages: the first
stage deals only with scaling ratio and rotation angle, while the second stage com-
putes horizontal and vertical shifting. The complete image registration procedure is
depicted in Figure 1.

Fig. 1. The proposed image registration procedure.

The above registration algorithm may be applied in several medical imaging types
including X-rays, MRIs (Magnetic Resonance Imaging), US (Ultrasounds) and digital
skin images containing cutaneous lesions [6]. The rest paper is organized as follows:
Section 2 discusses the log-polar transform and the methodology. Section 3 presents
the general aspects of the simulated annealing algorithm. Section 4 provides results
from the image registration procedure applied in several types of medical images and,
finally, section 5 concludes the paper.
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2 Image Registration Method Based on Log-Polar Transform

A typical technique in order to estimate the correspondence of two images is the cal-
culation of the cross correlation function or the correlation coefficient function. The
two images may differ due to possible translation (horizontal and vertical shifting),
scaling (the one image is magnified towards the other) and rotation (the one image is
rotated towards the other). The correlation coefficient function is a normalized simi-
larity criterion, reliable and immune to white noise, but it has the disadvantage of
being sensitive to rotation and scaling. A very effective deterministic algorithm,
which transforms the Fourier functions of the images into the log-polar domain de-
scribed in [7], is used to overcome this problem. The algorithm diminishes the effect
of translation on the images and converts the scaling and rotation into independent
shifts in orthogonal directions.

Let us consider two images of the same object represented as functions f(x,y) and
f’(x,y) that are related through a four-parameter geometric transformation, described
by the following equation:

where and are the parallel shifting, is the scaling factor and b is the rotation
angle. The Fourier spectrums of the two images are related by the following equation:

In equation (2), the Fourier spectrums of the two images are independent of the
horizontal or vertical shifting of the images and are influenced only by the scaling and
rotation factors and b. Then, the polar transformation of the Fourier spectrums is
described by the following equations:

In equation (3), the effect of scaling and rotation are completely decoupled, since
the r-axis is affected only by the scaling factor and the polar angle is affected only
by the rotation angle b. The final step of the images transformation is the logarithmic
transformation of the r-axis. Then, equation (3) can be expressed as:

The remaining step is the selection of a similarity criterion for the two images in
the Log- Polar domain of their Fourier spectrum. The maximization of this criterion
proclaims the values of scaling ratio and rotation angle b. A commonly used crite-
rion is the cross-correlation coefficient function, which, in the present case, is defined
as:
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where the parameters are the log-difference of the scale factors R and the difference
of the rotation angle T. The values and are the lower and upper values of the
transformed images in the log-r axis respectively. The detection of the optimal values
R and T that maximize the correlation coefficient function of equation (5) can lead to
the estimation of scaling and rotation factors and b respectively, using equation (4).
After applying the computed scaling and rotation factors, the two images and
f’(x,y) differ only by the horizontal and vertical shifting and as it is shown by
the following equation:

Therefore, the problem is now reduced to finding the horizontal and vertical shifting,
which is a much simpler problem than the initial, as it involves only two independent
parameters. The calculation of the similarity criterion between two windows is re-
quired. These windows are:

where p is the assumed limit of shifting. The similarity criterion used in this case is
the following:

The detection of the optimal values and that maximize the correlation coeffi-
cient function of equation (7) can lead to the estimation of horizontal and vertical
shifting. The full enumeration of the potential problem solutions requires the calcula-
tion of the similarity criterion times in a window of pixels. This
could also be a complex and resources consuming problem in case we select a big
value for p. Therefore we used the simulated annealing algorithm.

3 The Simulated Annealing Algorithm

Optimization methods can be broadly classified into two classes: the gradient-based
methods and the direct search methods. Gradient-based methods use the first-order or
higher derivatives of an objective function to determine a suitable search direction.
Direct search methods require only the computation of the objective(s) function(s)
values to select suitable search directions. Since evaluating derivatives of the objec-
tive(s) function(s) is usually laborious, and in some cases impossible, this gives an
advantage to the direct search class of algorithms [8]. However, conventional search
techniques, such as hill climbing, are often incapable of optimizing non-linear multi-
modal functions, such as the correlation coefficient function employed in our case.
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Directed random search techniques however, such as Genetic Algorithms, Simulated
Annealing and Tabu search can find the optimal solution in complex search spaces.

The simulated annealing algorithm is based on the analogy between a combinato-
rial problem and physical systems integrating a large number of particles [9, 10]. The
algorithm consists of a sequence of iterations. Each iteration includes a random
change of the current solution to create a new solution in its “neighborhood”, which is
defined by the choice of the generation mechanism. The objective function for the
newly produced solution is computed to decide whether it can be accepted as current.
In the case of maximization problems, if the value of the objective function for the
newly produced solution is greater than the value for the current, the newly produced
solution is directly taken as current and the optimal solution is updated. Otherwise,
the newly produced solution may be accepted as current according to Metropolis’s
criterion based on Boltzman’s probability [10]. In accordance to Metropolis’s crite-
rion, if the objective function value of the current solution minus the respective value
of the newly produced one is equal or larger than zero, a random number in [0,1] is
generated from a uniform distribution and if then the newly produced
solution is accepted as current. If not, the current solution remains unchanged. The
parameter k is a constant and T is the temperature parameter that is updated after
iterations according to a certain schedule (“cooling schedule”). is the difference of
the new solution’s objective function value and the respective value for the current.
The parameters to be optimized are usually represented in a string form using various
binary coding schemes.

The above presented simulated annealing algorithm has been employed for the es-
timation of the scaling factor and the rotation angle of the image pair in the first stage
and the horizontal and vertical shifting in the second stage. During implementation
four principal choices were adopted:

The representation of solutions: The solutions are represented in a bit string of 8
bits length, while each bit may be in 4 levels and take the values 0, 1, 2, 3.
The definition of the objective function: The correlation coefficient function is se-
lected as the objective function. In the case of detecting the scaling and rotation
factors, the images are previously transformed in the log-polar Fourier domain in
order to eliminate the effect of horizontal and vertical shifting.
The definition of the generation mechanism: New solutions are produced by ran-
domly selecting a bit in the bit string of the current solution and then randomly
flipping its value one level up or down.
The design of a cooling schedule: This issue requires the determination of the ini-
tial and the lowest temperature the parameter of the maximum
number of iterations for each temperature level, the maximum number of accepted
“worst-than-current” solutions and the temperature update rule. The tem-
perature update rule employed here is the following

1.

2.

3.

4.

where c is a temperature factor which is a constant smaller than 1 but close to 1.
The parameters used in the developed simulated annealing algorithm are: k=0.005,

A flow chart showing the steps of the algorithm is presented in Figure 2.
c=0.9,
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Fig. 2. Simulated Annealing Implemented Algorithm Flowchart.

4 Case Studies Application and Results

The proposed image registration algorithm has been applied in four indicative types
of medical images depicted in Figure 3. In order to reach in comparable results all
images had a resolution of 256×256 pixels in a grayscale mode.

The algorithm has been introduced in several scenarios of image translation, rota-
tion and scaling. The upper and lower values of expected scaling ratio are 0.1 up to 1
and the corresponding values of rotation angle are kept to –30 till 30 degrees. Three
scenarios of image scaling and rotation for each image are investigated and several
runs of the algorithm have been tried for each scenario. The results of these runs are
summarized in Table 1. The mean values of the optimal solutions are close to the
actual values. The maximum error observed is 0.01 for the scaling factor and 1.46
degrees for the rotation factor. In the above runs, the simulated annealing algorithm
did not require more than 1320 iterations of the similarity criterion calculation to find
the optimal solution, while the full enumeration requires calculations.
Therefore, the simulated annealing algorithm resulted in an acceptable solution de-
manding only 2% of the time needed for the complete enumeration. In Figure 4(a) the
solutions examined as current solutions during the progression of the algorithm’s
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search are presented in the case of the MRI image. It can be seen that the total number
of solutions examined is significantly low, but very well distributed in the whole
solution space.

Fig. 3. The medical images used as a case studies: (a) Dermatological image, (b) Ultrasound
image, (c) Magnetic Resonance Image (d) X-ray image.

Figure 4(b) displays the correlation coefficient values for the solutions considered
as optimal. The depicted scenario refers in 80% scaling and 20 degrees clockwise
rotation for the dermatological image in Figure 3(a). It can be noticed in Figures 4(c)
and 4(d) that in some cases a latter optimal solution’s value for the scaling factor or
the rotation angle separately may be further away from the value of a former value.
However, the corresponding value of the correlation coefficient function, as it can be
seen in Figure 4(b), is always improving.

The second stage of the registration procedure refers to the detection of the hori-
zontal and vertical shifting. The maximum horizontal and vertical shifting expected is
p=60 pixels in all directions. Several runs of the simulated annealing algorithm have
been tried for three scenarios in order to test the robustness of the algorithm. The
results are summarized in Table 2. The maximum error observed is 1.4 pixels for the
horizontal and 2.2 pixels for the vertical shifting. In the above runs, the simulated
annealing algorithm did not need more than 1100 iterations to find the optimal solu-
tion. According to the analysis in section 2, the full enumeration requires
calculations of the objective function. Therefore, the simulated annealing algorithm
resulted in a good solution demanding only 7.6% of the computational time needed
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Fig. 4. (a) Solutions examined for the estimation of scaling and rotation factors in the case of
the Magnetic Resonance image of Figure 3(c), (b) Convergence of the simulated annealing
algorithm for various initial points in the case of the dermatological image (representation of
the correlation coefficient function), (c) Convergence of the simulated annealing algorithm for
various initial points in the case of the dermatological image (representation of the scaling
ratio), (d) Convergence of the simulated annealing algorithm for various initial points in the
case of the dermatological image (representation of the rotation angle).

for the complete enumeration. In Figure 5(a), the examined current solutions in the
case of the Ultrasound image are presented. The total number of solutions examined
is very well distributed in the solution space.

As it was done previously, the simulated annealing was applied to the different
scenarios of the horizontal and vertical shifting using different initial solutions. In
Figure 5(b), the correlation coefficient values for the solutions considered as optimal
during the algorithm’s search are presented, for four runs with different initial solu-
tions. The scenario presented analytically is –20 pixels horizontal shifting and 10
pixels vertical shifting for the case of the MRI in Figure 3(c). In Figure 5(b) the objec-
tive function (correlation coefficient) is presented while Figures 5(c) and 5(d) provide
the corresponding values of horizontal and vertical shifting.

5 Conclusion

In the present paper, an efficient algorithm that overcomes the increased complexity
problem of global image registration methods is proposed. The algorithm is based on
Log-Polar transform to decouple the effect of translation, scaling and rotation on the
image pair and on a fast simulated annealing algorithm to maximize the non-linear
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Fig. 5. (a) The solutions examined for the estimation of horizontal and vertical shifting in the
case of the Ultrasound image of Figure 3(b), (b) Convergence of the simulated annealing algo-
rithm for various initial points in the case of the MR image (representation of the correlation
coefficient), (c) Convergence of the simulated annealing algorithm for various initial points in
the case of the MR image (representation of the horizontal shifting), (d) Convergence of the
simulated annealing algorithm for various initial points in the case of the MR image (represen-
tation of the vertical shifting).

correlation coefficient similarity criterion. The registration procedure and the corre-
sponding optimization is divided in two consecutive stages; the first stage the scaling
and rotation factors are computed while in the second stage the horizontal and vertical
shifting are detected. The image registration algorithm has been applied to a variety of
medical images for several scenarios of image modalities. In all cases the image regis-
tration algorithm performed very well exhibiting low level of error. Future work on
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this algorithm will examine its efficiency to align altered images that are often used in
follow up studies and images containing the same anatomical morphology, but ac-
quired by different imaging devices i.e a tumor in CT and MRI image types.
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Abstract. This paper addresses the problem of emotion recognition in faces
through an intelligent neuro-fuzzy system, which is capable of analysing facial
features extracted following the MPEG-4 standard and classifying facial images
according to the underlying emotional states, following rules derived from ex-
pression profiles. Results are presented which illustrate the capability of the de-
veloped system to analyse and recognise facial expressions in man-machine in-
teraction applications.

1 Introduction

Current information processing and visualization systems are capable of offering
advanced and intuitive means of receiving input and communicating output to their
users. As a result, Man-Machine Interaction (MMI) systems that utilize multimodal
information about their users’ current emotional state are presently at the forefront of
interest of the computer vision and artificial intelligence communities. Such interfaces
give the opportunity to less technology-aware individuals, as well as handicapped
people, to use computers more efficiently and thus overcome related fears and pre-
conceptions. Besides this, most emotion-related facial gestures are considered to be
universal, in the sense that they are recognized along different cultures. Therefore, the
introduction of an “emotional dictionary” that includes descriptions and perceived
meanings of facial expressions, so as to help infer the likely emotional state of a spe-
cific user, can enhance the affective nature of MMI applications.

Automatic emotion recognition in faces is a hard problem, requiring a number of
pre-processing steps which attempt to detect or track the face, to locate characteristic
facial regions such as eyes, mouth and nose on it, to extract and follow the movement
of facial features, e.g., characteristic points in these regions, or model facial gestures
using anatomic information about the face.

Most of the above techniques are based on a well-known system for describing “all
visually distinguishable facial movements”, called the Facial Action Coding System
(FACS) [4], [6]. FACS is an anatomically oriented coding system, based on the defi-
nition of “action units” that cause facial movements. The FACS model has inspired
the derivation of facial animation and definition parameters in the framework of the
ISO MPEG-4 standard [7]. In particular, the Facial Definition Parameter (FDP) set
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and the Facial Animation Parameter (FAP) set were designed in the MPEG-4 frame-
work to allow the definition of a facial shape and texture, as well as the animation of
faces reproducing expressions, emotions and speech pronunciation. By monitoring
facial gestures corresponding to FDP feature points (FP) and/or FAP movements over
time, it is possible to derive cues about user’s expressions/emotions [1], [3].

In this work we present a methodology for analysing expressions. This is per-
formed through a neuro-fuzzy system which first translates FP movements into FAPs
and reasons on the latter to recognize the underlying emotion in facial video se-
quences.

2 Representation of Emotion

The obvious goal for emotion analysis applications is to assign category labels that
identify emotional states. However, labels as such are very poor descriptions, espe-
cially since humans use a daunting number of labels to describe emotion. Therefore
we need to incorporate a more transparent, as well as continuous representation, that
matches closely our conception of what emotions are or, at least, how they are ex-
pressed and perceived.

Activation-emotion space [3] is a representation that is both simple and capable of
capturing a wide range of significant issues in emotion. It rests on a simplified treat-
ment of two key themes:

Valence: The clearest common element of emotional states is that the person is
materially influenced by feelings that are “valenced”, i.e. they are centrally con-
cerned with positive or negative evaluations of people or things or events; the link
between emotion and valencing is widely agreed.
Activation level: Research has recognized that emotional states involve dispositions
to act in certain ways. A basic way of reflecting that theme turns out to be surpris-
ingly useful. States are simply rated in terms of the associated activation level, i.e.
the strength of the person’s disposition to take some action rather than none.

The axes of the activation-evaluation space reflect those themes. The vertical axis
shows activation level, the horizontal axis evaluation. A basic attraction of that ar-
rangement is that it provides a way of describing emotional states which is more trac-
table than using words, but which can be translated into and out of verbal descrip-
tions. Translation is possible because emotion-related words can be understood, at
least to a first approximation, as referring to positions in activation-emotion space.
Various techniques lead to that conclusion, including factor analysis, direct scaling,
and others [16].

A surprising amount of emotional discourse can be captured in terms of activation-
emotion space. Perceived full-blown emotions are not evenly distributed in activation-
emotion space; instead they tend to form a roughly circular pattern. In this framework,
identifying the center as a natural origin has several implications. Emotional strength
can be measured as the distance from the origin to a given point in activation-
evaluation space. The concept of a full-blown emotion can then be translated roughly
as a state where emotional strength has passed a certain limit. An interesting implica-
tion is that strong emotions are more sharply distinct from each other than weaker
emotions with the same emotional orientation. A related extension is to think of pri-
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mary or basic emotions as cardinal points on the periphery of an emotion circle (see
Figure 1).

Activation-evaluation space is a surprisingly powerful device, and it has been in-
creasingly used in computationally oriented research. However, it has to be empha-
sized that representations of that kind depend on collapsing the structured, high-
dimensional space of possible emotional states into a homogeneous space of two
dimensions. There is inevitably loss of information; and worse still, different ways of
making the collapse lead to substantially different results. Extreme care is, thus,
needed to ensure that collapsed representations are used consistently.

Fig. 1. The Activation-emotion space.

3 Modelling Facial Expressions Using FAPs

Two basic issues should be addressed when modelling archetypal expression:

(i) estimation of FAPs that are involved in their formation,
(ii) definition of the FAP intensities.

Table 1 illustrates the description of “anger” and “fear”, using MPEG-4 FAPs. De-
scriptions for all archetypal expressions can be found in [1].
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Although FAPs are practical and very useful for animation purposes, they are in-
adequate for analysing facial expressions from video scenes or still images. In order
to measure FAPs in real images and video sequences, it is necessary to define a way
of describing them through the movement of points that lie in the facial area and that
can be automatically detected. Such a description could gain advantage from the ex-
tended research on automatic facial point detection [10].

Quantitative modelling of FAPs can be implemented using the features labelled as
in the third column of Table 2 [11]. The feature set employs FDP feature

points that lie in the facial area. It consists of distances (noted as s(x,y), where x and y
correspond to FDP feature points ranked in terms of their belonging to specific facial
areas [13]), some of which are constant during expressions and are used as reference
points. It should be noted that not all FAPs can be modelled by distances between
facial protuberant points (e.g. raise_b_lip_lm_o, lower_t_lip_lm_o). In such cases, the
corresponding FAPs are retained in the vocabulary and their ranges of variation are
experimentally defined based on facial animations. Moreover, some features serve for
the estimation of the range of variation of more than one FAP (e.g.

3.1 Profiles Creation

An archetypal expression profile is a set of FAPs accompanied by the corresponding
range of variation, which, if animated, produces a visual representation of the corre-
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sponding emotion. Typically, a profile of an archetypal expression consists of a subset
of the corresponding FAPs’ vocabulary coupled with the appropriate ranges of varia-
tion. Table 3 and Figure 2 illustrate different profiles of “fear”. Detailed description of
profiles creation can be found in [13].

Fig. 2. MPEG-4 face model: animated profiles of “fear”.

The rules used in the facial expression recognition system have derived from the
created profiles.

4 The Facial Expression Recognition System

In general, six general categories are used, each one characterized by an archetypal
emotion. Within each category, intermediate expressions are described by different
emotional and optical intensities, as well as minor variations in expression details.
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A hybrid intelligent emotion recognition system is presented next, consisting of a
connectionist (subsymbolic) association part and a symbolic processing part as shown
in Figure 3. In this modular architecture the Connectionist Association Module
(CAM) provides the system with the ability to ground the symbolic predicates (asso-
ciating them with the input features), while the Adaptive Resource Allocating Neuro
Fuzzy Inference System (ARANFIS) [14] implements the semantic reasoning process.

The system takes as input a feature vector that corresponds to the features

shown in the third column of Table 2. The particular values of are associated to the

symbolic predicates – i.e., FAP values shown in the first column of the same table-
through the CAM subsystem. The CAM’s outputs form the input vector to the

fuzzy inference subsystem, with the elements of expressing the observed value of

a corresponding FAP. The CAM consists of a neural network that dynamically forms
the above association, providing the emotion analysis system with the capability to
adapt to peculiarities of the specific user. In the training phase, the CAM learns to
analyse the feature space and provide estimates of the FAP intensities (e.g. low, high,
medium). This step requires: (a) Using an appropriate set of training inputs f, (b) Col-
lecting a representative set of pairs (f, s) to be used for network training, and (c)
Estimating a parameter set which maps the input space F to the symbolic predi-
cate space S.

Fig. 3. The emotion analysis system.

ARANFIS evaluates the symbolic predicates provided by the CAM subsystem and
performs the conceptual reasoning process that finally results to the degree at which
the output situations – expressions- are recognised. ARANFIS [14] is a variation of
the SuPFuNIS system [5] that enables structured learning. ARANFIS embeds fuzzy
rules of the form “If is LOW and is HIGH then y is [expression - e.g. anger],
where LOW, and HIGH are fuzzy sets defined, respectively, on input universes of
discourse (UODs) and the output is a fuzzified expression.
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Input nodes represent the domain variables-predicates and output nodes represent
the target variables or classes. Each hidden node represents a rule, and input-hidden
node connections represent fuzzy rules antecedents. Each hidden-output node connec-
tion represents a fuzzy-rule consequent. Fuzzy sets corresponding to linguistic labels
of fuzzy if-then rules (such as LOW and HIGH) are defined on input and output
UODs and are represented by symmetric Gaussian membership functions specified by
a center and spread. Fuzzy weights from input nodes i to rule nodes j are thus

modeled by the center and spread of a Gaussian fuzzy set and denoted by

In a similar fashion, consequent fuzzy weights from rule nodes j to

output nodes k are denoted by The spread of the i-th fuzzified input

element is denoted as while is obtained as the crisp value of the i-th input ele-

ment. Knowledge in the form of if-then rules can be either derived through clustering
of input data or be embedded directly as a-priori knowledge.

It should be noted that in the previously described emotion analysis system, no hy-
pothesis has been made about the type of recognizable emotions, that can be either
archetypal or non-archetypal ones.

5 Application Study

Let us examine the situation where a PC camera captures its user’s image. In the pre-
processing stage, skin color segmentation is performed and the face is extracted. A
snake is then used to smooth the face mask computed at the segmentation subsystem
output. Then, the facial points are extracted, and point distances are calculated. As-
suming that the above procedure is first performed for the user’s neutral image, stor-
ing the corresponding facial points, the differences between them and the FPs of the
current facial image of the user are estimated.

An emotion analysis system is created in [12]. In the system interface shown in
Figure 4, one can observe an example of the calculated FP distances, the rules acti-
vated by the neurofuzzy system and the recognised emotion (‘surprise’).

To train the CAM system, we used the PHYSTA database in [2] as training set and
the EKMAN database [4] as evaluation test. The coordinates of the points have been
marked by hand for 300 images in the training set and 110 images in the test set. The
CAM consisted of 17 neural networks, each of which associated less than 10 FP input
distances (from the list of 23 distances defined as in Table 1 and mentioned in Ta-
ble 4) to the states (high, medium, low, very low) of a corresponding FAP, and was
trained using a variant of backpropagation learning algorithm [15]. Moreover, 41
rules were appropriately defined, half of them taken from the associated literature and
half of them derived through training [13], and inserted in the ARANFIS subsystem.

Table 5 illustrates the confusion matrix of the mean degree of beliefs (not the clas-
sification rates), for each of the archetypal emotions anger, joy, disgust, surprise and
the neutral condition, computed over the EKMAN dataset, which verifies the good
system performance, while Table 6 shows the more often activated rule for each of
the above expressions.
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Fig. 4. System Interface.
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6 Conclusions

Facial expression recognition has been investigated in this paper, based on neuro-
fuzzy analysis of facial features extracted from a user’s image following the MPEG-4
standard. A hybrid intelligent system has been described that performs extraction of
fuzzy predicates and inference, providing an estimate of the user’s emotional state.
Work is currently been done, extending and validating the above developments in the
framework of the IST ERMIS project [12].
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Abstract. It is common that documents belonging to historical collections are
poorly preserved and are prone to degradation processes. The aim of this work is
to leverage state-of-the-art techniques in digital image binarization and text
identification for digitized documents allowing further content exploitation in an
efficient way. A novel methodology is proposed that leads to preservation of
meaningful textual information in low quality historical documents. The method
has been developed in the framework of the Hellenic GSRT-funded R&D pro-
ject, D-SCRIBE, which aims at developing an integrated system for digitization
and processing of old Hellenic manuscripts. After testing of the proposed
method on numerous low quality historical manuscripts, it has turned out that
our methodology performs better compared to current state-of-the-art adaptive
thresholding techniques.

1 Introduction

Historical document collections are a valuable resource for human history. It is com-
mon that documents belonging to historical collections are poorly preserved and are
prone to degradation processes. This work aims to leverage state-of-the-art techniques
in digital image binarization and text identification for digitized documents allowing
further content exploitation in an efficient way. The method has been developed in the
framework of the Hellenic GSRT-funded R&D project, D-SCRIBE, which aims to
develop an integrated system for digitization and processing of old Hellenic manu-
scripts.

Binarization (threshold selection) is the starting step of the most document image
analysis systems and refers to the conversion of the gray-scale image into a binary
image. Binarization is a key step in document image processing modules since a good
binarization set the base for successful segmentation and recognition of characters. In
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old document processing, binarization usually distinguishes text areas from back-
ground areas, so it is used as a text locating technique. In the literature, the binariza-
tion is usually reported to be performed either globally or locally. The global methods
(global thresholding) use one calculated threshold value to classify image pixels into
object or background classes [1-5], whereas the local schemes (adaptive thresholding)
can use many different adapted values selected according to the local area information
[6,7]. Most of the proposed algorithms for optimum image binarization rely on statis-
tical methods, without taking into account the special nature of document images [8-
10]. However, recently some document directed binarization techniques have been
developed [11-14]. Global thresholding methods are not sufficient for document image
binarization since document images usually have poor quality, shadows, nonuniform
illumination, low contrast, large signal-dependent noise, smear and strains. The most
famous and efficient global thresholding technique is this of Otsu [2].

In this paper, a novel adaptive thresholding scheme is introduced in order to bi-
narize low quality historical documents and locate meaningful textual information.
The proposed scheme consists of four basic steps. The first step is dedicated to a de-
noising procedure using a low-pass Wiener filter. We use an adaptive Wiener method
based on statistics estimated from a local neighborhood of each pixel. In the second
step, we use Niblack’s approach for a first rough estimation of foreground regions.
Usually, the foreground pixels are a subset of Niblack’s result since Niblack’s method
usually introduces extra noise. In the third step, we compute the background surface of
the image by interpolating neighboring background intensities into the foreground
areas that result from Niblack’s method. A similar approach has been proposed for
binarizing camera images [15]. In the last step, we proceed to final thresholding by
combining the calculated background surface with the original image. Text areas are
located if the distance of the original image with the calculated background is over a
threshold. This threshold adapts to the gray-scale value of the background surface in
order to preserve textual information even in very dark background areas. The pro-
posed method has been tested with a variety of low quality historical manuscripts and
has been reported to work better than the most famous adaptive thresholding tech-
niques.

2 Previous Work

Among the most known approaches for adaptive thresholding is Niblack’s method [8]
and Sauvola’s method [11].

Niblack’s algorithm [8] calculates a pixel-wise threshold by shifting a rectangular
window across the image. The threshold T for the center pixel of the window is com-
puted using the mean m and the variance s of the gray values in the window:

where k is a constant set to -0.2. The value of k is used to determine how much of the
total print object boundary is taken as a part of the given object. This method can dis-
tinguish the object from the background effectively in the areas close to the objects.
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The results are not very sensitive to the window size as long as the window covers at
least 1-2 characters. However, noise that is present in the background remains domi-
nant in the final binary image. Consequently, if the objects are sparse in an image, a
lot of background noise will be left. Sauvola’s method [11] solves this problem by
adding a hypothesis on the gray values of text and background pixels (text pixels have
gray values near 0 and background pixels have gray values near 255), which results in
the following formula for the threshold:

where R is the dynamics of the standard deviation fixed to 128 and k is fixed to 0.5.
This method gives better results for document images.

3 Methodology

The proposed methodology for low quality historical document binarization and text
preservation is illustrated in Fig. 1 and it is fully described in this section.

Fig. 1. Block diagram of the proposed methodology for low quality historical document text
preservation.

3.1 Stage1: Pre-processing

Since historical document collections are usually of very low quality, a pre-processing
stage of the grayscale source image is essential in order to eliminate noise areas, to
smooth the background texture and to highlight the contrast between background and
text areas. The use of a low-pass Wiener filter [16] has proved efficient for the above
goals. Wiener filter is commonly used in filtering theory for image restoration. Our
pre-processing module implements an adaptive Wiener method based on statistics
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estimated from a local neighborhood around each pixel. The grayscale source image

is transformed to grayscale image I according to the following formula:

where is the local mean and the variance at a NxM neighborhood around each
pixel. We used a 5x5 Wiener filter for documents with thick characters or an alterna-
tive 3x3 for documents with thin characters. Fig. 2 shows the results of applying a 3x3
Wiener filter to a document image.

Fig. 2. Image pre-processing. (a) Original image; (b) 3x3 Wiener filter.

3.2 Stage2: Rough Estimation of Foreground Regions

At this step of our approach, we want to obtain a rough estimation of foreground re-
gions. Our intention is to proceed to an initial segmentation to foreground and back-
ground regions and find a set of foreground pixels that is a superset of the correct set
of foreground pixels. In other words, we intend to obtain a set of pixels that contains
the foreground pixels plus some noise. Niblack’s approach for adaptive thresholding
[8] is suitable for this case since Niblack’s method usually detects text regions but
introduces extra noise (see Fig. 3). At this step, we process image I(x,y) in order to
extract the binary image N(x,y) that has 1’s for the rough estimated foreground re-
gions.

Fig. 3. Adaptive thresholding using Niblack’s approach (a) Original image; (b) Estimation of
foreground regions.
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3.3 Stage3: Background Surface Estimation

At this stage, we compute an approximate background surface B(x,y) of the image.
The pixels of the pre-processed source image I(x,y) belong to the background surface
B(x,y) only if the corresponding pixels of the resulting rough estimated foreground
image N(x,y) have zero values. The remaining values of surface B(x,y) are interpolated
from neighboring pixels. The formula for B(x,y) calculation is as follows:

The interpolation window of size dx x dy is defined to cover at least two image charac-
ters. An example of the background surface estimation is demonstrated in Fig. 4.

Fig. 4. Background surface estimation (a) Original image I; (b) Background surface B.

3.4 Stage4: Final Thresholding

In the last step, we proceed to final thresholding by combining the calculated back-
ground surface B with the original image I. Text areas are located if the distance of the
original image with the calculated background is over a threshold d. We suggest the
threshold d must change according to the gray-scale value of the background surface B
in order to preserve textual information even in very dark background areas. For this
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reason, we propose a threshold d that has smaller values for darker regions. The final
binary image T is given by the following formula:

A typical histogram of a document image (see Fig. 5) has two peaks, one for text
regions and one for background regions. The average distance  between the fore-
ground and background can be calculated by the following formula:

For the usual case of document images with uniform illumination, the minimum
threshold d between text pixels and background pixels can be defined with success as

where q is a variable near 0.8 that helps preserving the total character body in
order to have successful OCR results [15]. In the case of very old documents with low
quality and non-uniform illumination we want to have a smaller value for the thresh-
old d for the case of darker regions since it is a usual case to have text in dark regions
with small foreground-background distance. To achieve this, we first compute the
average background values b of the background surface B that correspond to the text
areas of image N:

Fig. 5. Document image histogram (a) Original image; (b) Gray level histogram.
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We wish the threshold to be approximately equal to the value when the back-
ground is large (roughly greater than the average background value b) and approxi-
mately equal to when the background is small (roughly less than with

To simulate this desired behaviour, we use the following logistic sig-

moid function that exhibits the desired saturation behaviour for large and small values
of the background as shown in Fig. 6:

After experimental work, for the case of old manuscripts, we suggest the following
parameter values: q = 0.6,

Fig. 6. Function d(B(x,y)).

4 Experimental Results

In this section, we compare the performance of our algorithm with those of Otsu [2],
of Niblack [8] and of Sauvola et al. [11]. We also give the results of the application of
a global thresholding value. The testing set includes images from handwritten or typed
historical manuscripts. All images are of poor quality and have shadows, non-uniform
illumination, smear and strain. Fig. 7 demonstrates an example of a typed manuscript,
while Fig. 8 demonstrates an example of handwritten characters. As shown in all
cases, our algorithm out-performs all the rest of the algorithms in preservation of
meaningful textual information.
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Fig. 7. Experimental results - binarization of a typed manuscript (a) Original image; (b) Global
thresholding; (c) Otsu’s method; (d) Niblack’s method; (e) Sauvola’s method; (f) The proposed
method.

Fig. 8. Experimental results - binarization of a handwritten manuscript (a) Original image; (b)
Global thresholding; (c) Otsu’s method; (d) Niblack’s method; (e) Sauvola’s method; (f) The
proposed method.
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To quantify the efficiency of the proposed binarization method, we compared the
results obtained by the well-known OCR engine FineReader 6 [17], using the binariza-
tion results of Niblack [8], Sauvola et al. [11] and the proposed method, as the inputs
of this engine. To measure the quality of the OCR results we calculated the Leven-
shtein distance [18] between the correct text (ground truth) and the resulting text. As
shown at Table 1, the application of the proposed binarization technique has shown the
best performance regarding the final OCR results.

5 Conclusions

In this paper, we present a novel methodology that leads to preservation of meaningful
textual information in low quality historical documents. The proposed scheme consists
of four (4) distinct steps: a pre-processing procedure using a low-pass Wiener filter, a
rough estimation of foreground regions using Niblack’s approach, a background sur-
face calculation by interpolating neighboring background intensities and finally a
thresholding by combining the calculated background surface with the original image.
Text areas are located if the distance of the original image with the calculated back-
ground is over a threshold. This threshold adapts to the gray-scale value of the back-
ground surface in order to preserve textual information even in very dark background
areas. The proposed methodology works with great success even in cases of historical
manuscripts with poor quality, shadows, nonuniform illumination, low contrast, large
signal-dependent noise, smear and strain. Experimental results show that our algo-
rithm out-performs the most known thresholding approaches.
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Abstract. In this paper we use a knowledge based inference model in combina-
tion with knowledge stored in a domain specific ontologies to organize and
combine semantically-related entities, within multimedia documents in order to
extract semantics from video sequences. The simulation results demonstrate that
is possible to extract high-level information from video if low-level features are
extracted with high precision. Within the scope of this work we are not particu-
larly interested in the method by which the low level features are extracted from
the video.

1 Introduction

Researchers in content-based retrieval are concentrating on extracting semantics from
multimedia documents so that retrievals using concept-based queries can be tailored to
individual users. Following the semantic web paradigm, techniques for video annota-
tion are now deployed. Manual annotation however, is time consuming and therefore
expensive task. Fully automatic annotation of video, on the other hand, despite many
efforts, is not feasible. Currently, all the efforts are focused on creating semi-
automatic tools for annotation of multimedia content. New application in the context
of the semantic web have renewed interest in the creation of knowledge based sys-
tems, and in particular on the exchange of information for different applications. As a
result, new tools for creating and maintaining ontologies (formal explicit specifica-
tions of domain) have been developed, and there are many efforts to create domain
specific ontologies.

In parallel with advancements in the development of the Semantic Web, is a rapid
increase in the size and range of multimedia resources being added to the web. Ar-
chives museums and libraries are making enormous contributions to the amount of
multimedia on the Internet through the digitization and online publication of their
photographic, audio, film and video collection.

Although significant progress has been made in recent years on automatic segmen-
tation, scene detection, and the recognition and detection of low level features from
multimedia content, comparatively little progress has been made on machine genera-
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tion of semantic descriptions of audiovisual information. The representation of the
semantics of MPEG-7 terms within machine processable ontologies facilitates effi-
cient knowledge based multimedia systems, which are capable of automatically ex-
tracting and aggregating semantic information about the audiovisual data.

Within this paper we attempt to exploit all these developments- the rapid growth in
multimedia content, the standardization of the content description and the semantic
web infrastructure – to develop a system which will automatically retrieve related
multimedia entities and generate knowledge through neurofuzzy inferencing and do-
main specific ontologies.

The work presented in this paper differs from previous works in two major aspects:
(1) we produce dynamic inferencing in the sense that the system is using predefined
mapping rules extracted from an ontology knowledge database, which can be adapted
to specific context and user through a learning procedure provided by a new mathe-
matical model. (2) using the combination of domain specific multimedia ontologies
we can generate real time-semantic inferencing in multimedia documents, which can
be used for searching and efficient retrieval in multimedia content.

2 Related Background

In order to achieve the above tasks we have combined a number of related technolo-
gies and research areas, such as the semantic web initiative, artificial intelligent tech-
niques, knowledge based systems and knowledge management techniques.

2.1 Neurofuzzy Inferencing

Fuzzy systems are numerical model-free estimators. While neural networks encode
sampled information in a parallel-distributed framework, fuzzy systems encode struc-
tured, empirical (heuristic) or linguistic knowledge in a similar numerical framework.
Although they can describe the operation of the system in natural language with the
aid of human-like if-then rules, they do not provide the highly desired characteristics
of learning and adaptation. The use of neural networks in order to realize the key con-
cepts of a fuzzy logic system enriches the system with the ability of learning and im-
proves the subsymbolic to symbolic mapping. One of the key-aspects of the present
work is the description of semantic events and composite objects, in terms of rules
employing fuzzy hypotheses (the degree of belief of the presence of specific objects
and their interrelations). For the above representation, a neurofuzzy network is used in
order to preserve the symbolic nature of the information, also providing learning capa-
bilities. The proposed inference model can be seen in Figure 1.

The input of the system is the evaluated predicates (semantic entities) and the out-
put a new recognized entity. The inferencing procedure is completed through IF-
THEN rules, which are stored in a semantic knowledge container. The semantic
knowledge is an ontology infrastructure.
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Fig. 1. The neurofuzzy model.

2.2 Semantic Web Activity and Multimedia Ontologies

Currently computers are changing from single isolated devices into entry points to
worldwide network of information exchange and business transactions called the
World Wide Web (WWW). For this reason, support data, information, and knowledge
exchange has become a key issue in current computer technology. The success of the
WWW has made it increasingly difficult to find, access, present and maintain the
information required by a wide variety of users. In response to this problem, many
new researchers initiatives and commercial enterprises have been set up to enrich
available information with machine processable semantics. The semantic web will
provide intelligent access to heterogeneous, distributed information enabling software
products (agents) to mediate between user needs and information sources available.

One of the cornerstones of the Semantic Web is the Resource Description Frame-
work (RDF). RDF provides a common underlying framework for supporting semanti-
cally rich descriptions, or metadata, which enables interoperable XML data exchange.
The Web Ontology group are currently developing a Web Ontology Language (OWL),
based on RDF Schema for defining Structured, Web-based ontologies which will
provide richer integration and interoperability of data among descriptive communities.

An ontology is a formal, explicit specification of a domain. Typically, an ontology
consists of concepts, concept properties and relationship between concepts. In a typi-
cal ontology concepts are represented by terms. In a multimedia ontology concepts
might be represented by multimedia entities (images, video, audio, segments, etc.). In
this paper we use textual and non-textual representation of multimedia knowledge for
multimedia applications. Multimedia ontologies have many application areas such as
content visualization, content indexing, knowledge sharing, learning and reasoning.

3 The Model

The aim of our model is to produce semantic inferencing, using knowledge stored in
an ontology network. The output will be semantic events and composite object, which
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are detected in video sequences for real-time semi-automatic video annotation. To
achieve this goal, we must combine knowledge management technologies and mathe-
matical inferencing techniques. We use OWL, a machine processable ontology lan-
guage and the semantic web initiative/idea to organise the knowledge. In this way, our
model can automatically process this knowledge and produce logic through a neuro-
fuzzy inferencing network. The learning ability provided by the specific inference
network and the use of multimedia ontologies, which are not previously reported, are
the major advantages of this model. The learning procedure provides context adaptiv-
ity and alternative definition matching. In addition, the new adapted rules are replac-
ing the old rules in the ontology providing knowledge evolution and maintenance. The
proposed model consists of two main modules, the knowledge module and the infer-
encing module and several submodules (figure 2).

Fig. 2. The model.

3.1 Modes of Operation

The operation of the proposed model is divided into four modes. The initialisation of
the neurofuzzy network is the first mode. Rules describing situations are stored in the
knowledge database. These rules are transformed into numerical data and are used to
initialise the neurons weights. The learning procedure is the second operation mode.
The initialisation rules are adapted to the context and environmental conditions of the
current application through a learning algorithm. Input-output data sets are put in the
knowledge database to facilitate the adaptation of the existed knowledge. The new
adapted rules are replacing the old rules in the knowledge. This procedure is human
assisted since the new data might be incorrect. In this way we achieve semi-automatic
knowledge evolution and maintenance. In case the knowledge is externally modified,
then all the modes of operations must run from the beginning. Every time we insert
new learning data into the knowledge then we must the start system operation from the
learning mode.
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Fig. 3. The modes of operation.

4 Two-Layered Fuzzy Compositional Neural Networks

Let denote a fuzzy set defined on the set of output predicates, the

truth of which will be examined. Actually, each represents the degree in which the

i-th output fuzzy predicate is satisfied. The input of the proposed system is a fuzzy set
defined on the set of the input predicates, with each representing

the degree in which the i-th input predicate is detected. The proposed system repre-
sents the association which is the knowledge of the system, in a neurofuzzy

structure. After the evaluation of the input predicates, some output predicates repre-
sented in the knowledge of the system can be recognized with the aid of fuzzy sys-
tems’ reasoning [3]. One of the widely used ways of constructing fuzzy inference
systems is the method of approximate reasoning which can be implemented on the
basis of compositional rule of inference [3]. The need for results with theoretical
soundness lead to the representation of fuzzy inference systems on the basis of gener-
alized sup-t-norm compositions [4],[2]. A t-norm (triangular norm) is a function

satisfying for any the next four conditions:

1. t(a,1) = a and t(a,0) = 0
2. implies
3. t(a,b) = t(b,a)
4. t(a,t(b,d)) = t(t(a,b),d)
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Moreover, it is called Archimedean iff

t is a continuous function
t(a,a) < a, (idempotent)

1.
2.

The class of t-norms has been studied by many researchers [1], [5], [2]. Using the
definition of t-norms, two additional operators are defined
by the following relations:

where

With the aid of the above operators, compositions of fuzzy relations can be de-
fined. These compositions are used in order to construct fuzzy relational equations and
represent the rule-based symbolic knowledge with the aid of fuzzy inference [7].
Let X, Z, Y be three discrete crisp sets with cardinalities n, l and m respectively, and
A( X, Z), B(Z, Y) be two binary fuzzy relations. The definitions of sup-t and
compositions are given by

Let us now proceed to a more detailed description of the proposed neurofuzzy ar-
chitecture (Figure 1). It consists of two layers of compositional neurons which are
extensions of the conventional neurons [7]. While the operation of the conventional
neuron is described by the equation:

where is non-linearity, is threshold and  are the weights, the operation of the
sup-t compositional neuron is described by the equation:

where t is a fuzzy intersection operator (a t-norm) and  is the following activation

A second type of compositional neuron is constructed using the operation. The
neuron equation is given by:
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Fig. 4. The Neurofuzzy network.

The proposed architecture is a two-layer neural network of compositional neurons.
The first layer consists of the neurons and the second layer consists of the

sup-t neurons. The system takes as input, the input predicates and gives to the output
the recognized output predicates. The first layer computes the antecedents of the fuzzy
rules, while the second implements the fuzzy reasoning using the modus ponens
schema.

The rules describing the events are generally of the form “if input predicate (1)
and ... and input predicate (n) then output predicate (i)”.  Each rule consists of an
antecedent (the if part of the rule) and a consequence (the then part of the rule). The
set of the rules of the system is given in symbolic form by the expert and is used in
order to initialize the neurofuzzy network (giving its initial structure and weights).
During the learning process the number of neurons in the hidden layer and the weights
of the two layers may change with the aid of a learning with the objective of the error
minimization. The learning algorithm that supports the above network is applied in
each layer independently. During the learning process, the weight matrices are adapted
in order to approximate the solution of the fuzzy relational equation describing the
association of the input with the output. Using a traditional minimization algorithm
(for example the steepest descent), we cannot take advantage of the specific character
of the problem. The algorithm that we use is based on a more sophisticated credit
assignment that “blames” the neurons of the network using the knowledge about the
topographic structure of the solution of the fuzzy relation equation [7]. After the learn-
ing process, the network keeps its transparent structure and the new knowledge repre-
sented in it can be extracted in the form of fuzzy IF-THEN rules.
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5 Simulation Results

In this section we present some experimental results demonstrating the applicability of
the proposed algorithm in video sequences. The examples are illustrated in soccer
video sequences, where the moving objects are the players and the ball. That kind of
sequences has some special characteristics. These special characteristics, apart from
the size and the motion of the moving objects, also concern the different camera views
of the game, some fast motion cameras and their frequent zooming. These characteris-
tics are used as constraints for the extraction of the moving objects. An appropriate
parameter tuning is performed to detect and localize the objects even if their size is
very small or the background is not homogenous, or else different cameras capture an
event. The example consists of two soccer video sequences. In each video sequence an
event is taking place. The first video is showing the event ‘ball draws away from
player’, while the second is showing the event ‘player A passes the ball to player B’.
In each case the moving objects in attention, are located with polygons. In order to
detect an event, we must first recognize the moving objects and extract them as fuzzy
predicates. In the first example, the moving objects are the player and the ball. These
predicates are not capable to compose a rule, which characterize the specific event. An
event requires spatiotemporal relations between the object predicates. In the event
‘ball drawing away from player’, the relation is the distance between the two objects,
and it is calculated from the position of their metacenter. Furthermore, the timing of
the detected predicates is a vital factor for the detection of an event. For example, the
predicates ‘player’, ‘ball’ and the ‘distance between them’ cannot be used to detect the
event ‘ball drawing away from the player’. The distance of the ball from the player
must be increasing. The subsymbolic module gives degrees of confidence for each
fuzzy predicate every one-second. These degrees are stored into a buffer and fed into
the neurofuzzy network. In Fig. 5 the distances in pixels are: (a) 12, (b) 23, (c) 40, (d)
60, (e) 90, (f) 140. These numbers are normalized and transformed in degrees of con-
fidence for the predicate ‘distance between the ball and the player.

In Fig. 6, a more complicated event is shown. The ball is drawing away from player
A, moving in a certain direction and when a new player appears (player B), it is con-
cluded that the ball is approaching him. The incorporated fuzzy predicates in this ex-
ample are: ‘player A’, ‘player B’, ‘ball’, ‘distance of the ball from player A’, ‘distance
of the ball from player B’ and ‘playerA and playerB same team’. The localization of
the concerned objects is shown in boxes and for the description of this event some
more information, apart from the objects relative positions, is needed. Firstly, the
objects included in the event are recognized and the distances are calculated in pixels,
showing that the ball is going from player A to player B: (a) player A – ball = 21, (b)
player A – ball = 61, ball – player B = 88, (c) player A – ball = 64, ball – player B =
85, (d) player A – ball = 72, ball – player B = 77, (e) player A – ball = 81, ball –
player B = 67, (f) player A – ball = 87, ball – player B = 61. In Fig 6(a) the ball is set
given the description ‘close to player A’, in Figs. 6(b-d) the ball is described as ‘draw-
ing away from player A’, in Figs. 6(e-f) the ball is described as ‘moving towards
player B’ and in Fig. 6(f) the ball is ‘close to player B’. Also, if we extract some extra
features for the moving objects, like the mean intensity of the regions inside the
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bounding polygons, we can conclude that players A and B belong to the same team
and thus the event ‘player A passes to player B’ is detected.

Fig. 5. Event ‘ball draws away from player A’.

Fig. 6. Event ‘Player A passes the ball to player B’.
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Abstract. This paper discusses why intelligent embodied agents – concentrat-
ing on the case of graphically-embodied agents – require affective systems. It
discusses the risks involved in attempting to produce naturalistic expressive be-
haviour, and examines the specific case of facial expression generation. It con-
siders the approach taken by the EU Framework 5 project VICTEC to facial ex-
pressions and then discusses some of the issues in affective architectures needed
to drive facial expressiveness in an autonomous Intelligent Virtual Agent
(IVA).

1 Introduction

Unlike software agents in general, intelligent virtual agents (IVAs) – or synthetic
characters, or virtual humans - have an important characteristic in common with ro-
bots. This is embodiment, albeit in virtual form. Embodiment has a number of conse-
quences. It means that an IVA typically interacts with its virtual world through sen-
sors, of greater or less elaboration, and requires a perceptual component in its
architecture to handle this. It raises sometimes complex control issues as limbs, trunks
and heads have to move in a competent and believable fashion. However the conse-
quence that we will concentrate on in this paper is the use of embodiment as a com-
munication mechanism for the internal state of the agent, complementing its explicit
communication mechanisms such as natural language.

Why might one want to communicate an IVA’s internal state to a human user? One
important reason is to support the continuing human process of inferring the inten-
tions of an IVA – it motives and goals. This can help to produce a feeling of coherent
action which is required for the user to feel that in some sense they ‘understand’ what
an IVA is doing. We argue that a vital component of this process for the user is rec-
ognising the emotional state of the IVA and relating it to their own affective state. If
in turn the IVA is able to recognise the affective state of the user and perform an
equivalent integrative process, then one could speak of an ‘affective loop’ [12] be-
tween user and IVA.

Affective computing is a new but growing area within computer science, often
dated to the seminal work of Picard in 1997 [20]. It encompasses a large number of
research topics: some human-centred - sensing human affect and affective responses,
modelling the user state; and some technological - from affective wearable computers
to synthesising emotional systems on machines. Affect impinges directly upon work
with IVAs at the latter end of this list: in the expression of affective state, and in the
synthesis of the states that are to be expressed.

G.A. Vouros and T. Panayiotopoulos (Eds.): SETN 2004, LNAI 3025, pp. 496–504, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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Where software agents in general can often be thought of as communicating mostly
with each other, embodied agents are more and more expected to function in the hu-
man social context. Emotional expressiveness in such a context is not an optional add-
on but a fundamental requirement for competence and acceptability [21]. Consider for
example the acceptability of a virtual newsreader who announces the collapse of the
World Trade Centre in the same equable manner as the winner of a multi-million
pound lottery.

Moreover once an agent is embodied, the issue of trust is no longer merely a ra-
tional calculation, but is based on the perceived personality of the agent, in turn inti-
mately connected to its emotional expressiveness. Thus an IVA that offers the ‘human
touch’ can only do so if its expressive behaviour is consistent and appropriate. For
example, selling property, as does REA [4], cannot be carried out in the same way as
selling newspapers. The difference is not merely about the length of the dialogue
between user and IVA but about the affective engagement of the user in the process,
in turn partly dependent on the feeling that the IVA ‘cares’ about the seriousness of
the transaction. Other potential IVA applications have even greater requirements for
expressive accuracy – consider for example the level of social immersion required of
a user in an interactive narrative. Here, any feeling that the IVAs are ‘wooden’ or
‘robotic’, and not emotionally engaged with other IVAs and with their own choices,
may completely undermine the user’s own engagement in the story-telling process.

2 Expressive Behaviour

The main channels or modes available to an IVA for affective display are the obvious
visual ones of facial expression, posture, and gesture, plus in a few cases, voice. In
this section we will discuss facial expression as a way of illustrating the main issues
as this is the mode that has been researched most up to now. Less work has been car-
ried out on posture (Badler’s EMOTE system [5] is a seminal work here) and there is
no agreed method for describing or classifying gesture as yet. Work in expressive
voice is at a still earlier stage.

First it is worth highlighting an important generic issue for all modes – how far
naturalism is an appropriate or realistic aim. In the graphics world, a driving force has
been the attempt to achieve photo-realism, firstly in graphical worlds, and more re-
cently in graphical characters. The 2001 animated film “Final Fantasy- The Spirits
Within” is one example of such a search for photo-realism. On the other hand, many
researchers in IVAs are actually striving for believability [2], where an IVA is per-
ceived by the user as a compelling and engaging character.

The history of animation demonstrates that believability does not require natural-
ism – Mickey Mouse, probably the most successful animated character ever, looks
nothing like a real mouse. A comparison between the films “Toy Story” and “Final
Fantasy” demonstrates that in some cases a non-naturalistic character can be more
believable than a naturalistic one – certainly Buzz Lightyear in the former has made a
far greater impact than any of the characters in the latter.

An implicit assumption behind the striving for photo-realism is the reverse argu-
ment that a more naturalistic character must also be a more believable one. However
seminal work by Mori [17] in relation to robots, discussed in [6] in the context of the
‘life-like agents hypothesis’, demonstrates that this is not always true. Mori predicted
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that the more life-like a robot became, that is, the more naturalistically human, the
more familiar it would also become. However, he argues that just short of 100% natu-
ralism, there is actually a sharp drop in familiarity – or we might now say believabil-
ity; a drop so deep that it forms what he calls ‘the uncanny valley’. An explanation of
this effect suggests that a nearly-naturalistic character is capable of invoking standard
human-to-human responses up to the point where these heightened expectations are
jolted by some minor inconsistency. This jolt is experienced as a highly negative
reaction to the IVA.

Mori actually broke down his overall curve into two separate ones for movement
and appearance, and suggested that in fact the appearance curve was the dominant one
of the pair. Since real-time interactive behaviour is a good deal more challenging than
either static photo-realism or pre-rendered animation, the uncanny value is a persis-
tent risk in the drive to naturalistic IVAs.

2.1 Facial Expression

The risks of near-naturalism are perhaps not so widely perceived among those re-
searching facial expressiveness for IVAs. Certainly much of this work draws directly
upon human psychology and the categorisation of human facial expressions.

The Facial Action Coding System (FACS) is a method of describing facial move-
ment based on an anatomical analysis of facial action. This was systemised by Ekman
and Friesen, [9], but in fact goes all the way back to a French anatomist of the 19thC
– Duchenne de Boulogne; the author of “Mecanisme de la physionomie humaine”.
Duchenne had a patient with facial paralysis and was able to produce particular ex-
pressions on this man’s face by administering an electrical shock to different facial
muscles. He then photographed the results to produce a catalogue of human expres-
sions.

Fig. 1. GRETA [Pelachaud et al 01].

Affective facial expressions are defined in FACS not directly by muscle values but
by 46 Action Units (AUs), relating to whole groups of muscles. Duchenne identified a
particular type of smile ascribed to an unqualified feeling of happiness – still called
the Duchenne smile to differentiate it from all the other types of smiles that humans
display [13]. A Duchenne smile (Figure 1) is produced by two AUs or muscle groups.
One group around the mouth, called the zygomatic pulls up the lip corners; the other,
around the eyes, called the orbicularis, produces a lifting of the cheeks, narrowing of
the eye opening and that gathering of the skin around the eye called ‘crows feet wrin-
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kles’. Later research has shown that while a human subject can consciously control
the mouth AU, the orbicularis only responds to a genuine emotion of happiness.

FACS has been used for some time to visually code for affective expressions in
human subjects from video. It can be used to define the six ‘primitive emotions’ iden-
tified by Ekman [10] – anger, fear, disgust, joy, sadness and surprise – as recognised
across all human cultures. It has also heavily influenced the design of the MPEG4
facial animation system with its Facial Definition Parameters (FDPs) and Facial Ani-
mation Parameters (FAPs). This in turn has provided a mechanism for researchers to
produce facial animation in IVAs.

A good example of the use of MPEG4 as a basis for an expressive facial display in
an IVA can be seen in GRETA (Figure 2) [19]. This uses expressive folds and wrin-
kles in the model to achieve an equivalent effects to FACS using MPEG4 FAPs and
XML language annotation to invoke the desired effect for a particular piece of speech
output.

It can be considered perhaps the best such ‘talking head’ in the current state of the
art, yet even the small – scale illustration of Figure 2 shows that it some way from
photo-realism. It tackles a problem of naturalistic facial expression not so far men-
tioned – the dynamism of affective facial expression. While primitive emotions may
be recognisable across cultures from photographs, no real-world face holds such am
emotion for more than a fleeting second before moving on to the next. GRETA com-
bines affective expressions with many other factors such as glance and head move-
ment, yet the overall effect is still some way from that of a real human face. Produc-
ing a naturalistic dynamic in real;-time interaction is an extremely challenging
problem.

Fig. 2. Examples of the Duchenne smile.

2.2 Avoiding Naturalism

The IVAs being developed in the EU FP5 project VICTEC – Virtual ICT with Em-
pathic Characters [23] – represent a very different position on facial expressiveness.
In this project, IVAs act out short improvisational episodes on the theme of bullying,
with a child user interacting with the victimised character between episodes to act as
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an ‘invisible friend’ and offer advice, influencing its behaviour in the next episode.
Here, the expressiveness of the characters is required in order to engage the user in
dramatic interaction of the episodes and to develop a feeling of empathy and thus of
commitment towards the victim.

The approach just discussed in which FAPs are used to animate the structure of an
IVA’s face is clearly expensive in terms of rendering since it requires enough poly-
gons in the facial model to support the number of parameters in use. Where an IV A is
essentially a ‘talking head’ as in the case of GRETA, this level of detail is feasible,
but once several characters must interact in a virtual world that is itself contributing
substantially to the polygon count, this becomes very much less feasible. In addition,
the user’s viewpoint is very much further from the faces of the characters, making it
harder to recognise the expressions being displayed.

The VICTEC characters are deliberately cartoon-like in design, as can be seen
from the top-left component of Figure 3. In tune with this design, facial expressions
have been designed as textures rather than polygonal animations, with a small set of
primitives, some of which are shown in Figure 3. This is not only economical, but the
expressions are dramatically obvious to users, and preliminary evaluation [24] has
shown that believability is high even though naturalism is clearly not present.

Fig. 3. VICTEC facial expressions and cartoon-like character design.

3 Do the Right Thing?

Superficially, expressive behaviour may seem to belong entirely to the domain of
animation: after all, to move the features of a face, make a gesture, adopt a particular
posture is, for graphical characters, a graphical problem. While this is true for pre-
rendered animated characters in film, once a character has to interact in real-time the
problem is no longer merely one of graphically displaying an affective state, but of
generating the affective state in the first place. So the XML annotation used by
GRETA above to invoke facial expressions has to be generated ‘on the fly’ if it is to
interact with a user. In other words, expressive behaviour is an instance of the generic
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problem of behaviour for an autonomous agent: how to select the appropriate behav-
iour, or in the now classic phrase ‘do the right thing’ [15].

Affect, however, has a special status as a behaviour – it is not only an output from
a behaviour selection system, but is itself an input into that selection mechanism. As
argued by Damasio [7], affect should not be seen as the antithesis of rational decision-
making but as a vital part of ensuring that decisions are timely and relevant to the
situation of an agent. From this viewpoint, the expressive behaviour discussed above
acts as a window for the user into the decision-making process of the IVA, giving it a
leading role in supporting the decoding of motive and intention referred to above.

Where affective expressiveness is being generated by an internal architecture in
which behaviour is being autonomously selected, two overall approaches can be dis-
cerned. One might be termed the ‘low-level’ account of affect and frequently imple-
ments models of IVA physiology, for example the endocrine system [3,22]. Such
architectures are very successful in handling changes in affective state since they are
normally based on continuously-valued variables and reject affective labels such as
the six primitive emotions already referred to in favour of emergent states resulting
from the interaction of much lower-level processes.

However, difficulties emerge in applying such models successfully once IVAs
must act at the higher cognitive level of responding to each other’s goals and inten-
tions. Thus in the VICTEC domain, a bullying action may cause physical pain if one
character punches another, but more significant is the social humiliation of the exer-
cise of power by the bully over the victim. Here, higher-level models taken from psy-
chology have some advantages, since they are based on the concept of appraisal in
which a person, event or situation is evaluated in relation to an IVA’s own goals.
Appraisal can be thought of as acting as a high-level filter on perceptual input to an
agent (high-level because it uses far-from basic categories such as events, situations
and persons) via an emotional state which constrains the possible behaviours to be

Fig. 4. The VICTEC ‘Agent Mind’.
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selected for immediate execution. Figure 4 gives an example of the functional archi-
tecture that might result, as used in the VICTEC project.

The taxonomy of Ortony, Clore and Collins [18] – often abbreviated to OCC - has
been used in a number of IVA systems since it supplies straightforward rules for the
appraisal process. OCC divides the possible reactions of an agent into those in Ta-
ble 1.

The OCC model was not in fact originally intended for the generation of affective
state, but as a means of recognising it in other agents, and it has a number of weak-
nesses as an affective mechanism. One is that it has nothing concrete to say on how
affective state produces behaviour selection. Here other work, for example that of
Lazarus [14], is more useful since it introduces the concept of coping behaviour –
behaviour that tries to equalise an imbalance between the external situation of an
agent and its internal affective state. This approach has been used very successfully in
the Mission Rehearsal Exercise system of USC [11] as well as in Carmen’ Bright
IDEAS [16].

An alternative is to define a behaviour repertoire indexed by the OCC taxonomic
emotions, and how this might work for the type of emotions require3d for IVAs in the
bullying scenarios of the VICTEC project is shown in Table 2.

4 Conclusions

In this paper we have argued that affective systems are not optional extras for IVAs
but a requirement from at least two angles. The first is in the generation of the type of
expressive behaviour that allows a user to understand an IVA in terms of its motiva-
tions and goals. The second is precisely in generating these motivations and goals as
an input into the behaviour selection process of the IVA. In both cases, relevant work
from psychology can be drawn upon, though in both cases this work undergoes modi-
fication for the purpose of IVA development.
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One should note however that psychological theory is necessarily naturalistic, that
is, it seeks to model and explain the natural behaviour of humans. In some sense then,
the use of such theories - as against work in animation or indeed in drama, - is an
implicit choice by IVA researchers in the direction of naturalism. Yet Mori’s work
shows that naturalism and believability are far from the same thing. It may in fact be
that the aesthetic choices of the artist are at least as important as the scientific frame-
work of the psychologist in IVAs, and that in expressive affective behaviour, narra-
tive and drama require something that is ‘larger than life’ rather than the everyday
norms of behaviour.

Acknowledgement

The presentation of this work has been funded by the University of Piraeus Research
Centre.

References

1.

2.

3.

4.

5.

6.

7.
8.

9.

10.
11.

12.
13.

14.
15.

Badler, N. I; Reich, B. D. and Webber, B. L. (1997) Towards Personalities for Animated
Agents with Reactive and Planning Behaviors, in Creating Personalities for Synthetic Ac-
tors, eds. Trappl, R. and Petta, P. Springer-Verlag pp43—57 1997.
Bates, J. (1994), The Role of Emotion in Believable Agents Communications of the ACM
v37, n7 pp122—125 1994.
Canamero, D. (1998) Modeling Motivations and Emotions as a Basis for Intelligent Behav-
iour, Proceedings of the First International Conference on Autonomous Agents eds. John-
son, W. L. and Hayes-Roth, B. ACM Press pp148—155, 1998.
Cassell, J., Bickmore, T., Billinghurst, M., Campbell, L., Chang, K., Vilhjálmsson, H. and
Yan, H. (1999). “Embodiment in Conversational Interfaces: Rea.” Proceedings of the
CHI’99 Conference, pp. 520-527. Pittsburgh, PA.
Chi, D; M. Costa, L. Zhao, and N. Badler (2000) The EMOTE model for Effort and Shape,
ACM SIGGRAPH ’00, New Orleans, LA, July, 2000, pp. 173-182 2000.
Dautenhahn, K. (2002) The Design Space of Life-Like Robots. Proc. 5th German Work-
shop on Artificial Life, Lübeck 18th - 20th March, 2002, IOS Press, Eds D. Polani, J. Kim,
T. Martinetz, pp. 135-142.
Damasio, A. (1994)Descartes Error. Avon Books. 1994.
Duchenne (de Boulogne), G.-B. (1876). Mecanisme de la Physionomie Humaine. Atlas.
Deuxieme edition. J.-B. Bailliere et Fils.
Ekman,P. and Friesen, W.V (1978) Manual for the Facial Action Coding System, Consult-
ing Psychology Press, Palo Alto, Calif., 1978.
Ekman, P. (1982) Emotions on the Human Face. Cambrdige University Press.
Gratch, J; Rickel, J; & Marsalla, S. (2001) Tears and Fears, 5Th International Conference
on Autonomous Agents, ppl13-118 2001.
INVOLVE group http://www.dsv.su.se/research/k2lab/involve_group.htm.
LaFrance, M. (2002) What’s in a Robot’s Smile? The Many Meanings of Positive Facial
Display In: eds D..Canamero, R.S.Aylett, proceedings, Aimating Expressive Characters for
Social Interraction, AISB Symposia, April 2003 Imperial College London.
Lazarus, R.S& Folkman, S. (1984). Stress, appraisal and coping. New York: Springer.
Maes, P. (1990) How to do the right thing. Connection Science. 1990.



504 Ruth S. Aylett

16.

17.
18.

19.

20.
21.

22.

23.
24.

Marsella, S; Johnson, L.W. & LaBore, C. (2000) Interactive Pedagogical Drama Proceed-
ings, Autonomous Agents 2000.
Mori, M. (1982), The Buddha in the Robot, Charles E. Tuttle Co.
Ortony, A; Clore, G. L. and Collins, A. (1988) The Cognitive Structure of Emotions, Cam-
bridge University Press 1988.
Pelachaud,C; E. Magno-Caldognetto, C. Zmarich, P. Cosi, [01] Modelling an Italian Talk-
ing Head, Audio-Visual Speech Processing, Scheelsminde, Danemark, 7-9 septembre 2001.
Picard, R. (1997), Affective Computing, MIT Press 1997.
Sloman, A. and Croucher, M. (1981), Why Robots Will Have Emotions IJCAI81, PP197--
202, Vancouver, B.C 1981.
Velasquez, J.D. (1997) Modeling Emotions and Other Motivations in Synthetic Agents.
Proceedings, 14th National Conference on AI, AAAI Press, pp10-16.
VICTEC www.victec.org.
Woods, S; Hall, L; Sobral, D, Dautenhahn, K. & Wolke, D. (2003) Animated characters in
bullying intervention. In: T.Rist, R.S.Aylett, D.Ballin (eds) Proceedings, IVA2003 Springer
LNAI 2003.



Synthetic Characters with Emotional States

Nikos Avradinis, Themis Panayiotopoulos, and Spyros Vosinakis

Knowledge Engineering Lab, University of Piraeus, Department of Informatics
80, Karaoli & Dimitriou Street, 185 34, Piraeus, Greece

{avrad,themisp,spyrosv}@unipi.gr

Abstract. A new trend that has emerged in the field of applied artificial intelli-
gence in the past few years is the incorporation of emotion emulation mecha-
nisms in situated agent systems. Several researchers in the field of psychology
and neural science agree that emotion is an essential aspect of human intelli-
gence, diverging from the traditional treatment of emotion as something that in-
hibits rational thinking. This argument has also influenced the area of artificial
intelligence and especially the young, yet vibrant field of Intelligent Virtual
Agents, where it has become accepted that emotion is a key issue to achieve be-
lievable agent behaviour. The increased interest for emotions has resulted in
several computational emotional models having been presented, with diverse
approaches, generically classified into cognitive and non-cognitive, inspired by
areas such as neural science. Hybrid approaches have also appeared, combining
both cognitive and non-cognitive elements in an attempt to accurately describe
the inner workings of emotional mechanisms. Such a hybrid model is the one
we adopt in this paper, aiming to apply it to SimHuman, an intelligent virtual
agent platform, in order to introduce emotion awareness and affective behaviour
to the agent architecture.

Introduction

Emotion has been traditionally treated as a factor that inhibits rational thinking. Con-
sidered as a disorganized human response, emotion was labelled inappropriate for
decision-making, and although it might be suitable for art or entertainment, it had
better be kept out of scientific work.

This long-standing view on emotions has lately been strongly questioned. Re-
searchers, mainly from the area of psychology and neural science, agree that emotion
is an essential aspect of human intelligence. Particularly influential towards establish-
ing this notion were two popular works by Le Doux and Damasio in the mid-1990’s
[1,2].

Long before Damasio’s and Le Doux’s works, various researchers had argued
about the importance of emotions [3, 4, 5]. However, conclusions drawn from re-
search in neurology and psychology started having a stronger influence in the early
nineties, when several works on intelligent agents adopting ideas from the field of
psychology were presented [6, 7, 8, 9]. The AI research community started showing
an increased interest for the incorporation of emotion-handling mechanisms into em-
bodied intelligent agent systems, which had as a result the evolution of emotional
agents into a new, highly active research field. The importance of emotions became
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even more apparent with the appearance of virtual agent systems, as they provided a
basic feature classic agent systems lacked-embodiment. By assuming the existence of
a virtual body, agent systems moved from merely textual forms of communication to
highly expressive non-verbal communication means, such as body posture or eye gaze
[10]. These new ways of communication were particularly suitable to express emo-
tions, which provided a strong motivation to continue and expand research work in
this field.

Defining Emotions

While there is a lot of talk going on about emotions, a universal and authoritative
definition is difficult to be given. Many attempts to define emotion have been made,
with more than ninety of them having been reviewed in [11]. In the same paper,
Kleinginna and Kleinginna propose what is considered one of the most comprehen-
sive definitions of emotions:

“Emotion is a complex set of interactions among subjective and objective factors,
mediated by neural/hormonal systems, which can:

(a) give rise to affective experiences such as feelings of arousal, pleasure/dis-
pleasure;

(b) generate cognitive processes such as emotionally relevant perceptual effects,
appraisals, labeling processes;

(c) activate widespread physiological adjustments to the arousing conditions; and
(d) lead to behavior that is often, but not always, expressive, goal directed, and adap-

tive”.

The above approach defines emotions as relevant with cognitive as well as subcog-
nitive processes, placing subcognitive systems at an entry level, driving the higher
level subsystems. Although including goal-oriented behaviour, the definition differen-
tiates from other approaches such as Oatley’s one [12], where goal management is
considered an essential attribute of emotions.

A lot of the confusion about emotions is attributed to the fact that, being a common
word in every day language, the term is used to describe various closely related, yet
not identical concepts, such as moods, drives or emotional states. As a general rule,
emotions are responses to environmental input that produce an intense short-term
affective state-an emotional state [8]. So, if one experiences fear because of a threat-
ening event, he is afraid. A mood, on the other hand, is a longer-term affective state,
that cannot be clearly attributed to a specific cause-for example, depression, in its
common rather than its clinical definition can be considered a mood. Drives are
mainly physical and although not emotions themselves, they can activate or influence
affective processes-for example, hunger can make somebody irritated.

Do Agent Systems Really Need Emotions?

One could understandably pose the question “Why should I bother to put emotions in
an agent system? After all, I want my computer to be able to assist my work in an
efficient way-I don’t need an agent greeting me with a smile every time I switch it on
or start nagging whenever I make a mistake”.
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This can be easily answered when one considers applications involving some sort
of social interaction among agent and environment, agent and human user or agents
among themselves. When social issues emerge, purely rational agents prove insuffi-
cient, as the focus is not on providing the best solution to a well-defined problem, but
rather producing an output that is suitable and in context. Applications like interactive
storytelling [13], education, training in social and everyday skills [14] are examples
where awareness on emotions is essential.

The need for mechanisms that can model and handle emotions is even more appar-
ent in applications that include naturalistic animated visual representations of the
agent, where the issue of believability comes to surface. Even the simplest forms of
such applications, like two-dimensional talking heads, require attention so that the
agent’s representation does not seem robotic and lifeless. Animation sequences should
be coherent with the action the agent is performing or the message it is trying to
communicate. A virtual newscaster, for example, would seem absolutely fake if it was
presenting breaking news about a tragic accident with a bright, smiling face. Being
able to assume a suitable facial expression requires emotion-understanding skills from
the part of the agent system, so that it can recognize the emotional impact of the news
it is attempting to present.

The importance of emotions is even more apparent in Virtual Reality applications
where full-scale agent embodiment raises believability standards even higher. Provid-
ing multi-modal means of communication, 3D models of agents situated in virtual
environments are expected by the user not only to look realistic, but, more important,
demonstrate believable reactions and behaviour, consistent with the states they are in,
their own internal attributes as well as the stimuli they receive.

Physical Aspects of Emotion in Synthetic Agents

Having established the value of incorporating emotions into software agent applica-
tions, one has to consider what characteristics an agent should have in order to be
considered “emotionally aware”. A first look into the issue reveals two aspects of it:
Emotion Recognition and Emotion Expression.
Emotion recognition implies the ability to guess the emotional state of the agent itself,
as well as other agents situated in the environment either human or synthetic. Recog-
nition can be performed by observing a wide range of signals as well as reasoning
about situations that generate emotions. A list of such signals is presented below,
based on a list of sentic modulations presented by Picard in [8], The list refers to hu-
mans and is classified into two categories according to how easily these signs can be
perceived by an external observer.
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In order to recognise emotional states, an agent should be able to perceive the
above signs in addition to verbal emotional expressions and reason about them in
context with the environment. However, just being able to recognise emotions is not
enough for an emotional agent. It should also be able to express emotions in a way
perceptible by other agents, which means that at a physical level it should be able to
produce signs such as the above.

Expressing Emotions in Virtual Agents

Not all of the above features are easy or even feasible to be modelled and communi-
cated with existing technology. However, most current virtual agent systems support
all or some of the following:

Facial expressions
Movement
Gestures
Head orientation & Eye gaze
Posture
Vocal intonation
Linguistic expression
Odour emission

It is easily understood that emotion expression is finally a compound product,
emerging as a resultant of the synthesis of more than one of the above expressive
means. Expressing an emotion can either be a deliberate and conscious act, like a
willingly generated smile, or a spontaneous one, as a result of a certain emotional
state, like a shaking hand because of nervousness.

Emotion Generation in Synthetic Agents

Assuming a synthetic agent system incorporates all necessary means of emotion rec-
ognition and expression, there is still something missing so that it can be character-
ized as a full scale emotional agent. This is a mechanism to handle and generate emo-
tions in a believable way, consistent with the input received from the environment.
This mechanism should interact with the decision-making and motor components of
the agent, so that emotional effects on the agent’s actions can be taken into account
and properly manipulated. In [8] the basic characteristics of an emotional computer-
based system is presented, summarized in the five generic principles shown below:

1.

2.

3.

The system should demonstrate behaviour that appears to an external observer as a
result of emotional processes.
The system should have spontaneous, low level emotional responses to certain
stimuli.
The system should be able to cognitively process and generate emotions by reason-
ing about situations, especially when these concern its goals, standards, preferences
and expectations in some way.



Synthetic Characters with Emotional States 509

The system should be able to have an emotional experience and be aware of its
cognitive, physiological and subjective feeling aspects.
The system’s emotions should interact with other processes that imitate human
functions, including cognitive ones such as memory, perception, decision making,
learning, but also physical ones, such as sentic modulations.

4.

5.

Most of the emotional agent implementations presented up to date incorporate some
sort of mechanism that partially supports the above principles. In an attempt to pro-
duce more realistic emotional responses, the AI community has turned towards the
field of psychology and neuroscience, adopting theories and models devised by re-
searchers in these areas. Custom emotional models are not uncommon, but the major-
ity of them are in some way or another based on or influenced by established emotion
theories.

Models of Emotion

Theories about emotion generation are not a new development in science. Philosophi-
cal approaches concerning emotion first appeared in ancient times, with more com-
prehensive theories based on scientific observation rather than philosophy becoming
available in the century, such as Darwin’s research on animal and human emo-
tional expressions. However, the majority of the modern emotional theories are dated
to the 1960’s and forth.

The numerous different approaches presented so far can be roughly classified into
two broad categories-cognitive and non-cognitive theories. The distinction between
cognitive and sub-cognitive is directly analogous to the brain and body separation,
and is part of a long-standing debate on whether emotions are cognitive, therefore a
mental process or physical, therefore a bodily process.

The former approach is a high-level one, treating emotions as a result of symbolic,
cognitive processing that involves reasoning. Examples of this category are Frijda’s
[15] and Lazarus’[16] emotional theories, while the most representative example and
the most widely applied one in computer systems is the OCC model by Ortony, Clore
and Collins [17].

Sub-cognitive approaches, mainly inspired by the field of neural science, treat
emotion as a result of physiological processes that involve issues such as electrical
signal transmission and changes in body chemistry. Examples of this category are
Damasio [1] and Le Doux’s [2] theories.

Designing an Emotional Agent System

A hybrid approach, combining ideas from both cognitive and non-cognitive theories
of emotion activation was presented in an influential work by Carroll Izard in 1993
[18]. Attempting to bridge the gap between two strong standing, independent ap-
proaches, Izard proposes that emotions cannot be simply treated as something belong-
ing to the realm of either the cognitive or the sub-cognitive, and that the final state
and response of an emotional agent is the resultant of a multi-stage process involving
cognitive and non-cognitive functions. Izard argues there are numerous sources of
emotion activation, falling into four broad classes: Neural, sensorimotor, motivational
and cognitive.
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Fig. 1. Carroll Izard’s four systems of emotion activation (Izard, 1993).

The neural subsystem includes processes such as neural signal transmission, tem-
perature effects, hormone-affected functions or sleep, diet, environmental conditions.
The sensorimotor system includes processes such as facial expressions, body posture
or activity that can either elicit emotion or affect ongoing emotional experiences. The
motivational subsystem includes drives that can lead to emotion generation, such as
thirst or hunger, or processes where emotions like sadness can activate others like
anger. The cognitive subsystem includes higher-level processes, like appraisal of
situations, belief revision or causal attributions.

Although Izard’s model does not include implementation details, it illustrates the
importance of multiple levels of emotion activation processes, as well as establishing
a body-mind connection, by attributing emotion elicitation either to cognitive or non-
cognitive processes.

Combining Izard’s Theory with SimHuman

Adopting Izard’s ideas, we are currently working on an emotional agent model we
intend to apply over the existing SimHuman architecture. SimHuman, described in
[19], is an implemented virtual agent architecture as well as a tool for the creation of
virtual agent environments, supporting real-time animation features and incorporat-
ing. The SimHuman platform allows users to define and animate three-dimensional
scenes with an arbitrary number of objects, virtual agents and user-controlled avatars
and has embedded characteristics such as Inverse Kinematics, Physically Based Mod-
eling, Collision Detection and Response, and Vision. SimHuman agents have percep-
tion and task control capabilities that can be programmed using SLaVE, a custom
high level scripting language [20].

SimHuman’s architecture allows the implementation of intelligent virtual agents
that are easily adjusted and reprogrammed and can be further connected to more com-
plex AI modules. The agents’ functionality is divided into two independent layers
with several modules that communicate with each other using certain protocols. The
basic layer is the physical layer, which contains the modules that can directly control
the agent’s body and communicates with the environment through sensing and acting.
Above the physical layer there is a cognitive one responsible for higher level func-
tions, such as establishing beliefs through perceptive processes and controlling the
agent’s behavior using decision or task monitoring and control functions.
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Further work on the SimHuman architecture led us to a reconsideration of the ini-
tial design. The former labeling of SimHuman’s subsystems as cognitive and physi-
cal, although useful to distinguish between processes at different levels of abstraction,
is misleading when considered with actual human processes in mind. A new ap-
proach on a more comprehensive, three-layer architecture has been adopted, distin-
guishing between Cognitive and Sub-Cognitive layers, while at the bottom level a
Physical layer exists, incorporating the majority of functions performed by the former
SimHuman architecture. The initial design is incomplete in respect to what would
formally be described as a full-fledged cognitive layer as most of the rational proc-
esses in SimHuman are pre-scripted in SLaVE rather than dynamically created. A
dynamic action selection and decision making mechanism like a full-scale intelligent
planner has to be incorporated as a core component of the Cognitive Layer, so that
high-level, deliberative decision-making functions of the agent can be simulated.

Further work was also considered necessary in respect to the reactive control capa-
bilities of the agent, so that lower-level, spontaneous behaviour can be generated
according to appropriate stimuli from the environment. The redesign of the initial
agent architecture presented in the current work aims towards addressing problems
such as the above and providing a unified framework that will incorporate all basic
agent functions.

The lack of any emotion-awareness or emotion-handling capabilities, is addressed
by the incorporation of an emotional subsystem, inspired by Izard’s ideas. In a way
similar to works like Cathexis [21], the model designed for the emotional system is a
simplification of Izard’s four-system model and consists of two generic components,
a cognitive and a non-cognitive one. Emotional components in the newly adopted
architecture cannot be distinguished as discrete modules, in accordance with the con-
cept of emotion as a necessary ingredient for intelligence. Emotional processes inter-
twined with deliberative and reactive decision-making processes as parts of the cogni-
tive and the non-cognitive layers, respectively. This approach raises the need for a
unified mechanism that can handle emotions along with rational decision making
functions. Parallel work is being conducted towards this direction on a continuous
planning system taking emotion into account as a necessary element that can affect
goal generation and action selection [22].

The new architecture takes into account various constituents of an emotional ex-
perience and how that can affect decision making, incorporating basic emotions [23],
personality models, basic physical, emotional and mental attributes, as well as low
and high level drives. The incorporation of these concepts is of major importance, as
they are factors that can influence the generation or selection of goals and actions by
the agent, but also affect emotion elicitation.

There is substantial interaction between different components of the architecture.
As shown in Fig.2,3, process flow in the system does not follow a straightforward
in/out execution cycle; several loops might occur in the process, instead. Actions
generated in either the Cognitive or the Non-Cognitive Layers can either be extrovert,
sending tasks for execution to the Physical Layer, or introvert, actions to be per-
formed by other components. These can either be instructions for further reasoning, or
plain information update and communication instructions.
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Fig. 3. Process interaction.

Fig. 2. Information flow among system layers.
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Conclusions

The importance of emotions as a necessary component in human intelligence has been
acknowledged from researchers in various disciplines recently. This implies the ne-
cessity of taking emotions into account in every agent architecture targeted towards
real-life applications. Such an architecture, intended for application on Intelligent
Virtual Environment systems is the one proposed by the authors in this paper. Al-
though at an early stage of development, the authors claim that the approach adopted
can adequately support complex reasoning and social awareness capabilities, through
the incorporation of an emotion-handling mechanism intertwined with the deliberative
and reactive components of the behavioural subsystem of the architecture.
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Abstract. This paper discusses some issues for animating Virtual Characters. It
emphasizes the duality between control and autonomy. Specific problems and
examples are addressed like generic motion engine, environment-based motion
control, autonomous behaviors, and cooperation between the user and an auto-
nomous agent.

1 Introduction

The main goal of computer animation is to synthesize the desired motion effect which
is a mixing of natural phenomena, perception and imagination. The animator designs
the object’s dynamic behavior with his mental representation of causality. He/she
imagines how it moves, gets out of shape or reacts when it is pushed, pressed, pulled,
or twisted. So, the animation system has to provide the user with motion control tools
able to translate his/her wishes from his/her own language. Traditionally, the virtual
characters are controlled by three main approaches:

1. Scripting. Scripting allows very detailed level of control, but is very inflexible.
2. Reactive agents: they are not scripted, but react to the changing environment ac-

cording to the sets of rules.
3. BDI logic: similar to reactive agents, most popular implementation is probably the

game “The Sims”.

2 Motion Control Methods

In any case, there is a need for a Motion Control Method behind. It specifies how a
Virtual Human is animated and may be characterized according to the type of infor-
mation it privileged in animating the character. For example, in a keyframe system for
an articulated body, the privileged information to be manipulated is the angle. In a
forward dynamics-based system, the privileged information is a set of forces and
torques; of course, in solving the dynamic equations, joint angles are also obtained in
this system, but we consider these as derived information. In fact, any Motion Control
Method will eventually have to deal with geometric information (typically joint an-
gles), but only geometric Motion Control Methods explicitly privilege this informa-
tion at the level of animation control. Typically, motion is defined in terms of coordi-
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nates, angles and other shape characteristics. A physical Motion Control Method uses
physical characteristics and laws as a basis for calculating motion. Privileged
information for these Motion Control Methods include physical characteristics such
as mass, moments of inertia, and stiffness. The physical laws involved are mainly
those of mechanics, and more particularly dynamics.

But, how to do it? A database of motion capture sequences is not the solution, key
frame is not the solution, inverse kinematics is not the solution. But, they are part of
the solution. Once an acceptable motion segment has been created, either from key-
framing, motion capture or physical simulations, reuse of it is important. By separat-
ing motion or skeleton generation into a time-consuming preprocess and a fast proc-
ess based on efficient data representation, it fits well to real-time synthesis for appli-
cations such as game and virtual reality while taking advantage of a rich set of
examples. Much of the recent research in computer animation has been directed to-
wards editing and reuse of existing motion data. Stylistic variations are learned from a
training set of very long unsegmented motion-capture sequences [1]. An interactive
multi-resolution motion editing is proposed for fast and fine-scale control of the mo-
tion [2].

3 Generic Motion Engines

One promising way is the development of a methodology to generate generic real-
time motion. This is the approach developed by Glardon et al. [3] for the simulation
of human locomotion. Any motion engine needs input data on which it will create
new motion by interpolation and extrapolation. The first step consists of getting
through motion capture a database of walking and running motions at various speed
and height jumps (without initial speed).

In this approach, the Principal Component Analysis (PCA) method is used to rep-
resent the motion capture data in a new, smaller space. As the first PC’s (Principal
Components) contain the most variance of the data, an original methodology is used
to extract essential parameters of a motion. This method decomposes the PCA in a
hierarchical structure of sub-PCA spaces. At each level of the hierarchy, an important
parameter (personification, type of motion, speed) of a motion is extracted and a re-
lated function is elaborated, allowing not only motion interpolation but also extrapola-
tion. Moreover, effort achieved concerning the possibility not only to qualify a pa-
rameter but also to quantify it improves this method in comparison to other similar
works. Generic animation, applicable to any kind of human size, is another important
aspect of such a research. The method cannot only normalize a generated motion, it
may animate human with a large range of different size. In order to have a complete
locomotion engine, transitions between different motions should be handled. The
PCA structure offers the capability to perform transition from a specific movement to
another one in a very smooth and efficient way. Indeed, as coefficient vectors repre-
sent a motion, interpolation between these vectors is sufficient to generate intermedi-
ate motion, without computing into the joint angle space. Glardon et al. applied these
new concepts on a home-made motion database composed of walking and running
motion on a treadmill, at different specific speeds. They developed engine proposes
real-time variation of high-level parameters (style, speed, type of motion, human
size), generating a smooth animation (Fig.1).
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Fig. 1. Postures at identical moment in the walk cycle, with two different skeleton sizes.

4 Environment-Based Motion Control

The Virtual Human is moving in an environment and he is conscious of this environ-
ment. This implies that the motion of the actor is dependent on parts of the environ-
ment. The actor will avoid obstacles or collide with them, grasp objects etc. This
dependence on the environment can be understood from a geometric, a physical or a
behavioral point of view. We will illustrate the concept with two case studies: reach-
ing objects and animation of musicians from the music data.

4.1 Reaching Objects

One typical challenge of environment-based motion control is the automatic synthesis
of collision-free reaching motions for both arms, with automatic column control and
leg flexion. Generated motions are collision-free, in equilibrium, and respect articula-
tion range limits. In order to deal with the high (22) dimension of our configuration
space, we bias the random distribution of configurations to favor postures most useful
for reaching and grasping. In addition, extensions are presented in order to interac-
tively generate object manipulation sequences: a probabilistic inverse kinematics
solver for proposing goal postures matching pre-designed grasps; dynamic update of
roadmaps when obstacles change position; online planning of object location transfer;
and an automatic stepping control to enlarge the character’s reachable space. This is,
to our knowledge, the first time probabilistic planning techniques are used to auto-
matically generate collision-free reaching motions involving the entire body of a hu-
man-like character at interactive frame rates [4]. Figure 2 shows an example.

4.2 Sound-Based Animation

Real-time systems must react fast enough to events, to keep a good immersion. This is
particularly true when animation should “stick” to sound events, which is deeply
affected by any delay in the processing. In the case of virtual orchestra, we need to
synchronize the musician’s animation with the corresponding sound. Due to real-time
restrictions it’s impossible to predict the transition of states, and thus we cannot pre-
pare the right key-frame at a certain time. A careful management of the sound and
animation databases is crucial to reduce latency [5].
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Fig. 2. Reaching an object in an environment.

Such An experience has been proposed by for drums [6]. A prototype was also cre-
ated for piano by Esmerado et al. [7]. The piano skill Execution model generally
obeys the following procedural pattern:

Transform Note Input into structured note data
Generation of a music interpretation
Hand/Finger attribution to the note
Schedule time for note execution
Feed time and note to the instrument model
Feed finger and time to the Virtual Human animation unit
Generate animation for Virtual Pianist
Generate animation for Virtual Piano
Check end of execution for each time-scheduled note set for both Virtual Pianist
and Virtual Piano

Inverse kinematics techniques are used to generate the final gestures associated to
the placement of the fingers on the desired (virtual) keys, these being in their pressed-
down position. The inverse kinematics algorithm conversion is normally insured by
the specification of a number of controlling points (end-effectors) situated at the fin-
gertips and wrists of the virtual human pianist. The resulting gestures are combined
with in-between gestures and interpolated so that a smooth gesture sequence and tran-
sitions results.

Schertenleib et al. [8] extended the work by adding more flexibility and independ-
ence on the musician attributes while relying on current hardware. The system relies
on pre-ordering data using statistical information based on Markov chains. Some
similar works have already been done in persistent worlds [9] with the difference that
they need to quickly transfer small amounts of information through network from a
complex database. In our case the data is locally stored but we must provide close to
instantaneous access to the current state depending on external events. Instead of
trying to follow the animation with the sound processing, we used the sound informa-
tion to reflect and blend the right animation. A selected note within a music score will
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trigger the events allowing the manipulation of the different skeleton’s bones of a
specified musician [H-Anim]. Thus, as the system is managed through sound events
(see figure 3), we can avoid delays in the sound processing; even though we will de-
grade a bit the animation’s smoothness. However, this is less important, as human
senses are more affected by sound distortion than by visual artifacts.

Fig. 4. Autonomous flutist and the system installation: large projection screen, 5.1 Dolby digi-
tal speakers.

5 Autonomous Behavior

The computer graphics approach makes use of different artificial intelligence tech-
niques (reinforcement learning, genetic algorithms, and neural networks) to generate
behavioral animation. However, to the best of our knowledge, no work has been tar-

Fig. 3. Music-based pianist animation.
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geted to generate spontaneous (without specific goal) gestures as reaction to internal
and external stimuli. Most of the research is focused on goal-directed behavior: be-
havioral animation.

By behavioral animation we refer to the techniques applied to the synthesis of
autonomous animation of virtual characters. Autonomy is one of the most priced
goals in the field of character animation. We generally consider autonomy as the qual-
ity or state of being self-governing. Perception of the elements in the environment is
essential, as it gives the agent the awareness of what is changing around it. It is indeed
the most important element that one should simulate before going further. Most com-
mon perceptions include (but are not limited to) simulated visual and auditive feed-
back. Adaptation and intelligence then define how the agent is capable of reasoning
about what it perceives, especially when unpredictable events happen. On the other
hand, when predictable elements are showing up again, it is necessary to have a
memory capability, so that similar behaviour can be selected again. Lastly, emotion
instantaneously adds realism by defining affective relationships between agents.
Figure 5. shows autonomous Virtual Humans.

Fig. 5. Autonomous Virtual characters.

The subtle and spontaneous gestures are part of low-level behaviors, and they are
essential to communicate any message and convey emotions. These ideas are just
beginning to be explored by the scientific community, some studies focus on non-
human characters, like dogs or other virtual animals [10], while others put special
attention on human-like facial gestures.

Continuous animation (low level behavior) as the result of proprioception (this in-
cludes motivations, internal “mental” or emotional states, etc.), and reactions to exter-
nal stimuli.

The low-level behavioral animation is an open research avenue. Creating virtual
characters able to select the action to perform in an automatic way is not new. State of
the art autonomous characters and Virtual Humans are able to perform a variety of
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tasks, and have some level of autonomy in their decision making, but still they don’t
look like real people. One of the problems is that the virtual humans don’t display the
subtle gestures and mannerisms that characterize a real human being: facial expres-
sions, body language, etc.

Several studies and implementations have been done with the objective of giving a
virtual character the ability to perceive its virtual environment and react to it by
means of executing adequate tasks [11, 12], creating the illusion that the synthetic
character is alive: it moves by itself and achieves relatively complex tasks. The AVA
explores an unknown environment constructed on mental models as well as a “cogni-
tive map” based on this exploration. Navigation is carried out in two ways: globally
(pre-learned model of the virtual environment, few changes and the search for per-
formance with a path planning algorithm) and locally (direct acquisition of the virtual
environment.) A 3D geometrical model in the form of a grid is implemented with the
help of an octree combined with the approach proposed by Noser [13] and Kuffner
[14]. Nevertheless, this approach requires a filtering of irrelevant information from
the variable positions of the virtual sensors, Elfes [15]. A Virtual Human is situated in
a Virtual Environment (VE) equipped with sensors for vision, audition and touch,
informing it of the external VE and its internal state. A Virtual Human possesses
effectors, which allow it to exert an influence on the VE and a control architecture,
which coordinates its perceptions and actions. The behaviour of a Virtual Human can
be qualified as being adaptive as long as the control architecture allows it to maintain
its variables in their validity zone. Learning methodologies can modify the organiza-
tion of the control architecture. We will then integrate them in the further pursuit of
our research. Our Artificial Life Environment framework equips a Virtual Human with
the main virtual sensors, based on an original approach inspired by neuroscience in
the form of a small nervous system with a simplified control architecture to optimise
the management of its virtual sensors as well as the virtual perception part. The proc-
esses of filtering, selection and simplification are carried out after obtaining the senso-
rial information; this approach allows us to obtain some persistence in the form of a
“cognitive map” and also serves as a pre-learning framework to activate learning
methods of low and high level concerning the behaviour of an Virtual Human.

The objective pursued is to allow the Virtual Human to explore virtual environ-
ments until then unknown and to construct mental structures and models, cognitive
maps or plans from this exploration. Once its representation has been constructed,
this knowledge can be passed on to other Virtual Humans. The Autononmous Virtual
Human perceives objects and other Virtual Humans with the help of its virtual envi-
ronment, which provides the information concerning the nature and position of the
latter. The behavioural model to decide which actions the Virtual human should take
such as walking, handling an object, etc then uses this information.

6 User – Autonomous Agent Collaboration in VR

Let us start with a scenario that we implemented for the need of a medical European
project dedicated to the training of paramedical personnel to emergency rescue [16].
The aim of this scenario is to train the Basic Life Support medical procedure. The
trainee is immersed in a virtual office and discovers a man lying on the ground. He
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has to give BLS to the victim by giving orders to a young Virtual Assistant (Fig.6).
The VA possesses all the skills required (mouth-to-mouth, chest compression) but
highly hesitates on the procedure order; this is the job of the trainee. The latter will
interact with the VA to apply his theoretical knowledge of the BLS procedure. This
scenario consists of a dozen steps. At each step, the trainee has to make a (fast) deci-
sion. It does not present many possibilities because the BLS guidelines give no alter-
native. The scenario we implemented does not explore all the incorrect possibilities,
which would all lead to a negative learning (‘learn by errors’), but gives an example
where the Social Channel can be used to orient the user in an Interactive Narration
Space (‘learn by success’).

Fig.6. Use of a Virtual Assistant.

In many situations, autonomous agents should work as a team with the user to
solve the problem at hand. In general, there was a plenty of work done on both multi-
agent systems (mostly AI) and collaborative VR (mostly multi-user systems), but
nobody tried to use collaborative agents for VR applications and have them collabo-
rate with the human operator to solve a problem. This approach has a large potential
for training applications (emergency response, medical training, air traffic control,
even military) or for simulations (crowd control for example).

The three approaches mentioned in Section 1 (scripting, reactive agents, BDI) are
difficult to use for collaborating agents, because there is no notion of the “global
goal” or “global state” shared among the agents. There were attempts to generalize
these techniques for collaboration, but it works only in carefully crafted environments
(e.g. the collaborating agents have to know about each other in advance) and it is
difficult to drive a purely reactive system to the desired goal.

Finally, it is usually not important who does the job, but that the job is done. For
example, in emergency response simulation, we are usually not interested that a spe-
cific medical person arrives to rescue an injured person, but that some (closest, not
busy, etc.) medical staff arrives and rescues the injured. In a similar case, the user
does not care which virtual human shows him the place he is looking for, but that
someone does it.

Traditional systems solve this by using broadcasting architectures which impose a
lot of overhead and sometimes do not produce good results – e.g. every medic will
rush to rescue the injured person upon receiving the event, not just one or two needed,
or they have to coordinate among themselves who is going to do what imposing even
more overhead. Delegated computing achieves this by using a facilitator – something
like an oracle, which coordinates things “automagically” and keeps the information
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about the global state of the system. The coordination process is invisible to the
agents and they do not have to care about it, this greatly simplifies the implementa-
tion. The collaboration will then be possible via either direct interaction with the vir-
tual environment (e.g. by direct interaction with the virtual human or object on the
screen) or by asking the facilitator for help with some problem. The facilitator then
distributes the work among the agents. Each agent is capable of solving some small
portion of the problem, but usually cannot solve the problem completely and has to
collaborate with others and the user.
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Abstract. This paper presents the results of a method to produce au-
tonomous animation of virtual humans. In particular, the proposed
methodology is focused on the autonomous synthesis of non-voluntary
gestures such as reflexes and subtle movements which provide a notice-
able impression of realism and naturalness. The final goal of this tech-
nique is to produce virtual humans with a more spontaneous, non pre-
programmed behaviour. For the moment, the technique is applied to the
synthesis of reflex movements of the arm, in reaction to thermic stimuli.
Nevertheless, a general architecture is outlined.

1 Introduction

The animation of virtual humans and computer animation in general have always
searched to produce realistic imagery and true naturalness in the motions.

One particularly difficult problem is to provide automatic animation of a
virtual human displaying a behaviour that truly resembles a real human [1,2].
Our goal is to animate virtual humans (body gestures) in an autonomous way,
giving the illusion that the artificial human being is a living creature displaying
spontaneous behaviour according to its internal information and external stimuli
coming from its virtual environment.

The proposed method is a real-time, distributed control system inspired in
the human nervous system, which will be able to produce natural movements in
response to external and internal stimuli. The advantage of the real-time control
techniques over the “Computer Graphics movie” approach is their promise of
combined autonomy and realism as well as their focus on reusability. The au-
tonomous control system we are presenting could be instantiated and used to
animate several different characters in a variety of situations.

This paper is organized according to the following structure: in the next
section we present an overview of the existing techniques used in the synthesis
of human postures and gestures. The third part is the detailed description of
the proposed approach and methodology; the fourth section presents the results
that have been obtained. We conclude with a discussion on the results and the
future developments of the methodology.

G.A. Vouros and T. Panayiotopoulos (Eds.): SETN 2004, LNAI 3025, pp. 525–534, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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2 State of the Art

In this section we present an overview of the different scientific developments
focused on the study and generation of human postures and gestures. We distin-
guish two main trends: the biology (biomechanics studies) and the non-biology
based (more computer-graphics-oriented) approach.

2.1 The Biology Based Approach
Many biomechanical models have been developed to provide partial simulations
of specific human movements: walking/running models, or simulations of dy-
namic postural control under unknown conditions [3,4].

The biology based approach has been used in the research of biomechanical
engineering, robotics and neurophysiology, to clarify the mechanisms of human
walking [5], and modelling the muscular actuation systems of animals [6,7] and
human beings [8,9]. The biologically inspired control architectures are one of
the most recent trends in the field of robotics [10]. Models of the human nervous
system, in conjunction with fuzzy logic, neural networks and evolutionary algo-
rithms have been used to better understand and control the way humans and
animals move and execute typical actions such as walking, running, reaching
or grasping [11,12,4]. Some other studies focus on the analysis of the human
motion to extract parametric models for posture recognition [13].

None of these developments has been specifically applied to create a general
autonomous control system to drive the animation and behaviour of a virtual
human in the framework of a virtual reality application. However, they can
provide the basis for a general motion control model.

2.2 The Computer Graphics Approach
In contrast with the above mentioned studies, the following citations are more
related to the development of virtual reality and computer graphics applications
in general. The most “traditional” techniques used to synthesize human gestures
include the use of kinematics, dynamics or a combination of them [14]. Inverse
Kinematics has been used for animation of complex articulated figures such as
the human body, balance control, motion and postures correction are some of
their applications [15–17]. These techniques are focused on the correction of
predefined postures or common actions such as walking to make them more
natural; however, they require specific goals to be predefined and don’t consider
spontaneous movements. They can be used as tools for animators but don’t
provide a system for autonomous motion.

Another approach is the use of statistical analysis of observation data ac-
quired by different means: motion capture systems, video or photographs. These
methods use in different ways a database of pre-recorded movements to mix
them, readapt them and reuse them in a variety of environments where the
same kind of actions are required. Again, the main type of movements that are
studied are walking sequences and standard combinations of movements: walk-
sit, sit-walk, etc. [1,18,19]. These approaches are not very suitable to be used
as part of a system for the automatic generation of gestures.
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Synthesizing autonomous gestures is related to the area of behavioural an-
imation. By behavioural animation we refer to the techniques applied to the
synthesis of autonomous animation of virtual characters. Autonomy is one of
the most priced goals in the field of character animation. Several studies and
implementations have been done with the objective of giving a virtual character
the ability to perceive its virtual environment and react to it by means of exe-
cuting adequate tasks [20,21], creating the illusion that the synthetic character
is alive: it moves by itself and achieves relatively complex tasks.

The subtle and spontaneous gestures are part of low-level behaviors, and they
are essential to communicate any message and convey emotions. These ideas are
just beginning to be explored by the scientific community, some studies focus on
non-human characters, like dogs or other virtual animals [22].

One particularly difficult issue is the problem of what to do with the char-
acters when there is no pre-defined task assigned to them. Research has been
done to produce the so-called “idle animation”: generating behavior to make the
character move when there’s no specific action to do. Some work has focused
on adding a pseudo-random “perturbation” to an idle posture [23], avoiding
“frozen” characters. However, real people perform very different gestures when
waiting for something or while attending or listening to someone. The gestures
performed during “idle states” depend on a variety of factors: emotional state,
cultural background, the current situation (waiting for something, listening, or
thinking), unexpected events (a change in the environment), etc. and can be
classified as low-level behavior.

Despite the advances in behavioural animation, autonomous virtual humans
are not yet able to display the whole range of subtle gestures and mannerisms
that characterize a real human being: facial expressions, body language, au-
tonomous reactions, etc. Our work intends to advance the state of the art on the
last category: providing virtual humans with the ability to react to unexpected
events through reflex movements.

After analyzing some of the existing techniques applied to the control and
synthesis of human gestures, we observe a promising way in the biologically
inspired systems, especially when the goal of autonomy and naturalness in the
motions is the first priority.

In the state of the art we observe that the metaphor of the nervous system has
been used to simulate and control the motion of a specific limb with applications
to medicine and/or robotics. We have followed this approach to build a general
architecture for the synthesis of autonomous gestures. In the next section we
describe our proposal in detail.

3 The Virtual Human Neuromotor System

The main innovation of this work is the design of a distributed control architec-
ture based on autonomous entities that intercommunicate with each other in a
self-similar hierarchy (fractal architecture). We propose a control system inspired
in the human nervous system which will be used to generate autonomous be-
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haviour on virtual humans. Biologically based control systems have been applied
mainly to simulations oriented to robotics or for biomechanics applications.

The human nervous system (HNS) is divided into the central and peripheral
nervous systems (CNS and PNS, respectively). The PNS consists of sensory
neurons running from stimulus receptors that inform the CNS of the stimuli;
and motor neurons running from the CNS to the muscles and glands - called
effectors - that take action. The CNS consists of the spinal cord and the brain
[24]. The CNS is a control centre which receives internal and external stimuli
and sends orders to the effectors by means of the motor neurons. We are using
this principle as the basic building block for a simplified model of the nervous
system (NS) that will act as an animation controller for a virtual human.

The proposed model of the Virtual Human NS is a distributed system capa-
ble to produce autonomous gestures (reflex movements) in reaction to a defined
set of stimuli: external forces, temperature, and muscle effort. This NS model
constitutes what we call the distributed animation control system (DACS). In
conjunction with the DACS we have implemented a simplified model of the hu-
man locomotion system in order to provide the DACS with a set of effectors to
move the different body parts. The Virtual Human Locomotion System (VHLS)
models the human musculo-skeletal system as a skeleton structure, compliant
with the H-Anim specification [25], whose joints can be moved by pairs of an-
tagonist muscles, one pair for each degree of freedom. The implementation of
the muscles gives importance to the effect they produce on the virtual humans
joints, that’s why they are called effectors.

The main idea behind the DACS is the definition of a minimum control
entity constituted by three main sub entities or components: sensors, analyzers
and effectors, defined as follows:

The Sensors are the virtual devices capable of gathering information from the
exterior world of the virtual human, such as temperature, contact with other ob-
jects, external forces, etc.; and also from the interior of the virtual human: stress,
muscle effort, etc. They store the acquired information in the form of a stimulus
vector, containing information on the intensity, direction and orientation of the
received stimulus.

The Analyzers are entities which concentrate information coming from one
or many sensors or analyzers. An analyzer’s main function is to calculate the
cumulative effect of the sensors attached to it. The reaction vector calculated
by the analyzer is used by the effectors to generate the adequate reaction as a
function of the intensity, direction and orientation of the stimulus received.

The Effectors: these entities are black boxes capable to affect one or more
degrees of freedom of the virtual human joints to which they’re attached. Cur-
rently, they’re implemented as inverse kinematics controllers that calculate the
position of the joints as a function of the reaction vector calculated by the ana-
lyzer attached to them.

The components of the minimum control entity – sensors, analyzers and
effectors – which will constitute the basic building block of the DACS are shown
on figure 1.
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Fig. 1. The basic control entity and the hierarchical structure of the DACS.

This scheme will be replicated at different hierarchic levels providing main
control centres (analyzers which will be linked to lower level analyzers) capable
of taking high level decisions.

The control entity is capable to receive (sense) a set of stimuli or information,
process them and generate a reaction, which can be an order to an effector (a
muscle or set of muscles) or a message to another control entity in the same or
in a different hierarchic level.

Each control entity (c.e.) is usually responsible of controlling one limb of the
virtual human (arms, legs). The basic c.e. will be reproduced in different hier-
archic levels in order to coordinate the whole body. The figure 1 illustrates this
idea: a hierarchy of control entities following a fractal like structure (self-similar
hierarchy). Each component works in an independent way, this characteristic
allows for distributing the system.

The communication between control entities will takes place depending on
the intensity of the received stimuli, this will emulate the neurotransmitters
effect (the chemical substances which act as communication channels between
neurons) and allow or avoid communication at different levels. The simulation of
the neurotransmitters effect will allow for modifying the intensity of the response
to a given stimulus. For example, if the virtual human touches a hot object such
as the grill of a stove, it will react with different speed or intensity depending on
the actual temperature, it’s different to touch a grill at 20°C than trying to do it
when the object is at 150°C. Spontaneous behaviour can be generated depending
on the overall conditions of the virtual human. Spontaneous movements such as
balancing the arms or changing the body weight from one leg to another in a
stand up posture, vary depending on the muscular and/or mental stress. People
display different gestures when they stop after running or walking depending on
the amount of energy they have spent, among many other factors. These gestures
can be also considered as reactions to a certain kind of stimuli as well.
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Until now we have explained the general principles of the DACS which will
constitute the nervous and motor system and provide autonomous animation to
a virtual human, depending on the internal and external stimuli and information
coming from its environment.

In the next section we describe a test application that shows the feasibility
of the proposed model.

3.1 Test Application: Reaction to Thermic Stimuli

To show the feasibility of using the Distributed Animation Control System as the
neuromotor system for a virtual human, we have implemented a demonstration
application which generates reflex movements for the arm as reaction to thermic
stimuli. The virtual human will stand in front of a stove with its left hand
over one of the burners. The temperature of the burner will be modified in the
different tests.

The objective is to see different levels of reaction depending on the perceived
temperature. The reaction levels have been classified intro 3 main regions de-
pending on the stimulus intensity: green zone -no reaction is required-, yellow
zone -controlled reaction, the speed of the motion starts to increase depending
on the stimulus intensity-, red zone -the reaction is more “violent” since the
stimulus intensity reaches the highest values, in this level the joint limits are
usually reached and a “bounding” motion is produced as a reaction.

If the temperature of the burner is above 40° C, the reflex movements start to
appear, ranging from a slight movement of the wrist to separate the hand from
the burner level, up to a violent fast movement involving all the arm joints in
order to retire the hand as soon as possible if the temperature raises to values
around the 100°C.

We used an H-Anim compliant virtual human model and implemented an
animation control for one arm (see figure 2), with temperature sensors (to receive
external stimuli) in the palm of the hand.

The general algorithm used to calculate the reflex movement is the following:
Analyzers and sensors are arranged in a tree structure. The sensors are sampled
at each animation frame. The analyzer-sensor tree is traversed in post-order (first
children, then the local parent). Allowing each analyzer to gather the informa-
tion of the sensors attached to it. The process is recursively repeated letting
the analyzers concentrate the information coming from the lower levels. Each
segment of the articulated character has a main analyzer. Segment analyzers are
associated to the main limb analyzer, the one for the arm in this case.

The limb analyzers are usually the local root of the sensor-analyzer tree and
contain the overall reaction vector specifying the velocity of the reflex movement.
The reaction vector contains the orientation and direction to be followed by the
limb in order to react as required – rejecting the thermic stimuli.

The orientation and direction of the stimulus vector depend on the position
of the sensor relative to the stimulus source – orientation is inverted representing
the need for rejecting the stimulus source. The stimulus vectors are calculated as
follows: the vector magnitude – stimulus intensity – is a function of the Euclidean
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Fig. 2. The animation control for the arm.

distance between the sensor and the stimulus source – represented by a point
in the 3D space. The intensity decreases with the distance – in our tests this is
done in a linear way. The analyzers compute the reaction vector by calculating
a vector addition of the stimulus vectors from their associated sensors.

The actual movement of the arm is calculated using inverse kinematics (IK)
[26,27]. The end effector required by the IK algorithm is the segment receiving
the highest stimulus intensity – magnitude of the reaction vector –, as calculated
by the segment analyzers. The trajectory to be followed by the limb – end effector
– is defined by the reaction vector computed by the main limb analyzer. The
motion speed is directly proportional to the intensity of the reaction vector. As
explained in the previous section, the reaction speed can range from no reaction
at all – when intensity falls into the tolerance interval – up to a very fast reaction
causing the limb to reach the joint limits very fast, even before the sensors detect
there is no need to reject the stimulus source anymore. In the later case, the
effector nodes – not shown in figure 2, but associated to each joint, force the
limb to recover a comfortable posture – under the joint limits.
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Fig. 3. Snapshots of the test application.

3.2 Technical Details of the Implementation

The demonstration application has been implemented as a java applet. The 3D
animation is done using a 3D rendering engine for java [28]. The components of
the basic control entity are java classes which extend the thread class in order to
be instantiated and run as independent threads. The analyzer objects monitor
continuously their attached components (effectors, sensors or other analyzers)
and establish the required communications. The virtual human model is an H –
Anim VRML file, the stove is a conventional VRML’97 file. The demonstration
was run on a PC workstation with a bi-Xeon at 1.2Mhz processor and 1Gb of
RAM using MS-Windows 2000. The animation runs at 30 frames per second
and the gives the impression of a natural reaction speed. The figure 3 shows
different levels of reaction depending on the preset temperature. For each test
the simulation is reset to the initial posture of the virtual human with its left
hand over the stove burner.

4 Conclusions

The work presented in this paper is still in an early stage and many more stimuli-
response pairs must be modelled. One of the most important questions to solve
is the modelling of internal stimuli such as emotions, stress and other cognitive
processes. Our research is not advanced enough to give a precise answer at this
moment. Nevertheless, the arm implementation with sensors and effectors driven
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by the fractal hierarchy of basic control entities has shown the feasibility of this
system architecture to be implemented at larger scale (full body control). The
test application provides a way for the virtual human to react in an automatic
way to a certain kind of stimuli in the virtual environment. One of the main
drawbacks of our current model is the fact that the reflex movements are deter-
ministic; to a given stimulus there is always the same reaction. A higher level
control must be put in place to take into account the stress induced by previous
stimuli and the variations it produces on subsequent gestures. In future devel-
opments, a central control unit will be implemented to emulate the brain as a
main control centre and reach a higher level of autonomy: based not only on re-
flex gestures, but able to generate more complex behaviour driven by high level
directives or intentions. Implementing virtual senses such as vision or audition
will let us synthesize more advanced reactions, e.g. the virtual human could be
able to raise its arms to protect itself from an object being thrown toward it.
This kind of reflex movement would require a set of rules for selecting the kind
of gesture in function of the stimulus being received – e.g. detection of an object
being thrown towards us triggers a predefined defensive gesture of the arms to
protect the body part being menaced. We believe this kind of behaviour can be
generated using the virtual neuromotor system we are proposing by means of
modelling the gestures as reactions to internal/external stimuli.
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Abstract. In this paper, we describe the framework created for imple-
menting AI-based animations for artificial actors in the context of IVE
(Intelligent Virtual Environments). The minMin-HSP (Heuristic Search
Planner) planner presented in [12] has been updated to deal with 3D dy-
namic simulation environments, using the sensory/actuator system fully
implemented in UnrealTM and presented in [10]. Here, we show how we
have integrated these systems to handle the necessary balance between
the reactive and deliberative skills for 3D Intelligent Virtual Agents (3DI-
VAs). We have carried out experiments in a multi-agent 3D blocks world,
where 3DIVAs will have to interleave sensing, planning and execution to
be able to adapt to the enviromental changes without forgetting their
goals. Finally, we discuss how the HSP agents created are adequated to
animate the intelligent behaviour of 3D simulation actors.

1 Introduction and Previous Work

Artificial humans and other kinds of 3D intelligent virtual agents (IVA) normally
display their intelligence through their navigation skills, full-body control, and
decision-taking formalisms adopted. The complexity involved in these agents,
normally suggests designing and executing them independently of the 3D graph-
ics engine, so the agent could be focussed on their behavioural problems (see
figure 1).

There are numerous applications that would require these kinds of agents,
especially in fields such us, entertainment, education or simulation [2]. We are
working towards the creation of a robust simulation framework for IVE simula-
tions, where different 3D embodied agents are able to sense their environment,
to take decisions according to their visible states, and finally to navigate in a
dynamic scenario performing the actions which will animate their behaviours in
real time.

There has been a great amount of research along the main behavioural re-
quirements of 3DIVA systems, from their physical appearance and motor system
to the cognitive one, as described in the spectrum introduced by Ayleth in [1].
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Early work in AI planning archiectures for 3DIVAs was undertaken by Badler
et al. They proposed an architecture based mainly on two components: a) Paral-
lel state-machines (PaT-Nets), which are good at sequencing actions to support
Jack’s high level behaviours, and b) the low level (reactive) loop (sense-control-
act, SCA) used to handle low level information mainly used for locomotion.
[2]. SodaJack [5] and Hide-and-Seek [3] systems are created through a combi-
nation of two planners: a hierarchical planner (ItPlans [4]), which controls the
main agent behaviours, and a specific purpose search planner, devoted to help
Jack in locating objects or other agents. In SodaJack, the character interleaves
planning and execution in a single-agent simulation, where reactivity and inter-
action wasn’t considered. On the other hand, Hide-and-Seek simulations intro-
duce a multi-agent framework in a dynamic environment, although the planning
schema remains the same. In this case, agent reactivity is achieved by compari-
sion between the perceived world state and the partial hierarchical plan, that is
regularly revised [3].

Behavioural animation based on Situation Calculus is another cognitive ap-
proach which has been adapted to virtual creatures [9]. However, the state space
model designed is more close to a declarative language than an agent centered
behavioural system.

Interacting Storytelling systems integrate AI techniques such as planning
with narrative representations to generate stories [14]. In [13], we discuss the use
of HTN’s [6] and HSP planning formalisms in Interactive Storytelling from the
perspective of story generation and authoring. The main difference between these
systems and the one presented here lies in the introduction of the perception
system presented in [10] which let the agents deal with partially observable 3D
dynamic environments.

Beliefs-Desires-Intentions (BDI) has adopted a significant number of im-
plemetations in order to build cognitive agent architectures. A reduced number
of them has also been applied to the current context, as VITAL [7] and SimHu-
man [8] platforms have shown. SimHuman shows a real-time platform for 3D
agents with planning capabilities, which represents from a 3DIVE perspective,
a similar approach to the multi-agent system presented in this paper. However,
we will concentrate on the planning formalism introduced and also how agents
deal with reactivity in the behavioural system designed.

Accordingly to this, the aim of this paper is to present a new agent system
which interleaves sense, plan, and execution tasks to deal with normal 3DIVE’s
multi-agent simulations, where normally intelligent characters modify and inter-
act autonomously with the 3D environment, guided by their AI based formalisms.

The next section shows an overview of the 3D multi-agent architecture im-
plemented, where the world modelling and sensory system fully integrated in
UnrealTM are briefly explained. Section 3 is focussed on the behavioural control
of the simulation agents created. We analyse the planning algorithm for dynamic
environments and the behavioural system designed to handle reactivity and goal
direction for 3DIVAs. Finally, section 4 shows the results obtained from this
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Fig. 1. System architecture overview

framework in a shared blocks world, where several agents have been introduced
to create an intelligent simulation environment.

2 System Architecture Overview

The multi-agent system designed is based on a distributed model that figure 1
shows. As mentioned before, this modular structure is adequate for 3D real time
graphic simulations, as it provides for a scalable and reusable framework for
both, 3D agents and environments.

As figure 1 shows, the architecture implemented is mainly divided into two
components: the world manager, responsible for managing the information flow
between the agent and the 3D environment (sense/act) [10], and the behavioural
system of the agent, devoted to handling reactivity and planning for the 3DIVAs
created (possibly running on a separate process or machine).

2.1 Behavioural Agent System

This system is the responsible for controlling the main components of the task-
oriented agent architecture that figure 2 shows. The main components are briefly
described now:

The Agent Control Module contains two important agent components:
a) the Agent Memory (perceived world and internal state) and b) the Task
Control Model.
The Agent Memory is a dynamic object container, which asynchronously
receives and updates new information from the perception module. We man-
tain two representation levels: low level information (location, size, ...) and
symbolic object centered data (properties and their perceived values ).
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Fig. 2. Internal agent architecture

The Task Controller governs the agent activity anytime and it decides
what to do depending on the agent and world states. Figure 3 shows the
Finite State Machine (FSM) designed for general simulation task monitor-
ization. We are using a classical task definition, so tasks consist of several
primitive actions to be executed by the agent sequentially. IDLE will be the
initial and the final state, where the agent has nothing to do. Anytime the
agent generates a plan it goes to the WORKING state, and start sequenc-
ing the current task in its corresponding actions. WORKING is designed to
transite to NAVIGATE or EXECUTE depending on the current action to
carry out. NAVIGATE is simply used to undertake the go_to action, and
EXECUTE will send an action request to the motor agent system and will
wait until the results are known. To detect when the current task (and plan)
should be aborted, the preconditions of the current task are regularly re-
vised in these states (WORKING, NAVIGATE, EXECUTE). SLEEP is a
state where the agent has no plan to carry out, normally this situation is
motivated by world changes that finally hide the agent’s goal states. To ani-
mate this situation the agent will look at the desired object and it will wait
until a new possible plan to carry out is achieved. In order to do this, the
agent will periodically translate from this state to the SEARCH one.

The Reactive Navigation System of the agents created is based on the
3-layered Feed Forward Nerural Network presented in [11]. This local nav-
igation system is allowed to access the agent memory, where visible and
remembered objects are located. The main objective of this system is to
guarantee NAVIGATION free of obstacles in a multi-agent environment.

Planning module starts from the miniMin-HSP planner shown in [12], and
it will be described in further detail in the next section.
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3 Planning Module

From planning’s point of view, all the agents are immersed in a highly dynamical
scenario - many agents may be working in the same area at the same time,
continuously transforming the environment.

A dynamic environment means that the planner must be able to deal with non
deterministic actions. However, it must be noted that the non determinism may
be of two different natures. The first is that the action by itself may have different
results with different probabilities for each result, as for example throwing a dice,
which has six different possible results with probabilities 1/6. We will call these
actions pure non deterministic actions. The second kind of nondeterministic
action is an action that, in an ideal world with no interferences is deterministic
(for example, to pickup a block in a blocks world planning problem), but in a
real multi agent world, this action may fail due to a change in the world that
doesn’t allow the action to be finished (other agent got the block), or the action
may succeed but the resulting state is a state that comes from a composition of
different actions, that are casually executed at a similar time by different agents.
We will call these actions casual non deterministic actions.

The way to deal with pure non deterministic actions is to model the problem
as a Markov Decision Problem (MDP) or a Partially Observable Markov Decision
Problem (POMDP) [16] where the possible states resulting from the actions have
a probability, and an optimal solution is a policy that has a minimum expected
cost. Algorithms that deal with these problems are the Minimax Real Time
Heuristic Search [17] and the RTDP [16].

However, in a virtual environment, the most common kinds of actions are
the casual non deterministic actions. These kinds of actions have one expected
resulting state with high probability and many unexpected resulting states with
low probability. During the planning process, we consider these actions as deter-
ministic ones, so each agent starts planning from the current state perceived from
its sensors under classical planning assumptions. In this way, planning is used
to generate the necessary agent intentions.However, it is necessary to choose
a robust algorithm in order to recover from perturbations, normally when the
expected results are not achieved.

Another challenge that the planner must face is that it must work in real
time. The planner is used for a visual simulation, so it shouldn’t take more than
a few seconds to choose the action to execute.

The technique commonly used to solve these problems is to interleave plan-
ning and plan execution. In this way, it is not necessary to obtain a complete
plan from the initial state to the goal state before beginning the execution of
the first action. The agent only needs to advance the plan sufficiently to choose
the first action, then it can execute the action and continue the planning from
the resulting execution state, until it is able to choose the next action, repeating
the cycle until the goal state is reached.

The algorithm we use to control the interleaving of planning and action
execution is a greedy search, as described in [16]. We have also included memory
facilities to avoid past states. The different steps of the algorithm are represented
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Fig. 3. Task Controler

in figure 4, where is the cost of applying the task in the state and
is an estimation of the cost from state to the goal state.

It can be clearly seen that this algorithm implements a sense - plan - act cycle.
Step 1 corresponds to the planning phase, step 2 to the action execution and step
3 to the sensorization phase. The sensorization is fundamental for dealing with
the non determinism of the actions, as the agent can’t know the resulting state
of an action. If the action observed in step 3 is not the same as the predicted
state the algorithm continues the search from To deal with the possible
failure of the actions, we have made step 2 of the algorithm interruptible. For
example, in the multi-agent blocks world scenario, agent1 may plan the task of
Picking up block1. This task is translated into two primitive actions: go_to block1
and pick_up block1. But it may happen that while agent1 is going to block1,
another agent takes it. In this case the task is no longer possible and the current
action is interrupted, so the algorithm continues with step 3 for identifying the
new state and planning once again.

For the planning phase of the algorithm, which corresponds with step 1 of
the previous algorithm, we use the Minimin algorithm [15], which is similar to
the Minimax algorithm but more oriented to single agent real time search. This
algorithm searches forward from the current state to a fixed depth and applies
the heuristic evaluation function to the nodes at the search frontier. We use an

Fig. 4. Greedy Search Algorithm
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alpha pruning to avoid searching all the frontier nodes. This alpha pruning is
similar to the alpha-beta pruning of the Minimax algorithm, and it has been
shown to be very efficient with high branching factor [15]. The heuristics we are
using for the Minimin algorithm consists of a relaxed search (no preconditions
considered) until a goal state or the maximum depth are detected. The nodes at
this maximum depth (the heuristic frontier) are given a heuristic value according
to the atoms distance to the goal state.

The Planner Module we have described has the advantage of being very
robust at any perturbation or unexpected change in the world and also efficient
enough for the purpose of the module, although the quality of the solution (with
respect to the optimal one) relies heavily on the heuristic used. However as
occurs in other behavioural simulation domains such as storytelling, the optimal
plan is not really a requirement. Furthermore, it is easy to realise that to extract
plans in a multiagent environment it is insuficcient to guarantee that the goal
state will be reached by the agent, as it is always possible to create another
agent (agent2) that undoes the actions done by the agent1, independently of
the algorithm used.

Other similar algorithms to the one presented here are the RTA* or LRTA*
[15]. Although they need some adjustment to be able to function in a highly
dynamical environment.

4 Results

The flexibilty of the simulation system created lets us design a high number of
experiments in different 3D simulation environments. Furthermore, as occurs in
storytelling, the full potential of story generation derives from the interaction of
character behaviours while they compete for action resources (pre-conditions).
As occurs in storytelling, in this case, the story can only carry forward if the
character has re-planning capabilities.

Figure 5 shows the trace of one of the simulations performed in a Blocks World
inspired 3D environment, composed of 4 tables, 4 cubes and two agents. The ini-
tial state perceived by both agents is the same, however their goals are indepen-
dent. Agent1 has to invert the cubes0-3 which are placed on table0, and Agent2
will do it with cubes2-1, placed on table2 (tables1,3 are free). Although it is clear
that an optimal plan, in terms of the total number of actions performed by all
actors is possible to achieve, we are more interested now in checking the robust-
ness of the planning system created, as it will have to face complex situations
where the goal state can move away or even disappear. For example, initially
the Agent2 decides to move the cube3 to the cube2, however Agent1 gets the
cube2 before. This situation is detected by Agent2 who aborts its current plan
and searchs again from the new state perceived, deciding this time to drop the
picked cube(2) on the cubel, as it is now free.

As there is no muti-agent task coordination1 between the agents, a conflict
situation is generated again when both agents drop their cubes and they disturb

1 we can consider the current agent task as its short-term intentions, while complete
plans can be viewed as long-term ones
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Fig. 5. Simulation trace example

themselves. Agent1 faces this situation, moving away cube3, while Agent2 picks
up cube2. At this moment Agent2 searchs again, however, a plan can not be
provided, as Agent1 is moving cube3, son Agent2 has no way to know its final
location. Once Agent1 drops cube3 on one of the free tables, Agent2 decides to
drop the cube previously picked on cube1 (so it will produce a new initial state
from Agent1’s point of view) and finally, it achieves its goals as it moves cube0
to its final position on cube3. Agent1 can finish now without more problems, so
that finally all cubes are compiled in a single stack, which is a possible solution
to the 2-Agent problem designed.

5 Conclusions

We have described an agent architecture that interleaves perception, planning
and action, to be able to adapt itself to the changes produced by users or agents.
We have shown how to combine planning and reactivity (based on the precon-
dition checking performed by the agents while they are working) in order to
manage complex environmental simulations in 3D. This can be also very use-
ful for behavioural character animation, for example when a character detects
that another one is moving the cube that it will need in the future, we can ani-
mate this situation through a suprise agent dialogue (eg: ... where are you going
with this cube?). Reactivity tunning can be also easily introduced, as the agents
can always try to follow their current task, and anly re-plan after their actions.
Furthermore, it is easy to see how new informative heuristic functions can be
introduced in the planning system to finally influence the agent behaviour(in a
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Fig. 6. Snapshot of the simulation framework in real time

similar way as narrative concepts can guide actor’s decision taking in storytelling
domains). Heuristics can derive mainly from two information soruces: a) from
perception: where typically object distances or other kind of situation recogni-
tion can be easily introduced, b) from the agent internal state: as showed in
[13], agents could also manage some fluents (eg. mood, etc.) which finally assist
its decision taking. From storytelling system’s point of view, the behavioural
approach presented lets the agents to autonomously deal with reactivity and
long-term dependencies in similar 3D simulation scenarios (in storytelling do-
mains, normally is the author who apriori introduces the narrative content using
AND/OR graphs composed by independent sub-problems, so agent behaviours
based on long-term dependencies can not be considered).

Summarizing, the storytelling inspired agents created are able to adapt them-
selves to the enviromental changes they are producing anytime, which is an im-
portant point when simulating intelligent and believables character’s behaviours.
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