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Preface

SBIA, the Brazilian Symposium on Artificial Intelligence, is a biennial event
intended to be the main forum of the AI community in Brazil. The SBIA 2004
was the 17th issue of the series initiated in 1984. Since 1995 SBIA has been
accepting papers written and presented only in English, attracting researchers
from all over the world. At that time it also started to have an international
program committee, keynote invited speakers, and proceedings published in the
Lecture Notes in Artificial Intelligence (LNAI) series of Springer (SBIA 1995,
Vol. 991, SBIA 1996, Vol. 1159, SBIA 1998, Vol. 1515, SBIA 2000, Vol. 1952,
SBIA 2002, Vol. 2507).

SBIA 2004 was sponsored by the Brazilian Computer Society (SBC). It was
held from September 29 to October 1 in the city of São Luis, in the northeast
of Brazil, together with the Brazilian Symposium on Neural Networks (SBRN).
This followed a trend of joining the AI and ANN communities to make the joint
event a very exciting one. In particular, in 2004 these two events were also held
together with the IEEE International Workshop on Machine Learning and Signal
Processing (MMLP), formerly NNLP.

The organizational structure of SBIA 2004 was similar to other international
scientific conferences. The backbone of the conference was the technical program
which was complemented by invited talks, workshops, etc. on the main AI topics.

The call for papers attracted 209 submissions from 21 countries. Each paper
submitted to SBIA was reviewed by three referees. From this total, 54 papers
from 10 countries were accepted and are included in this volume. This made
SBIA a very competitive conference with an acceptance rate of 25.8%. The
evaluation of this large number of papers was a challenge in terms of reviewing
and maintaining the high quality of the preceding SBIA conferences. All these
goals would not have been achieved without the excellent work of the members
of the program committee – composed of 80 researchers from 18 countries – and
the auxiliary reviewers.

Thus, we would like to express our sincere gratitude to all those who helped
make SBIA 2004 happen. First of all we thank all the contributing authors;
special thanks go to the members of the program committee and reviewers for
their careful work in selecting the best papers. Thanks go also to the steering
committee for its guidance and support, to the local organization people, and to
the students who helped with the website design and maintenance, the papers
submission site, and with the preparation of this volume. Finally, we would like
to thank the Brazilian funding agencies and Springer for supporting this book.

Porto Alegre, September 2004 Ana L.C. Bazzan
(Chair of the Program Committee)

Sofiane Labidi
(General Chair)
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On Modalities for Vague Notions

Mario Benevides1,2, Carla Delgado2, Renata P. de Freitas2,
Paulo A.S. Veloso2, and Sheila R.M. Veloso2

1 Instituto de Matemática
2 Programa de Engenharia de Sistemas e Computação, COPPE

Universidade Federal do Rio de Janeiro, Caixa Postal 68511, 21945-970
Rio de Janeiro, RJ, Brasil

{mario,delgado,naborges,veloso,sheila}@cos.ufrj.br

Abstract. We examine modal logical systems, with generalized opera-
tors, for the precise treatment of vague notions such as ‘often’, ‘a mean-
ingful subset of a whole’, ‘most’, ‘generally’ etc. The intuition of ‘most’
as “all but for a ‘negligible’ set of exceptions” is made precise by means
of filters. We examine a modal logic, with a new modality for a local
version of ‘most’ and present a sound and complete axiom system. We
also discuss some variants of this modal logic.

Keywords: Modal logic, vague notions, most, filter, knowledge repre-
sentation.

1 Introduction

We examine modal logical systems, with generalized operators, for the precise
treatment of assertions involving some versions of vague notions such as ‘often’,
‘a meaningful subset of a whole’, ‘most’, ‘generally’ etc. We wish to express these
vague notions and reason about them.

Vague notions, such as those mentioned above, occur often in ordinary lan-
guage and in some branches of science, some examples being “most bodies ex-
pand when heated” and “typical birds fly”. Vague terms such as ‘likely’ and
‘prone’ are often used in more elaborate expressions involving ‘propensity’, e.g.
“A patient whose genetic background indicates a certain propensity is prone
to some ailments”. A precise treatment of these notions is required for reason-
ing about them. Generalized quantifiers have been employed to capture some
traditional mathematical notions [2] and defaults [10]. A logic with various gen-
eralized quantifiers has been suggested to treat quantified sentences in natural
language [1] and an extension of first-order logic with generalized quantifiers for
capturing a sense of ‘generally’ is presented in [5]. The idea of this approach
is formulating ‘most’ as ‘holding almost universally’. This seems quite natural,
once we interpret ‘most’ as “all, but for a ‘negligible’ set of exceptions”.

Modal logics are specification formalisms which are simpler to be handled
than first-order logic, due to the hiding of variables and quantifiers through the
modal operators (box and diamond). In this paper we present a modal coun-
terpart of filter logic, internalizing the generalized quantifier through a new

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 1–10, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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2 Mario Benevides et al.

modality whose behavior is intermediate between those of the classical modal
operators and Thus one will be able to express “a reply to a message
will be received almost always”: “eventually a reply to a message
will be received almost always”: “the system generally operates
correctly”: etc.

An important class of problems involves the stable property detection. In
a more concrete setting consider the following situation. A stable property is
one which once it becomes true it remains true forever: deadlock, termination
and loss of a token are examples. In these problems, processes communicate
by sending and receiving messages. A process can record its own state and the
messages it sends and receives, nothing else.

Many problems in distributed systems can be solved by detecting global
states. An example of this kind of algorithm is the Chandy and Lamport Dis-
tributed Snapshots algorithm for determining global states of distributed systems
[6]. Each process records its own state and the two processes that a channel is
incident on cooperate in recording the channel state. One cannot ensure that
the states of all processes and channels will be recorded at the same instant,
because there is no global clock, however, we require that the recorded process
and channel states form a meaningful global state. The following text illustrates
this problem [6]: “The state detection algorithm plays the role of a group of
photographers observing a panoramic, dynamic scene, such as a sky filled with
migrating birds – a scene so vast that it cannot be captured by a single photo-
graph. The photographers must take several snapshots and piece the snapshots
together to form a picture of the overall scene. The snapshots cannot all be taken
at precisely the same instant because of synchronization problems. Furthermore,
the photographers should not disturb the process that is being photographed;
(...) Yet, the composite picture should be meaningful. The problem before us
is to define ‘meaningful’ and then to determine how the photographs should be
taken.”

If we take the modality to capture the notion of meaningful, then the
formula means: is true in a meaningful set of states”. Returning to the
example of Chandy and Lamport Algorithm, the formula:

would mean “if in a meaningful set of states, for each pair of processes and
the snapshot of process local state has property snapshot of process has
property and the snapshot of the state of channel ij has property then it is
always the case that global stable property holds forever”. So we can express
relationships among local process states, global system states and distributed
computation’s properties even if we cannot perfectly identify the global state at
each time; for the purpose of evaluating stable properties, a set of meaningful
states that can be figured out from the local snapshots collected should suffice.

Another interesting example comes from Game Theory. In Extensive Games
with Imperfect Information (well defined in [9]), a player may not be sure about
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On Modalities for Vague Notions 3

the complete past history that has already been played. But, based on a mean-
ingful part of the history he/she has in mind, he/she may still be able to decide
which action to choose. The following formula can express this fact

The formula above means: “it is always the case that, if it is player’s turn and
properties are true in a meaningful part of his/her history, then player

should choose action to perform”. This is in fact the way many absent-minded
players reason, especially in games with lots of turns like ‘War’, Chess, or even
a financial market game.

We present a sound and complete axiomatization for generalized modal logic
as a first step towards the development of a modal framework for generalized
logics where one can take advantage of the existing frameworks for modal logics
extending them to these logics.

The structure of this paper is as follows. We begin by motivating families,
such as filters, for capturing some intuitive ideas of ‘generally’. Next, we briefly
review a system for reasoning about generalized assertions in Sect. 3. In Sect.
4, we introduce our modal filter logic. In Sect. 5 we comment on how to adapt
our ideas to some variants of vague modal logics. Sect. 6 gives some concluding
remarks.

2 Assigning Precise Meaning to Generalized Notions

We now indicate how one can arrive at the idea of filters [4] for capturing some
intuitive ideas of ‘most’, ‘meaningful’, etc. Our approach relies on the familiar
intuition of ‘most’ as “all but for a ‘negligible’ set of exceptions” as well as on
some related notions. We discuss, trying to explain, some issues in the treatment
of ‘most’, and the same approach can be applied in treating ‘meaningful’, ‘often’,
etc.

2.1 Some Accounts for ‘Most’

Various interpretations seem to be associated with vague notions of ‘most’. The
intended meaning of “most objects have a given property” can be given either
directly, in terms of the set of objects having the property, or by means of the
set of exceptions, those failing to have it. In either case, a precise formulation
hinges on some ideas concerning these sets. We shall now examine some proposals
stemming from accounts for ‘most’.

Some accounts for ‘most’ try to explain it in terms of relative frequency
or size. For instance, one would understand “most Brazilians like football” as
the “the Brazilians that like football form a ‘likely’ portion”, with more than,
say, 75% of the population, or “the Brazilians that like football form a ‘large’
set”, in that their number is above, say, 120 million. These accounts of ‘most’
may be termed “metric”, as they try to reduce it to a measurable aspect, so
to speak. They seek to explicate “most people have property as “the people
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4 Mario Benevides et al.

having form a ‘likely’ (or ‘large’) set”, i.e. a set having ‘high’ relative frequency
(or cardinality), with ‘high’ understood as above a given threshold. The next
example shows a relaxed variant of these metric accounts.

Example 1. Imagine that one accepts the assertions “most naturals are larger
than fifteen” and “most naturals do not divide twelve” about the universe of
natural numbers. Then, one would probably accept also the assertions:

“Most naturals are larger than fifteen or even”
“Most naturals are larger than fifteen and do not divide twelve”

Acceptance of the first two assertions, as well as inferring from them,
might be explained by metric accounts, but this does not seem to be the case
with assertion A possible account for this situation is as follows. Both sets
F, of naturals below fifteen, and T, of divisors of twelve, are finite. So, their
union still form a finite set.

This example uses an account based on sizes of the extensions: it explains
“most naturals have property as “the naturals failing to have form a ‘small’
set”, where ‘small’ is taken as finite. Similarly, one would interpret “most reals
are irrational” as “the rational reals form a ‘small’ set”, with ‘small’ now un-
derstood as (at most) denumerable. This account is still quantitative, but more
relaxed. It explicates “most objects have property as “those failing to have

form a ‘small’ set”, in a given sense of ‘small’.
As more neutral names encompassing these notions, we prefer to use ‘sizable’,

instead of ‘large’ or ‘likely’, and ‘negligible’ for ‘unlikely’ or ‘small’. The previous
terms are vague, the more so with the new ones. This, however, may be advanta-
geous. The reliance on a – somewhat arbitrary – threshold is less stringent and
they have a wider range of applications, stemming from the liberal interpretation
of ‘sizable’ as carrying considerable weight or importance. Notice that these no-
tions of ‘sizable’ and ‘negligible’ are relative to the situation. (In “uninteresting
meetings are those attended only by junior staff”, the sets including only junior
staff members are understood as ‘negligible’.)

2.2 Families for ‘Most’

We now indicate how the preceding ideas can be conveyed by means of families,
thus leading to filters [4] for capturing some notions of ‘most’. One can under-
stand “most birds fly” as “the non-flying birds form a ‘negligible’ set”. This
indicates that the intended meaning of “most objects have may be rendered
as “the set of objects failing to have is negligible”, in the sense that it is in
a given family of negligible sets. The relative character of ‘negligible’ (and ‘siz-
able’) is embodied in the family of negligible sets, which may vary according
to the situation. Such families, however, can be expected to share some general
properties, if they are to be appropriate for capturing notions of ‘sizable’, such
as ‘large’ or ‘likely’. Some properties that such a family may, or may not, be
expected to have are illustrated in the next example.
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Example 2. Imagine that one accepts the assertions:
“Most American males like beer”
“Most American males like sports” and
“Most American are Democrats or Republicans”

In this case, one is likely to accept also the two assertions:
“Most American males like beverages”
“Most American males like beer and sports”

Acceptance of should be clear. As for its acceptance may be ex-
plained by exceptions. (As the exceptional sets of non beer-lovers and of non-
sports-lovers have negligibly few elements, it is reasonable to say that “negligibly
few American males fail to like beer or sports”, so “most American males like
beer and sports”.) In contrast, even though one accepts neither one of the
assertions “most American males are Democrats” and “most American males
are Republicans” seems to be equally acceptable.

This example hinges on the following ideas: if and B has ‘most’
elements, then W also has ‘most’ elements; if both and have ‘negligibly few’
elements, then will also have ‘negligibly few’ elements; a union may
have ‘most’ elements, without either D or R having ‘most’ elements.

We now postulate reasonable properties of a family of negligible
sets (in the sense of carrying little weight or importance) of a universe V.

if “subsets of negligible sets are negligible”.
“the empty set is negligible”.

“the universe V is not negligible”.
if “unions of negligible sets are negligible”.

These postulates can be explained by means of a notion of ‘having about the
same importance’ [12]. Postulates and (V ) concern the non-triviality of our
notion of ‘negligible’. Also, is not necessarily satisfied by families that may
be appropriate for some weaker notions, such as ‘several’ or ‘many’. In virtue
of these postulates, the family of negligible sets is non-empty and proper as
well as closed under subsets and union, thus forming an ideal. Dually, a family
of sizable sets – of those having ‘most’ elements – is a proper filter (but not
necessarily an ultrafilter [4]).

Conversely, each proper filter gives rise to a non-trivial notion of ‘most’. Thus,
the interpretation of “most objects have property as “the set of objects failing
to have is negligible” amounts to “the set of objects having belongs to a
given proper filter”. The properties of the family are intuitive and coincide
with those of ideals. As the notion of ‘most’ was taken as the dual of ‘negligible’,
it is natural to explain families of sizeable sets in terms of filters (dual of ideals).
So, generalized quantifiers, ranging over families of sets [1], appear natural to
capture these notions.

3 Filter Logic

Filter logic extends classical first-order logic by a generalised quantifier whose
intended interpretation is ‘generally’. In this section we briefly review filter logic:
its syntax, semantics and axiomatics.
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6 Mario Benevides et al.

Given a signature we let be the usual first-order language (with equal-
ity of signature and use for the extension of by the new opera-
tor The formulas of are built by the usual formation rules and a new
variable-binding formation rule for generalized formulas: for each variable if

is a formula in then so is

Example 3. Consider a signature with a binary predicate L (on persons). Let
stand for loves Some assertions expressed by sentences of

are: “people generally love everybody” - “somebody loves people in
general” – and “people generally love each other” –
Let be is taller than We can express “people generally are taller
than by and is taller than people in general” by

The semantic interpretation for ‘generally’ is provided by enriching first-order
structures with families of subsets and extending the definition of satisfaction to
the quantifier

A filter structure for a signature consists of a usual structure
for together with a filter over the universe A of We extend the usual

definition of satisfaction of a formula in a structure under assignment to its
(free) variables, using the extension
as follows: for a formula iff is in

As usual, satisfaction of a formula hinges only on the realizations assigned to
its symbols. Thus, satisfaction for purely first-order formulas (without does
not depend on the family of subsets. Other semantic notions, such as reduct,
model and validity, are as usual [4, 7]. The behavior of is interme-
diate between those of the classical and

A deductive system for the logic of ‘generally’ is formalized by adding axiom
schemata, coding properties of filters, to a calculus for classical first-order logic.
To set up a deductive system for filter logic one takes a sound and complete
deductive calculus for classical first-order logic, with Modus Ponens (MP) as
the sole inference rule (as in [7]), and extend its set A of axiom schemata by
adding a set of new axiom schemata (coding properties of filters), to form

This set consists of all the generalizations of the following five
schemata (where and are formulas of

for a new variable not occurring in
These schemata express properties of filters, the last one covering alpha-

betic variants. Other usual deductive notions, such as (maximal) consistent sets,
witnesses and conservative extension [4,7], can be easily adapted. So, filter deriv-

Hence, we have monotonicity of and substitutivity of equivalents.
This deductive system is sound and complete for filter logic, which is a proper

conservative extension of classical first-order logic. It is not difficult to see that
we have a conservative extension of classical logic: iff for and

ability amounts to first-order derivability from the filter schemata: iff
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On Modalities for Vague Notions 7

without We have a proper extension of classical logic, because sentences,

is dark”; this can be done by the modal formula Similarly,
expresses “some offsprings of black animals are dark”. Now, how

do we express the vague assertion “most offsprings of black animals are dark” ?
A natural candidate would be where is the vague modality
for ‘most’. Here, we interpret as “a sizable portion of the offsprings is
dark”. Thus, captures a notion of “most states among the reachable ones”.
This is a local notion of vagueness. (In the FOL version, sorted generalized
quantifiers were used for local notions.) One may also encounter global notions
of vagueness. For instance, in “most animals are herbivorous”, ‘most’ does not
seem to be linked to the reachable states (see also Sect. 6).

The alphabet of serial local filter logic (SLF) is that of basic modal logic with
a new modality The formulas are obtained by closing the set of formulas of
basic modal logic by the rule:

Frames, models and rooted models of SLF are much as in the basic modal
logic. For each we denote by the set of states in
the frame that are accessible from Semantics of the is given by a
family of filters one for each state in a frame. A model of SLF is 4-tuple

where is a serial frame (R is serial, i.e.,
for all V is a valuation, as usual, and with a
filter over S, for each

Satisfaction of a formula in a rooted arrow model denoted by
is defined as in the basic modal logic, with the following extra clause:

with and being the set of
states that satisfies a formula in a model A formula is a consequence of a
set of formulas in SLF, denoted by when implies
for every rooted arrow model as usual.

A deductive system for SLF is obtained by extendind the deductive system
for normal modal logic [14] with the axiom for seriality and the
following modal versions of the axioms for filter first-order logic:

such as cannot be expressed without

4 Serial Local Filter Logic

In this section, we examine modal logics to deal with vague notions. As pointed
out in Sect. 1, these notions play an important role in computing, knowledge
representation, natural language processing, game theory, etc.

In order to introduce the main ideas, consider the following situation. Imagine
we wish to examine properties of animals and their offspring. For this purpose,
we consider a universe of animals and binary relation corresponding to “being
an offspring of”. Suppose we want to express “every offspring of a black animal
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8 Mario Benevides et al.

We write to express that formula is derivable from set in SLF. The
notion of derivability is defined as usual, considering the rules of necessitation
and Modus Ponens.

Completeness

It is an easy exercise to prove that the Soundness Theorem for SFL, i. e.,
We now prove the Completeness Theorem for SLF, i. e., We use the
canonical model construction.

We start with the canonical model of basic modal logic
[3]1. Since we have axiom model is a serial model2.

It remains to define a family of filters over For this purpose, we will
introduce some notation and obtain a few preliminary results.

Define and

Proposition 1. For every (i) (ii) and (iii) is
closed under intersection.

Proof. (i) For all (as is an MCS). Thus,
Given by Necessitation and we have Thus

(ii) Assume Then, for some formula we have
i. e., for some By we have i. e., there is some
with But since for all a contradiction. (iii)
From we have

As a result, each family has the finite intersection property. Now, let
be the closure of under supersets. Note that is a proper filter over

Proposition 2. iff

Proof. Clear. Suppose Then, for some
(i. e., and for some Now, 3.

Thus, by and we have Hence,

Define to be Define the canonical SLF model to be
Then we can prove the Satisfability Lemma iff

by induction on formulas. Completeness is an easy corollary.
1

2

3

is the set of maximal consistent sets of formulæ.
Recall that iff and
Also, given if then there is some s. t. [3].
If then for if then there exists

s. t. Thus (by consistency and maximality), i. e.,
and Thus we have as and Hence
a contradiction.
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On Modalities for Vague Notions 9

5 Variants of Vague Modal Logics

We now comment on some variants of vague modal logics.

Variants of Local Filter Logics. First note that the choice of serial models
is a natural one, in the presence of and i. e.,

whence An alternative choice would be non-serial local filter
logics where one takes a filter over the extended universe for
each and the corresponding axiom system

where and
with iff Soundness and completeness

can be obtained in analogous fashion.

Other Local Modal Logics. Serial local filter axioms encodes properties of
filters through – closed under supersets, – closed under intersections,
and - non-emptyness axioms. Our approach is modular being easily adapted
to encode properties of other structures, e. g., to encode families that are up-
closed, one removes axiom to encode lattices one replaces axiom
by the where For those systems one
obtains soundness and completeness results with respect to semantics of the

being given by a family of up-closed sets and a family of lattices,
respectively, along the same lines we provided for SLF logics. (In these cases, one
takes in the construction of the canonical model.)

6 Conclusions

Assertions and arguments involving vague notions, such as ‘generally’, ‘most’
and ‘typical’ occur often in ordinary language and in some branches of science.
Modal logics are specification mechanisms simpler to handle than first-order
logic.

We have examined a modal logic, with a new generality modality for express-
ing and reasoning about a local version of ‘most’ as motivated by the hereditary
example in Sect. 4. We presented a sound and complete axiom system for local
generalized modal logic, where the locality aspect corresponds to the intended
meaning of the generalized modality: “most of the reachable states have the
property”. (We thank one of the referees for an equivalent axiomatization for
SLF. It seems that it works only for filters, being more difficult to adapt to other
structures.)

Some global generalized notions could appear in ordinary language, for in-
stance; “most black animals will have most offspring dark”. The first occurrence
of ‘most’ is global (among all animals) while the second is a local one (referring
to most offspring of each black animal considered). In this case one could have
two generalized operators: a global one, and a local one, Semantically
would refer to a filter (over the set of states) in a way analogous to the universal
modality [8].
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10 Mario Benevides et al.

Other variants of generalized modal logics occur when one considers multi-
modal generalized logics as motivated by the following example. In a chess game
setting, a state is a chessboard configuration. States can be related by different
ways, depending on which piece is moved. Thus, one would have for: is
a chessboard configuration resulting from a queen’s move (in state for:

is the chessboard configuration resulting from a pawn’s move (in state etc.
This suggests having etc. Note that with pawn’s moves one can reach
fewer states of the chessboard than with queen’s moves, i. e.,
is (absolutely) large, while is not. Thus, we would have
holding in all states and not holding in all states. On the other hand,
among the pawn’s moves many may be good, that is:
is large within (i. e.

In this fashion one has a wide spectrum of new modalities and relations
among them to be investigated. We hope the ideas presented in this paper pro-
vide a first step towards the development of a modal framework for generalized
logics where vague notions can be represented and be manipulated in a precise
way and the relations among them investigated (e. g. relate important with very
important, etc.). By setting this analysis in a modal environment one can further
take advantage of the machinery for modal logics [3], adapting it to these logics
for vague notions.
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Abstract. The aim of this paper is to study a family of logics that ap-
proximates classical inference, in which every step in the approximation
can be decided in polynomial time. For clausal logic, this task has been
shown to be possible by Dalal [4, 5]. However, Dalal’s approach cannot be
applied to full classical logic. In this paper we provide a family of logics,
called Limited Bivaluation Logics, via a semantic approach to approx-
imation that applies to full classical logic. Two approximation families
are built on it. One is parametric and can be used in a depth-first ap-
proximation of classical logic. The other follows Dalal’s spirit, and with
a different technique we show that it performs at least as well as Dalal’s
polynomial approach over clausal logic.

1 Introduction

Logic has been used in several areas of Artificial Intelligence as a tool for mod-
elling an intelligent agent reasoning capabilities. However, the computational
costs associated with logical reasoning have always been a limitation. Even if
we restrict ourselves to classical prepositional logic, deciding whether a set of
formulas logically implies a certain formula is a co-NP-complete problem [9].

To address this problem, researchers have proposed several ways of approx-
imating classical reasoning. Cadoli and Schaerf have proposed the use of ap-
proximate entailment as a way of reaching at least partial results when solving
a problem completely would be too expensive [13]. Their influential method is
parametric, that is, a set S of atoms is the basis to define a logic. As we add more
atoms to S, we get “closer” to classical logic, and eventually, when S contains all
prepositional symbols, we reach classical logic. In fact, Schaerf and Cadoli pro-
posed two families of logic, intending to approximate classical entailment from
two ends. The family approximates classical logic from below, in the follow-
ing sense. Let be a set of propositions and let
indicate the set of the entailment relation of a logic in the family. Then:

where CL is classical logic.
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12 Marcelo Finger

Approximating a classical logic from below is useful for efficient theorem prov-
ing. Conversely, approximating classical logic from above is useful for disproving
theorems, which is the satisfiability (SAT) problem and has a similar formula-
tion. In this work we concentrate only in theorem proving and approximations
from below.

The notion of approximation is also related with the notion of an anytime
decision procedure, that is, an algorithm that, if stopped anytime during the
computation, provides an approximate answer, that is, an answer of the form
“up to logic in the family, the result is/is not provable”. This kind of anytime
algorithms have been suggested by the proponents of the Knowledge Compilation
approach [14,15], in which a theory was transformed into a set of polynomially
decidable Horn-clause theories. However, the compilation process is itself NP-
complete.

Dalal’s approximation method [4] was the first one designed such that each
reasoner in an approximation family can be decided in polynomial time. Dalal’s
initial approach was algebraic only. A model-theoretic semantics was provided
in [5]. However, this approach was restricted to clausal form logic only.

In this work, we generalize Dalal’s approach. We create a family of logics
of Limited Bivalence (LB) that approximates full prepositional logic. We pro-
vide a model-theoretic semantics and two entailment relations based on it. The
entailment is a parametric approximation on the set of formulas and fol-
lows Cadoli and Schaerf’s approximation paradigm. The entailment follows
Dalal’s approach and we show that for clausal form theories, the inference
is polynomially decidable and serves as a semantics for Dalal’s inference

This family of approximations is useful in defining families of efficiently de-
cidable formulas with increasing complexity. In this way, we can define the set

and of tractable theorems, such that
This paper proceeds as follows. Next section briefly presents Dalal’s approxi-

mation strategy, its semantics and discuss its limitations. In Section 3 we present
the family of Limited Bivaluation Logics; the semantics for full proposi-
tional is provided in Section 3.1; a parametric entailment is presented
in Section 3.2. The entailment is presented in Section 3.4 and the soundness
and completeness of Dalal’s with respect to is Shown in Sections 3.3
and 3.4.

Notation: Let be a countable set of prepositional letters. We concentrate on
the classical prepositional language formed by the usual boolean connectives

(implication), (conjunction), (disjunction) and ¬ (negation).
Throughout the paper, we use lowercase Latin letters to denote preposi-

tional letters, denote formulas, denote clauses and denote a lit-
eral. Uppercase Greek letters denote sets of formulas. By we mean
the set of all prepositional letters in the formula if is a set of formulas,

Due to space limitations, some proofs of lemmas have been omitted.
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2 Dalal’s Polynomial Approximation Strategy

Dalal specifies a family of anytime reasoners based on an equivalence relation
between formulas [4]. The family is composed of a sequence of reasoners

such that each is tractable, each is at least as complete (with respect
to classical logic) as and for each theory there is a complete to reason with
it.

The equivalence relation that serves as a basis for the construction of a family
has to obey several restrictions to be admissible, namely it has to be sound,
modular, independent, irredundand and simplifying [4].

Dalal provides as an example a family of reasoners based on the classically
sound but incomplete inference rule known as BCP (Boolean Constraint Propa-
gation) [12], which is a variant of unit resolution [3]. For the initial presentation,
no proof-theoretic or model-theoretic semantics were provided for BCP, but an
algebraic presentation of an equivalence was provided. For that,
consider a theory as a set of clauses, where a disjunction of zero literals is de-
noted by f and the conjunction of zero clauses is denoted t. Let denote the
negation of the atom and let be the complement of the formula obtained
by pushing the negation inside in the usual way using De Morgan’s Laws until
the atoms are reached, at which point and

The equivalence is then defined as:

where are literals.
The idea is to use an equivalence relation to generate an inference in which

can be inferred from if is equivalent to an inconsistency. In this
way, the inference is defined as iff

Dalal presents an example1 in which, for the theory
we both have and but

This example shows that is unable to use a previously inferred clause
to infer Based on this fact comes the proposal of an anytime family of

reasoners.

2.1 The Family of Reasoners

Dalal defines a family of incomplete reasoners where each
is given by the following:

where the size of a clause is the number of literals it contains.

1 This example is extracted from [5].

TEAM LinG



14 Marcelo Finger

The first rule tells us that every is also a The
second rule tells us that if was inferred from a theory and it can be used as a

restriction on the size of in rule 2, then becomes complete, that is, for
each classically inferable there is a such that

2.2 Semantics

In [5], Dalal proposed a semantics for based on the notion of
which we briefly present here.

Dalal’s semantics is defined for sets of clauses. Given a clause the support
set of is defined as the set of all literals occurring in Support sets
ignore multiple occurrences of the same literal and are used to extend valuations
from atoms to clauses. According to Dalal’s semantics, a propositional valuation
is a function note that the valuation maps atoms to real numbers.
A valuation is then extended to literals and clauses in the following way:

1.
2.

for any atom
for any clause

Valuations of literals are real numbers in [0,1], but valuations of clauses are
non-negative real numbers that can exceed 1. A valuation is a model of
if A valuation is a countermodel of if Therefore it is
possible for a formula to have neither a model nor a countermodel. For instance,
if then has neither a model nor a countermodel. A
valuation is a model of a theory (set of clauses) if it is a model of all clauses in
it.

Define iff no model of the theory is a countermodel of

Proposition 1 ([5]). For every theory and every clause iff

So is sound and complete with respect to The next step is to gener-
alize this approach to obtain a semantics of For that, for any a set
V of valuations is a iff for each clause of size at most if V has
a non-model of then V has a countermodel of V is a of if each

is a model of this notion extends to theories as usual.
It is then possible to define iff there is no countermodel of in any

of

Proposition 2 ([5]). For every theory and every clause iff

Thus the inference is sound and complete with respect to

each is tractable, is as complete as and if you remove the

further hypothesis to infer and the size of is at most then is can also
be inferred from the theory.

Dalal shows that this is indeed an anytime family of reasoners, that is, for
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2.3 Analysis of

Dalal’s notion of a family of anytime reasoners has very nice properties. First,
every step in the approximation is sound and can be decided in polynomial
time. Second, the approximation is guaranteed to converge to classical inference.
Third, every step in the approximation has a sound and complete semantics,
enabling an anytime approximation process.

However, the method based on also has its limitations:

1.

2.

3.

It only applies to clausal form formulas. Although every prepositional for-
mula is classically equivalent to a set of clauses, this equivalence may not
be preserved in any of the approximation steps. The conversion of a formula
to clausal form is costly: one either has to add new prepositional letters
(increasing the complexity of the problem) or the number of clauses can be
exponential in the size of the original formula. With regards to complexity,
BCP is a form of resolution, and it is known that there are theorems that
can be proven by resolution only in exponentially many steps [2].
Its non-standard semantics makes it hard to compare with other logics known
in the literature, specially other approaches to approximation. Also, the se-
mantics presented is based on support sets, which makes it impossible to
generalize to non-clausal formulas.
The proof-theory for is poor in computational terms. In fact, if we
are trying to prove that and we have shown that
then we would have to guess a with so that and

Since the BCP-approximations provide no method to guess the
formula this means that a computation would have to generate and test
all the possible clauses, where is the number of propositional
symbols occurring in and

In the rest of this paper, we address problems 1 and 2 above. That is, we are
going to present a family of anytime reasoners for the full fragment of propo-
sitional logic, in which every approximation step has a semantics and can be
decided in polynomial time. Problem 3 will be treated in further work.

3 The Family of Logics

We present here the family of logics of Limited Bivalence, This is a para-
metric family that approximates classical logic, in which every approximation
step can be decided in polynomial time. Unlike is parameterized
by a set of formulas when contains all formulas of size at most
can simulate an approximation step of

The family can be applied to the full language of propositional logic,
and not only to clausal form formulas, with an alphabet consisting of a countable
set of propositional letters (atoms) and the connectives

and and the usual definition of well-formed propositional formulas; the set
of all well-formed formulas is denoted by The presentation of LB is made in
terms of a model theoretic semantics.
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3.1 Semantics of

The semantics of is based of a three-level lattice, where L is
a countable set of elements is the least upper bound,

is the gratest lower bound, and is defined, as usual, as iff iff
1 is the and 0 is the L is subject to the conditions:

(i) for every and (ii) for This three-level lattice
is illustrated in Figure 3.1(a).

(a) The 3-Level Lattice (b) The Converse Operation ~

This lattice is enhanced with a converse operation, ~, defined as: ~ 0 = 1,
~ 1 = 0 and for all This is illustrated in Figure 3.1(b).

We next define the notion of an unlimited valuation, and then we present
its limitations. An unlimited propositional valuation is a function
that maps atoms to elements of the lattice. We extend to all propositional
formulas, in the following way:

A formula can be mapped to any element of the lattice. However, the formulas
that belong to the set are bivalent, that is, they can only be mapped to the
top or the bottom element of the lattice. Therefore, a limited valuation must
satisfy the restriction of Limited Bivalence given by, for every

In the rest of this work, by a valuation we mean a limited valuation
subject to the condition above.

A valuation satisfies if and is said satisfiable; a set of
formulas is satisfied by if all its formulas are satisfied by A valuation

contradicts if if is neither satisfied nor contradicted by
we say that is neutral with respect to A valuation is classical if it assigns
only 0 or 1 to all proposition symbols, and hence to all formulas.

For example, consider the formula and Then

if then
if then
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if then
if then
if and then

The first four valuations coincide with a classical behavior. The last one
shows that if and are mapped to distinct neutral values, then will be
satisfiable. Note that, in this case, will also be satisfiable, and that
will be contradicted.

3.2 LB-Entailment

The notion of a parameterized LB-Entailment, follows the spirit of Dalal’s
entailment relation, namely if it is not possible to satisfy and con-
tradict at the same time. More specifically, if no valuation such
that also makes Note that since this logic is not classic,
if and it is possible that the is either neutral or satisfied
by

For example, we reconsider Dalal’s example, where
and make We want to show that

but
To see that suppose there is a such that Then we

have and Since it is not possible to
satisfy both, we cannot have so

To show that suppose there is a such that and
Then and Again,

it is not possible to satisfy both, so
Finally, to see that take a valuation such that

Then However, if we make
then we have only two possibilities for If we have

already seen that no valuation that contradicts will satisfy If we
have also seen that no valuation that contradicts will satisfy So for
we obtain

This example indicates that behave in a similar way to and that
by adding an atom to we have a behavior similar to We now have to
demonstrate that this is not a mere coincidence.

An Approximation Process. As defined in [8], a family of logics, parameter-
ized with a set, is said to be an approximation of classical logic “from below”
if, for increasing size of the parameter set we get closer to classical logic. That
is, for we have that,

Lemma 1. The family of logics is an approximation of classical logic
from below.
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18 Marcelo Finger

Note that for a given pair the approximation of can be done
in a finite number of steps. In fact, if any formula made up of and

has the property of bivalence. In particular, if all atoms of and are in
then only classical valuations are allowed.

An approximation method as above is not in the spirit of Dalal’s approxi-
mation, but follows the paradigm of Cadoli and Schaerf [13,1], also applied by
Massacci [11,10] and Finger and Wassermann [6–8].

We now show how Dalal’s approximations can be obtained using LB .

3.3 Soundness and Completeness of with Respect to

For the sake of this section and the following, let be a set of clauses and let
and denote clauses, and denote literals. We now show that, for

iff

Lemma 2. Suppose BCP transforms a set of clauses into a set of clauses
then iff

Lemma 3. iff for all valuations

Theorem 1. Let be a set of clauses and a clause. Then iff

Proof. iff for no and iff for no
iff, by Lemma 3, iff

Lemma 4 (Deduction Theorem for Let be a set of clauses, a
literal and a clause. Then the following are equivalent statements:

3.4 Soundness and Completeness of

semantics for we need to provide another entailment relation based on
which we call

For that, let be a set of sets of formulas and define iff there
exists a set such that We concentrate on the case where
is a set of clauses, is a clause and each is a set of atoms. We define

That is, is a set of sets of atoms of size Note that if we restrict our
attention to atoms, sets of atoms. For a fixed we only
have to consider a polynomial number of sets of atoms.

We then write to mean

Theorem 2. Let be a set of clauses and a clause. Then iff

As mentioned before, the family of entailment relations does not follow
Dalal’s approach to approximation, so in order to obtain a sound and complete
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For the base case, Theorem 1 gives us the result. Assume that
due to and Suppose for contradiction that then
for all there exists such that and By
the induction hypothesis, which implies and
which implies So for some which implies that

but this cannot hold for all a contradiction. So
Suppose Then for some with and

suppose that is a smallest set with such property. Therefore, for all with
with we have Choose one such and define the set of
literals is a literal whose atom is in

We first show that for every Suppose for contradiction that
for some then there is a with and
but Let If does not occur in then
which contradicts the minimality of So or Consider
a such that if maps to 0 or 1 it is a
so if for some then clearly we have that

so which contradicts the minimality of It
follows that

We now show that Suppose for contradiction that
Then, by Theorem 1, that is, there exists such that
and However, such maps all atoms of to 0 or 1, so it is actually
a that contradicts So

If then clearly So suppose In this case, we
show that Let we prove by induction that for

From and Theorem 1 we know that
there is a valuation such that and From
we infer that there must exist a such that without loss of
generality, let Suppose for contradiction that

Then there exists a valuation such that but
which contradicts So

Now note that for otherwise the minimality
of would be violated. From Theorem 1 we know that there is a valuation
such that and From we infer
that there must exist a such that without loss
of generality, let Suppose for contradiction that

Then there exists a valuation such that but
but this contradicts So

Thus we have that It
follows that as desired. Finally, from and
we obtain that and the result is proved.

The technique above differs considerably from Dalal’s use of the notion of
vividness. It follows from Dalal’s result that each approximation step is
decidable in polynomial time.

Proof. By induction on the number of uses of rule 2 in the definition of
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20 Marcelo Finger

4 Conclusions and Future Work

In this paper we presented the family of logics and provided it with a
lattice-based semantics. We showed that it can be a basis for both a parametric
and a polynomial clausal approximation of classical logic. This semantics is sound
and complete with respect to Dalal’s polynomial approximations

Future work should extend polynomial approximations to non-clausal logics.
It should also provide a proof-theory for these approximations.
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Abstract. One of the main problems in using logic for solving problems
is the high computational costs involved in inference. In this paper, we
propose the use of a notion of relevance in order to cut the search space
for a solution. Instead of trying to infer a formula directly from a large
knowledge base K, we consider first only the most relevant sentences in
K for the proof. If those are not enough, the set can be increased until,
at the worst case, we consider the whole base K.
We show how to define a notion of relevance for first-order logic with
equality and analyze the results of implementing the method and testing
it over more than 700 problems from the TPTP problem library.

Keywords: Automated theorem provers, relevance, approximate rea-
soning.

1 Introduction

Logic has been used as a tool for knowledge representation and reasoning in
several subareas of Artificial Intelligence, from the very beginning of the field.
Among these subareas, we can cite Diagnosis [1], Planning [2], Belief Revision
[3], etc.

One of the main criticisms against the use of logic is the high computational
costs involved in the process of making inferences and testing for consistency.
Testing satisfiability of a set of formulas is already an NP-complete problem
even if we stay within the realms of propositional logic [4]. And propositional
logic is usually not rich enough for most problems we want to represent. Adding
expressivity to the language comes at the cost of adding to the computational
complexity.

In the area of automatic theorem proving [5], the need for heuristics that help
on average cases has long been established. Recently, there have been several
proposals in the literature of heuristics that not only help computationally, but
are also based on intuitions about human reasoning. In this work, we concentrate
on the ideas of approximate reasoning and the use of relevance notions.

Approximate reasoning consists in, instead of attacking the original problem
directly, performing some simplification such that, if the simplified problem is

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 21–30, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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solved, the solution is also a solution for the original problem. If no solution is
found, then the process is restarted for a problem with complexity lying between
those of the original and the simplified problem.

That is, we are looking for a series of deduction mechanisms
with computationally less expensive than for such that if
represents the theorems which can be proved using and is a sound and
complete deduction mechanism for classical logic, we get:

An example of such kind of system is Schaerf and Cadoli’s “Approximate
Entailment” [6] for propositional logic. The idea behind their work is that at
each step of the approximation process, only some atoms of the language are
considered.

Given a set S of propositional letters, their system disconsiders those
atoms outside S by allowing both and to be assigned the truth value 1
when is not in S. If is in S, then its behavior is classic, i.e., is assigned
the truth value 1 if and only if is assigned 0. The system is sound but
incomplete with respect to classical logic. This means that for any S, if a formula
is an consequence of a set of formulas, it is also a classical consequence. Since
the system is incomplete, the fact that a formula does not follow from the set
according to does not give us information about its classical status.

There are several other logical systems found in the literature which are also
sound and incomplete, such as relevant [7] and paraconsistent logics [8].

In this work, we present a sound an incomplete system based on a notion of
relevance. We try to prove that a sentence follows from a set of formulas K by
first considering only those elements of K which are most relevant to If this
fails, we can add some less relevant elements and try again. In the worst case,
we will end up adding all the elements of K, but if we are lucky, we can prove

with less.
The system presented here is based on the one proposed in [9]. The original

framework was developed for propositional logic. In this paper, we extend it to
deal with first order logic and show some empirical results.

The paper proceeds as follows: in the next section, we present the idea of
using a relevance graph to structure the knowledge base, proposed in [9]. In
Section 3, we introduce a particular notion of relevance, which is based purely
on the syntactical analysis of the knowledge base. In Section 4, we show how
these ideas were implemented and the results obtained. We finally conclude and
present some ideas for future work.

2 The Relevance Graph Approach

In this section, we assume that the notion of relevance which will be used is given
and show some general results proven in [9]. In the next section, we consider a
particular notion of relevance which can be obtained directly from the formulas
considered, without the need of any extra-logical resources.

Let be a relation between two formulas with the intended meaning that
if and only if the formulas and are directly relevant to each other.
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Given such a relatedness relation, we can represent a knowledge base (a set of
formulas) as a graph where each node is a formula and there is an edge between

and if and only if This graph representation gives us immediately
a notion of degrees of relatedness: the shorter the path between two formulas
of the base is, the closer related they are. Another notion made clear is that
of connectedness: the connected components partition the graph into unrelated
“topics” or “subjects”. Sentences in the same connected component are somehow
related, even if far apart (see Figure 1).

Fig. 1. Structured Knowledge Base Fig. 2. Degrees of Relevance

Definition 1. [9] Let K be a knowledge base and be a relation between
formulas. A between two formulas and in K is a sequence

of formulas such that:

1.
2.
3.

and

and

If it is clear from the context to which relation we refer we will talk simply
about a path in K.

We represent the fact that P is a path between and by
The length of a path is

Note that the extremities of a path in K are not necessarily elements of K.

Definition 2. [9] Let K be a knowledge base and a relation between formulas
of the language. We say that two formulas and are related in K by if and
only if there is a path P such that

Given two formulas and and a base K, we can use the length of the
shortest path between them in K as the degree of unrelatedness of the formulas.
If the formulas are not related in K, the degree of unrelatedness is set to infinity.
Formulas with a shorter path between them in K are closer related in K.
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Definition 3. [9] Let K be a knowledgebase, a relation between formulas of
the language and and formulas. The unrelatedness degree of and in K
is given by:

We now show, given the structure of a knowledge base, how to retrieve the
set of formulas relevant for a given formula

Definition 4. [9] The set of formulas of K which are relevant for with degree
is given by:

Definition 5. [9]
The set of formulas of K which are relevant for up to degree is given by:

We say that is the set of relevant formulas
for

In Figure 2, we see an example of a structured knowledge base
The dotted circles represent different

levels of relevance for We have:

We can now define our notion of relevant inference as:

Definition 6. if and only if

Since is a subset of K, it is clear that if for any then
Note however that if we cannot say anything about whether

or not.
An interesting point of the framework above is that it is totally indepen-

dent on which relevance relation is chosen. In the next section, we explore one
particular notion of relevance, which can be used with this framework.

3 Syntactical Relevance

We have seen that, given a relevance relation, we can use it to structure a
set of formulas so that the most relevant formulas can be easily retrieved. But
where does the relevance relation come from? Of course, we could consider very
sophisticated notions of relevance. But in this work, our main concern is to find
a notion that does not require that any extra information is added to the set K.
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In [9], a notion of syntactical relevance is proposed (for propositional logic),
which makes if and only if the formulas and share an atom. It can
be argued that this notion is very simplistic, but it has the advantage of being
very easy to compute (this is the relation used in Figure 1). We can also see that
it gives intuitive results. Consider the following example, borrowed from [10]1.

Example 1. Consider Paul, who is finishing school and preparing himself for the
final exams. He studied several different subjects, like Mathematics, Biology,
Geography. His knowledge base contains (among others) the beliefs in Figure 3.

When Paul gets the exam,
the first question is: Do cows
have molar teeth?

Of course Paul cannot rea-
son with all of his knowledge
at once. First he recalls what
he knows about cows and about
molar teeth:

Cows eat grass.
Mammals have canine teeth

or molar teeth.
From these two pieces of

knowledge alone, he cannot an-
swer the question. Since all he
knows (explicitly) about cows is
that they eat grass, he recalls
what he knows about animals
that eat grass:

Fig. 3. Student’s knowledge base

Animals that eat grass do not have canine teeth.
Animals that eat grass are mammals.
From these, Paul can now derive that cows are mammals, that mammals

have canine teeth or molar teeth, but that cows do not have canine teeth, hence
cows have molar teeth.

The example shows that usually, a system does not have to check its whole
knowledge base in order to answer a query. Moreover, it shows that the process
of retrieving information is made gradually, and not in a single step. If Paul had
to go too far in the process, he would not be able to find an answer, since the
time available for the exam is limited. But this does not mean that if he was
given more time later on, he would start reasoning from scratch: his partial (or
approximate) reasoning would be useful and he would be able to continue from
more or less where he stopped.

Using the syntactical notion of relevance, the process of creating the relevance
graph can be greatly simplified. The graph can be implemented as a bipartite
graph, where some nodes are formulas and some are atoms. The list of atoms
is organized in lexicographic order, so that it can be searched efficiently. For
every formula which is added to the graph, one only has to link it to the atoms

The example is based on an example of [6].1
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occurring in it. In this way, it will be automatically connected to every other
formula with which it shares an atom.

This notion of relevance gives us a “quick and dirty” method for retrieving
the most relevant elements of a set of formulas.

Epstein [11] proposes some desiderata for a binary relation intended to rep-
resent relevance. Epstein’s conditions are:

It is easy to see that syntactical relevance satisfies Epstein’s desiderata. More-
over, Rodrigues [12] has shown that this is actually the smallest relation satis-
fying the conditions given in [11].

Unfortunately, propositional logic is very often not enough to express many
problems found in Artificial Intelligence. We would like to move to first-order
logic. As is well known, this makes the inference problem much harder. On the
other hand, having a problem which is hard enough is a good reason to abandon
completeness and try some heuristics.

In what follows, we adapt the definition of syntactical relevance relation to
deal with full first-order logic with equality.

Definition 7. Let be a formula. Then is the set of non-logical constants
(constants, predicate, and function names) which occur in

Definition 8 (tentative). Let be a binary relation defined as:
if and only if

It is easy to see that this relation satisfies Epstein’s desiderata.
One problem with the definition above is that we very often have predicates,

functions or constants that appear in too many formulas of the knowledge base,
and could make all formulas seem relevant to each other. In this work, we consider
one such case, which is the equality predicate (~).

Based on the work done by Epstein on relatedness for propositional logic,
Krajewski [13] has considered the difficulties involved in extending it to first-
order logic. He notes that the equality predicate should be dealt with in a differ-
ent way and presents some options. The option we adopt here is that of handling
equality as a connective, i.e., not considering it as a symbol which would con-
tribute for relevance:.

Definition 9. Let be a binary relation defined as:
if and only if

We can now use as the relatedness relation needed to structure the relevance
graph, and instantiate the general framework.

In the next section, we describe how this approximate inference has been im-
plemented and some results obtained, which show that the use of the relatedness
relation does bring some gains in the inference process.

R1
R2
R3
R4
R5

iff
iff

iff
iff

or
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4 Implementation and Results

In this section, we show how the framework for approximate inference based on
syntactical relevance has been implemented and the results which were obtained.

The idea is to have the knowledge base structured by the relatedness relation
and to use breadth-first search in order to retrieve the most relevant formulas.

The algorithm receives as input the knowledge base K, the formula which we
are trying to prove, the relation a global limit of resources (time, memory)
for the whole process, a local limit which will be used at each step of the ap-
proximation process, an inference engine I, which will be called at each step and
a function H which decides whether it is time to move to the next approximation
step.

The basic algorithm is as follows:

Input: (Global limit of resources), (Local limit of resources), I
(inference engine, returns Yes, No, or Fail), H (function that decides whether to
apply next inference step).

Output: Yes, No or Fail.
Data Structures: Q (a queue), (a subset of K)

In our tests, the inference engine used (the function I) was the theorem prover
OTTER [14]. OTTER is an open-source theorem prover for first-order logic
written in C. The code and documentation can be obtained from http://www-
unix.mcs.anl.gov/AR/OTTER. OTTER was modified so that it could receive as
a parameter the maximum number of sentences to be considered at each step.
It was also modified to build the relevance graph after reading the input file.
We call the modified version RR-OTTER (Relevance-Reasoning OTTER). The
algorithm was implemented in C and the code and complete set of tests are
available in [15].

The function H looks at the number of formulas retrieved at each step. At
the first step, only the 25 most relevant formulas are retrieved, i.e., for
when H returns true.
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In order to test the algorithm, two knowledge bases were created, putting
together problems of the TPTP2 (Thousands of Problems for Theorem Provers)
benchmark. Base 1 was obtained by putting together the axioms of the problems
in the domains “Set theory”, “Geometry”, and “Management”, and it contained
1029 clauses. Base 2 was obtained adding to Base 1 the axioms of the problems in
“Group Theory”, “Natural Language Processing”, and “Logic Calculi”, yielding
1781 clauses. Only problems in which the formula was a consequence of the base
were considered.

Two sets of tests were run. The first one (Tests 1) contained 285 problems
from the “Set Theory” domain, and used as the knowledge base Base 1 described
above. The function H was set to try to solve the problems with 25, then 50,
100, 200, 250, 300, 350, 400, 450, 500, 550, and 600 clauses at each step. For
each step, the maximum time allowed was 12.5 seconds. This gives a global time
limit of 150 seconds.

The second set of tests (Tests 2) contained 458 problems from the “Group
Theory” domain and used Base 2. It was tested with 25, 50, 100, 200, 250, 300,
350, 400, 450, and 500 clauses at each step, with the time limit at each step
being 15 seconds. Again, the global limit was 150 seconds.

In order to compare the results obtained, each problem was also given to the
original implementation of OTTER, with the time limit of 150 seconds.

We can see that for the problems SET003-1, SET018-1, and SET183-6, which
OTTER could not solve given the limit of 150 seconds, RR-OTTER could find
a solution, considering 50, 300 and 400 clauses respectively. In this cases, it is
clear that limiting the attention to relevant clauses brings positive results. For
problem SET031-3, the heuristic proposed did not bring any significant gain.
And for problems SET024-6 and SET296-6, we can see that OTTER performed
better than RR-OTTER. These last two problems illustrate the importance of
choosing a good function H. Consider problem SET024-6. RR-OTTER spent the
first 12.5 seconds trying to prove it with 25 clauses and failed. Once it started
with 50 clauses, it took 0.46 seconds. The same happened in problem SET296-6,
where the first 37.5 seconds were spent with unsuccessful steps.

The following is a summary of the results which were obtained:

http://www.tptp.org/2

The table below shows the results for six problems from the set Tests 1.

Problem
SET003-1
SET018-1
SET024-6
SET031-3
SET183-6
SET296-6

Time OTTER (s)

0.76
0.71

0.74

Time RR-OTTER (s)
13.06
63.21
12.96
0.45
98.46
38.08

# of sentences used
50
300
50
25

400
200

-
-

-

TEAM LinG



Using Relevance to Speed Up Inference 29

We can see that, given the global limit of 150 seconds, RR-OTTER solved
more problems than the original OTTER. The lines “Average time 1” consider
the average time for all the problems, while “Average time 2” takes into account
only those problems in which the original version of OTTER managed to find a
solution.

An interesting fact which can be seen from the tests is the influence of a bad
choice of function H. For the problems in Tests 1, if we had started with 50
sentences instead of 25, the Average time 2 of RR-OTTER would have been 3.1
instead of 6.9 (for the whole set of results, please refer to [15]).

As it would be expected, when RR-OTTER manages to solve a problem
considering only a small amount of sentences, the number of clauses it generates
is much lower than what OTTER generates, and therefore, the time needed is
also shorter. As an example, the problem SET044-5 is solved by RR-OTTER
at the first iteration (25 sentences) in 0.46 seconds, generating 29 clauses, while
OTTER takes 9.8 seconds and generates 3572 new clauses. This shows that, at
least for simple problems, the idea of restricting attention to relevant sentences
helps to avoid the generation of more irrelevant data and by doing so, keeps the
search space small.

5 Conclusions and Future Work

In this paper, we have extended the framework proposed in [9] to deal with
first-order logic and showed how it can be used to perform approximate theorem
proving.

The method was implemented, using the theorem prover OTTER. Although
the implementation is still naive, we could see that in many cases, we could obtain
some gains. The new method, RR-OTTER, managed to solve some problems
that OTTER could not prove, given a time limit.

The tests show that the strategy of considering the most relevant sentences
first can be fruitful, by keeping the search space small.

Future work includes more tests in order to better determine the parameters
of the method, such as the function H, and improving the implementation.
Instead of external calls to OTTER, we plan to use otterlib [16], a C library
developed by Flavio Ribeiro. The idea is that we could then keep the inference
state after each step of the approximation (for example, all the clauses that were
generated), instead of restarting from scratch.

Solutions found by OTTER
Solutions found by RR-OTTER
Average time 1 OTTER
Average time 1 RR-OTTER
Average time 2 OTTER
Average time 2 RR-OTTER

Tests 1 (285 problems)
111
196

93 sec
61 sec

3.04 sec
6.9 sec

Tests 2 (458 problems)
212
258

128 sec
138 sec

11.6 sec
23.07 sec
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Abstract. The use of rewriting systems to transform a given expression
into a simpler one has promoted the use of rewriting logic in several areas
and, particularly, in Software Engineering. Unfortunately, this applica-
tion has not reached the treatment of Functional Dependencies contained
in a given relational database schema. The reason is that the different
sound and complete axiomatic systems defined up to now to manage
Functional Dependencies are based on the transitivity inference rule. In
the literature, several authors illustrate different ways of mapping infer-
ence systems into rewriting logics. Nevertheless, the explosive behavior of
these inference systems avoids the use of rewriting logics for classical FD
logics. In a previous work, we presented a novel logic named whose
axiomatic system did not include the transitivity rule as a primitive rule.
In this work we consider a new complexity criterion which allows us
to introduce a new minimality property for FD sets named atomic-
minimality. The logic has allowed us to develop the heart of this
work, which is the use of Rewriting Logic and Maude 2 as a logical
framework to search for atomic-minimality.

Keywords: Knowledge Representation, Reasoning, Rewriting Logic,
Redundancy Removal

1 Introduction

E.F. Cood introduces the Relational Model [1] having both, a formal framework
and a practical orientation. Cood’s database model is conceived to store and
to manage data in an efficient and smart way. In fact, its formal basis is the
main reason of their success and longevity in Computer Science. In this formal
framework the notion of Functional Dependency (FD) plays an outstanding role
in the way in which the Relational Model stores, recovers and manages data.

FDs were introduced in the early 70’s and, after an initial period in which
several authors study in depth their power, they fell into oblivion, considering
that the research concerning them had been completed. Recently, some works
have proved that there is still a set of FDs problems which can be revisited in a
successful way with novel techniques [2,3].

This work has been partially supported by TIC-2003-08687-CO2-01.*
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On the other hand, rewriting systems have been used in databases for data-
base query optimization, analysis of binding propagation in deductive databases
[4], and for proposing a new formal semantics for active databases [5]. Never-
theless, we have not found in the literature any work which uses rewriting logic
(RL) to tackle an FD problem. FD problems can be classified in two classes
according to one dimension: their abstraction level. So, we have instance prob-
lems (for example the extraction of all the FD which are satisfied in a given
instance relation) and schema problems (for example the construction of all the
FDs which are inferred from a given set of FDs). The first kind of problems are
being faced successfully with Artificial Intelligence techniques. Schema problems
seem to be suitable to be treated with RL.

There are some authors who introduce several FDs logics [6–8]. All of these
logics are cast in the same mold. In fact, they are strongly based on Armstrong’s
Axioms [6], a set of expressions which illustrates the semantics of FDs. These FD
logics cited above were created to formally specify FDs and as a metatheoretical
tool to prove FD properties. Unfortunately, all of these FD axiomatic systems
have a common heart: the transitivity rule. The strong dependence with respect
to the transitivity inference rule avoids its executable implementation into RL.

The most famous problem concerning FDs is the Implication Problem: we
have a set of FDs and we would like to prove if a given FD can be deduced
from using the axiomatic system. If we incorporate any of these axiomatic
systems into RL, the exhaustive use of the inference rule would make this rewrite
system unapplicable, even for trivial FD sets. This limitation caused that a set
of indirect methods with polinomial cost were created to solve the Implication
Problem. Furthermore, other well-known FD problems are also tackled with
indirect methods [9].

As the authors says about Maude in [10]: “The same reasons that make it a
good semantic framework at the computational level make it also a good logical
framework at the logical level, that is, a metalogic in which many other logics can
be naturally represented and implemented”. To do that, we need a new FD logic,
which does not have the transitivity rule in its axiomatic system. Such a logic
was presented in [11] and we named it the Functional Dependencies Logic with
Substitution In this work we use for the first time RL to manage FDs.
Particularly, we apply Maude as a metalogical framework for representing FD
logics illustrating that “Maude can be used to create executable environments
for different logics” [10].

The main novelty of is the replacement of the transitivity rule by an-
other inference rule, named Substitution rule1 with a non-explosive behavior.
This rule preserves equivalence and reduce the complexity of the original ex-
pression in linear time. Substitution rule allows the design of a new kind of FD
logic with a sound and complete inference system. These characteristics allow
the development of some FD preprocessing transformations which improve the
use of indirect methods (see [12]) and open the door to the development of a
future automated theorem prover for FDs.

We would like to remark that our novel rule does not appear in the literature either
like a primitive rule nor a derived rule.

1
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The implication problem for FDs was motivated by the search for sets of
FDs with less size, where the measure is the number of FDs2. In this work we
introduce another criterion for FD complexity. We present the notion of atomic-
minimality and we show how the Substitution rule may be used to develop a
rewriting system which receives a set of FDs and produces an atomic-minimal
FD set. As a general conclusion, we show that Rewriting Logic and Maude are
very appropriate to tackle this problem.

The work is organized as follows: In Section 2 we show the implication prob-
lem for FDs and the classical FD logics. Besides, we provide a Maude 2 imple-
mentation of Paredaens FD logic. Section 3 introduces the atomic-minimality
concept, a novel criterion to detect redundancy. Atomic-minimality can be used
to design a rewriting system to depurate FDs sets. In Section 4 we use RL and
Maude 2 to develop such a system. We conclude this section with several illus-
trative examples. The work ends with the conclusions and future work section.

2 The Implication Problem for FDs

The problem of removing redundancy in FD sets is presented exhaustively in [7].
In this paper, the authors illustrate the strong relation between the implication
problem and redundancy removal. Thus, they introduce the notion of minimality,
a property of FD sets which ensures that every FD contained in the set can not
be deduced from the others i.e. it is not redundant. As P. Atzeni and V. de
Antonellis cite [7], the soundness and completeness of the inference rules for
FDs guaranteed the decidability of the implication problem: given a set of
FDs, we can exhaustively apply the inference rules to generate the closure of

This new set of FDs is used to test whether a given FD is implied by
Obviously, the method is not used in practice, because the size of this set of FDs
is exponential with respect to the cardinality of This situation is due to both
the axiom and the transitivity that are shown below.

We select FD Paredaens Logic (with no loss of generality) to illustrate its
explosive behavior:

Definition 1 (The language). 3 Let be an infinite enumerable set of
atoms (attributes) and let be a binary connective, we define the language

Definition 2 (The axiomatic system). is the logic given by the
pair where has one axiom scheme and two inference rules:

The treatment of a set of FDs is normally focussed on the reduction of the size of the
set. Nevertheless, we would like to remark that this treatment is not deterministic.
As usual, XY is used as the union of sets X,Y; as X included in Y; Y – X
as the set of elements in Y that are not in X (difference) and as the empty set.

2

3

Transitivity Rule
Augmentation Rule
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In we have the following derived rules (these rules appear in [8]):

Union Rule
Composition Rule
Intersection Rule

Reduction Rule
Fragmentation Rule

Generalized Augmentation Rule

Generalized Transitivity Rule

Unfortunately, and all the other classical FD axiomatic systems are not
suitable tools to develop automated deduction techniques, because all of them
are based on the transitivity rule, which has an inherent explosive behavior. This
is a well-known problem in other deduction methods, like tableaux-like methods,
based on a distribution rule which limits their use.

Primitive rules of have been implemented in Maude 2 [13]. It is re-
markable the direct translation of the inference rules into conditional equations.
Some basic modules in Maude 2 have been necessary for the implementation4:
ostring.maude (this module is defined for ordered strings management), depen-
dency. maude (this module defines the sort Dep (dependency) and related oper-
ators and sorts) and subgenerator. maude (this module produces all the depen-
dencies generated by the axiom through the operators subdeps and subfrag).

The axiom has been implemented by way of two equations called
“raxiom” and “laxiom”. The first one adds all the dependencies of the form

if The second one does the same but applied to the right part
of any dependency. The corresponding module in Maude is shown below. As it
is cited in [10], “Maude’s equational logic is so expressive as to offer very good
advantages as a logical framework”.

The application of this Maude 2 code to a given set of FDs produces all
the inferrable FDs. The cardinality of this equivalent output set grows in an

The complete specification is available at
http://www.satd.uma.es/gabri/fd/sources.htm.

4

where and

where and
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exponential way. This is an unsurprising result due to the inherent exponentiality
of the problem. Even for trivial examples (up to two FDs), the execution of this
rewriting module generates a huge FDs set. It is clear that this situation requires
us to investigate in another direction.

If we are looking for an efficient method to solve the implication problem, we
do not use Instead of that, a closure operator for attributes is used. Thus,
if we have to prove if is a consequence of we compute (the closure
of X in and we test if Y is a subset of In the literature there are several
algorithms to compute the closure attribute operator in linear time (see [7,9]
for further details). This ensures that we can solve the implication problem in
polinomial time.

Nevertheless, this efficient method has a very important disadvantage: it
does not allow giving an explanation about the answer. When we use an indirect
method we are not able to translate the final solution into an inference chain
to explain the answer in terms of the inference system. This limits the use of
the indirect methods, because we cannot apply them in artificial intelligence
environments, where the explanation is as important as the final answer.

3 The Minimality and the Optimality Problems.
A New Intermediate Solution

The number of FDs in a set is a critical measure, because it is directly related
to the cost of every problem concerning FD. The search for a set of FDs with
minimal cardinality that is equivalent to a given one it is known as Minimality
problem.

Nevertheless, as Atzeni et al. [7] remark, the problem is not always the num-
ber of FDs in the set but it is sometimes the number of attributes of the FD
set. This second approach of the size of a FD set conduces to the Optimality
problem.

Firstly, we define formally the concept of size of an FD set.

Definition 3. Let be finite. We define the size of as

Secondly, we outline problems mentioned before as follows.

Minimality: the search for a set equivalent to such that any set of FDs
with lower cardinality is non-equivalent to
Optimality: the search for a set equivalent to such that any set of FDs
with lower size is non-equivalent to

As they demonstrate, optimality implies minimality and, while minimality
can be checked in polinomial time using indirect algorithms, optimality is NP-
hard. Besides, the exponential cost of optimality is due, particularly, to the need
of testing cycles in the FD graph.
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Now we formalize these problems and a new non NP-Hard problem more
useful than minimality. We will show in section 4 that this new problem has
linear cost. Moreover, we propose the use of RL to solve this new problem.

Definition 4. Let be finite. We say that is minimal if the following
condition holds

We say that is optimal if the following condition holds

The minimality condition is in practise unapproachable with the axiomatic sys-
tem and the optimality condition take us to an NP-hard problem. We are inter-
ested in an intermediate point between minimality and optimality. To this end
we characterize the minimality using the following definition.

Definition 5. We define Union to be a rewriting rule which is applied
to condense FDs with the same left-hand side. That is, if is finite,
Union systematically makes the following transformation:

Therefore, when we say that a set is minimal, we mean that this set is a
minimal element of its equivalence class. In this case we use the order given by
the inclusion of sets. However, when we say that a set is optimal, we refer to the
“minimality” in the preorder given by if and only if Now
we define a new order to improve the concept of minimality.

Definition 6. Let and be finite subsets of We define the atomic
inclusion, denoted by as follows: we say that if and only if

Obviously, this relation is an order5. Now, we introduce a new concept of mini-
mality based on this order.

Definition 7. Let be finite. We say that is atomic-minimal if
the following conditions hold

Example 1. Let us consider the following sets of FDs:

Note that, if we extend this relation to all subsets of (finite and infinite subsets),
this relation is a preorder but not an order.

5

If and then
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These sets are equivalent in Paredaen’s logic and we have that: is optimal.
is not optimal because (the FD of has been replaced
by in is atomic-minimal. is not atomic-minimal because
and (notice the FDs and of and their
corresponding and in is minimal because there are no
superfluous FDs. Finally, is not minimal because can be obtained by
transitivity from and The relation among these sets is depicted
in the following table:

Finally, we remark that
However,

Let us remark that a set is minimal if we cannot obtain an equivalent set by
removing some FD of Therefore, we may design an algorithm to obtain min-
imal sets through elimination of redundant FDs. In the same way, is atomic-
minimal if we cannot obtain an equivalent set by removing an attribute of one
FD belonging to This fact guide the following results.

The following theorem is directly obtained from Definition 8.

is superfluous in if
is l-redundant in if there exist such that

Definition 8. Let and

Theorem 1. Let be a finite set of FDs such that
Then is atomic-minimal if and only if there not exist such that is
superfluous, or in

This theorem relates atomic-minimality and the three situations included in
Definition 8. The question is, what situations in Definition 8 are not covered
with minimality? The superfluous FDs are covered trivially.

In the literature, the algorithms which treat with sets of FDs consider a
preprocessing transformation which renders FDs with only one attribute in
the right-hand side. This preprocessing transformation applies exhaustively the

rule in Definition 2.

is r-redundant in if there exist such that
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In these algorithms, r-redundant attributes are captured as superfluous FDs.
The l-redundant attribute situation is a novel notion in the literature and the
classical FDs algorithms do not deal with it.

4 The Search for Atomic-Minimality

In Section 2 the implication problem cannot be solved using directly Paredaens
logic. Thus, we use a novel logic, the logic presented in [11] which avoids
the disadvantages of classical FD logics. The axiomatic system of logic is
more appropriate to automate.

Definition 9. We define the logic as the pair where
has one axiom scheme: where Particular,
is an axiom scheme.

Fragmentation rule
Composition rule

Substitution rule

Theorem 2. The and systems are equivalent.

The proof of this equivalence and the advantages of the were shown in
[11]. is sound and complete (see [11]), thus, we have all the derived rules
presented in Besides that, we have the following novel derived rule:

r-Substitution Rule
Obviously, does not avoid the exponential complexity of the problem

of searching for all the inferrable FDs. Nevertheless, the replacement of the
transitivity law by the substitution law allows us to design a rewriting method
to search for atomic-minimality in a FDs set.

Next, we show how to use Maude to create an executable environment to
search for atomic-minimal FD sets. The inference system can be di-
rectly translated to a rewriting system which allows a natural implementation of
FD sets transformations. This rewriting view is directly based on the following
theorem.

Theorem 3. Given we have the following

These equivalences6 are used to rewrite the FD set into a simpler one. Atomic-
minimality induces the application of these equivalences from left to right. Fi
and Fi-r are only applied when they render a proper reduction, i.e.:

It is easily proven that the reduction rule and the union rule are
transformations.

6

Reduction
Union
Fi If then
Fi-r If and then

The inferences are the following:
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If or then Fi is applied to eliminate or
atoms of

If then Fi-r is applied to eliminate atoms of

Now, we give the corresponding rewriting rules in Maude.

Let be a FD set. Since the size of is reduced in every rewrite, the number
of rewrites is linear in the size of

Below, some examples are shown. We reduce several set of FDs and we show
the results that offers Maude 2. The low cost of these reductions is remarkable.
Example 2. This example is used in [14]. The size of the FD set decrease from
26 to 18.

Example 3. This example is depurated in [9] using Our reduction
in RL and Maude obtains the same result without using a closure operator.

5 Conclusions and Future Work

In this work we have studied the relation between RL and the treatment of sets
of FDs. We have illustrated the difficulties to face the implication problem with
a method directly based on FDs logics. We have introduced the notion of atomic-
minimality, which guides the treatment of sets of FDs in a rewriting style. Given

a set of FDs, we rewrite into an equivalent and more depurated FD set.
This goal has been reached using This axiomatic system avoids the use of
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transitivity paradigm and introduces the application of substitution paradigm.
axiomatic system is easily translated to RL and Maude 2.

The implementation of in Maude 2 allows us to have an executable
rewriting system to reduce the size of a given FDs set in the direction guided
by atomic-minimality. Thus, we open the door to the use of RL and Maude 2 to
deal with FDs.

As a short-term future work, our intention is to develop a Maude 2 system
to get atomic-minimality FDs sets. As a medium-term future work, we will use
Maude strategies to fully treat the redundancy contained in FDs sets.

References

Codd, E.F.: The relational model for database management: Version 2. reading,
mass. Addison Wesley (1990)
Bell, D.A., Guan, J.W.: Computational methods for rough classifications and dis-
covery. J. American Society for Information Sciences. Special issue on Data Minig
49 (1998)
Stumme, G., Taouil, R., Bastide, Y., Pasquier, N., Lakhal, L.: Functional and
embedded dependency inference: a data mining point of view. Information Systems
26 (7) (2002) 477–506
Han, J.: Binding propagation beyond the reach of rule / goal graphs. Information
Processing Letters 42 (5) (1992 Jul 3) 263–268
Montesi, D., Torlone, R.: Analysis and optimization of active databases. Data &
Knowledge Engineering 40 (3) (2002 Mar) 241–271
Armstrong, W.W.: Dependency structures of data base relationships. Proc. IFIP
Congress. North Holland, Amsterdam (1974) 580–583
Atzeni, P., Antonellis, V.D.: Relational Database Theory. The Benjamin/Cum-
mings Publishing Company Inc. (1993)
Paredaens, J., De Bra, P., Gyssens, M., Van Gucht, D.: The structure of the rela-
tional database model. EATCS Monographs on TCS (1989)
Diederich, J., Milton, J.: New methods and fast algorithms for database normal-
ization. ACM Transactions on Database Systems 13 (3) (1988) 339–365
Clavel, M., Durán, F., Eker, S., Lincoln, P., Martí-Oliet, N., Meseguer, J., Que-
sada, J.F.: Maude: specification and programming in rewriting logic. Theoretical
Computer Science (TCS) 285 (2) (2002) 187–243
Cordero, P., Enciso, M., Guzmán, I.P.d., Mora, Á.: Slfd logic: Elimination of data
redundancy in knowledge representation. (Advances in AI, Iberamia 2002. LNAI
2527 141-150. Springer-Verlag.)
Mora, Á., Enciso, M., Cordero, P., Guzmán, I.P.d.: An efficient preprocessing trans-
formation for funtcional dependencies set based on the substitution paradigm.
CAEPIA 2003. To be published in LNAI. (2003)
Clavel, M., Durán, F., Eker, S., Lincoln, P., Martí-Oliet, N., Meseguer, J., Quesada,
J.: A Maude Tutorial. SRI International. (2000)
Ullman, J.D.: Database and knowledge-base systems. Computer Science Press
(1988)

1.

2.

3.

4.

5.

6.

7.

8.

9.

10.

11.

12.

13.

14.

TEAM LinG



Reasoning About Requirements Evolution
Using Clustered Belief Revision

Odinaldo Rodrigues1, Artur d’Avila Garcez2, and Alessandra Russo3

1 Dept. of Computer Science, King’s College London, UK
odinaldo@dcs.kcl.ac.uk

2 Department of Computing, City University London, UK
aag@soi.city.ac.uk

3 Department of Computing, Imperial College London, UK
ar3@doc.ic.ac.uk

Abstract. During the development of system requirements, software
system specifications are often inconsistent. Inconsistencies may arise
for different reasons, for example, when multiple conflicting viewpoints
are embodied in the specification, or when the specification itself is at
a transient stage of evolution. We argue that a formal framework for
the analysis of evolving specifications should be able to tolerate incon-
sistency by allowing reasoning in the presence of inconsistency without
trivialisation, and circumvent inconsistency by enabling impact analyses
of potential changes to be carried out. This paper shows how clustered
belief revision can help in this process.

1 Introduction

Conflicting viewpoints inevitably arise in the process of requirements analysis.
Conflict resolution, however, may not necessarily happen until later in the de-
velopment process. This highlights the need for requirements engineering tools
that support the management of inconsistencies [12,17].

Many formal methods of analysis and elicitation rely on classical logic as
the underlying formalism. Model checking, for example, typically uses temporal
operators on top of classical logic reasoning [10]. This facilitates the use of well-
behaved and established proof procedures. On the other hand, it is well known
that classical logic theories trivialise in the presence of inconsistency and this is
clearly undesirable in the context of requirements engineering, where inconsis-
tency often arises [6].

Paraconsistent logics [3] attempt to ameliorate the problem of theory trivial-
isation by weakening some of the axioms of classical logic, often at the expense
of reasoning power. While appropriate for concise modelling, logics of this kind
are too weak to support practical reasoning and the analysis of inconsistent
specifications.

Clustered belief revision [15] takes a different view and uses theory priori-
tisation to obtain plausible (i.e., non trivial) conclusions from an inconsistent
theory, yet exploiting the full power of classical logic reasoning. This allows the

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 41–51, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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requirements engineer to analyse the results of different possible prioritisations
by reasoning classically, and to evolve specifications that contain conflicting view-
points in a principled way. The analysis of user-driven cluster prioritisations can
also give stakeholders a better understanding of the impact of certain changes
in the specification.

In this paper, we investigate how clustered belief revision can support re-
quirements analysis and evolution. In particular, we have developed a tool for
clustered revision that translates requirements given in the form of “if then else”
rules into the (more efficient) disjunctive normal form (DNF) for classical logic
reasoning and cluster prioritisation. We have then used a simplified version of
the light control case study [9] to provide a sample validation of the clustered
revision framework in requirements engineering.

The rest of the paper is organised as follows. In Section 2, we present the
clustered revision framework. In Section 3, we apply the framework to the sim-
plified light control case study and discuss the results. In Section 4, we discuss
related work and, in Section 5, we conclude and discuss directions for future
work.

2 Clustered Belief Revision

Clustered belief revision [15] is based on the main principles of the well estab-
lished field of belief revision [1,7], but has one important feature not present
in the original work: the ability to group sentences with a similar role into a
cluster. As in other approaches [11,8], extra-logical information is used to help
in the process of conflict resolution. Within the context of requirements evolu-
tion, such extra-logical information is a (partial) ordering relation on sentences,
expressing the relative level of preference of the engineer on the requirements
being formalised. In other words, less preferred requirements are the ones the
engineer is prepared to give up first (as necessary) during the process of conflict
resolution.

The formalism uses sentences in DNF in order to make the deduction and
resolution mechanisms more efficient. The resolution extends classical deduction
by using the extra-logical information to decide how to solve the conflicts. A clus-
ter can be resolved and simplified into a single sentence in DNF. Clusters can
be embedded in other clusters and priorities between clusters can be specified in
the same way as priorities can be specified within a single cluster. The embed-
ding allows for the representation of complex structures which can be useful in
the specification of requirements in software engineering. The behaviour of the
selection procedure in the deduction mechanism – that makes the choices in the
resolution of conflicts – can be tailored according to the ordering of individual
clusters and the intended local interpretation of that ordering.

Our approach has the following main characteristics: i) it allows users to
specify clusters of sentences associated with some (possibly incomplete) priority
information; ii) it resolves conflicts within a cluster by taking into account the
priorities specified by the user and provides a consistent conclusion whenever

TEAM LinG



Reasoning About Requirements Evolution Using Clustered Belief Revision 43

possible; iii) it allows clusters to be embedded in other clusters so that complex
priority structures can be specified; and finally iv) it combines the reasoning
about the priorities with the deduction mechanism itself in an intuitive way.

In the resolution of a cluster, the main idea is to specify a deduction mecha-
nism that reasons with the priorities and computes a conclusion based on these
priorities. The priorities themselves are used only when conflicts arise, in which
case sentences associated with higher priorities are preferred to those with lower
priorities. The prioritisation principle (PP) used here is that “a sentence with
priority cannot block the acceptance of another sentence with priority higher
than In the original AGM theory of belief revision, the prioritisation principle
exists implicitly but is only applied to the new information to be incorporated.

We also adopt the principle of minimal change (PMC) although to a limited
extent. In the original AGM theory PMC requires that old beliefs should not
be given up unless this is strictly necessary in order to repair the inconsistency
caused by the new belief. In our approach, we extend this idea to cope with
several levels of priority by stating that “information should not be lost unless
it causes inconsistency with information conveyed by sentences with higher pri-
ority” As a result, when a cluster is provided without any relative
priority between its sentences, the mechanism behaves in the usual way and
computes a sentence whose models are logically equivalent to the models of the
(union of) the maximal consistent subsets of the cluster. On the other extreme,
if the sentences in the cluster are linearly prioritised, the mechanism behaves in
a way similar to Nebel’s linear prioritised belief bases [11].

Unfortunately, we do not have enough space to present the full formalism
of clustered belief revision and its properties here. Further details can be found
in [15]. The main idea is to associate labels of set to propositional formulae
via a function and define a partial order on according to the priorities
one wants to express. is then extended to the power set of in the following
way1.

Definition 1. Let be a cluster of sentences and
iff either i) or ii) and

or iii) and and

The ordering above is intended to extend the user’s original preference rela-
tion on the set of requirements to the power set of these requirements. This
allows one to compare how subsets of the original requirements relate to each
other with respect to the preferences stated by the user on the individual re-
quirements. Other extensions of to could be devised according to the needs
of specific applications.

A separate mechanism selects some sets in according to some criteria. For
our purposes here, this mechanism calculates the sets in that are associated

In the full formalism, the function can map an element of J to another cluster as
well, creating nested revision levels, i.e., when the object mapped to by namely

is not a sentence, is recursively resolved first.

1
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with consistent combination of sentences2. In order to choose the best consistent
sets (according to we use the ordering i.e., we take the minimal elements
in that are consistent. Since forms a lattice on where is always the
minimum, if the labelled belief base is consistent, then the choice of the best
consistent sets will give just itself. Otherwise, this choice will identify some
subsets of according to The search for consistent combinations of sentences
and minimal elements of can be combined and optimised (see [14]).

Example 1. Consider the cluster defined by the set the partial
order on given in the middle of Figure 1, where an arrow from to indicates
priority of over and the following function

and
The sentences above taken conjunctively are inconsistent, so we look for

consistent subsets of the base. It can be shown that the maximal consistent
subsets of will be those associated with the labels
in the sets and According to the ordering

amongst these and are the ones which best verify
The sets and do not verify PP. In fact, has lower
priority even than since it does not contain the label associated with the
most important sentence in on the other hand is strictly worse than

since the latter contains which is strictly better than according
to The resolution of would produce a result which accepts the sentences
associated with and and includes the consequences of the disjunction of the
sentences associated with and This signals that whereas it is possible to
consistently accept the sentences associated with and it is not possible to
consistently include both the sentences associated with and Not enough
information is given in in order to make a choice between and and hence
their disjunction is taken instead.

3 The Light Control Example

In what follows, we adapt and simplify the Light Control Case Study (LCS)
[13] in order to illustrate the relevant aspects of our revision approach. LCS
describes the behaviour of light settings in an office building. We consider two
possible light scenes: the default light scene and the chosen light scene. Office
lights are set to the default level upon entry of a user, who can then override
this setting to a chosen light scene.

If an office is left unoccupied for more than minutes, the system turns the
office’s lights off. When an unoccupied office is reoccupied within minutes, the
light scene is re-established according to its immediately previous setting. The
value of is set by the facilities’ manager whereas the value of is set by the
office user [9]. For simplicity, our analysis does not take into account how these
two times relate.

As suggested about the extension of this selection procedure can be tailored to
fit other requirements. One may want for instance to select amongst the subsets of

those that satisfy a given requirement.

2
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Fig. 1. Examples of orderings and the corresponding final ordering

A dictionary of the symbols used in the LCS case study is given in Table 1.
As usual, unprimed literals denote properties of a given state of the system, and
primed literals denote properties of the state immediately after (e.g., occ denotes
that the office is occupied at time and that the office is occupied at time

A partial specification of the LCS is given below:

Behaviour rules Safety rules

Economy rules
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We assume that LCS should satisfy two types of properties: safety properties
and economy properties.

The following are safety properties: i) the lights are not off in the default
light scene; ii) if the fire alarm (alm) is triggered, the default light scene must
be re-established in all offices; and iii) minutes after the alarm is triggered,
all lights must be turned off (i.e., only emergency lights must be on). The value
of is set by the facilities manager. The above requirements are represented by
rules to

The economy properties include the fact that, whenever possible, the system
ought to use natural light to achieve the light levels required by the office light
scenes. Sensors can check i) whether the luminosity coming from the outside is
enough to surpass the luminosity required by the current light scene; and ii)
whether the luminosity coming from the outside is greater than the maximum
luminosity achievable by the office lights. The latter is useful because it can be
applied independently of the current light scene in an office. Let denote the
luminosity required by the current light scene, and the maximum luminosity
achievable by the office lights. i) if the natural light is at least and
the office is in the chosen or default light scene, then the lights must be turned
off; and ii) if the natural light is at least then the lights must be
turned off. This is represented by rules and

Now, consider the following scenario. On a bright Summer’s day, John is
working in his office when suddenly the fire alarm goes off. He leaves the office
immediately. Once outside the building, he realises that he left his briefcase
behind and decides to go back to fetch it. By the time he enters his office, more
than minutes have elapsed. This situation can be formalised as follows:

John enters the office (ui), the alarm is sounding (alm)
minutes or more have elapsed since the alarm went off

daylight provides luminosity enough to dispense with artificial lighting

We get inconsistency in two different ways:

Because John walks in the  office lights go to the default setting
By the lights must be on in this setting. This contradicts which states
that lights should be turned off minutes after the alarm goes off.

Similarly, as John walks in the office lights go to the default setting
Therefore lights are turned on However, by this is not necessary,
since it is bright outside and the luminosity coming through the window is
higher the maximum luminosity achievable by the office lights

1.

2.

This is a situation where inconsistency on the light scenes occur due to viola-
tions of safety and economy properties. We need to reason about how to resolve
the inconsistency. Using clustered belief revision, we can arrange the components
of the specification in different priority settings, by grouping rules in clusters,
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e.g., a safety cluster, an economy cluster, etc. It is possible to prioritise the clus-
ters internally as well, but this is not considered here for reasons of space and
simplicity.

The organisation of the information in each cluster can be done independently
but the overall prioritisation of the clusters at the highest level requires input
from all stakeholders. For example, in the scenario described previously, we might
wish to prioritise safety rules over the other rules of the specification and yet not
have enough information from stakeholders to decide on the relative strength of
economy rules. In this case, we would ensure that the specification satisfies the
safety rules but not necessarily the economy ones.

Fig. 2. Linearly (L1, L2 and L3) and partially (P1 and P2) ordered clusters.

Let us assume that sensor and factual information is correct and therefore
not subject to revision. We combine this information in a cluster called “update”
and give it highest priority. In addition, we assume that safety rules must have
priority over economy rules. At this point, no information on the relative priority
of behaviour rules is available. With this in mind, it is possible to arrange the
clusters with the update, safety, behaviour and economy rules as depicted in
Figure 2. Prioritisations L1, L2 and L3 represent all possible linear arrangements
of these clusters with the assumptions mentioned above, whereas prioritisations
P1 and P2 represent the corresponding partial ones.

The overall result of the clustered revision will be consistent as long as the
cluster with the highest priority (factual and sensor information) is not itself
inconsistent. When the union of the sentences in all clusters is indeed inconsis-
tent, in order to restore consistency, some rules may have to be withdrawn. For
example, take prioritisation L1. The sentences in the safety cluster are consistent
with those in the update cluster; together, they conflict with behaviour rule
(see Figure 3). Since is in a cluster with lower priority in L1, it cannot be
consistently kept and it is withdrawn from the intermediate result. The final step
is to incorporate what can be consistently accepted from the economy cluster.
For example, rule is consistent with the (partial) result given in Figure 3 and
is therefore included in the revised specification, and similarly for rule

Notice however, that might be kept given a different arrangement of the
priorities. The refinement process occurs by allowing one to reason about these
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Fig. 3. Conflict with behaviour rule

different arrangements and the impact on the rules in the specification, without
trivialising the results. Eventually, one aims to reach a final specification that is
consistent regardless of the priorities between the clusters, i.e., consistent in the
classical logic sense, although this is not essential in our framework.

Prioritisations L2 and P2 give the same results as L1, i.e., withdrawal of
is recommended. On the other hand, in prioritisation L3, the sentence in the
behaviour cluster is consistent with those in the update cluster; together, they
conflict with safety rule (see Figure 4). Since the safety cluster is given lower
priority in L3, both sentences and cannot be consistently kept. One has
to give up either or However, if were to be kept, then would also
have to be withdrawn. Minimal change to the specification forces us to keep
instead, as it allows for the inclusion of

Fig. 4. Conflict with safety rule

Finally, prioritisation P1 offers a choice between the sets of clusters {update,
safety, economy} and {update, behaviour, economy}. The former corresponds to
withdrawing (reasoning in the same way as for L1, L2 and P2), whereas the
latter corresponds to withdrawing  as in the case of L3.

In summary, from the five different cluster prioritisations analysed, a recom-
mendation was made to withdraw a behaviour rule in three of them, to withdraw
a safety rule in one of them, and to withdraw either a behaviour or a safety rule
in one of them. From these results and the LCS context, the withdrawal of
behaviour rule seems more plausible. In more complicated cases, a decision
support system could be used to help the choice of recommendations made by
the clustered revision framework.

4 Related Work

A number of logic-based approaches for handling inconsistency and evolving re-
quirements specifications have been proposed in the literature. Zowghi and Offen
[18] proposed belief revision for default theories as a formal approach for resolv-
ing inconsistencies. Specifications are formalised as default theories where each
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requirement may be defeasible or non-defeasible, each kind assumed to be con-
sistent within itself. Inconsistencies introduced by an evolutionary change are
resolved by performing a revision operation over the entire specification. Defea-
sible information that is inconsistent with non-defeasible information is not used
in the reasoning process and thus does not trigger a revision. Similarly, in our
approach, requirements with lower priority that are inconsistent with require-
ments with higher priority are not considered in the computation of the revised
specification. However, in our approach, the use of different levels of priority en-
ables the engineer to fine-tune the specification and reason with different levels
of defeasibility.

In [16], requirements are assumed to be defeasible, having an associated pref-
erence ordering relation. Conflicting defaults are resolved not by changing the
specification but by considering only scenarios or models of the inconsistent spec-
ification that satisfy as much of the preferrable information as possible. Whereas
Ryan’s representation of priorities is similar to our own, we use classical logic
entailment as opposed to Ryan’s natural entailment and the priorities in our
framework are used only in the solution of conflicts. Moreover, the use of clus-
ters in our approach provides the formalisation of requirements with additional
dimensions, enabling a more refined reasoning process about inconsistency.

In [4], a logic-based approach for reasoning about requirements specifications
based on the construction of goal tree structures is proposed. Analyses of the
consequences of alternative changes are carried out by investigating which goals
would be satisfied and which would not, after adding or removing facts from
a specification. In a similar fashion, our approach supports the evaluation of
consequences of evolutionary changes by checking which requirements are lost
and which are not after adding or deleting a requirement.

Moreover, other techniques have been proposed for managing inconsistency
in specifications. In [2], priorities are used but only in subsets of a knowledge
base which are responsible for inconsistency. Some inference mechanisms are
proposed for locally handling inconsistent information using these priorities. Our
approach differs from that work in that the priorities are defined independently
of the inconsistency and thus facilitating a richer impact analysis on the overall
specification. Furthermore, in [2] priorities can only be specified at the same
level within the base, whereas we allow for more complex representations (e.g.,
between and within sub-bases).

Finally, a lot of work has focused on consistency checking, analysis and action
based on pre-defined inconsistency handling rules. For example, in [5], consis-
tency checking rules are combined with pre-defined lists of possible actions, but
with no policy or heuristics on how to choose among alternative actions. The en-
tire approach relies on taking decisions based on an analysis of the history of the
development process (e.g., past inconsistencies and past actions). Differently, our
approach provides a formal support for analysing the impact of changes over the
specification by allowing the engineer to perform if questions on possible changes
and to check the effect that these changes would have in terms of requirements
that are lost or preserved.
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5 Conclusions and Future Work

In this paper, we have shown how clustered belief revision can be used to analyse
the results of different prioritisations on requirements reasoning classically, and
to evolve specifications that contain conflicting viewpoints in a principled way.
A simplified version of the light control case study was used to provide an early
validation of the framework. We believe that this approach gives the engineer
more freedom to make appropriate choices on the evolution of the requirements,
while at the same time offering rigourous means for evaluating the consequences
that such choices have on the specification.

Our approach provides not only a technique for revising requirements speci-
fications using priorities, but also a methodology for handling evolving require-
ments. The emphasis of the work is on the use of priorities for reasoning about
potentially inconsistent specifications. The same technique can be used to check
the consequences of a given specification and to reason about “what if” questions
that arise during evolutionary changes.

A number of heuristics about the behaviour of the ordering have been
investigated in [14]. The use of DNF greatly simplifies the reasoning, but the
conversion to DNF sometimes generates complex formulae making the reasoning
process computationally more expensive. To improve scalability of the approach,
these formulae should be as simple as possible. This simplification could be
achieved by using Karnaugh maps to find a “minimal” DNF of a sentence.
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Abstract. This article presents a framework for analysing AI planning
problem specifications. We consider AI planning as linear logic (LL) the-
orem proving. Then the usage of partial deduction is proposed as a foun-
dation of an analysis technique for AI planning problems, which are
described in LL. By applying this technique we are able to investigate
for instance why there is no solution for a particular planning problem.
We consider here !-Horn fragment of LL, which is expressive enough for
representing STRIPS-like planning problems. Anyway, by taking advan-
tage of full LL, more expressive planning problems can be described,
Therefore, the framework proposed here could be seen as a step towards
analysing both, STRIPS-like and more complex planning problems.

1 Introduction

Recent advancements in the field of AI planning together with increase of com-
puters’ computational power have established a solid ground for applying AI
planning in mainstream applications. Mainstream usage of AI planning is es-
pecially emphasised in the light of the Semantic Web initiative, which besides
other factors, assumes that computational entities in the Web embody certain
degree of intelligence and autonomy. Therefore AI planning could have applica-
tions in automated Web service composition, personalised assistant agents and
intelligent user interfaces, for instance.

However, there are issues, which may become a bottleneck for a wider spread
of AI planning technologies. From end-user’s point of view a planning problem
has to be specified in the simplest way possible, by omitting many details relevant
at AI planning level. Thus a planning system is expected to reason about missing
information and construct a problem specification, which still would provide
expected results.

Another issue is that there exist problems, where quite often a complete
solution to a declaratively specified problem may not be found. Anyway, system
users would be satisfied with an approximate solution, which could be modified
later manually. Thus, if there would be no solution for a planning problem, a
planner could modify the problem and announce the user about the situation.
An example of such applications includes automated Web service composition.
It may happen that no service satisfying completely user requirements could be

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 52–61, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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composed. However, there might be a solution available which at least partially
satisfies user requirements.

Similar problems may arise in dynamically changing systems as well, since
it is sometimes hard to foresee, the exact planning problem specification, which
would be really needed. Therefore, while computational environments are chang-
ing, specifications should alter as well. Anyway, the planner should follow certain
criteria while changing specifications. Otherwise the planning process may easily
loose its intended purpose.

Finally, humans tend to produce errors even to small pieces of code. Hence
a framework for debugging planning specification and identifying users about
potential mistakes would be appreciated. One way of debugging could be runtime
analysis of planning problems. If no solution to a problem is found, a reason may
be a bug in the planning problem specification.

Masseron et al [13], besides others, demonstrated how to apply linear logic
(LL) theorem proving for AI planning. We have implemented an AI planner [8],
which applies LL theorem proving for planning. Experimental results indicate
that on certain problems the performance of our planner is quite close to the
current state-of-the-art planners like TALPlanner, SHOP2 and TLPlan.

In this paper we present a framework for applying partial deduction to LL
theorem proving in order to extend applicability of AI planning. Our approach to
analysing AI planning problems provides a framework, which could assist users
while debugging planning specifications. Additionally, the framework allows au-
tonomous systems, given predefined preferences, to adapt themselves to rapidly
changing environments.

The rest of the paper is organised as follows. In Section 2 we present an intro-
duction to LL and PD. Additionally we show how to encode planning problems
in LL such that LL theorem proving could be used for AI planning. Section 3
describes a motivating example and illustrates how PD in LL could be applied
for AI planning. Section 4 sketches theorems about completeness and soundness
of PD in LL. Section 5 reviews related work. The last section concludes the paper
and discusses future work.

2 Formal Basics and Definitions

2.1 Linear Logic

LL is a refinement of classical logic introduced by J.-Y. Girard to provide means
for keeping track of “resources”. In LL two assumptions of a propositional con-
stant A are distinguished from a single assumption of A. This does not apply in
classical logic, since there the truth value of a fact does not depend on the num-
ber of copies of the fact. Indeed, LL is not about truth, it is about computation.

In the following we are considering !-Horn fragment [5] of LL (HLL) con-
sisting of multiplicative conjunction linear implication and “of course”
operator (!). In terms of resource acquisition the logical expression
means that resources C and D are obtainable only if both A and B are obtain-
able. After the sequent has been applied, A and B are consumed and C and D
are produced.
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While implication as a computability statement clause in HLL could
be applied only once, may be used an unbounded number of times.
Therefore the latter formula could be represented with an extralogical LL axiom

When is applied, then literal A becomes deleted from and
B inserted to the current set of literals. If there is no literal A available, then
the clause cannot be applied. In HLL ! cannot be applied to other formulae than
linear implications.

Since HLL could be encoded as a Petri net, theorem proving complexity
of HLL is equivalent to the complexity of Petri net reachability checking and
therefore decidable [5]. Complexities of many other LL fragments have been
summarised by Lincoln [11].

2.2 Representing STRIPS-Like Planning Problems in LL

While considering AI planning within LL, one of the intriguing issues is how
to represent planning domains and problems. This section reflects a resource-
conscious representation of STRIPS-like operators as adopted by several re-
searchers [13,4,3,6] for LL framework.

Since we do not use negation in our subset of LL, there is no notion of truth-
value for literals. All reasoning is reduced to the notion of resource – the number
of occurrences of a literal determines whether an operator can be applied or not.
Moreover, it is crucial to understand that absence or presence of a literal from
any state of a world does not determine literal’s truth-value.

While LL may be viewed as a resource consumption/generation model, the
notion of STRIPS pre- and delete-lists overlap, if we translate STRIPS operators
to LL. This means that a LL planning operator may be applied, if resources in
its delete-list form a subset of resources in a given state of the world. Then, if the
operator is applied, all resources in the delete-list are deleted from the particular
state of the world and resources in the add-list are inserted to the resulting state.
Therefore, all literals, which have to be preserved from the pre-list, should be
presented in the add-list. For instance, let us consider the STRIPS operator in
Figure 1. An appropriate extralogical LL axiom representing semantics of that
operator is

Thus every element in the pre-list of a STRIPS operator is inserted to the
left hand side of linear implication Additionally, all elements of the delete-
list, which do not already exist there already, are inserted. To the right hand
side of the add-list elements are inserted plus all elements from the pre-list,
which have to be preserved. This is due to the resource-consciousness property
of LL, meaning literally that everything in the left hand side of would become
consumed and resources in the right hand side of would become generated.

Definition 1. Planning operator is an extralogical axiom where
D is the delete-list, A is the add-list, and is a set of variables, which are free
in D and A. D and A are multiplicative conjunctions.
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Fig. 1. A STRIPS operator.

It should be noted that due to resource consciousness several instances of
the same predicate may be involved in a state of the world. Thus, in contrast
to classical logic and informal STRIPS semantics, in LL formulae and

are distinguished.

Definition 2. A state is a multiplicative conjunction.

Definition 3. A planning problem is represented with a LL sequent
where S is the initial state and G is the goal state of the planning problem.
Both, S and G, are multiplicative conjunctions consisting of ground literals.
represents a set of planning operators as extralogical LL axioms.

From theorem proving point of view the former LL sequent represents a
theorem, which has to be proved. If the theorem is proved, a plan is extracted
from the proof.

2.3 Partial Deduction and LL

Partial deduction (PD) (or partial evaluation of logic programs, first introduced
in [7]) is known as one of optimisation techniques in logic programming. Given a
logic program, partial deduction derives a more specific program while preserving
the meaning of the original program. Since the program is more specialised, it
is usually more efficient than the original program, if executed. For instance, let
A, B, C and D be propositional variables and and
computability statements in LL. Then possible partial deductions are

and It is easy to notice that the first corresponds to forward
chaining (from initial to goal state), the second to backward chaining (from goal
to initial state) and the third could be either forward or backward chaining.
Partial deduction in logic programming is often defined as unfolding of program
clauses.

Although the original motivation behind PD was to deduce specialised logic
programs with respect to a given goal, our motivation for PD is a bit different. We
are applying PD for determining planning subtasks, which cannot be performed
by the planner, but still are possibly closer to a solution than an initial task.
This means that given a state S and a goal G of a planning problem we compute
a new state and a new goal This information is used for planning problem
adaptation or debugging. Similar approach has been applied by Matskin and
Komorowski [14] in automatic software synthesis. One of their motivations was
debugging of declarative software specifications.
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PD steps for back- and forward chaining in our framework are defined with
the following rules.

Definition 4. First-order forward chaining PD step is a rule

Definition 5. First-order backward chaining PD step is a rule

In the both preceding definitions is defined as A,

B, C are first-order LL formulae. Additionally we assume that is

an ordered set of constants, is an ordered set of variables,
denotes substitution, and When substitution is applied, elements
in and are mapped to each other in the order they appear in the ordered
sets. These sets must have the same number of elements.

PD steps and respectively, apply planning operator
to move the initial state towards the goal state or vice versa. In

step formulae and denote respectively a goal state G and a modified
goal state Thus the step encodes that, if there is a planning operator

then we can change goal state to Analogously,
in the inference figure formulae and denote respectively
an initial state S and its modification And the rule encodes that, if there is
a planning operator then we can change the initial state

to

3 A Motivating Example

To illustrate the usage of PD in AI planning, let us consider the following plan-
ning problem in the blocks world domain. We have a robot who has to collect
two red blocks and place them into a box. The robot has two actions available

and The first action picks up a red block, while the
other places two blocks into a box. The planning operators are defined in the
following way:

We write to show that a particular linear implication represents planning
operator L. The planning problem is defined in the following way:
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In the preceding is the set of available planning operators as we defined
previously. The initial state is encoded with formula

The goal state is encoded with formula Filled. Unfortunately, one can easily
see that there is only one red block available in the initial state. Therefore, there
is no solution to the planning problem.

However, by applying PD we can find at least a partial plan and notify the
user about the situation. Usage of PD on the particular problem is demonstrated
below:

This derivation represents plan where X rep-
resents a part of the plan, which could not be computed. The derivation could
be derived further through LL theorem proving:

The sequent could be sent to user now, who
would determine what to do next. The partial plan and the achieved planning
problem specification could be processed in some domains further automatically.
In this light, one has to implement a selection function for determining literals
in the planning problem specification which could be modified by the system.

4 Formal Results for PD

Definition 6 (Partial plan). A partial plan of a planning prob-
lem is a sequence of planning operator instances such that state O is
achieved from state I after applying the operator instances.

One should note that a partial plan is an empty plan, while
symmetrically, a partial plan of a planning problem is a
complete plan, since it encodes that the plan leads from the initial state S to
the goal state G.

Definition 7 (Resultant). A resultant is a partial plan
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where is a term representing the function, which generates O from I by ap-
plying potentially composite functions over which represent planning
operators in the partial plan.

Definition 8 (Derivation of a resultant). Let be any predefined PD step.
A derivation of a resultant is a finite sequence of resultants:

where denotes to an application of a PD step

Definition 9 (Partial deduction). A partial deduction of a planning problem
is a set of all possible derivations of a complete plan from

any resultant The result of PD is a multiset of resultants

One can easily denote that this definition of PD generates a whole proof tree
for a planning problem

Definition 10 (Executability). A planning problem is executable,
iff given as a set of operators, resultant can be
derived such that derivation ends with resultant which equals to
and where A is an arbitrary state.

Soundness and completeness are defined through executability of planning
problems.

Definition 11 (Soundness of PD of a planning problem). A partial plan
is executable, if a complete plan is executable in a planning

problem and there is a derivation

Completeness is the converse:

Definition 12 (Completeness of PD of a planning problem). A complete
plan is executable, if a partial plan is executable in a
planning problem and there is a derivation

Our proofs of soundness and completeness are based on proving that deriva-
tion of a partial plan is a derivation in a planning problem using PD steps, which
were defined as inference figures in HLL.

Proposition 1. First-order forward chaining PD step is sound with
respect to first order LL rules.

Proof.
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Proposition 2. First-order backward chaining PD step is sound with
respect to first order LL rules.

Proof. The proof in LL is the following

Theorem 1 (Soundness). PD for LL in first-order HLL is sound.

Proof. Since all PD steps are sound, PD for LL in HLL is sound as well. The
latter derives from the fact that, if there exists a derivation

then the derivation is constructed by PD in a formally
correct manner.

Theorem 2 (Completeness). PD for LL in first-order HLL is not complete.

Proof. In the general case first-order HLL is undecidable. Therefore, since PD
applies HLL inference figures for derivation, PD in first-order HLL is not com-
plete. With other words – a derivation may
not be found in a finite time, even if there exists such derivation. Therefore PD
for LL in first-order HLL fragment of LL is not complete.

Kanovich and Vauzeilles [6] determine certain constraints, which help to re-
duce the complexity of theorem proving in first-order HLL. By applying those
constraints, theorem proving complexity could be reduced to PSPACE. How-
ever, in the general case theorem proving complexity in first-order HLL is still
undecidable.

5 Related Work

Several works have considered theoretical issues of LL planning. The multiplica-
tive conjunction and additive disjunction have been employed in [13],
where a demonstration of a robot planning system has been given. The usage
of ? and !, whose importance to AI planning is emphasised in [1], is discussed
there, but not demonstrated.

Influenced by [13], LL theorem proving has been used by Jacopin [4] as an
AI planning kernel. Since only the multiplicative conjunction is used in for-
mulae there, the problem representation is almost equivalent to presentation in
STRIPS-like planners – the left hand side of a LL sequent represents a STRIPS
delete-list and the right hand side accordingly an add-list. In [2] a formalism has
been proposed for deductively generating recursive plans in LL. This advance-
ment is a step further to more general plans, which are capable to solve instead
of a single problem a class of problems.
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Although PD was first introduced by Komorowski [7], Lloyd and Shepherd-
son [12] were first ones to formalise PD for normal logic programs. They showed
PD’s correctness with respect to Clark’s program completion semantics. Since
then several formalisations of PD for different logic formalisms have been de-
veloped. Lehmann and Leuschel [10] developed a PD method capable of solving
planning problems in the fluent calculus. A Petri net reachability checking algo-
rithm is used there for proving completeness of the PD method. However, they
do not consider how to handle partial plans.

Matskin and Komorowski [14] applied PD to automated software synthesis.
One of their motivations was debugging of declarative software specification. The
idea of using PD for debugging is quite similar to the application of PD in sym-
bolic agent negotiation [9]. In both cases PD helps to determine computability
statements, which cannot be solved by a system.

6 Conclusions

In this paper we described a PD approach for analysing AI planning problems.
Generally our method applies PD to the original planning problem until a so-
lution (plan) is found. If no solution is found, one or many modified planning
problems are returned. User preferences could be applied for filtering out essen-
tial modifications.

We have implemented a planner called RAPS, which is based on a fragment
of linear logic (LL). RAPS applies constructive theorem proving in multiplica-
tive intuitionistic LL (MILL). First a planning problem is described with LL
sequents. Then LL theorem proving is applied to determine whether the prob-
lem is solvable. And if the problem is solvable, finally a plan is extracted from a
proof.

By combining the planner with PD approach we have implemented a symbolic
agent negotiation [9]. The main idea is that, if one agent fails to find a solution
for a planning problem, it engages other agents who possibly help to develop the
partial plan further. As a result the system implements distributed AI planning.
The main focus of the current paper, however, has been set to analysing planning
problems, not to cooperative problem solving as presented in [9].
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Planning with Abduction: A Logical Framework
to Explore Extensions to Classical Planning*
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Abstract. In this work we show how a planner implemented as an ab-
ductive reasoning process can have the same performance and behavior
as classical planning algorithms. We demonstrate this result by consider-
ing three different versions of an abductive event calculus planner on re-
producing some important comparative analyses of planning algorithms
found in the literature. We argue that a logic-based planner, defined as
the application of general purpose theorem proving techniques to a gen-
eral purpose action formalism, can be a very solid base for the research
on extending the classical planning approach.

Keywords: abduction, event calculus, theorem proving, planning.

1 Introduction

In general, in order to cope with domain requirements, any extension to STRIPS
representation language would require the construction of complex planning al-
gorithms, whose soundness cannot be easily proved. The so called practical plan-
ners, which are said to be capable of solving complex planning problems, are con-
structed in an ad hoc fashion, making difficult to explain why they work or why
they present a successful behavior. The main motivation for the construction
of logic-based planners is the possibility to specify planning systems in terms
of general theories of action and implement them as general purpose theorem
provers, having a guarantee of soundness. Another advantage is that a planning
system defined in this way has a close correspondence between specification and
implementation. There are several works aiming the construction of sound and
complete logic-based planning systems [1], [2],[3]. More recent research results [4]
demonstrate that a good theorectical solution can coexist with a good practical
solution, despite of contrary widespread belief [5].

In this work, we report on the implementation and analysis of three different
versions of an abductive event calculus planner, a particular logic-based planner
which uses event calculus [6] as a formalism to reason about actions and change
and abduction [7] as an inference rule. By reproducing some important results on
comparative analyses of planning algorithms [8] [9], and including experiments
with the corresponding versions of the abductive event calculus planner, we show
that there is a close correspondence between well known planning algorithms and

This work has been supported by the Brazilian sponsoring agencies Capes and CNPq.*

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 62–72, 2004.
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logic-based planners. We also show that the efficiency results observed with a
logic-based planner that adopts abductive event calculus and theorem proving
can be comparable to that observed with some practical planners. We claim
that one should start from an efficient logical implementation in order to make
further extensions towards the specification of non-classical planners.

2 Abductive Reasoning in the Event Calculus

Abduction is an inference principle that extends deduction, providing hypothet-
ical reasoning. As originally introduced by [10], it is an unsound inference rule
that resembles a reverse modus ponens: if we observe a fact and we know

then we can accept as a possible explanation for Thus, abduction is
a weak kind of inference in the sense that it only guarantees that the explanation
is plausible, not that it is true.

Formally, given a set of sentences describing a domain (background theory)
and a sentence describing an observation, the abduction process consists of
finding a set of sentences (residue or explanation) such that is consistent
and Clearly, depending on for the same observed fact we can
have multiple possible explanations. In general, the definition of best explana-
tion depends on the context, but it is almost always related to some notion of
minimallity. In practice, we should prefer explanations that postulates the min-
imum number of causes [11]. Furthermore, abduction is, by definition, a kind
of nonmonotonic reasoning, i.e. an explanation consistent, w.r.t. a determined
knowledge state, can become inconsistent when new information is taken into
account [7].

Next, we present the event calculus as the formalism used to describe the
background theory on planning domains and we show how the planning task
can be understood as an abductive process in the event calculus.

2.1 The Event Calculus Formalism
The event calculus [12] is a formalism designed to model and reason about sce-
narios described as sets of events whose occurrences have the effect of starting
or terminating the truth of determined properties (fluents) of the world. There
are many versions of event calculi [13]. In this work, we use a version defined in
[6], whose axiomatization is the following:
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In the event calculus, the frame problem is overcome through circumscrip-
tion. Given a domain description expressed as a conjunction of formulae that
does not include the predicates initially or happens; a narrative of actions
expressed as a conjunctions of formulae that does not include the predicates
initiates, terminates or releases; a conjunction of uniqueness-of-names ax-
ioms for actions and fluents; and EC a conjunction of the axioms of the event
calculus, we have to consider the following formula as the background theory on
the abductive event calculus planning:

where means the circumscription of with relation to the
predicates By circumscribing initiates, terminates and releases we
are imposing that the known effects of actions are the only effects of actions,
and by circumscribing happens we assume that there are no unexpected event
occurrences. An extended discussion about the frame problem and its solution
through circumscription can be found in [14].

2.2 An Abductive Event Calculus Planner

Planning in the event calculus is naturally handled as an abduction process [2].
In this setting, given a domain description the task of planning a sequence of
actions in order to satisfy a given goal corresponds to an abductive process
expressed by:

where the abductive explanation – is a plan for the goal In [4] a planning
system based on this idea is presented as a PROLOG abductive meta-interpreter.
This meta-interpreter is specialized for the event calculus by compiling the EC
axioms into its meta-clauses. The main advantage of this compilation is to allow
an extra level of control to the planner. In particular, it allows us to define an or-
dering in which subgoals can be achieved, improving efficiency and giving special
treatment to predicates that represent incomplete information. By incomplete
information we mean predicates for which we do not assume its closure, i.e. we
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cannot use negation as failure to prove their negations, since they can be ab-
duced. The solution to this problem is to give a special treatment for negated
literals with incomplete information at the meta-level. In the case of partial order
planning, we have incomplete information about the predicate before, allowing
the representation of partial order plans. Thus, when the meta-interpreter finds
a literal ¬before(X,Y), it tries to prove it by adding before(Y,X) to the plan
(abductive residue) and checking its consistence.

In the abductive event calculus planner – AECP – a planning problem is given
by a domain description represented by a set of clauses initiates, terminates
and releases, an initial state description represented by a set of clauses
and and a goal description represented by a list of literals holds At. As
solution, the planner returns an abductive residue composed by literals happens
and before (the partial order plan) and a negative residue composed of literals
clipped and declipped (the causal links of the partial order plan).

3 Classical Planning in the Event Calculus

In order to perform a fair comparative analysis with STRIPS-like planning algo-
rithms, some modifications have to be done in the AECP, which are related to
the following assumptions in classical planning: (i) atomic time, (ii) determin-
istic effects and (iii) omniscience. From (i) follows that we need to change the
predicate happens(A,T1,T2) to a binary version. Thus, happens(A,T) means
that the action A happens at time T and, by doing this change, the axiom EC7
will be no longer necessary. From (ii) follows that there is no need for the predi-
cate releases and, finally, from (iii) (remembering the fact that STRIPS’s action
representation does not allow negative preconditions), follows that there is no
need for predicate neither the axioms EC3, EC4 and EC6. With these
changes, we specify a simplified axiomatization of the event calculus containing
only its relevant aspects to the classical planning:

3.1 The ABP Planning System

Based on this simplified axiomatization, we have implemented the ABP planning
system. This planner uses iterative deepening search (IDS) and first-in, first-out
(FIFO) goal ordering, while AECP uses depth first search (DFS) and last-in, first-
out (LIFO) strategies. Using IDS, we turn out the method complete and we
increase the possibility to find minimal explanations. It is important to notice
that in the original version of the AECP, both properties did not hold. Next,
we explain the details of the knowledge representation and control knowledge
decisions made in our implementations that are relevant on the comparative
analysis presented in the next section.
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Action Representation. In the event calculus, the predicates initiates and
terminates are used to describe the effects of an action. For instance, consider
the predicate walk(X, Y) representing the act of walking from to The effects
of this action can be described as:

In the AECP’s meta-level, the above clauses are represented by the predicate
axiom(H, B), where H is the head of the clause and B is its body, that is:

Similarly, the STRIPS representation of this action is:

Note that, in the STRIPS representation, the first parameter of the predicate
oper is the action’s name, while in the EC representation, the first parame-
ter of the predicate axiom is initiates or terminates. Since PROLOG’s in-
dexing method uses the first parameter as the searching key, finding an ac-
tion with the predicate oper would take constant time, while a search with
the predicate axiom would take time proportional to the number of clauses
for this predicate included in the knowledge base. Thus, in order to estab-
lish a suitable correspondence between both approaches, in the implementation
of the ABP, the clauses of the form are repre-
sented at the meta-level as In analogous way, the clauses

are represented as

Abducible and Executable Predicates. In the AECP [4], the meta-predi-
cates abducible and executable are used to establish which are the abducible
predicates and the executable actions, repectively. The declaration of the ab-
ducible predicates is important to the planner, as it needs to know the predicates
with incomplete information that can be added to the residue. By restricting
the facts that can be abduced, we make sure that only basic explanations are
computed (i.e. those explanations that cannot be formulated in terms of others
effects). On the other hand, the declaration of executable actions only makes
sense in hierarchical task network planners (HTN), where it is important to dis-
tinguish between primitive and compound actions. Since in this work we only
want to compare the logical planner with partial order planners, we can assume
that all the actions in the knowledge base are executable and that the only ab-
ducible predicates are happens and before (the same assumption is made in
STRIPS-like partial order planners).

Codesignation Constraints. Since the AECP uses the PROLOG’s unification
procedure as the method to add codesignations constraints to the plan, it is
difficult to compare it with STRIPS-like planning algorithms (which have a special
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procedure implemented for this purpose). So, we have implemented ABP as a
propositional planner, as is commonly done in most of the performance analyses
in the planning literature. As we will see, this change has positively affected the
verification of the consistency of the negative residue.

Consistency of the Negative Residue. In the AECP, the negative residue
(i.e. facts deduced through negation as failure) has to be checked for consis-
tency every time the positive residue H (i.e. facts obtained through abduction)
is modified. This behavior corresponds to an interval protection strategy for the
predicate clipped (in a way equivalent to book-keeping in partial order plan-
ning). However, in the case of a propositional planner, we have only to check
for consistency a new literal clipped (added to the negative residue) with re-
spect to the actions already in the positive residue, and a new literal happens
(added to the positive residue) with respect to the intervals already in the neg-
ative residue. Thus, in contrast with the performance presented by the AECP,
the conflict treatment in the ABP is incremental and has a time complexity of

In addition, when an action in the plan is selected as the establisher of
a subgoal, only the new added literal clipped has to be protected.

3.2 Systematicity and Redundancy

In order to analyse the performance of the abductive event calculus planner, we
have implemented three different planning strategies:

ABP: abductive planner (equivalent to POP [15]);
SABP: systematic version of ABP (equivalent to SNLP [16]);
RABP: redundant version of ABP (equivalent to TWEAK [17]).

Systematicity. A systematic version of the ABP, called SABP, can be obtained
by modifying the event calculus axiom SEC3 to consider as a “threat” to a fluent
F not only an action that terminates it, but also an action that initiates it:

With this simple change, we expect that SABP will have the same performance
of systematic planners, like SNLP [16], and the same trade-off performance with
the corresponding redundant version of the ABP planner.

Redundancy. A redundant version of the ABP, called RABP, does not require
any modification in the EC axioms. The only change that we have to make is in
the goal selection strategy. In the ABP, as well in the SABP, subgoals are selected
and then eliminated from the list of subgoals as soon as they are satisfied. This
can be safely done because those planners apply a causal link protection strategy.

A MTC – modal truth criterion – strategy for goal selection can be easily
implemented in the RABP by performing a temporal projection. This is done
by making the meta-interpreter to “execute” the current plan, without allowing
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any modification on it. This process returns as output the first subgoal which is
not necessarily true.

Another modification is on the negative residue: the RABP does not need to
check the consistency of negative residues every time the plan has been modified.
So, in the RABP, the negative literals of the predicate clipped does not have a
special treatment by the meta-interpreter. As in TWEAK [17], this will make the
RABP to select the same subgoal more than once but, on the other hand, it can
plan for more than one subgoal with a single goal establishment.

4 The Comparative Analysis

In order to show the correspondence between abductive planning and partial
order planning, we have implemented the abductive planners (ABP, SABP and
RABP) and three well known partial order planning algorithms (POP, SNLP and
TWEAK). All these planners have been implemented in PROLOG and all the cares
necessary to guarantee the validity of the comparisons have been taken (e.g.
all the planners shared common data structures and procedures). A complete
analysis of these results is presented in [18] and [19].

We have performed two experiments with these six planners: (i) evaluation of
the correspondence between abductive planning in the event calculus and partial
order planning and (ii) evaluation of systematicity/redundancy obtained with
different goal protection strategies.

4.1 Experiment I: Correspondence Between POP and ABP

In order to evaluate the relative performance of the planners POP and ABP, we
have used the artificial domains family [15]. With this, we ensure that
the empirical results we have obtained were independent of the idiosyncrasies of
a particular domain.

Based on these domains, we have performed two tests: in the first, we ob-
serve how the size of the search space explored by the systems increases as we
increase the number of subgoals in the problems; in the second, we observe how
the average CPU-time consumed by the systems increases as we increase the
number of subgoals in the problems. In figure 1, we can observe that the ABP
and POP explore identical search spaces. Therefore, we can conclude that they
implement the same planning strategies (i.e. they examine the same number
of plans, independently of the fact that they implement different approaches).
This result extends the work presented in [4], which verifies the correspondence
between abductive planning in the event calculus (AECP) and partial order plan-
ning (POP) only in an informal way, by inspecting the code. In figure 2, we can
observe that, for all problems solved, the average CPU-time consumed by both
planners is approximately the same. This shows that the necessary inferences in
the logical planners do not increase the time complexity of the planning task.

Therefore, through this first experiment, we have corroborated the conjecture
that abductive planning in the event calculus is isomorphic to partial order
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Fig. 1. Search space size to solve problems in

Fig. 2. Average CPU-time to solve problems in

planning [4]. Also, we have showed that, using abduction as inference rule and
event calculus as formalism to reasoning about actions and chance, a logical
planning system can be as efficient as a partial order planning system, with the
advantage that its specification is “directly executable”.

4.2 Experiment II: Trade-Off Between Systematicity
and Redundancy

There was a belief that by decreasing redundancy it would be possible to im-
prove planning efficiency. So, a systematic planner, which never visits the same
plan twice in its search space, would be more efficient than a redundant plan-
ner [16]. However, [20] has shown that there is a trade-off between redundancy
elimination and least commitment: redundancy is eliminated at the expense of
increasing commitment in the planner. Therefore, the performance of a partial
order planner is better predicted based on the way it deals with the trade-off
between redundancy and commitment than on the systematicity of its search.

In order to show the effects of this trade-off, Kambhampati chose two well
known planning algorithms: TWEAK and SNLP.TWEAK does not keep track of
which goals were already achieved and which remains to be achieved. Therefore,
TWEAK may achieve and clobber a subgoal arbitrarily many times, having a lot
of redundancy on its search space. On the other hand, SNLP achieves systematic-
ity by keeping track of the causal links of the plans generated during search, and
ensuring that each branch of the search space commits to and protects mutually
exclusive causal links for the partial plans, i.e. it protects already established
goals from negative or positive threats. Such protection corresponds to a strong
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Fig. 3. Average CPU-time to solve problems in

form of premature commitment (by imposing ordering constraints on positive
threats) which can increase the amount of backtracking as well as the solution
depth, having an adverse effect on the performance of the planner.

Kambhampati’s experimental analyses show that there is a spectrum of so-
lutions to the trade-off between redundancy and commitment in partial order
planning, in which the SNLP and TWEAK planners fall into opposite extremes.
To confirm this result, and to show that it is valid to abductive planners too,
we created a new family of artificial domains, called [19], through which
we can accurately control the ratio between the number of positive threats
(i.e. distinct actions that contribute with one same effect) and negative threats

(i.e. distinct actions that contribute with opposing effects) in each domain. To
observe the behavior of the compared planners, as we vary the ratio between the
number of positive and negative threats in the domains, we keep constant the
number of subgoals in the solved problems. Then, as a consequence of this fact
and of the characteristics of the domains in the family the number of
steps in all solutions stays always the same.

The results of this second experiment (figure 3), show that the systematic
and redundant versions of the abductive planner (SABP and RABP) have the
same behavior of its corresponding algorithmic planners (SNLP and TWEAK).

So, we have extended the results of the previous experiment and show that
the isomorphism between abductive reasoning in the event calculus and par-
tial order planning can be preserved for systematic and redundant methods of
planning. Moreover, we also corroborate the conjecture that the performance of
a systematic or redundant planner is strongly related to the ratio between the
number of positive and negative threats in the considered domain [8] and that
this conjecture remains valid to abductive planning in the event calculus.

5 Conclusion

The main contribution of this work is: (i) to propose a formal specification
of different well-known algorithms of classical planning and (ii) to show how a
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planner based on theorem proving can have similar behavior and performance to
those observed in partial order planners based on STRIPS. One extra advantage of
our formal specification is its close relationship with a PROLOG implementation,
which can provide a good framework to test extensions to the classical approach,
as well to the integration of knowledge-based approaches for planning.

It is important to note that the original version of the AECP proposed in [4]
does not guarantee completeness neither minimal plan solution. However, the ab-
ductive planners we have specified and implemented guarantee these properties
by using IDS (iterative deepening search) and FIFO goal ordering strategies.

We are currently working on the idea proposed in [21] which aims to build,
on the top of our abductive planners, a high-level robot programming language
for applications in cognitive robotics. First, we have implemented a HTN ver-
sion of the abductive event calculus planner to cope with the idea of high-level
specifications of robotic tasks. Further, we intend to work with planning and
execution with incomplete information.
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Abstract. This paper proposes a new language that can be used to
build high-level robot controllers with high-level cognitive functions such
as plan specification, plan generation, plan execution, perception, goal
formulation, communication and collaboration. The proposed language is
based on GOLOG, a language that uses the situation calculus as a formal-
ism to describe actions and deduction as an inference rule to synthesize
plans. On the other hand, instead of situation calculus and deduction, the
new language uses event calculus and abductive reasoning to synthesize
plans. As we can forsee, this change of paradigm allows the agent to rea-
son about partial order plans, making possible a more flexible integration
between deliberative and reactive behaviors.

Keywords: cognitive robotics, abduction, event calculus, planning.

1 Introduction

The area of cognitive robotics is concerned with the development of agents with
autonomy to solving complex tasks in dynamic environments. This autonomy
requires high-level cognitive functions such as reasoning about actions, percep-
tions, goals, plans, communication, collaboration, etc. As we can guess, to imple-
ment these functions using a conventional programming language can be a very
difficult task. On the other hand, by using a logical formalism to reason about
actions and change, we can have the necessary expressive power to provide these
capabilities.

A logical programming language designed to implement autonomous agents
should have two important characteristics: (i) to allow a programmer to specify a
robot control program, as easily as possible, using high-level actions as primitives
and (ii) to allow a user to specify goals and provide them to an agent with the
ability to plan a correct course of actions to achieve these goals. The GOLOG [1]
programming language for agents, developed by the Group of Cognitive Robotics
of the University of Toronto, was designed to attend this purpose: (i) it is a high-
level agent programming language, in which standard programming constructs
(e.g. sequence, choice and iteration) are used to write the agent control program
and (ii) it can effectively represent and reason about the actions performed by
agents in dynamic environments. The emerging success of GOLOG has shown
that, by using a logical approach, it is possible to solve complex robotic tasks

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 73–82, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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efficiently, despite of the contrary widespread belief [2]. However, GOLOG uses a
planning strategy based on situation calculus, a logical formalism in which plans
are represented as a totally ordered sequence of actions and, therefore, it inherits
the well known deficiencies of this approach [3].

In this work, we argue that a partial order plan representation can be better
adapted to different planning domains, being more useful in robotic applications
(notice that a least commitment strategy on plan step ordering can allow a more
flexible interleaving of reactive and deliberative behavior). We also propose a
new high-level robot programming language called ABGOLOG. This language is
based on GOLOG (i.e. has same sintax and semantic), but it uses event calculus
as the formalism to describe actions and abductive reasoning to synthesize plans,
which corresponds to partial order planning [4]. So, based on our previous work
on implementation and analysis of abductive event calculus planning systems [5],
we show how it is possible to modify ABGOLOG’s implementation to improve its
efficiency, according to specific domain characteristics.

This paper is organized as follows: in Section 2, we briefly review the basis
of situation calculus and how it is used in the GOLOG language; in Section 3, we
present the event calculus and how it can be used to implement three versions of
an abductive event calculus planner that can serve as a kernel in ABGOLOG; we
also show how the different versions of the abductive planner can be used by this
language, depending on the characteristics of the robotics application; finally, in
Section 4, we discuss important aspects of the proposed language ABGOLOG.

2 Robot Programming with GOLOG

GOLOG [1] is an attempt to combine two different styles of knowledge repre-
sentation – declarative and procedural – in the same programming language,
allowing the programmer to cover the whole spectrum of possibilities from a
pure reactive agent to a pure deliberative agent. In contrast to programs writ-
ten in standard programming languages, when executed, GOLOG programs are
decomposed into primitives which correspond to the agent’s actions. Further-
more, since these primitives are described through situation calculus axioms, it
is possible to reason logically about their effects.

2.1 The Situation Calculus Formalism

The situation calculus [6] is a logical formalism, whose ontology includes situa-
tions, which are like “snapshots” of the world; fluents, which describe properties
of the world that can change their truth value from one situation to another
one; and actions, which are responsible for the actual change of a situation into
another. In the situation calculus, which is a dialect of the first order predicate
logic, the constant denotes the initial situation; the function denotes
the resulting situation after the execution of the action in the situation
the predicate means that it is possible to execute the action in the
situation and, finally, the predicate means that the fluent holds
in the situation
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Given a specification of a planning domain in the situation calculus formal-
ism, a solution to a planning problem in this domain can be found through
theorem proving. Let be a set of axioms describing the agent’s actions, a set
of axioms describing the initial situation and a logical sentence describing a
planning goal. Thus, a constructive proof of where

causes the
variable S to be instanciated to a term of the form
Clearly, the sequence of actions corresponding to this term is a
plan that, when executed by the agent from the initial situation leads to a
situation that satisfy the planning goal.

2.2 The GOLOG Interpreter

GOLOG programs are executed by a specialized theorem prover (figure 1). The
user has to provide an axiomatization describing the agent’s actions (declara-
tive knowledge), as well a control program specifying the desired behavior of the
agent (procedural knowledge). After that, to execute the program corresponds to
prove that exists a situation such that Thus, if the situation

found by the theorem prover is a term of the form
the corresponding sequence of actions is executed by the agent.

Fig. 1. A very simplified implementation of GOLOG in PROLOG

For instance, consider the following situation calculus axiomatization for the
elevator domain [1], where the agent’s actions are open, close, turnoff, up e
down:
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In this domain, the agent’s goal is to attend all calls1, represented by the
fluent and its behavior can be specified by the following GOLOG program:

Once the domain axiomatization and the control program are provided, we
can execute the GOLOG interpreter as follows:

3 Abductive Reasoning in the Event Calculus

Abduction is an inference principle that extends deduction, providing hypothet-
ical reasoning. As originally introduced by [7], it is an unsound inference rule
1 There is no distinction between calls made from inside or outside the elevator.
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that resembles a reverse modus ponens: if we observe a fact and we know
then we can accept as a possible explanation for Thus, abduction is

a weak kind of inference in the sense that it only guarantees that the explanation
is plausible, not that it is true.

Formally, given a set of sentences describing a domain (background theory)
and a sentence describing an observation, the abduction process consists of
finding a set of sentences (residue or explanation) such that is consis-
tent and Clearly, depending on the background theory, for the same
observed fact we can have multiple possible explanations. In general, the defini-
tion of best explanation depends on the context, but it is almost always related
to some notion of minimallity. In practice, we should prefer explanations which
postulates the minimum number of causes [8]. Furthermore, by definition, abduc-
tion is a kind of nonmonotonic reasoning, i.e. an explanation consistent, w.r.t. a
determined knowledge state, can become inconsistent when new information is
considered [9].

Next, we present the event calculus as the logical formalism used to describe
the background theory in ABGOLOG programs and we show how abduction can
be used to synthesize partial order plans in this new language.

3.1 The Event Calculus Formalism

The event calculus [10] is a temporal formalism designed to model and reason
about scenarios described as a set of events whose occurrences on time have the
effect of starting or terminating the validity of fluents which denote properties
of the world [11]. Note that event calculus emphasize the dynamics of the world
and not the statics of the situations, as the situation calculus does. The basic
idea of events is to establish that a fluent holds in a time point if it holds
initially or if it is initiated in some previous time point by the occurrence of
an action, and it is not terminated by the occurrence of another action between

and A simplified axiomatization to this formalism is the following:

In the event calculus, the frame problem is overcome through circumscrip-
tion.Given a domain description expressed as a conjunction of formulae that
does not include the predicates initially or happens; a narrative of actions
expressed as a conjunctions of formulae that does not include the predicates
initiates or terminates; a conjunction of uniqueness-of-names axioms for ac-
tions and fluents; and EC a conjunction of the axioms of the event calculus, we
have to consider the following formula as the background theory on the abductive
event calculus planning:
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where means the circumscription of w.r.t. the predicate
symbols By circumscribing initiates and terminates we are imposing
that the known effects of actions are the only effects of actions, and by circum-
scribing happens we assume that there are no unexpected event occurrences. An
extended discussion about the frame problem and its solution through circum-
scription can be found in [11].

Besides the domain independent axioms [SEC1]-[SEC3], we also need axioms
to describe the fluents that are initially true, specified by the predicate initially,
as well the positive and negative effects of the domain actions, specified by
the predicates initiates and terminates, respectively. Remembering the elevator
domain example, we can write:

In the event calculus, a partial order plan is represented by a set of facts
happens, establishing the occurrence of actions in time, and by a set of tempo-
ral constraints establishing a partial order over these actions. For instance,

is a partial order plan.
Given a set of facts happens e representing a partial order plan, the axioms
[SEC1]-[SEC3] and the domain description, we can find the truth of the domain
fluents at any time point. For instance, given the plan we can conclude that
holdsAt(cur floor(5), is true, which is the effect of the action up(5); and that
holdsAt(on(3), is also true, which is a property that persists in time, from
the instant 0. In fact, the axioms [SEC1]-[SEC3] capture the temporal persistence
of fluents and, therefore, the event calculus does not require persistence axioms.

3.2 The ABP Planning System

As [12] has shown, planning in event calculus is naturally handled as an abductive
process. In this setting, planning a sequence of actions that satisfies a given
goal w.r.t. a domain description is equivalent to finding an abductive
explanation (narrative or plan) such that:

Based on this idea, we have implemented the ABP [4] planning system. This
planner is a PROLOG abductive interpreter specialized to the event calculus
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formalism. An advantage of this specialized interpreter is that predicates with
incomplete information can receive a special treatment in the meta-level. For
instance, in partial order planning, we have incomplete information about the
predicate before, used to sequencing actions. Thus, when the interpreter finds a
negative literal ¬before(X,Y), it tries to prove it by showing that before(Y,X)
is consistent w.r.t. the plan being constructed.

3.3 Systematicity and Redundancy in the ABP Planning System

An interesting feature of the abductive planning system ABP is that we can
modify its planning strategy, according to the characteristics of the application
domain [5]. By making few modifications in the ABP specification, we have im-
plemented two different planning strategies: SABP, a systematic partial order
planner, and RABP, a redundant partial order planner.

A systematic planner is one that never visits the same plan more than once in
its search space (e.g. SNLP [13]). A systematic version of the ABP, called SABP,
can be obtained by modifying the axiom [SEC3] to consider as a threat to a fluent
F not only an action that terminates it, but also an action that initiates it:

A redundant planner is one that does not keep track of which goals were al-
ready achieved and which remains to be achieved and, therefore, it may establish
and clobber a subgoal arbitrarily many times (e.g. TWEAK [14]). A redundant
version of the ABP, called RABP, does not require any modification in the EC
axioms. The only change that we have to make is in the goal selection strategy.
In the ABP, as well in the SABP, subgoals are selected and then eliminated from
the list of subgoals as soon as they are satisfied. This can be safely done because
those planners apply a causal link protection strategy.

A MTC – modal truth criterion – strategy for goal selection can be easily
implemented in the RABP by performing a temporal projection. This is done
by making the meta-interpreter to “execute” the current plan, without allowing
any modification on it. This process returns as output the first subgoal which is
not necessarily true.

Another modification is on the negative residue: the RABP does not need to
check the consistency of negative residues every time the plan has been modified.
So, in the RABP, the negative literals of the predicate clipped does not have a
special treatment by the meta-interpreter. As in TWEAK [14], this will make the
RABP to select the same subgoal more than once but, on the other hand, it can
plan for more than one subgoal with a single goal establishment.

3.4 Selecting the Best Planner: ABP, SABP or RABP

In our previous publication [4], we have demonstrated that, by varying the ratio
between positive and negative threats on a planning domain, the abductive
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planners exhibit different behavior: when the systematic version is dra-
matically better than the redundant version; on the other hand, when
the systematic version is dramatically worse than the redundant version. This
result provides a foundation for predicting the conditions under which different
planning systems will perform better, depending on different characteristics of
the domain. In other words, this result allows that someone building a planning
system or a robotic control program can select the appropriate goal protection
strategy, depending on the characteristics of the problem being solved.

By running the same experiment presented in [15], using our three imple-
mentations of the abductive planner, we can observe that these planners show
behaviors significantly similar to the well known STRlPS-based planners POP,
SNLP and TWEAK (see figure 2). Therefore, we can conclude that the logical
and the algorithmic approaches implement the same planning strategies and
present the same performance.

Fig. 2. The performance of the planners, depending on the domains characteristics

4 The New Programming Language Proposed

As we guess, GOLOG is a programming language that could be used to implement
deliberative and reactive agents. However, as we have tested, GOLOG computes
(in off-line mode) a complete total order plan that is submitted to an agent to
execute it (in on-line mode). The problem with this approach is that it does
not work well in many real dynamic applications. In the example of the elevator
domain, this can be noticed by the fact that the agent cannot modify its plan in
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order to attend new serving requests. This is a case where we need to interleave
the theorem prover with the executive module that controls the actions of the
elevator, which is not possible with GOLOG.

Although our first implementation of the ABGOLOG (omitted here due to
space limitation) suffered from the same problem, we foresee many ways of how
we can change both, the ABGOLOG interpreter and the abdutive planner, in
order to allow the agent to re-plan when relevant changes in the environment
occur. These modifications are currently under construction but, to illustrate
the idea, consider the following situation: The elevator is parked in the floor
and there are two calls: the first one is from the floor and the second one
from the floor. Thus, the agent generates a plan to serve these floors and
initiates its execution, going first to the floor. However, in the way up, a new
call from the floor is made by a user. Because of the occurrence of this new
event, the agent should react to fix its execution plan, in order to also take care
of to this new call. As we know, a partial order planner can modify its plan with
a relative ease, since it keeps track of the causal links informations about plan’s
steps (clipped predicate in the abductive planner).

5 Conclusions

Traditionally, the notion of agents in Artificial Intelligence has been close re-
lated with the capability to think about actions and its effects in a dynamic
environment [6], [16]. In this last decade, however, the notion of a purely ratio-
nal agent, which ignores almost completely its interaction with the environment,
gives place to the notion of an agent which must be capable of react to the per-
ceptions received from its environment [17].

In this work, we consider a new logical programming language, especially
guided for programming of robotic agents, which aims at to conciliate delibera-
tion and reactivity. This language, based on GOLOG [1], uses the event calculus
as the formalism to describe actions and to reason about its effects, and uses
abduction as the mechanism for the synthesis of plans. Therefore, the main
advantage of the ABGOLOG language is to be based on a more flexible and
expressive action formalism, when compared to the situation calculus.

Our future work on ABGOLOG’s implementation includes exploring aspects
of compound actions (HTN planning), domain constraints involving the use of
metric resources, conditional effects and durative actions.

References

1.

2.

3.

Levesque, H.J., Reiter, R., Lesperance, Y., Lin, F., Scherl, R.B.: GOLOG: A logic
programming language for dynamic domains. Journal of Logic Programming 31
(1997) 59–83
Russell, S., Norvig, P.: Artificial Intelligence: A Modern Approach (second edition).
Prentice-Hall, Englewood Cliffs, NJ (2003)
Weld, D.S.: An introduction to least commitment planning. AI Magazine 15 (1994)
27–61

TEAM LinG



82 Silvio do Lago Pereira and Leliane Nunes de Barros

4.

5.

6.

7.

8.

9.

10.

11.

12.

13.

14.

15.

16.

17.

Pereira, S.L.: Abductive Planning in the Event Calculus. Master Thesis, Institute
of Mathematics and Statistics - University of Sao Paulo (2002)
Pereira, S.L., Barros, L.N.: Efficiency in abductive planning. In: Proceedings of
2nd Congress of Logic Applied to Technology. Senac, São Paulo (2001) 213–222
McCarthy, J.: Situations, actions and causal laws. Technical Report Memo 2 -
Stanford University Artificial Intelligence Laboratory (1963)
Peirce, C.S.: Collected Papers of Charles Sanders Peirce. Harvard University Press
(1931-1958)
Cox, P.T., Pietrzykowski, T.: Causes for events: their computation and appli-
cations. In: Proc. of the 8th international conference on Automated deduction,
Springer-Verlag New York, Inc. (1986) 608–621
Kakas, A.C., Kowalski, R.A., Toni, F.: Abductive logic programming. Journal of
Logic and Computation 2 (1992) 719–770
Kowalski, R.A., Sergot, M.J.: A logic-based calculus of events. In: New Generation
Computing 4. (1986) 67–95
Shanahan, M.P.: Solving the Frame Problem: A Mathematical Investigation of the
Common Sense Law of Inertia. MIT Press (1997)
Eshghi, K.: Abductive planning with event calculus. In: Proc.of the 5th Interna-
tional Conference on Logic Programming. MIT Press (1988) 562–579
MacAllester, D., Rosenblitt, D.: Systematic nonlinear planning. In: Proc. 9th
National Conference on Artificial Intelligence. MIT Press (1991) 634–639
Chapman, D.: Planning for conjunctive goals. Artificial Intelligence 32 (1987)
333–377
Knoblock, C., Yang, Q.: Evaluating the tradeoffs in partial-order planning algo-
rithms (1994)
Green, C.: Application of theorem proving to problem solving. In: International
Joint Conference on Artificial Intelligence. Morgan Kaufmann (1969) 219–239
Brooks, R.A.: A robust layered control system for a mobile robot. IEEE Journal
of Robotics and Automation 2 (1986) 14–23

TEAM LinG



Word Equation Systems:
The Heuristic Approach

César Luis Alonso1,*, Fátima Drubi2,
Judith Gómez-García3, and José Luis Montaña3

1 Centro de Inteligencia Artificial, Universidad de Oviedo
Campus de Viesques, 33271 Gijón, Spain

calonso@aic.uniovi.es
2 Departamento de Informática, Universidad de Oviedo

Campus de Viesques, 33271 Gijón, Spain
3 Departamento de Matemáticas, Estadística y Computación

Universidad de Cantabria
montana@matesco.unican.es

Abstract. One of the most intrincate algorithms related to words is
Makanin’s algorithm for solving word equations. Even if Makanin’s algo-
rithm is very complicated, the solvability problem for word equations re-
mains NP-hard if one looks for short solutions, i. e. with length bounded
by a linear function w. r. t. the size of the system ([2]) or even with con-
stant bounded length ([1]). Word equations can be used to define various
properties of strings, e. g. characterization of imprimitiveness, hardware
specification and verification and string unification in PROLOG-3 or
unification in theories with associative non-commutative operators. This
paper is devoted to propose the heuristic approach to deal with the prob-
lem of solving word equation systems provided that some upper bound
for the length of the solutions is given. Up to this moment several heuris-
tic strategies have been proposed for other NP-complete problems, like
3-SAT, with a remarkable success. Following this direction we compare
here two genetic local search algorithms for solving word equation sys-
tems. The first one consists of an adapted version of the well known
WSAT heuristics for 3-SAT instances (see [9]). The second one is an im-
proved version of our genetic local search algorithm in ([1]). We present
some empirical results which indicate that our approach to this problem
becomes a promising strategy. Our experimental results also certify that
our local optimization technique seems to outperform the WSAT class
of local search procedures for the word equation system problem.

Keywords: Evolutionary computation, genetic algorithms, local search
strategies, word equations.

1 Introduction

Checking if two strings are identical is a rather trivial problem. It corresponds to
test equality of strings. Finding patterns in strings is slightly more complicated.

* Partially supported by the spanish MCyT and FEDER grant TIC2003-04153.

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 83–92, 2004.
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It corresponds to solve word equations with a constant side. For example:

where are variable strings in {0, 1}*. Equations of this type are not difficult
to solve. Indeed many cases of this problem have very efficient algorithms in the
field of pattern matching.

In general, try to find solutions to equations where both sides contain variable
strings, like for instance:

where are variables in {0, 1}* or show it has none, is a surprisingly difficult
problem.

The satisfiability problem for word equations has a simple formulation: Find
out whether or not an input word equation (like that in example (2)) has a solu-
tion. The decidability of the problem was proved by Makanin [6]). His decision
procedure is one of the most complicated algorithms in theoretical computer
science. The time complexity of this algorithm is nondeterministic time,
where is a single exponential function of the size of the equation ([5]).
In recent years several better complexity upper bounds have been obtained:
EXPSPACE ([4]), NEXPTIME ([8]) and PSPACE ([7]). A lower bound for the
problem is NP ([2]). The best algorithms for NP-hard problems run in single ex-
ponential deterministic time. Each algorithm in PSPACE can be implemented in
single exponential deterministic time, so exponential time is optimal in the con-
text of deterministic algorithms solving word equations unless faster algorithms
are developed for NP-hard problems.

In the present paper we compare the performance of two new evolutionary
algorithms which incorporate some kind of local optimization for the problem of
solving systems of word equations provided that an upper bound for the length
of the solutions is given. The first strategy proposed here is inspired in the well
known local search algorithms GSAT an WSAT to find a satisfying assignment
for a set of clauses (see [9]). The second one is an improved version, including
random walking in hypercubes of the kind of the flipping genetic local
search algorithm announced in ([1]). As far as we know there are no references
in the literature for solving this problem in the framework of heuristic strategies
involving local search. The paper is organized as follows: in section 2 we explic-
itly state the WES problem with bounds; section 3 describes the evolutionary
algorithms with the local search procedures; in section 4, we present the experi-
mental results, solving some word equation systems randomly generated forcing
solvability; finally, section 5 contains some conclusive remarks.

2 The Word Equation Systems Problem

Let A be an alphabet of constants and let be an alphabet of variables. We
assume that these alphabets are disjoint. As usual we denote by A* the set of
words on A, and given a word stands for the length of denotes
the empty word.
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Definition 1. A word equation over the alphabet A and variables set is a
pair usually denoted by L = R. A word equation
system (WES) over the alphabet A and variables set is a finite set of word
equations where, for each pair

Definition 2. Given a WES over the alphabet A and variables set
a solution of S is a morphism

such that for and for

The WES problem, in its general form, is stated as follows: given a word
equation system as input find a solution if there exists anyone or determine
the no existence of solutions otherwise. The problem we are going to study in
this contribution is not as general as stated above, but it is also a NP-complete
problem (see Theorem 5 below). In our formulation of the problem also an upper
bound for the length of the variable values in a solution is given. We name this
variation the problem.

Problem: Given a WES over the alphabet A with variables set
find a solution such that

for each or determine the no existence otherwise.

Example 3. (see [1]) For each let and be the Fibonacci
number and the Fibonacci word over the alphabet A = {0, 1}, respectively.
For any let be the word equation system over the alphabet A = {0, 1}
and variables set defined as:

Then, for any the morphism defined by

for is the only solution of the system This solution satisfies
for each Recall that

and if

Remark 4. Example 3 is quite meaningful itself. It shows that any exact deter-
ministic algorithm which solves the WES problem in its general form (or any
heuristic algorithm solving all instances must have, at least, exponential
worst-case complexity. This is due to the fact that the system has polynomial
size in and the only solution of namely has exponential length w.r.t
because it contains, as a part, the Fibonacci word, Note that

has size equal to the Fibonacci number, which is exponential
w.r.t
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A problem which does not allow to exhibit the exponential length argument
for lower complexity bounds is the problem stated above. But this prob-
lem remains NP-complete.

Theorem 5. (c. f. [1]) For any the problem is NP-complete.

3 The Evolutionary Algorithm

Given an alphabet A and some string over A, for any pair of positions
in the string denotes the substring of given

by the extraction of consecutive many letters through from string
In the case we denote by the single letter substring which

represents the symbol of the string

3.1 Individual Representation

Given an instance for the problem, that is, a word equation system
with equations and variables, over the

alphabet A = {0, 1} and variables set if a morphism is
candidate solution for S, then for each the size of the value of
any variable must be less than or equal to This motivates the
representation of a chromosome as a list of strings where, for
each is a word over the alphabet A = {0, 1} of length
such that the value of the variable is represented in the chromosome by the
string

3.2 Fitness Function

First, we introduce a notion of distance between strings which extends Hamming
distance to the case of non-equal size strings. This is necessary because the
chromosomes (representing candidate solutions for our problem instances) are
variable size strings.

Given to strings the generalized Hamming distance between them
is defined as follows:

Given a word equation system over the al-
phabet A = {0, 1} with set variables and a chromosome

representing a candidate solution for S, the fitness of is
computed as follows:

First, in each equation, we substitute, for every variable
for the corresponding string and, after this replacement, we get the
expressions where
for all
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Then, the fitness of the chromosome is defined as:

Proposition 6. Let be a word equation system
over the alphabet A = {0, 1} with set variables and let

be a chromosome representing a candidate solution for S. Define
the morphism as for each
Then the morphism is a solution of system S if and only if the fitness of the
chromosome is equal to zero, that is

Remark 7. According to Proposition 7, the goal of our evolutive algorithm is to
minimize the fitness function By means of this fitness function, we propose a
measure of the quality of an individual which distinguishes between individuals
that satisfy the same number of equations. This last objective cannot be reached
by other fitness functions like, for instance, the number of satisfied equations in
the given system.

3.3 Genetic Operators

selection: We make use of the roulette wheel selection procedure (see [3]).
crossover: Given two chromosomes and

the result of a crossover is a chromosome constructed applying a local cross-
over to every of the corresponding strings Fixed the
crossover of the strings denoted as is given as follows. Assume

then, the substring is the result of applying uni-
form crossover ([3]) to the strings and Next, we ran-
domly select a position and define

We clarify this local crossover by means of the following example:

Example 8. Let and be the variable strings. In this case,
we apply uniform crossover to the first two symbols. Let us suppose that 11
is the resulting substring. This substring is the first part of the resulting
child. Then, if the selected position were, for instance, position 4, the second
part of the child would be 00, and the complete child would be 1100.

mutation: We apply mutation with a given probability The concrete value
of in our algorithms is given in Section 4 below. Given a chromosome

the mutation operator applied to consists in replacing
each gene of each word with probability where is the given upper
bound.

3.4 Local Search Procedures

Given a word equation system over the al-
phabet A = {0, 1} with set variables and a chromosome
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representing a candidate solution for S, for any we de-
fine the of with respect to the generalized Hamming distance
as follows:

Local Search 1 (LS1) First, we present our adapted version of the local search
procedure WSAT which will be sketched below. The local search procedure takes

which satisfies the following properties. With probability
is a random chromosome in and with probability is a chromosome
in with minimal fitness. In this last case cannot be improved by adding
or flipping any single bit from (because their components are at Hamming
distance at most one). This process iterates until a given specified maximum
number of flips is reached. We call the parameter probability of noise.

Below, we display the pseudo-code of this local search procedure taking as
input a chromosome with string variables of size bounded by (one for each
variable).

Local Search 2 (LS2) Suppose we are given a chromosome
At each iteration step, the local search generates a random walk inside the

as input a chromosome and, at each step, yields a chromosome
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truncated hypercube and at each new generated chromosome makes a flip
(or modifies its length by one unit if possible) if there is a gain in the fitness.
This process iterates until there is no gain. Here is the number of genes of the
chromosome that is

For each chromosome and each pair such that, and
(representing the gene at position in the of

chromosome we define the set trough the next two properties:

and
Any element satisfies: for all pair

if then

Note that any element in can be obtained in one of the following
ways: if by flipping the gene in if adding a new gene at
the end of the component of or deleting the gene of the component

or flipping gene In the pseudo-code displayed below we associate a gen
with a pair and a chromosome cr with an element Then, notation

denotes a subset of the type

Summarizing, the pseudo-code of our evolutionary algorithms is the follow-
ing:
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Remark 9. The initial population is randomly generated. The procedure evalu-
ate (population) computes the fitness of all individuals in the population. The
procedure local_search(Child) can be either LS1 or LS2. Finally, the termination
condition is true when a solution is found (the fitness at some individual equals
zero) or the number of generations attains a given value.

4 Experimental Results

We have performed our experiments over problem instances having equations,
variables and a solution of maximum variable length denoted as

We run our program for various upper bounds of variable length Let

determine a search space of size
Since we have not found in the literature any benchmark instance for this

problem, we have implemented a program for random generate word equation
systems with solutions, and we have applied our algorithm to these systems1.

All runs where performed over a processor AMD Athlom XP 1900+; 1,6 GHz
and 512 Mb RAM. For a single run the execution time ranges from two seconds,
for the simplest problems, to five minutes, for the most complex ones. The com-
plexity of a problem is measured through the average number of evaluations to
solution.

4.1 Probability of Mutation and Size of the Initial Population

After some previous experiments, we conclude that the best parameters for the
LS2 program are population size equals 2 and probability of mutation
equals 0.9. This previous experimentation was reported in ([1]). For the LS1
program we conclude that the best parameters are Maxflips equals 40 and prob-
ability of noise equals 0.2. We remark that these parameters correspond to the
best results obtained in the problems reported in Table 1.

4.2 LS1 vs. LS2

We show the local search efficiency executing some experiments with both local
search procedures. In all the executions, the algorithm stops if a solution is found

1 Available on line in http://www.aic.uniovi.es/Tc/spanish/repository.htm

us note that, variables and as upper bound for the length of a variable,
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or the limit of 1500000 evaluations is reached. The results of our experiments
are displayed in Table 1 based on 50 independent runs for each instance. As
usually, the performance of the algorithm is measured first of all by the Success
Rate (SR), which represents the portion of runs where a solution has been found.
Moreover, as a measure of the time complexity, we use the Average number of
Evaluations to Solution (AES) index, which counts the average number of fitness
evaluations performed up to find a solution in successful runs. Comparing the
two local search procedures, we observe that the improved version of our local
search algorithm (LS2) is significantly better than the adapted version to our
problem (LS1) of the WSAT strategies. This can be confirmed by looking at the
respective Average number of Evaluations to Solution reported in our table of
experiments. The comparatione between the evolutionary local-search strategy
an the pure genetic approach was already reported in ([1]) using a preliminary
version of (LS2) that does not use random walks. We observed there a very bad
behavior of the pure genetic algorithm.

5 Conclusions, Summary and Future Research

The results of the experiments reported in Table 1, indicate that the use of evolu-
tive algorithms is a promising strategy for solving the problem, and that
our algorithms have a good behavior also dealing with large search space sizes.
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Nevertheless, these promising results, there are some hard problems, as p5-15-3,
over which our algorithms have some difficulties trying to find a solution and in
other ones, as for example p25-8-3, the program always finds just the same. In
both cases, the found solution agrees with that proposed by the random problem
generator. In this sense, we have not a conclusion about the influence either of
the number of equations or of the ratio size of the system/number of variables,
on the difficulty of the problem. For the two compared local search algorithms
we conclude that LS2 seems to outperform LS1, that is, the WSAT extension
of local search procedures for the word equation system problem. Nevertheless
it would be convenient to execute new experiments over problem instances with
higher size of search space and to adjust for each instance, the parameters of
Maxflips and probability of noise in procedure LS1. The most important limita-
tion of our approach is the use of upper bounds on the size of the variables when
looking for solutions. In a work in progress, we are developing an evolutionary
algorithm for the general problem of solving systems of word equations (WES)
that profits a logarithmic compression of the size of a minimal solution of a word
equation via Lempel–Ziv encodings of words. We think that this will allow to
explore much larger search spaces and avoiding the use of the upper bound on
the size of the solutions.

References

1.

2.

3.

4.

5.

6.

7.

8.

9.

Alonso C. L., Drubi F., Montana J. L.: An evolutionary algoritm for solving Word
Equation Systems. Proc. CAEPIA-TTIA’2003. To appear in Springer L.N.A.I.
Angluin D.: Finding patterns common to a set of strings, J. C. S. S. 21(1) (1980)
46-62
Goldbert, D. E.: Genetic Algorithms in Search Optimization & Machine Learning.
Addison Wesley Longmann, Inn. (1989)
Gutiérrez, C.: Satisfiability of word equations with constants is in exponential space.
in Proc. FOCS’98, IEEE Computer Society Press, Palo Alto, California (1998)
Koscielski, A., Pacholski, L.: Complexity of Makanin’s algorithm, J. ACM 43(4)
(1996) 670-684
Makanin, G.S.: The Problem of Solvability of Equations in a Free Semigroup. Math.
USSR Sbornik 32 (1977) 2 129-198
Plandowski, W.: Wojciech Plandowski: Satisfiability of Word Equations with Con-
stants is in PSPACE. FOCS’99 495-500 (1999)
Plandowski, W., Rytter, W.: Application of Lempel-Ziv encodings to the Solution
of Words Equations. Larsen, K.G. et al. (Eds.) L.N.C.S. 1443 (1998) 731-742
Selman, B., Levesque H., Mitchell: A new method for solving hard satisfiability
problems. Pro. of the Tenth National Conference on Artificial Intelligence, AAAI
Press, California (1992) 440-446

TEAM LinG



A Cooperative Framework Based on Local
Search and Constraint Programming

for Solving Discrete Global Optimisation

Carlos Castro, Michael Moossen*, and María Cristina Riff**

Departamento de Informática
Universidad Técnica Federico Santa María

Valparaíso, Chile
{Carlos.Castro,Michael.Moossen,Maria-Cristina.Riff}@inf.utfsm.cl

Abstract. Our research has been focused on developing cooperation
techniques for solving large scale combinatorial optimisation problems
using Constraint Programming with Local Search. In this paper, we in-
troduce a framework for designing cooperative strategies. It is inspired
from recent research carried out by the Constraint Programming com-
munity. For the tests that we present in this work we have selected two
well known techniques: Forward Checking and Iterative Improvement.
The set of benchmarks for the Capacity Vehicle Routing Problem shows
the advantages to use this framework.

1 Introduction

Solving Constraint Satisfaction Optimisation Problems (CSOP) consists in as-
signing values to variables in such a way that a set of constraints is satisfied
and a goal function is optimised [15]. Nowadays, complete and incomplete tech-
niques are available to solve this kind of problems. On one hand, Constraint
Programming is an example of complete techniques where a sequence of Con-
straint Satisfaction Problems (CSP) [10] is solved by adding constraints that
impose better bounds on the objective function until an unsatisfiable problem
is reached. On the other hand, Local Search techniques are incomplete methods
where an initial solution is repeatedly improved considering neighborg solutions.
The advantages and drawbacks of each of these techniques are well-known: com-
plete techniques allow to get, when possible, global optimum but they show a
poor scalability to solve very large problems, thus they do not give an optimal
solution. Incomplete methods gives solutions very quickly but they remains local.

Recently, the integration of both complete and incomplete approaches to
solve Constraint Satisfaction Problems has been studied and it has been recog-
nized that an cooperative approach should give good results when none is able
to solve a problem. In [13], Prestwich proposes a hybrid approach that sacrifies
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completeness of backtracking methods to achieve the scalability of local search,
this method outperforms the best Local Search algorithms. In [8], Jussien &
Lhomme present a hybrid technique where Local Search performs over partial
assignments instead of complete assignments, and uses constraint propagation
and conflict- based heuristics to improve the search. They applied their ap-
proach to open-shop scheduling problems obtaining encouraging results. In the
metaheuristics community various hybrid approaches combining Local Search
and Constraint Programming have been proposed. In [5], Focacci et al. present
a good state of the art of hybrid methods integrating both Local Search and
Constraint Programming techniques.

On the other hand, solver cooperation is a hot research topic that has been
widely investigated during the last years [6, 11, 12]. Nowadays, very efficient con-
straint solvers are available and the challenge is to integrate them in order to
improve their efficiency or to solve problems that cannot be treated by an el-
ementary constraint solver. In the last years, we have been interested in the
definition of cooperation languages allowing to define elementary solvers and to
integrate several solvers in a flexible and efficient way [4, 3, 2].

In this work, we concentrate our attention on to solve CSOP instead of CSP.
We introduce a framework for designing cooperative strategies using both kinds
of techniques: Constraint Programming and Local Search. The main difference
of our framework with respect to existing hybrid methods is that, using a co-
operation of solvers point of view, we build a new solver based on elementary
ones. In this case, elementary solvers implement Local Search and Constraint
Programming techniques independently, each of them as a black-box. Thus, in
this sense, this work does not have to be considered as a hybrid algorithm. In
this framework, all cooperation scheme must not lose completeness. The moti-
vation for this work is that we strongly believe that local search carried out,
for example, by a Hill-Climbing algorithm, should allow us to reduce the search
space by adding more constraints on the bounds for applying the Constraint
Programming approach. Preliminary results on a classical hard combinatorial
optimisation problem, the Capacity Vehicle Routing Problem, using simplifica-
tions of the Solomon benchmarks [14], show that in our approach Hill-Climbing
really helps Forward Checking and it becomes able to find better solutions.

This paper is organised as follows: in section 2, we briefly present both com-
plete and incomplete techniques. In section 3, we introduce the framework for
design cooperative hybrid strategies. In section 4, we present the test solved using
Forward Checking as complete technique and Iterative Improvement as incom-
plete technique and we evaluate and compare the results. Finally, in section 5,
we conclude the paper and give further research lines.

2 Constraint Programming and Local Search for CSOP

Constraint Programming evolved from research carried out during the last thirty
years on constraint solving. Techniques used for solving CSPs are generally clas-
sified in: Searching, Problem Reduction, and Hybrid Techniques [9]. Searching
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consists of techniques for systematic exploration of the space of all solutions.
Problem reduction techniques transform a CSP into an equivalent problem by
reducing the set of values that the variables can take while preserving the set
of solutions. Finally, hybrid techniques integrate problem reduction techniques
into an exhaustive search algorithm in the following way: whenever a variable is
instantiated, a new CSP is created; then a constraint propagation algorithm is
applied to remove local inconsistencies of these new CSPs [16]. Many algorithms
that essentially fit the previous format have been proposed. Forward Checking,
Partial Lookahead, and Full Lookahead, for example, primarily differ in the de-
gree of local consistency verification performed at the nodes of the search tree [7,
9, 16].

Constraint Programming deals with optimisation problems, CSOPs, using
the same basic idea of verifying the satisfiability of a set of constraints that is
used for solving CSPs. Asuming that one is dealing with a minimisation problem,
the idea is to use an upper bound that represents the best possible solution ob-
tained so far. Then we solve a sequence of CSPs each one giving a better solution
with respect to the optimisation function. More precisely, we compute a solution

to the original set of constraints C and we add the constraint where
represents the optimisation function and represents the evaluation of

in the solution Adding this constraint restricts the set of possible solutions
to those that give better values for the optimisation function always satisfying
the original set of constraints. When, after adding such a constraint, the prob-
lem becomes unsatisfiable, the last feasible solution so far obtained represents
the global optimal solution [1]. Very efficient hybrid techniques, such as For-
ward Checking, Full Lookahead or even more specialised algorithms, are usually
applied for solving the sequence of CSPs. The next figure presents this basic
optimisation scheme.

Fig. 1. Basic Constraint Programming Algorithm for CSOP

Local Search is a general approach, widely used, to solve hard combinatorial
optimisation problems. Roughly speaking, a local search algorithm starts off with
an initial solution and then repeatedly tries to find better solutions by searching
neighborhoods, the algorithm is shown in figure 2.
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Fig. 2. Basic Local Search Algorithm for CSOP

A basic version of Local Search is Iterative Improvement or Hill-Climbing
procedures. Iterative Improvement starts with some initial solution that is con-
structed by some other algorithm, or just generated randomly, and from then
on it keeps moving to a better neighborg, as long as there is one, until finally it
finishes at a locally optimal solution, one that does not have a better neighborg.
Iterative Improvement can apply either first improvement, in which the current
solution is replaced by the first cost-improving solution found by the neighbor-
hood search, or best improvement in which the current solution is replaced by
the best solution in its neighborhood. Empirically, local search heuristics appear
to converge usually rather quickly, within low-order polynomial time. However,
they are only able to find near-optimal solutions, i.e., in general, a local opti-
mum might not coincide with a global optimum. In this paper, we analise the
cooperation between Forward Checking, for solving the sequence of CSPs, and
Iterative Improvement using a best improvement strategy to carry out a local
search approach.

3 A Framework for Design Cooperative Hybrid Strategies

Our idea to make an incomplete solver to cooperate with a complete one is to take
advantage of the efficiency of incomplete techniques to find a new bound and,
given it to the complete approach, to continue searching the global optimum.
For the next, we will call the incomplete solver as and the complete
one as In our approach, could begin solving a CSP, after this
the solution so obtained gives a bound for the optimal value of the problem. In
case of is stucked trying to find a solution, the collaborative algorithm
detects this situation and gives this information to a  method, that is
charged to find quickly a new feasible solution.

The communication between and depends on the direction
of the communication. Thus, when the algorithm gives the control from
to receives the variable values previously found by and
it works trying to find a new better solution applying some heuristics. When
the control is from to gives information about the local
optima that it found. This information modifies the bound of the objective func-
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tion constraint, and works trying to find a solution for this new problem
configuration.

Roughly speaking, we expect that using will reduce its search
tree cutting some branches using the new bound for the objective function. On
the other hand, focuses its search when it uses an instantiation previously
found by on an area of the search space where it is more probably to
obtain the optimal value.

In figure 3, we ilustrate the general cooperation approach proposed in this
work.

Fig. 3. Cooperating Solvers Strategy

The goal is to find the solution named Global-Solution of a constrained
optimisation problem with the objective function Min and its constraints
represented by C. The cooperating strategy is an iterative process that begins
trying to solve the CSP associated to the optimisation problem using a complete
c-solver. This algorithm has associated an stuck condition criteria, i.e., when
it becomes enable to find a complete instantiation in a reasonable either time
or number of iterations. The pre-solution-from-c-solver corresponds to the
variables values instantiated until now. When c-solver is stopped because it
accomplished the stuck condition another algorithm, i-solver, which does an
incomplete search, continues taking as input the pre-solution-from-c-solver.
i-solver uses it to find a near-optimal-solution for the optimisation problem
until it accomplishes to a stuck condition. A new CSP is defined including the
new constraint that indicates that the objective function value must be lower
than the value found either by c-solver with a complete instantiation or by
i-solver with the near optimal solution. This framework is a general coopera-
tion between complete and incomplete techniques.
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4 Evaluation and Comparison

In this section, we first explain the problems that we will use as benchmarks and
then we present results obtained using our cooperative approach.

4.1 Tested Problems

In order to test our schemes of cooperation, we use the classical Capacity Vehicle
Routing Problem (CVRP). In the basic Vehicle Routing Problem (VRP),
identical vehicles initially located at a depot are to deliver discrete quantities
of goods to customers, each one having a demand for goods. A vehicle has to
make only one tour starting at the depot, visiting a subset of customers, and
returning to the depot. In CVRP, each vehicle has a capacity, extending in this
way the VRP. A solution to a CVRP is a set of tours for a subset of vehicles
such that all customers are served only once and the capacity constraints are
respected. Our objective is to minimise the total distance travelled by a number
fixed of vehicles to satisfy all customers.

Our problems are based in instances C101, R101 and RC101, proposed by
Solomon, [14], belonging to classes C1, RC1, R1, respectively. Each class de-
fines a different topology. Thus, in C1 the location of customers are clustered.
In R1, the location of customers are generated randomly. In RC1, instances are
generated considering clustered groups of randomly generated locations of cus-
tomers. These instances are modified including capacity constraints. We named
the so obtained problems as instances and rc1. These problems are hard
to solve for a complete approach. We remark that the goal of our tests are to
evaluate and to compare the search made by a complete algorithm in contrast
to its behaviour when another algorithm, which does an incomplete search that
is incorporated into the search process.

4.2 Evaluating Forward Checking with Iterative Improvement

For the test we have selected two very known techniques: Forward Checking (FC)
from Constraint Programming and Hill Climbing or Iterative Improvement from
Local Search. Forward Checking is a technique specially designed to solve CSP,
it is based on a backtracking procedure but it includes filtering to eliminate
values that the variables cannot take in any solution to the set of constraints.
Some heuristics have been proposed in the literature to improve the search of
FC. For example, in our tests we include the minimum domain criteria to select
variables.

On the other hand, local search works with complete instantiations. We select
iterative improvement which is particular to solve CVRP. The characteristics of
our iterative improvement algorithm are:

The Initial Solution is obtained from FC.
The moves are 2-opt proposed by Kernighan.
The acceptance criterium is best improvement.
It works only with feasible neighbourhood.
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The first step in our research was to verify the performance of applying a
standard FC algorithm to solve problems and rc1 as defined previously.
Table 1 presents the obtained results, where, for each instance, we show all partial
solutions found during the execution, the time in milliseconds, at which the
partial solution has been found, and the value of the objective function
evaluated in the corresponding partial solution.

Thus, reading the last row of columns and for the instance, we can see
that the best value of is obtained for the objective function after 15
instantiations in 106854 seconds. In the same way, we can see that for instance
rc1, the best value obtained by the application of FC is after 5
instantiations in 111180 seconds, and for instance the value is
also obtained after 5 instantiations but in 40719 seconds. For all applications of
FC in this work, we consider a limit of 100 minutes to find the optimal solution
and carry out optimality proofs. This table only show the results of applying FC
for solving each instance, we cannot infer any thing about these results because
we are solving three differents problems.

Our idea to make these two solvers cooperate is to help Forward Checking
when the problem became too hard for this algorithm, and take advantage of
Hill-Climbing that could be able to find a new bound for the search of the optimal
solution. In our approach, Forward Checking could begin solving a CSP, after
this solution gives a bound for the optimal value of the problem. In case of For-
ward Checking is stucked trying to find a solution, the collaborative algorithm
detects this situation and gives this information to a Hill-Climbing method that
is charged to find quickly a new feasible solution. The communication between
Forward Checking and Hill-Climbing depends on the direction of communica-
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tion. Thus, when the algorithm gives the control to Hill-Climbing from Forward
Checking, Hill-Climbing receives the variable values previously found by For-
ward Checking, at it works trying to find a new better solution applying some
heuristics and accepting using a strong criteria, that is selecting the best feasible
solution on the neighborhood defined by the move.

When the control is from Hill-Climbing to Forward Checking, Hill-Climbing
gives information about the local optima that it found. This information modifies
the bound of the objective function constraint, and Forward Checking works
trying to find a solution for this new problem configuration.

Roughly speaking, we expect that using Hill-Climbing, Forward Checking
will reduce its search tree cutting some branches using the new bound for the
objective function. On the other hand, Hill-Climbing focuses its search when it
uses an instantiation previously found by Forward Checking on an area of the
search space where it is more probably to obtain the optimal value.

The first scheme of cooperation that we have tried consists in:

1.
2.

3.

We first try to apply FC looking for an initial solution.
Once a solution has been obtained, we try to apply HC until it cannot be
applied any more, i.e., a local optimum has been reached.
Then, we try again both algorithms in the same order until the problem
becomes unsatisfiable or a limit time is achieved.

The results of applying this scheme are presented in table 2.

In order to verify the effect of applying HC inmediately after the application
of FC, we try the same cooperation scheme but we give the possibility to FC to
be applied several times before trying HC. The idea was to analyse the possibility
of improve bounds just by the application of FC. As we know that FC can need
too much time to get a new solution, we establish a limit of two seconds, if this
limit was reached and FC has not yet return a solution, we try to apply HC.
The results of this second scheme of cooperation are presented in table 3.

We can make the following remarks concerning these results:

Surprisenly, when solving each instance, both cooperation schemes found the
same best value.
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The first scheme of cooperation (table 2) always takes less time than the sec-
ond one (table 3). In fact, the total time is mainly due to the time expended
by FC.
In general, applying both cooperations schemes, the results are better, in
terms of than applying FC isolated.

5 Conclusions

The main contribution of this work is that we have presented a framework for
design cooperative hybrid strategies integrating complete methods with incom-
plete for solving combinatorial optimisation problems. The results tested shown
that Hill Climbing can help Forward Checking by adding bounds during the
search procedure. This is based on the well-known idea that adding constraints,
in general, can improve the performance of Constraint Programming. We are
currently working on using other complete and incomplete methods. In case of
good news, we plan to try solving other combinatorial optimisation problems to
validate this cooperation scheme.

It is important to note that the communication between the methods use for
testing in this paper has been carried out by communicating information about
bounds. In case of we were interested in communicating more information we
should to address the problem of representation, because complete and incom-
plete generally do not use the same codification. In order to prove optimality the
use of an incomplete technique is not useful, so, as further work, we are inter-
ested in using other techniques to improve optimality proofs. We think that the
research already done on overconstrained CSPs could be useful because when
an optimal solution has been found the only task is to prove that the remaining
problem has become unsatisfiable, i.e., an overconstrained CSP.

Nowadays, considering that the research carried out by each community sep-
arately has produced good results, we strongly believe that in the future the
work will be in the integration of both approaches.
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Abstract. Although propagation techniques are very important to solve
constraint solving problems, heuristics are still necessary to handle non
trivial problems efficiently. General principles may be defined for such
heuristics (e.g. first-fail and best-promise), but problems arise in their
implementation except for some limited sources of information (e.g. car-
dinality of variables domain). Other possibly relevant features are ignored
due to the difficulty in understanding their interaction and a convenient
way of integrating them. In this paper we illustrate such difficulties in a
specific problem, determination of protein structure from Nuclear Mag-
netic Resonance (NMR) data. We show that machine learning techniques
can be used to define better heuristics than the use of heuristics based
on single features, or even than their combination in simple form (e.g
majority vote). The technique is quite general and, with the necessary
adaptations, may be applied to many other constraint satisfaction prob-
lems.

Keywords: constraint programming, machine learning, bioinformatics

1 Introduction

In constraint programming, the main role is usually given to constraint prop-
agation techniques (e.g. [1,2]) that by effectively narrowing the domain of the
variables significantly decrease the search.

However non trivial problems still need the adoption of heuristics to speed
up search, and find solutions with an acceptable use of resources (time and/or
space). Most heuristics follow certain general principles, namely the first-fail
principle for variable selection (enumerate difficult variables first) and the best
promise heuristic for value selection (choose the value that more likely belongs
to a solution) [3].

The implementation of these principles usually depends on the specificities of
the problems or even problem instances, and is more often an art than a science.
A more global view of the problem can be used, by measuring its potential by
means of global indicators (e.g. the kappa indicator [4]), but such techniques

* This work was supported by Fundção para a Ciência e Tecnologia, under project
PROTEINA, POSI/33794/SRI/2000

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 103–113, 2004.
© Springer-Verlag Berlin Heidelberg 2004

TEAM LinG



104 Marco Correia and Pedro Barahona

do not take into account all the possible relevant features. Many other specific
features could possibly be taken into account, but they interact in such unpre-
dictable ways that it is often difficult to specify an adequate form of combining
them.

This paper illustrates one such problem, determination of protein structure
given a set of distance constraints between atom pairs extracted from Nuclear
Magnetic Resonance (NMR) data. Previous work on the problem led us to adopt
first-fail, best promise heuristics, selecting from the variables with smaller do-
mains those halfs that interact least with other variables. However, many other
interesting features can be specified (various forms of volumes, distances, con-
straint satisfaction promise, etc.) but their use was not tried before.

In this paper we report on the first experiments that exploit the rich infor-
mation that was being ignored. We show that none of the many heuristics that
can be considered always outperforms the others. Hence, a combination of the
various features would be desirable, and we report on various possibilities of such
integration. Eventually, we show that a neural network based machine learning
approach is the one that produces the best results.

The paper is organised as follows. In section 2 we briefly describe PSICO, de-
veloped to predict protein structure from NMR data. The next section discusses
profiling techniques to measure the performance of PSICO. Section 4 presents a
number of features that can be exploited in search heuristics, and shows the po-
tential of machine learning techniques to integrate them. Section 5 briefly shows
a preliminary evaluation of the improvements obtained with such heuristics. Last
section presents the main conclusions and directions for further research.

2 The PSICO Algorithm
PSICO (Processing Structural Information with Constraint programming and
Optimisation) [5,6] is a constraint based algorithm to predict the tri-dimensional
structure of proteins from the set of atom distances found by NMR, a technique
that can only estimate lower and higher bounds for the distance between atoms
not too far apart. The goal of the algorithm is to take the list of bounded
distances as input and produce valid 3D positions for all atoms in the protein.

2.1 Definition as a CSP
This problem can be modeled as a constraint satisfaction problem assuming
the positions of the atoms as the (tri-dimensional) variables and the allowed
distances among them as the constraints. The domain of each variable is rep-
resented by one good cuboid (allowed region) resulting from the intersection of
several cubic in constraints (see below), containing a number (possibly zero) of
no-good cuboids (forbidden regions) representing the union of one or more cubic
out constraints. Spherical distance constraints are implemented based on the
following relaxation:
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2.2 Algorithm

We will focus on the first phase of the PSICO algorithm, which is a depth first
search with full look ahead using an AC-3 variant for consistency enforcement.
Variables are pruned in round robin by eliminating one half of the cuboid at
each enumeration. Two heuristics are used for variable and value selection. After
variable enumeration, arc-consistency is enforced by constraint propagation.

Whenever a domain becomes empty the algorithm backtracks, but backtrack-
ing is seldom used. The number of enumerations between an incorrect enumera-
tion and the enumeration where the inconsistency is found is prohibitively large
and recovering from bad decisions has a profound impact on execution time.
While better alternatives to standard backtracking are being pursued, the first
phase of the PSICO algorithm is used only for providing good approximations
of the solution, relying on the promise of both variable and value enumeration
heuristics to do so. When domains are small enough (usually less than
search terminates with success and PSICO algorithm moves on to second phase
(see [5]).

3 Profiling

3.1 Sample Set

The set of proteins used for profiling the impact of heuristics on search is com-
posed of seven samples (proteins) ordered from the smallest (sample 1) to the
largest (sample 7) chosen sparsely over the range of NMR solved structures in
the BMRB database [7]. The corresponding structural data was retrieved from
the PDB database [8]. The number of constraints per variable and the constraint
tightness does not vary significantly with the size of the problems [9].

3.2 Profiling Techniques

Common performance measures like the number of nodes visited, average path
length, and many others, are not adequate for this problem, given the limited use
of backtracking. Instead, in this paper, the algorithm performance is estimated
by the RMS (Root Mean Square) distance between the solution found by the
algorithm (molecule) and a known solution for the problem (the oracle), once
properly aligned [5].

3.3 Probabilistic Analysis of Value Ordering

Tests were made to access the required performance of a value enumeration
heuristic. Final RMS distance was averaged over several runs of all test samples
by using a probabilistic function for selecting the correct half of the domain at
each enumeration. Fig. 1 shows that an heuristic must make correct predictions
80% of the times for achieving a good solution for the first phase of the algorithm
(4Å or less).
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Fig. 1. Final RMS distance at the end of search us-
ing a value enumeration with a given probability of
making the correct choice. Results are displayed for
all samples.

4 Domain Region Features

A number of features that characterize different regions of the domain of the
variable to enumerate given the current state of the problem may help in sug-
gesting which region is most likely to contain the solution. They were grouped
according to their source of information: (a) Volumes, (b) Distances, (c) No-good
information and (d) Constraint minimization vectors.

Fig. 2. Illustrates two sources of features. The spotted cuboid
is the domain of the variable to enumerate. Geometrical
properties of other domains (exterior cuboids) can
help choosing which half R of will be selected. The set of
no-goods (interior cuboids) is another source of
features being used.

In the following functions, N is the number of atoms, is the domain of the
variable to enumerate, are the domains of the other variables in the
problem, and R is a region inside typically one half of the cubic domain (see
fig. 2). For the first group, the following measures were considered:

The first function is the sum of the volumes of all domains intersected with
the considered region. Function loc-a2 accumulates the fraction of each domain
inside region R, to account for the small cuboid intersections largely ignored by
the previous function. The third function assigns more weight to the intersection
value. The last function simply counts the number of domains that intersect the
considered region.

The second group of features considers distances between the center of the
cubic domains:
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Function loc-b1 accumulates the distances between the center of
region R and the center of all the other domains. Function loc-b2
sums the distances between the center of the considered region and the center
of the intersections between the region and the other domains. Function loc-b3

is similar but considers the center of the intersection with the
entire domain instead.

The third group of features is based on the set of NG no-goods of the domain
of the variable to enumerate, each represented by (see fig. 2):

They represent respectively the sum of the no-good volume inside region R
and the sum of distances between the center of each no-good and the region R.

The last set considers constraint information features, where represents
a constraint from a set of constraints involving variable to enumerate:

The first function counts the number of constraints violated considering the
center of the region R and the center of the other domains involved. Feature loc-
d2 has three variations. For each violated constraint between variables
and is a vector applied from center to center with magnitude

and direction defined by sign (distance[center center
Features Ioc-d2-1 and loc-d2-3 are respectively the sums of these vectors for

in and out constraints over Feature loc-d2-2 averages the vectors for all
constraints affecting Feature loc-d3 is a special case of loc-d2-2, as it does
not consider vectors for constraints which are not being violated (by the domain
centers).

4.1 Isolated Features as Value Enumeration Heuristics

An interval enumeration heuristic can be generally seen as a function which
selects the domain region R most likely to contain the solution(s) from several
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candidate domain regions              1. The most straightforward method to in-
corporate each feature presented above in a value enumeration heuristic is
by using a function that selects R based on a simple relation (> or <)
among the output of the feature for each

Fig. 3. Value ordering
heuristic performance
averaged over all samples.
Each point represents
the percent of correct
choices for an average
domain side length and
was averaged over 100
independent runs.

Figure 3 shows the percentage of correct choices of each isolated feature
averaged over all test samples. As can be seen, some features are best suited
for early stages of search (e.g. features based on volumes) and others for final
stages (features based on constraint minimization vectors). This did not come as
a complete surprise since at the beginning of search most domains are very large
and overlapping making volume based features meaningful and constraint vectors
useless. At the end of search, domains are sparsely distributed, uniformly sized
and smaller, thus turning constraint minimization vectors more informative.

All these value heuristics based on isolated features clearly underperform the
lower bound estimated on section 3:3 to obtain good approximate solutions.

4.2 Feature Combination

Since none of the heuristics dominates the others, we considered their combina-
tion, by the following methods:

Ad-Hoc Selection of Best Feature. Analysis of the charts of figure 3 suggest
that feature loc-a2 is used for average side length above 10Å and loc-d2-2 for
those bellow. This heuristic is referred to as

1 It this approach only two regions (halves) of the domain are being considered at
each enumeration. For an explanation of why this is a better option refer to [9].
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Majority Voting. In this case an odd number of heuristics based on isolated
features vote on the region most likely to contain the solutions, and the region
with more votes is selected. The heuristic, is based on three presented
heuristics, and taken from three different
classes (volumes, distances, and constraints).

Neural Network. Features were also combined using a two-layer, feed-forward
neural network [10], representing a function that combines all features evalu-
ated in both domain halves plus the average domain side length

Training (with usual backpropagation) and testing data was collected by
doing several runs of the test samples using a random variable enumeration
heuristic and at each enumeration recording the feature vector plus a boolean
indicating the correct half. The optimal value enumeration heuristic was used.
Data was then arranged in seven partitions, where each partition included
a training set made of data collected from runs of all samples except sample

and a test set with only data collected from runs of sample for ensuring
the generalization ability of the learned function. For more details concerning
training/network see [9].

The output of the learned function is filtered and used in an heuristic

where is a constant denoting the risk associated with the prediction.
Note that this function may be undefined for a given feature vector if
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Training and test performance of the neural network used in and
test results of the learned function and are displayed on table
1. Figure 4 shows a comparison of the performance of the

and heuristics.
These results show that, as expected, predictions with less risk associated

occur fewer times than those made with higher risk. They also show that heuris-
tics based on neural networks with smaller associated risk perform better than
the others, and can actually guess the correct half of the domain 80%
of the times, which has been shown to be a lower bound for an acceptable final
solution quality (see section 3.3).

Fig. 4. Runtime performance
comparison of the methods
presented for feature combina-
tion, averaged over all parti-
tions.

Neural Network Trained with Noisy Data. Since in this problem back-
tracking is not an option, the value enumeration heuristic must be robust and
account for early mistakes so that a good approximation to the solution may
still be found. It is therefore important that inconsistent states be included in
the training data of the neural networks.

The neural network was then trained with data collected from several
runs driven by a probabilistic value ordering heuristic with 90% probability
of making the correct choice. For enumerations where the solution was already
outside the domain because of earlier mistakes, the correct choice was considered
the half whose center was closer to the solution.

Figure 5 shows the performance of both networks when classifying noisy data.
As expected, the neural network trained with noisy data outperforms the neural
network trained with clean data, if not by much. The chart on the right shows
that safe decisions with noisy data are much more rare than with clean data.

5 Application

In this section the enumeration heuristics presented above were integrated with
search and the final results produced were compared. The results for the heuris-
tics based on neural networks were obtained by using networks trained with
noisy data.

The variable enumeration heuristic used with and always selects
the variable with smaller domain, which has been shown to maximize overall
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Fig. 5. The graphic on the left shows the percentage of correct choices over the total
number of choices considered “safe” by the and heuristics trained
with normal and noisy data. The graphic on the right shows the percentage of decisions
considered “safe” over all decisions made by the heuristics. Results were averaged over
all partitions.

search promise (see [9]). Since the heuristic may be undefined for a given
enumeration with a given a modified version was used instead,

which is always defined. This version gives a hint on the correct region plus
the risk associated with the prediction, a valuable information that was used to
define the variable enumeration order. This was done by evaluating for all
domains at each enumeration and choosing the variable for which the prediction
with smallest risk can be made.

As errors accumulate, the information provided by the features degrades,
since they are measured from an already inconsistent state of the problem. To es-
timate the influence on the overall performance of the above described heuristics,
tests were made where the first 10 and 20 value selection errors were corrected
(fig. 6), with a view on exploiting a limited form of backtracking (e.g. limited
discrepancy search [11]) since full exploitation of backtracking is unfeasible due
to the sheer size of the search space.

The solutions obtained with the neural network are consistently much better
than those obtained with the ad-hoc heuristics selection or majority vote, which
justifies the use of this technique. Moreover, the quality of the solutions provided
is quite promising. The RMSD above 5Å for the smallest proteins was reduced
to less than 4Å if the first 10 wrong value choices are corrected. For the larger
proteins tha effect is more visible with correction of 20 wrong choices, where
the RMSD decreases from around 10Å to less than 6Å. Notwithstanding further
improvements, these results already provide quite acceptable starting points for
the second phase of PSICO.
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Fig. 6. Final RMS distance between the solution found and a known solution using
the value heuristics described. The three charts show the results when correcting the
first 0 (left), 10 (center) and 20 (right) mistakes of the heuristics.

6 Conclusion

In this paper we show that machine learning techniques can be used to integrate
various features, and that they outperform heuristics based on single features or
on simple feature combination. Notwithstanding the specificity of the problem
under consideration, the approach should be easily adapted to handle other
difficult problems (notice that none of the domain features considered conveys
any specific biochemical information).

In the determination of protein structure from NMR data, these heuristics
made the constraint satisfaction phase of our algorithm to reach results with
much lower RMSD deviations than previously achieveable.

We are now considering the tuning of the heuristics selection, not only by
including biochemical information (e.g. amino-acid hidrophobicity), but also by
incorporating other advanced propagation techniques for rigid (sub-)structures,
as well as developing a controlled form of backtracking (e.g. limited discrepancy
search), that may efficiently exploit the correction of the first wrong value choice
decisions.
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Abstract It is well known that traditional quantifiers and are not suitable for
expressing common sense rules such as ‘birds fly.’ This sentence expresses the de-
feasible idea that ‘most birds fly,’ and not ‘all birds fly.’ Another defeasible rule is
exemplified by ‘many Americans like American football.’ Noun phrases such as
‘most birds, many birds,’ or even ‘some birds’ are recognized by semanticists as
natural language generalized quantifiers. From a non-monotonic reasoning per-
spective, one can divide the class of linguistic generalized quantifiers into two
categories. The first partition includes categorical quantifiers such as ‘all birds.’
The other one includes the defeasible quantifiers such as ‘most birds’ and ‘many
birds.’ It is clear that the semantics of defeasible quantifiers leaves room for ex-
ceptions. The exceptional elements licensed by defeasible generalized quantifiers
are usually the ‘non flying birds’ that non-monotonic logics deal with.

Keywords: generalized quantifiers, non-monotonic reasoning, defeasible reason-
ing, argumentative systems.

1 Generalized Quantifiers and Non-monotonic Reasoning

It is common knowledge that mammals don’t lay eggs. However, there are some recal-
citrant mammals that do lay eggs. Actually, there are only three species of monotreme1

in the world – the platypus and two species of echidna known as spiny anteaters. This
knowledge, which is properly and easily expressed through natural language sentences
as in (1), can not be formalized so easily. Only through the use of sophisticated logic
systems this common sense knowledge can be grasped by formal systems based on
universal and existential quantifiers ([1], [12], [18], [19]).

(1) a – Most mammals don’t lay eggs.
b – Few mammals lay eggs.

In English and other natural languages, quantifying determiners like all, no, every,
some, most, many, few, all but two, are always accompanied by nominal expressions that
seem to restrict the universe of discourse to individuals to which the nominal applies.
Although quantification in ordinary logic bears a connection with quantification in En-
glish, such a connection is not straightforward. Nominals like man in (2) are usually
represented by a predicate in ordinary logic.

1 Monotreme is the order of mammals that lay eggs.

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI3171, pp. 114–123, 2004.
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(2) a – Every man snores.
b –
c – Some man snores.
d –

However, such representations do not emphasize the intuition that nominals like man
do play, indeed, quite a different role from predicates like snore. Moreover, ordinary
logic’s formulas change not only the quantifier but also the connective in a complex
formula over which the quantifier has scope. The companion connective for is for

is In contrast, the English sentences differ only in the quantifying expression used.
(3) shows a way to make the dependence of the quantifier on the nominal explicit with
the further advantage of making clear the need for no connectives when considering
simple sentences as those in (2)2.

(3) a –
b –

Logics using this kind of quantification impose that the range of quantifiers be re-
stricted to those individuals satisfying the formula immediately following the quantify-
ing expression. The quantifiers are then interpreted as usual requiring that all (3.a) or
some (3.b) of the assignments of values to x satisfying the restricting formula must also
satisfy what follows.

Both approaches work equally well for traditional quantifiers as those in (2). How-
ever, quantifiers like most, and few which can not be represented in ordinary logic, are
easily accounted for in the restricted quantification approach. Example (4.c) is true iff
more than half assignments from the restricted domain of mammals are also assign-
ments for which lay-eggs is false3. On the other hand, if one takes few as the opposite
of most, then example (4.f) is true iff less than half assignments from the restricted
domain of mammals are also assignments for which lay_eggs is true. (4.b) and (4.e)
are dead-ends since there are no combination between most assignments and few as-
signments, respectively, and connectives      ¬ capable to express (4.a) and (4.d) in
ordinary logic.

(4) a – most mammals don’t lay eggs.
b– ? ?
c –
d – Few mammals lay eggs.
e– ? ?
f –

2 Notation in (3) was first seen by the authors at the Fifth European Summer School in Logic,
Language and Information, Jan Tore Lønning’s reader on Generalized Quantifiers. The same
kind of notation can be found in ([8, page 42]).
The semantics presented for most as more than half successful assignments is oversimplified.
One can argue for most As are Bs, as [9] does, the following possibilities: (i)

for some specified (ii) (iii) in terms of a measure.

3
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Ideas employed in (4) can be applied to other quantification structures as long as we
take (i) full noun phrases, NPs, (determiner + nominal), as logical quantifiers and (ii)
sets of sets as the semantic objects interpreting NPs.

The previous discussion made a point toward moving from determiners as quanti-
fiers, as it occurs in ordinary logic, to full NPs as quantifiers; full NPs as quantifiers is
also known as generalized quantifiers, GQ.

One remarkable feature of GQ is the notational uniformity of its formulas. As (3.a),
(3.b), (4.c), and (4.f) exemplified, GQ formulas can be expressed by
schema. This uniformity makes the development of formal systems and automatic the-
orem provers easier. It is worth to note that the parallel between natural language and
formal language induced by the compositional principle – the uniformity referred to
before – makes even easier the translation between them.

2 GQ Notation

Although GQ notation, conforming to the schema have some ad-
vantages when compared to traditional notations, it can be pushed even further when
considering theorem proving implementation issues.

From now on, the general schema replaces the previous
GQ notation. There are many reasons to stick to the new notation introduced by the
authors in this paper. First, it makes clear the nature of the quantified variable as pointed
out by says on a naïve basis that variable belongs to the class of
det. This nature could be used to determine what kind of inference ought to be (or
has been) used. Determiners such as all, and any allow categorical deductions while
most, almost, fewer... than, etc. allow only defeasible deductions. So, if there exists a
relationship amongst GQs, they implicitly carry into them such relationship. Therefore,
we don’t have to assign degrees to the common sense rules as many non-monotonic
systems usually do4. Second, GQ notation sticks to the compositional criteria. The same
is not true for Fregean systems as pointed out on sect. 1. At last, but not least, it seems
not difficult to develop deduction systems using such notation. And this is a desirable
feature since it allows the development of efficient natural deduction automatic theorem
provers as well as resolution based ones ([14], [5], [12]).

3 A Few Comments on Inference Rules

It seems clear that non-monotonic systems ought to relay on non-monotonic inference
rules in order to keep inconsistency away.

For traditional5 systems, the most common inference rules are the defeasible modus
ponens, the penguin principle, and the Nixon diamond. Basically, the defeasible modus
ponens says that one is granted to (defeasibly) infer from and but only in
the absence of contrary evidence. Penguin Principle expresses a specificity relationship

4

5

This is akin in spirit to [5] where they say “....We believe that common sense reasoning should
be defeasible in a way that is not explicitily programmed.”
Understand traditional the logic systems, monotonic or not, build upon and
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between conditions; it says that one should pick up more specific rules. Nixon Diamond
rule states that opposite conclusions should not be allowed on a system if they were
drawn on inference chains of same specificity. These three principles try to overcome
the problem brought to traditional logics by the choice of and as the only quanti-
fiers.

Suppose we adopt NPs as quantifying expressions. For each NP, if one looks at the
core determiner, one can recognize specific (common sense) inference patterns which
can be divided into two categories. Some inference patterns are categorical as exempli-
fied by all. But most patterns are defeasible as exemplified by most6.

Defeasible inference patterns induced by “defeasible NPs” get their strength from
human communication behavior. People involved in a communicative process work in
a collaborative way. If someone says “most birds fly”, and “Tweety is a bird”, the con-
versation partners usually take as granted that “Tweety flies”. The inferred knowledge
comes from the use of (defeasible) modus ponens. Only when someone has a better
knowledge about Tweety’s flying abilities, one is supposed to introduce that knowledge
to the partners. The better (or more specific) knowledge acquainted by one defeats the
previous knowledge. The remarkable point about getting better knowledge is the way
it is done; it is done in a dialectical argumentative way resembling to game theoretical
systems ([10], [16], [4], [7]).

4 Argumentative Approach

The naïve idea behind argumentation could be summarized through the motto “con-
trary evidence should be provided by the opponent”. Therefore, argumentative theories
could be seen as a two challengers game where both players try to rebutt the opponent
conclusions.

The game is played in turns by challengers and in the following fashion:
if player comes to a defeasible conclusion, the opponent takes a turn trying
to defeat result. The easiest way to do so is assuming the opponent’s opposite
argument hopping to arrive at opposite conclusion. If succeeds and the derivation
path does not include any defeasible quantifier, then the defeasible conclusion of player

was successfully defeated by the opponent If succeeds but the derivation
path includes a defeasible argument, then both players loose the game.

Literature presents different argumentative strategies which can be seen as polite
or greedy ones. Examples in the present paper conform to a polite approach since the
adversary keeps himself quiet to the end of his opponent deduction. A greedy strat-
egy is based on the monitoring the adversary deduction stopping him when he uses a
defeasible argument or rule.

Figure 1 and Fig. 2 show the argumentation process at work. For these figures,
Challenger wins in the first example while both players loose in the second one.
To understand these figures, one has to know: (i) that for these and all subsequent figures
in the paper, the first column enumerates each formula in a deduction chain; the second
column is the GQ-formula proper and the third column is a retro-referential system, i.e.,
the explanation for deriving such a formula; (ii) how the inference rules work.

6 These patterns corresponds to [5]’s strict and defeasible rules, respectively.
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Next section presents GQ inference rules in a setup suitable for the development of
dialectical argumentative systems.

5 GQ Inference Rules

Robinson’s Resolution rule [17] can be adapted, in a similar way found in [3], to become
the GQ-resolution rule. GQ-resolution is shown in (5).

where if either both and belongs to the same category7 or is
defeasible and is categorical.

GQ-resolution means that one can mix categorical and defeasible knowledge. It also
means that defeasible knowledge “weakens” the GQ-resolvent. This is accomplished
by making the weakest determiner between and the determiner on the GQ-
resolvent. Notice also that the weakness process gets propagated through the inference
chain making possible the conclusion’s rebuttal as presented on section 4. Examples
(6), and (7) shed light into the subject.

First line of (6) says that most birds fly; this clause is defeasible as emphasized by
Second line says that Tux doesn’t fly. This categorical clause is characterized

by the proper name ‘Tux’ taken as a categorical determiner denoted as
Both clauses GQ-resolve delivering the GQ-resolvent Notice
however that

weakens
The GQ-resolvent is a defeasible clause. Defeasibility is stressed by using most
in Notice also that is GQ-satisfiable iff
there is evidence supporting Tux is a bird.

7 Recall that all, some and cte are taken as categorical while most is taken as defeasible.
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(7) shows the case for categorical determiners. Now, the GQ-resolvent is a categorical
clause is GQ-satisfiable iff there is evidence supporting Tux is
a penguin.

Traditional resolution systems define the empty clause GQ-clauses such as
could be seen as GQ-quasi_empty clause. Op-

posed to which is unsatisfiable, no one can take for sure the unsatisfiability of GQ-
quasi_empty clauses. In order to show the unsatisfiability of GQ-quasi_empty clauses,
one has to make sure that the “left hand side”, i.e., what comes before is unsatisfiable.
This is accomplished through the shift (admissible) rule informally stated in (8).

(8) Let be an arbitrary GQ-formula and an arbitrary derivation tree.
If occurs in then can be adjoined to

6 GQ Reasoner at Work

It should not be difficult to develop an argumentative refutation style defeasible theorem
prover based on generalized quantifiers. For the sake of space and simplicity, we explain
the GQ-reasoning in the context of a polite argumentation approach.

Deductions using GQ-resolution resort on the idea of “marking” and “propagat-
ing” the kind of determiner been used. This seems easily achievable from the inspec-
tion on the notation adopted for variables, For defeasible dets, the new de-
rived clause is defeasible. Therefore, all subsequent clauses, including GQ-quasi_empty
clauses, derived from defeasible clauses are defeasible. The main point here is that com-
binations between defeasible and categorical clauses lead to defeasible clauses. This
point is exemplified by entry 7 in Fig. 1. Clause 7 was inferred by using rule 2a, which
is categoric, over argument 6, which was arrived at on a defeasible inference chain.
Therefore, argument on entry 7 must be marked as defeasible. The mark goes to the det
entry of

Entry 5 in Fig. 1 deserves special attention. Note that the system inferred
This clause is not the classical empty clause, i.e. because

Fig. 1. Defeasible argumentation game for Penguin Principle
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Fig. 2. Defeasible argumentation game for Nixon diamond

there is a restriction to be achieved, namely Therefore, the system
must verify if restrictions can be met (cf. [3], [12], [2]). The easiest way to do so is
pushing the restrictions to the opposite side of negating the material being pushed
over. This move is based on rule (8) and makes possible to arrive to the GQ-empty
clause when there is a refutation for the argument under dispute.

Suppose now that two players engage themselves on a dispute trying to answer the
question Does Silvester lay eggs? Suppose also they share the following knowledge:
(i) all cats are not monotremes; (ii) all cats are mammals; (iii) few mammals lay eggs;
(iv) only8 monotremes are mammals that lay eggs; (v) Silvester is a cat. The winner is
the player sustaining that Silvester does not lay eggs, i.e., The dispute is shown in
fig. 3 where and stand for categorical axiom and defeasible axiom.

It is worth notice that lose the game in the absence of the very specific knowl-
edge expressed by ‘only monotremes are mammals that lay eggs’. In this situation,
wins the game but his argument could be defeated as soon as new knowledge is brought
to them.

Rebuttals are started whenever a GQ-empty clause is drawn. The winner, if any,
is the one who has arrived to the GQ-empty clause under a categorical inference chain.
If no player wins the game, both arguments go to a controversial list ([ 12] ’s control set).
This is the case for Nixon diamond (see Fig. 2). In this case, pacifist and ¬pacifist
go to the controversial list and can not be used on any other deduction chain. This is the
dead-end entry in Fig. 4 and is known as ambiguity propagation.

Since “Nixon diamonds” will be put on the controversial list, before trying to unify
a literal, the system should consult the list. If the literal is there, the system should
try another path. If there are no options available, the current player gives up and the
opponent should try to prove his/her rebutting argument. This process goes on in a
recursive fashion and the winner will be, as already pointed out before, the one who
has arrived to the empty clause under (i) a categorical inference chain, or (ii) defeasible
inference chain provided the opponent can not rebutt the argument under dispute. The
last situation occurs when one player has a “weak argument” – a defeasible argument,
but the opponent has none. “Nixon diamonds” are not covered by either (i) or (ii). In

8 Only is not a determiner, it is an adverb and therefore not in the scope of the present work.
However, it seems reasonable to accept the translation given wrt the example given.
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Fig. 3. The monotreme dispute

this case, both players arrived at mutually defeasible conclusons; therefore both players
loose the game.

The strategy described is clearly algorithmic and its implementation straightfor-
ward; however, its complexity measures are not dealt with in the present paper.

7 Conclusions and Further Developments

In the paper we claimed that natural language generalized quantifiers most, and all
could be used as natural devices for dealing with non-monotonic automated defeasible
reasoning systems.

Non-monotonicity could be achieved through (i) defeasible logics exemplified by
[11], [15], and [1] or (ii) defeasible argumentative systems as [4], [20], and [16]. As
Simari states in [5], “.. .in most of these formalisms, a priority relation among rules
must be explicitly given with the program in order to decide between rules with con-
tradictory consequents.” Anyway, what all non-monotonic formalisms try to explain
(and deal with) is the meaning of vague concepts exemplified by ‘generally’. A dif-
ferent approach can be found in Veloso(s)’ work ([18], [19]). In these papers, the au-
thors characterize ‘generally’ in terms of filter logics (FL) being faithfully embedded
into a first-order theory of certain predicates. In this way, they provide a framework
where semantic intuitions of filter logics could capture the naïve meaning of ‘most’,
for instance. Their framework supports theorem proving in FL via proof procedures
and theorem provers for classical first-order logic (via faithful embedding). In this way,
Velosos’ work deal with defeasibility in a monotonic fashion. However, in order to de-
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Fig. 4. Ambiguity propagation

velop a theorem prover for ‘generally’ they have to embed FL into first-order logic (of
certain predicates).

The main advantage of GQ approach proposed in this paper is the clear separation
between categorical and defeasible knowledge and their interaction given by, for exam-
ple, most, few, and all. Of course, such separation improves the understanding of what
makes common sense knowledge processing so hard. Most importantly, the approach
introduced in the paper could be further expanded by introducing new natural language
quantifiers. The natural rank amongst quantifiers would be used to control their interac-
tions in a way almost impossible to be achieved on traditional non-monotonic systems.

As a future development, logical properties of generalized quantifiers ([13], [6])
should be used hi order to set up a GQ-framework dealing with a bigger class of defea-
sible determiners. This should improve the inference machinery of future GQ-theorem
provers.
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Abstract. The general purpose of this paper is to show a practical instance of
how philosophy can benefit from some ideas, methods and techniques devel-
oped in the field of Artificial Intelligence (AI). It has to do with some recent
claims [4] that some of the most traditional philosophical problems have been
raised and, in some sense, solved by AI researchers. The philosophical problem
we will deal with here is the representation of non-deductive intra-theoretic sci-
entific inferences. We start by showing the flaws with the most traditional solu-
tion for this problem found in philosophy: Hempel’s Inductive-Statistical (I-S)
model [5]. After we present a new formal model based on previous works moti-
vated by reasoning needs in Artificial Intelligence [11] and show that since it
does not suffer from the problems identified in the I-S model, it has great
chances to be successful in the task of satisfactorily representing the non-
deductive intra-theoretic scientific inferences.

1 Introduction

In the introduction of a somewhat philosophical book of essays on Artificial Intelli-
gence [4], the editors spouse the thesis that in the field of AI “traditional philosophi-
cal questions have received sharper formulations and surprising answers”, adding that
“... important problems that the philosophical tradition overlooked have been raised
and solved [in AI]”. They go as far as claiming that “Were they reborn into a modern
university, Plato and Aristotle and Leibniz would most suitably take up appointments
in the department of computer science.” Even recognizing a certain amount of over
enthusiasm and exaggeration in those affirmations, the fact is that there are evident
similarities and parallels between some problems concretely faced in AI practice with
some classic ones dealt with within philosophical investigation. However, although
there is some contact between AI and philosophy in fields like philosophy of mind
and philosophy of language, the effective contribution of ideas, methods and tech-
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niques from AI to philosophy is still something hard to be seen. In this paper we
continue a project started in a previous work [14] and present what we believe to be a
bridge between these two areas of knowledge that, in addition to its own interest, can
also serve as an example and an illustration of a whole lot of connections we hope to
come over.

The study of non-deductive inferences has played a fundamental role in both artifi-
cial intelligence (AI) and philosophy of science. While in the former it has given rise
to the development of nonmonotonic logics [9], [10], [13], as AI theorists have
named them, in the later it has attracted philosophers, for over half century, in the
pursuit of a so-called logic of induction [2], [6], [7]. Perhaps because the technical
devices used by these areas were quite different, the obvious fact that both AI re-
searches and philosophers were dealing with the same problem has been during all
these years of formal investigation of non-deductive reasoning remained almost un-
noticed. The first observations about the similarities between these two domains ap-
peared in print as late as about the end of the eights [8], [11], [12], [15]. More than a
surprising curiosity, the mentioned connection is important because, being concerned
with the same problem of formalizing non-deductive patterns of inference, at least in
principle, computer scientists and philosophers can benefit from the results achieved
by each other. It is our purpose here to lay down what we believe to be an instance of
such a sort of contribution from the side of AI to philosophy of science.

One of the problems that have motivated philosophers of science to engage in the
project of developing a logic of induction was the investigation of what we can call
intra-theoretic scientific inference, that is to say, the inferences performed inside a
scientific theory already existent and formalized in its basic principles. This kind of
inference thus goes from the theory’s basic principles to the derived ones, in opposi-
tion to the inductive inferences which go from particulars facts in order to establish
general principles. Intra-theoretic inferences play an important role, for example, in
the explanation of scientific laws and singular facts as well as in the prediction of
non-observed facts.

The traditional view concerning intra-theoretic scientific inferences states that sci-
entific arguments are of two types: deductive and inductive/probabilistic. This deduc-
tive/inductive-probabilistic view of intra-theoretic scientific inferences was put for-
ward in its most precise form by Carl Hempel’s models of scientific explanation [5].
In order to represent the non-deductive intra-theoretic scientific inferences, Hempel
proposed a probabilistic-based model of scientific explanation named by him Induc-
tive-Statistical (I-S) model. However, in spite of its intuitive appeal, this model was
unable to solve satisfactorily the so-called problem of inductive ambiguities, which is
surprisingly similar to the problem of anomalous extensions that AI theorists working
with nonmonotonic logics are so familiar with.

Our purpose in this paper is to show how a logic which combines nonmonotonicity
(in the style of Reiter’s default logic [13]) with paraconsistency [3] regarding non-
monotonically derived formulae is able to satisfactorily express reasoning under these
circumstances, dealing properly with the mentioned inconsistency problems that un-
dermined Hempel’s project. The structure of the paper is as follows. First of all we
introduce Hempel’s I-S model and show, through some classical examples, how it
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fails in treating properly some very simple cases. This is done in the Section 2. Our
nonmonotonic and paraconsistent logical system is presented in Section 3, were we
also show how it is able to avoid the problems that plagued Hempel’s proposal.

2 Hempel’s I-S Model and the Problem
of Inductive Inconsistencies

According to most historiographers of philosophy, the history of the philosophical
analysis of scientific explanation began with the publication of ‘Studies in the Logic
of Explanation’ in 1948 by Carl Hempel and Paul Oppenheim. In this work, Hempel
and Oppenheim propose their deductive-nomological (D-N) model of scientific ex-
planation where scientific explanations are considered as being deductive arguments
that contain essentially at least one general law in the premises. Later, in 1962, Hem-
pel presented his inductive-statistical (I-S) model by which he proposed to analyze
the statistical scientific explanations that clearly could not be fitted into the D-N
model. (These papers were reprinted in [5].)

Because of his emphasis on the idea that explanations are arguments and his com-
mitment to a numerical approach, Hempel’s models perfectly exemplify the deduc-
tive-inductive/probabilistic view of intra-theoretic scientific inferences. According to
Hempel’s I-S model, the general schema of non-deductive scientific explanations is
the following:

Here the first premise is a statistical law asserting that the relative frequency of Gs
among Fs is r, r being close to 1, the second stands for b having the property F, and
the expression ‘[r]’ next to the double line represents the degree of inductive prob-
ability conferred on the conclusion by the premises. Since the law represented by the
first premise is not a universal but a statistical law, the argument above is inductive
(in Carnap’s sense) rather than deductive.

If we ask, for instance, why John Jones (to use Hempel’s preferred example) re-
covered quickly from a streptococcus infection we would have the following argu-
ment as the answer:

where F stands for having a streptococcus infection, H for administration of penicil-
lin, G for quick recovery, b is John Jones, and r is a number close to 1. Given that
penicillin was administrated in John Jones case (Hb) and that most (but not all) strep-
tococcus infections clear up quickly when treated with penicillin the
argument above constitutes the explanation for John Jones’s quick recovery.

However, it is known that certain strains of streptococcus bacilli are resistant to
penicillin. If it turns out that John Jones is infected with such a strain of bacilli, then
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the probability of his quick recovery after treatment of penicillin is low. In that case,
we could set up the following inductive argument:

J stands for the penicillin-resistant character of the streptococcus infection and r’ is
a number close to zero (consequently 1 – r’ is a number close to 1.)

This situation exemplifies what Hempel calls the problem of explanatory or induc-
tive ambiguities. In the case of John Jones’s penicillin-resistant infection, we have
two inductive arguments where the premises of each argument are logically compati-
ble and the conclusion is the same. Nevertheless, in one argument the conclusion is
strongly supported by the premises, whereas in the other the premises strongly un-
dermine the same conclusion.

In order to solve this sort of problem, Hempel proposed his requirement of maxi-
mal specificity, or RMS. It can be explained as follows. Let s be the conjunction of
the premises of the argument and k the conjunction of all statements accepted at the
given time (called knowledge situation). Then, according to Hempel, “to be rationally
acceptable” in that knowledge situation the explanation must meet the following
condition: If implies that b belongs to a class and that is a subclass of F,
then must also imply a statement specifying the statistical probability of G in
say, Here, r’ must equal r unless the probability statement just cited is a
theorem of mathematical probability theory.

The RMS intends basically to prevent that the property or class F to be used in the
explanation of Gb has a subclass whose relative frequency of Gs is different from
P(G,F). In order to explain Gb through Fb and a statistical law such as P(G, F) = 0.9,
we need to be sure that, for all sets such that the relative frequency of Gs
among is the same as that among Fs, that is to say, In other
words, in order to be used in an explanation, the class F must be a homogeneous one
with respect to G. (All these observations are valid for the new version of the RMS
proposed in 1968 and called [5].)

The RMS was proposed of course because of I-S model’s inability to solve the
problem of ambiguities. Since the I-S model allows the appearance of ambiguities
and gives no adequate treatment for them, without RMS it is simply useless as a
model of intra-theoretical scientific inferences. But we can wonder: Is the situation
different with the RMS?

First of all, in its new version the I-S model allows us to classify arguments as au-
thentic scientific inferences able to be used for explaining or predicting only if they
satisfy the RMS. It is not difficult to see that this restriction is too strong to be satis-
fied in practical circumstances. Suppose that we know that most streptococcus infec-
tions clear up quickly when treated with penicillin, but we do not know whether this
statistical law is applicable to all kinds of streptococcus bacillus taken separately (that
is, we do not know if the class in question is a homogeneous one). Because of this
incompleteness of our knowledge, we are not entitled to use argument (1) to explain
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(or predict) the fact that John Jones had (or will have) a quick recovery. Since when
making scientific prediction, for example, we have nothing but imprecise and incom-
plete knowledge, the degree of knowledge required by the RMS is clearly incompati-
ble with actual scientific practice.

Second, the only cases that the RMS succeeds in solving are those that involve
class specificity. In other words, the only kind of ambiguity that the RMS prevents
consists of that that comes from a conflict arising inside a certain class (that is, a
conflict taking place between the class and one of its subclasses.) Suppose that John
Jones has contracted HIV. As such, the probability of his quick recovery (from any
kind of infection) will be low. But given that he took penicillin and that most strepto-
coccus infections clear up quickly when treated with penicillin, we will still have the
conclusion that he will recover quickly. Thus an ambiguity will arise. However, as
the class of HIV infected people who have an infection does not belong to the class of
individuals having a streptococcus infection which were treated with penicillin (and
nor vice-versa), the RMS will not be able to solve the conflict.

Third, sometimes the policy of preventing all kinds of contradictions may not be
the best one. Suppose that the antibiotic that John Jones used in his treatment belongs
to a recently developed kind of antibiotic that its creators guarantee to cure even the
known penicillin-resistant infection. The initial statistics showed a 90% of successful
cases. Even though this result cannot be considered as definitive (due to the always-
small number of cases considered in initial tests), it must be taken into account. Now,
given argument (2), the same contradiction will arise. But here we do not know yet
which of the two ‘laws’ has priority over the other: maybe the penicillin-resistant
bacillus will prove to be resistant even to the new antibiotic or maybe not. Anyway, if
we reject the contradiction as the I-S model does and do not allow the use of these
inferences, we will loss a possibly relevant part of the total set of information that
could be useful or even necessary for other inferences.

3 A Nonmonotonic and Paraconsistent Solution
to the Problem of Inductive Inconsistencies

Compared to the traditional probabilistic-statistical view of non-deductive intra-
theoretical scientific inferences, our proposal’s main shift can be summarized as fol-
lows. First, we import from AI some techniques often used there in connection to
nonmonotonic reasoning to express non-deductive scientific inferences. Second, in
order to prevent the appearance of ambiguities we provide a mechanism by which
exceptions to laws can be represented. This mechanism has two main advantages over
Hempel’s RMS: it can prevent the class specificity ambiguities without rejecting both
arguments (as Hempel’s does), being also able to treat properly those cases of ambi-
guity that do not involve class specificity (that remained uncovered by Hempel’s
system.) Finally, in order to consider the cases where the ambiguities are due to the
very nature of the knowledge to be formalized and, as such, cannot be prevented, we
supply a paraconsistent apparatus by which those ambiguities can be tolerated and
sensibly reasoned out, without trivializing the whole set of conclusions. Conse-
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quently, even in the presence of contradictions we can make use of all available in-
formation, achieving just the reasonable conclusions.

Our proposal takes the form of a logical system consisting of two different logics,
organically connected, which are intended to operate in two different levels of reason-
ing. At one level, the nonmonotonic one, there is a logic able to perform non-
deductive inferences. This logic is conceived in a style which resembles Reiter’s
default logic [13], but incorporates a very important distinction: it is able to generate
extensions including contradictory conclusions obtained through the use of default
rules. By this reason, it is called Inconsistent Default Logic (IDL) [1], [11]. The con-
clusions achieved by means of nonmonotonic inferences do not have the same epis-
temic status of the ones deductively derived from known facts and assumed princi-
ples. They are taken as just plausible (in opposition to certain, as far as the theory and
the observations are themselves so taken). In order to explicitly recognize this epis-
temic fact, and thus make it formally treatable in the reasoning system, they are
marked with a modal sign (?), where means is plausible.” In this way, differ-
ently from traditional nonmonotonic logics, IDL is able to distinguish revisable for-
mulae obtained though nonmonotonic inferences from non-refutable ones, deduc-
tively obtained.

At the second level, operates a deductive logic. But here again, not a classic one,
but one able to properly treat and make sensible deductions in the theory that comes
out from the first level, even if it is inconsistent, as it may very well be. This feature
makes this logic a paraconsistent one, but, again, not one of the already existent para-
consistent logics, as the ones proposed by da Costa and his collaborators [3], but one
specially conceived to reason properly under the given circumstances. It is called the
Logic of Epistemic Inconsistencies (LEI) [1], [11]. In this logic, a distinction is made
between strong contradictions, a contradiction involving at least one occurrence of
deductive, non-revisable knowledge, from weak contradictions, of the form

which involves just plausible conclusions. This second kind of contradictions are
well tolerated and do not trivialize the theory, as the first kind still do, just as in clas-
sical logic.

The general schema of an IDL default rule is which can be read as can

be nonmonotonically inferred from unless Adopting Reiter’s terminology,
represents the prerequisite, the consequent, and the negation of the justification,
here called exception. One important difference between Reiter’s logic and ours is
that the consistency of the consequent does not need to be explicitely stated in it is
internally guaranteed by the definition of extension. Translating Reiter’s normal and
semi-normal defaults to our notation, for example, would produce respectively
and where is an abbreviation for Other
difference is that the consequent is added to the extension necessarily with the plausi-
bility mark ? attached to it. The definition of IDL theory is identical to default logic’s
one. Above it follows the definition of IDL extension.

Let S be a set of closed formulae and <W, D> a closed IDL theory. is the
smallest set satisfying the following conditions:
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(i)
(ii)

(iii)

If then

If and is ?-consistent, then

A set of formulae E is an extension of <W, D> iff that is, iff E is a fixed
point of the operator

The symbol refers to the inferential relation defined by the deductive and para-
consistent logic LEI, according to which weak inconsistencies do not trivialize the
theory. Similarly, the expression “?-consistent” refers to consistency or non-
trivialization under such relation. Above we show the axiomatic of LEI. Latin letters
represent ?-free formulae and ~ is a derived operator defined as follows:

where is any atomic ?-free formula.

1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
15.
16.
17.

18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33.

where t is free for x in

where x is not free in

where x is a varying object.
where t is free for x in

where x is not free in
where ? is a varying

object.

Axiom schema 24, which is a weaker version of the reductio ad absurdum axiom,
is the key of LEI’s paraconsistency. By restricting its use only to situations where B
is ?-free, it prevents that from weak contradictions we derive everything; at the same
time that allows ?-free formulae to have a classical behaviour. Axiom schema 27 is
another important one in LEI’s axiomatic. It allows for the internalization and exter-
nalization of ? and ¬ with respect to each other and represents, in our view, one of the
main differences between the notions of possibility and plausibility. The varying
object restriction present in some axiom schemas is needed to guarantee the univer-
sality of the deduction theorem. For more details about LEI’s axiomatic (and seman-
tics) see [11].

Turning back to the problem of inductive inconsistencies, as Hempel himself ac-
knowledged [5], the appearance of ambiguities is an inevitable phenomenon when we
deal with non-deductive inferences. Surprisingly enough, all cases of inductive ambi-
guities identified by Hempel are not due to this suggested connection between ambi-
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guity and induction, but to the incapacity of his probabilistic approach to represent
properly the situations in question.

Consider again John Jones’s example. The situation exposed in section 2 can be
formalized in IDL as follows:

Here (3) is a default schema that says that if someone has a streptococcus infection
and was treated with penicillin, then it is plausible that it will have a quick recovery
unless it is verified that the streptococcus is a penicillin resistant one. (4) states that
John Jones has a streptococcus infection and that he took penicillin. Given

and as the IDL-theory, we will have

as the only extension of <W,D>, where is the set of all

formulae that can be inferred from A through

Suppose now that we have got the new information that John Jones’s streptococ-
cus is a penicillin resistant one. We represent this through the following formula:

Like in Hempel’s formalism, if someone is infected with a penicillin-resistant ba-
cillus, it is not plausible that he will have a quick recovery after the treatment of peni-
cillin (unless we know that he will recover quickly). This can be represented by the
following default schema:

Given and as our new IDL-
theory, we will have as the only extension of <W’,D’>.

Since in Hempel’s approach there is no connection between laws (1) and (2), the
conclusion of has no effect upon the old conclusion Gb. Here however it is
being represented the priority that we know law (5) must have over law (3): the
clauses Jx in the exception of (3) and Jx in the prerequisite of (5) taken together mean
that if (5) can be used for inferring, for example (3) cannot be used for infer-
ring Gb?. So, if after using law (3) we get new information that enable us to use law
(5), since in the light of the new state of knowledge law (3)’s utilization is not possi-
ble, we have to give up the previous conclusion got from this law. So, since
we are no longer entitled to infer Gb? from (3). The only plausible fact that we can
conclude from (3) and (5) is As such, in contrast to Hempel’s approach, we do
not have the undesirable consequence that it is plausible (or in Hempel’s approach,
high probable) that John will quickly recover and it is plausible that he will not.

As we have said, in this specific case we know that law (5) has a kind of priority
over law (3), in the sense that if (5) holds, (3) does not hold. Like we did in Section 2,
suppose now that the antibiotic that John Jones used in his treatment belongs to a
recently developed kind of antibiotic that its creators guarantee to cure even the
known penicillin-resistant infection. The initial statistics showed a 90% of successful
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cases but due to the always-small number of initial cases, this result cannot be con-
sidered as definitive. Even so, we can set up the following tentative law:

Here H’ stands for administration of the new kind of antibiotic. To complete the
formalization we have the two following formulae:

Given and
(laws (5) and (6)) as our new IDL-theory, we have that the extension

of <W”,D”> is
In this case, we do not know which of the two ‘laws’ has priority over the other.

Maybe the penicillin-resistant bacillus will prove to be resistant even to the new anti-
biotic or maybe not. Instead of rejecting both conclusions, as I-S model with its RMS
would do, we defend that a better solution is to keep reasoning even in the presence
of such ambiguity, but without allowing that we deduce everything from it. Formally
this is possible because of the restriction imposed by the already shown LEI’s axiom
of non-contradiction. However, if a modification that resolves the conflict is made in
the set of facts (a change in (5) representing the definitive success of the new kind of
penicillin, for example) the IDL’s nonmonotonic inferential mechanism will update
the extension and exclude one of the two contradictory conclusions.

Finally, the HIV example can be easily solved in the following way.

Here A stands for having contracted HIV and I for having an infection. The solu-
tion is similar to our first example. Since (7) has priority over (3’), we will be able to
conclude only ¬Gb? and consequently the ambiguity will not arise.

We have shown therefore that our formalism solves the three problems identified
in Hempel’s I-S model. One consideration remains to be done. Hempel’s main inten-
tion with the introduction of the I-S model was to analyze the scientific inferences
which contain statistical laws. At a first glance, it is quite fair to conclude that in
those cases where something akin to a relative frequency is involved, a qualitative
approach like ours will not have the same representative power as a quantitative one.
However, there are several ways we can “turn” our qualitative approach into a quanti-
tative one in such a way as to represent how much plausible a formula is. For in-
stance, we could drop axiom 29 as to allow the weakening of the “degree of plausibil-
ity” of formulae: would represent the highest plausibility status a formulae may
have, which could be weakened by additional ?’s. In this way, a default could repre-
sent the statistical probability of a law by changing the quantity of ?’s attached to its
conclusion. A somehow inverse path could also be undertaken. In LEI’s semantic, it
is used a Kripke possible worlds structure (in our case we call them plausible worlds)
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to evaluate sentences in such a way that is true iff is true in at least one plausible
world [11]. We could define then as as as

as
where p and q are different ?-free atomic formulae, and so on, in such a way that the
index n at the abbreviation says in how many plausible worlds  is true.
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Abstract. In this paper, the notion of degree of inconsistency is intro-
duced as a tool to evaluate the sensitivity of the Full Bayesian Signifi-
cance Test (FBST) value of evidence with respect to changes in the prior
or reference density. For that, both the definition of the FBST, a pos-
sibilistic approach to hypothesis testing based on Bayesian probability
procedures, and the use of bilattice structures, as introduced by Ginsberg
and Fitting, in paraconsistent logics, are reviewed. The computational
and theoretical advantages of using the proposed degree of inconsistency
based sensitivity evaluation as an alternative to traditional statistical
power analysis is also discussed.

Keywords: Hybrid probability / possibility analysis; Hypothesis test;
Paraconsistent logic; Uncertainty representation.

1 Introduction and Summary

The Full Bayesian Significance Test (FBST), first presented in [25] is a coherent
Bayesian significance test for sharp hypotheses. As explained in [25], [23], [24]
and [29], the FBST is based on a possibilistic value of evidence, defined by co-
herent Bayesian probability procedures. To evaluate the sensitivity of the FBST
value of evidence with respect to changes in the prior density, a notion of degree
of inconsistency is introduced and used. Despite the possibilistic nature of the
uncertainty given by the degree of inconsistency defined herein, its interpreta-
tion is similar to standard probabilistic error bars used in statistics. Formally,
however, this is given in the framework of the bilattice structure, used to rep-
resent inconsistency in paraconsistent logics. Furthermore, it is also proposed
that, in some situations, the degree of inconsistency based sensitivity evaluation
of the FBST value of evidence, with respect to changes in the prior density, be
used as an alternative to traditional statistical power analysis, with significant
computational and theoretical advantages. The definition of the FBST and its
use are reviewed in Section 2. In Section 3, the notion of degree of inconsistency
is defined, interpreted and used to evaluate the sensitivity of the FBST value of
evidence, with respect to changes in the prior density. In Section 4, two illus-
trative numerical examples are given. Final comments and directions for further
research are presented in Section 5. The bilattice structure, used to represent
inconsistency in paraconsistent logics is reviewed in the appendix.

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 134–143, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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2 The FBST Value of Evidence

Let be a vector parameter of interest, and the likeli-
hood associated to the observed data a standard statistical model. Under the
Bayesian paradigm the posterior density, is proportional to the product
of the likelihood and a prior density That is,

The (null) hypothesis H states that the parameter lies in the null set
defined by

where and are functions defined in the parameter space. Herein, however,
interest will rest particularly upon sharp (precise) hypotheses, i.e., those for
which

The posterior surprise, relative to a given reference density is given
by

The relative surprise function, was used by several others statisticians, see
[19], [20] and [13]. The supremum of the relative surprise function over a given
subset of the parameter space, will be denoted by that is,

Despite the importance of making a conceptual distinction between the state-
ment of a statistical hypothesis, H, and the corresponding null set, one often
relax the formalism and refers to the hypothesis instead of In
the same manner, when some or all of the argument functions, and are
clear from the context, they may be omitted in a simplified notation and
or even would be acceptable alternatives for

The contour or level sets, of the relative surprise function, and
the Highest Relative Surprise Set (HRSS), at a given level are
given by

The FBST value of evidence against a hypothesis H, Ev(H) or is
defined by

The tangential HRSS or T(H), contains the points in the parameter
space whose surprise, relative to the reference density, is higher than that of
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any other point in the null set When the uniform reference density,
is used, is the Posterior’s Highest Density Probability Set (HDPS)

tangential to the null set
The role of the reference density in the FBST is to make Ev(H) implicitly

invariant under suitable transformations of the coordinate system. Invariance,
as used in statistics, is a metric concept. The reference density is just a compact
and interpretable representation for the reference metric in the original param-
eter space. This metric is given by the geodesic distance on the density surface,
see [7] and [24]. The natural choice of reference density is an uninformative prior,
interpreted as a representation of no information in the parameter space, or the
limit prior for no observations, or the neutral ground state for the Bayesian op-
eration. Standard (possibly improper) uninformative priors include the uniform
and maximum entropy densities, see [11], [18] and [21] for a detailed discussion.

The value of evidence against a hypothesis H has the following interpretation:
“Small” values of Ev(H) indicate that the posterior density puts low probability
mass on values of with high relative surprise as compared to values of
thus providing weak evidence against hypothesis H. On the other hand, if the
posterior probability of is “large”, that is for “large” values of Ev(H),
values of with high relative surprise as compared to values of have high
posterior density. The data provides thus strong evidence against the hypothesis
H. Furthermore, the FBST is “Fully” coherent with the Bayesian likelihood
principle, that is, that the information gathered from observations is represented
by (and only by) the likelihood function.

3 Prior Sensitivity and Inconsistency

For a given likelihood and reference density, let, denote the
value of evidence against a hypothesis H, with respect to prior Let
denote the evidence against H with respect to priors The degree of
inconsistency of the value of evidence against a hypothesis H, induced by a set
of priors, can be defined by the index

This intuitive measure of inconsistency can be made rigorous in the context
of paraconsistent logic and bilattice structures, see the appendix. If
is the value of evidence against H, the value of evidence in favor of H is defined
by The point in the unit square bilattice,
represents herein a single evidence, see the appendix. Since such
a point is consistent. It is also easy to verify that for the multiple evidence
values, the definition of degree of inconsistency given above, is the degree of
inconsistency of the knowledge join of all the single evidence points in the unit
square bilattice,
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As shown in [29], the value of evidence in favor of a composite hypothesis
is the most favorable value of evidence in favor of each of its terms,

i.e., This makes a possibilistic (partial) sup-
port structure coexisting with the probabilistic support structure given by the
posterior probability measure in the parameter space, see [10] and [29]. The de-
gree of inconsistency for the evidence against H induced by multiple changes of
the prior can be used as an index of imprecision or fuzziness of the value of evi-
dence Ev(H). Moreover, it can also be interpreted within the possibilistic context
of the partial support structure given by the evidence. Some of the alternative
ways of measuring the uncertainty of the value of evidence Ev(H), such as the
empirical power analysis have a dual possibilistic / probabilistic interpretation,
see [28] and [22]. The degree of inconsistency has also the practical advantage
of being “inexpensive”, i.e., given a few changes of prior, the calculation of the
resulting inconsistency requires about the same work as computing Ev(H). In
contrast, an empirical power analysis requires much more computational work
than it is required to compute a single evidence.

4 Numerical Examples

In this paper we will concentrate on two simple model examples: the Hardy-
Weinberg (HW) Equilibrium Law model and Coefficient of Variation model.
The HW Equilibrium is a genetic model with a sample of individuals, where

and are the two homozygote sample counts and is the
hetherozygote sample count. The parameter vector for this trinomial model is

and the parameter space, the null hypothesis set, the prior density,
likelihood function and the reference density are given by:

For the Coefficient of Variation model, a test for the coefficient of variation
of a normal variable with mean and precision the pa-

rameter space, the null hypothesis set, the maximum entropy prior, the reference
density, and the likelihood density are given by:

Figure 1 displays the elements of a value of evidence against the hypothesis,
computed for the HW (Left) and Coefficient of Variation (Right) models. The
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null set, is represented by a dashed line. The contour line of the posterior,
delimiting the tangencial set, is represented by a solid line. The poste-
rior unconstrained maximum is represented by “o” and the posterior maximum
constrained to the null set is represented by

Fig. 1. FBST for Hardy-Weinberg (L) and Coefficient of Variation (R)

In order to perform the sensitivity analysis several priors have to be used.
Uninformative priors are used to represent no previous observations, see [16],
[21] and [31] for a detailed discussion.

For the HW model we use as uniformative priors the uniform density, that
can be represented as [0, 0, 0] observation counts, and also the standard maxi-
mum entropy density, that can be represented as [–1, –1, –1] observation counts.
Between these two uninformative priors, we also consider perturbation priors
corresponding to [–1, 0, 0], [0, –1, 0] and [0, 0, –1] observation counts. Each of
these priors can be interpreted as the exclusion of a single observation of the
corresponding type from the data set,

Finally, we consider the dual perturbation priors corresponding to [1, 0, 0],
[0, 1, 0] and [0, 0, 1] observation counts. The term dual is used meaning that
instead of exclusion, these priors can be interpreted as the inclusion of a single
artificial observation of the corresponding type, in the data set.

The examples in the top part of Table 1 are given by size and proportions,
where the HW hypothesis is true.

For the Coefficient of Variation model we use as uninformative priors the
uniform density, for the mean, and either the standard maximum entropy density,

or the uniform, for the precision. We also consider (with
uniform prior) perturbations by the inclusion in the data set of an artificial
observation, at fixed quantiles of the predictive posterior, in this case, at
three standard deviations below or above the mean,

The examples in the bottom part of Table 2 are given by cv = 0.1 size
and the sufficient statistics and std = 1.2, where the hypothesis is false.
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In order to get a feeling of the asymptotic behavior of the evidence and the
inconsistency, the calculations are repeated for the same sufficient statistics but
for sample sizes, taking values in a convenient range. In Figure 2, the maximum
and minimum values of evidence against the hypothesis H, among all choices of
priors used in the sensitivity analysis, are given by the interpolated dashed lines.
For the HW model, Table 1 and Figure 2 top, the sample size ranged from
to For the Coefficient of Variation model, Table 1 and Figure 2 bottom,
the sample size ranged from to In Figure 2, the induced degree
of inconsistency is given by the vertical distance between the dashed lines. The
interpretation of the vertical interval between the lines in Figure 2 (solid bars) is
similar to that of the usual statistical error bars. However, in contrast with the
empirical power analysis developed in [28] and [22], the uncertainty represented
by these bars does not have a probabilistic nature, being rather a possibilistic
measure of inconsistency, defined in the partial support structure given by the
FBST evidence, see [29].

Fig. 2. Sensitivity Analysis for Ev(H)
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5 Directions for Further Research and Acknowledgements

For complex models, the sensitivity analysis in the last section can be generalized
using perturbations generated by the inclusion of single artificial observations
created at (or the exclusion of single observations near) fixed quantiles of some
convenient statistics, of the predictive posterior. Perturbations generated
by the exclusion of the most extreme observations, according to some convenient
criteria, could also be considered. For the sensitivity analysis consistency when
the model allows the data set to be summarized by some sufficient statistics in
the form of L-estimators, see [4], section 8.6. The asymptotic behavior of the
sensitivity analysis for several classes of models and perturbations is the subject
of forthcoming articles.

Finally, perturbations to the reference density, instead of to the prior, could
be considered. One advantage of this approach is that, when computing the
evidence, only the integration limit, i.e. the threshold is changed, while the
integrand, i.e. the posterior density, remains the same. Hence, when computing
Ev(H), only little additional work is required for the inconsistency analysis.

The author has benefited from the support of FAPESP, CNPq, BIOINFO, the
Computer Science Department of Sao Paulo University, Brazil, and the Mathe-
matical Sciences Department at SUNY-Binghamton, USA. The author is grate-
ful to many of his colleges, most specially, Jair Minoro Abe, Wagner Borges,
Joseph Kadane, Marcelo Lauretto, Fabio Nakano, Carlos Alberto de Bragança
Pereira, Sergio Wechsler, and Shelemyahu Zacks. The author can be reached at
jstern@ime.usp.br .
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Appendix: Bilattices

Several formalisms for reasoning under uncertainty rely on ordered and lattice
structures, see [5], [6], [8], [9], [14], [15], [17], [30] and others. In this section we
recall the basic bilattice structure, and give an important example. Herein, the
presentations in [2] and [3], is followed.

TEAM LinG



142 Julio Michael Stern

Given two complete lattices, and the bilattice B(C, D) has
two orders, the knowledge order, and the truth order, given by:

The standard interpretation is that C provides the “credibility” or “evidence
in favor” of a hypothesis (or statement) H, and D provides the “doubt” or
“evidence against” H. If then we have more information
(even if inconsistent) about situation 2 than 1. Analogously, if
then we have more reason to trust (or believe) situation 2 than 1 (even if with
less information).

For each of the bilattice orders we define a join and a meet operator, based
on the join and the meet operators of the single lattices orders. More precisely,

and for the truth order, and and for the knowledge order, are
defined by the folowing equations:

Negation type operators are not an integral part of the basic bilattice struc-
ture. Ginsberg (1988) and Fitting (1989) require of possible “negation”, ¬ and
“conflation”, –, operators to be compatible with the bilattice orders, and to
satisfy the double negation property:

Hence, negation should reverse trust, but preserve knowledge, and conflation
should reverse knowledge, but preserve trust. If the double negation property is
not satisfied (Ng3 or Cf3) the operators are called weak (negation or conflation).

The “unit square” bilattice, has been routinely used to
represent fuzzy or rough pertinence relations, logical probabilistic annotations,
etc. Examples can be found in [1], [9], [12], [27], [30] and others. The lattice

is the standard unit interval, where the join and meet, and coincide
with the max and min operators. The standard negation and conflation operators
are defined by

In the unit square bilattice the “truth”, “false”, “inconsistency” and “inde-
termination” extremes are whose coordinates are given in Table 3.
As a simple example, let region R be the convex hull of the four vertices
and given in Table 3. Points kj, km, tj and tm are the knowledge and truth
join and meet, over

In the unit square bilattice, the degree of trust and degree of inconsistency
for a point are given by a convenient linear reparameterization of

to defined by
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Fig. 3. Points in Table 3, using and (BT, BI) coordinates

Figure 3 shows the points in Table 3 in the unit square bilattice, also using the
trust-inconsistency reparameterization.
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Abstract. Ecolingua is an ontology for ecological quantitative data,
which has been designed through reuse of a conceptualisation of quan-
tities and their physical dimensions provided by the EngMath family of
ontologies. A hierarchy of ecological quantity classes is presented together
with their definition axioms in first-order logic. An implementation-level
application of the ontology is discussed, where conceptual ecological mod-
els can be synthesised from data descriptions in Ecolingua through reuse
of existing model structures.

Keywords: Ontology reuse, engineering and application; ecological data;
model synthesis.

1 Introduction

The Ecolingua ontology brings a contribution towards a conceptualisation of the
Ecology domain by formalising properties of ecological quantitative data that
typically feed simulation models. Building on the EngMath family of ontologies
[6], data classes are characterised in terms of physical dimensions, which are a
fundamental property of physical quantities in general. The ontology has been
developed as part of a research project on model synthesis based on metadata
and ontology-enabled reuse of model designs [1].

We start by briefly referring to other works on ontologies in the environmental
sciences domain in Sect. 2, followed by a discussion on the reuse of the EngMath
ontology in the development of Ecolingua in Sect 3. Section 4 is the core of the
paper, presenting the concepts in upper-level Ecolingua. In Section 5 we give a
summary description of an application of Ecolingua in the synthesis of conceptual
ecological models with the desirable feature of consistency with respect to the
properties of their supporting data. Finally, conclusions and considerations on
future work appear in Sect. 6.

2 Environmental Ontologies

There has been little research on the intersection between ontologies and envi-
ronmental sciences despite the need for a unifying conceptualisation to reconcile
conflicts of meaning amongst the many fields – biology, geology, law, computing
science, etc. – that draw on environmental concepts. The work by B.N. Niven

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 144–153, 2004.
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[9,10] proposes a formalisation of general concepts in animal and plant ecology,
such as environment, niche and community. Although taxonomies have been in
use in the field for a long time, this work is the earliest we are aware of where
concepts are defined in the shape of what we call today a formal ontology. Other
developments have been EDEN, an informal ontology of general environmental
concepts designed to give support to environmental information retrieval [7], and
an ontology of environmental pollutants [13], built in part through reuse of a
chemical elements ontology. These more recent ontologies have a low degree of
formality, lacking axiomatic definitions.

3 Quantities in Ecology and EngMath Reuse

The bulk of ecological data consists of numeric values representing measure-
ments of attributes of entities and processes in ecological systems. The most
intrinsic property of such a measurement value lies on the physical nature, or
dimension, of what the value quantifies [3]. For example, a measure of weight is
intrinsically different from a measure of distance because they belong to different
physical dimensions, mass1 and length respectively. The understanding of this
fundamental relation between ecological measurements and physical dimensions
drew our attention towards the EngMath family of ontologies, which is publicly
available in the Ontolingua Server [11]. All defined properties in EngMath’s con-
ceptualisation of constant, scalar, physical quantities are applicable to ecological
measurements:

Every ecological measurement has an intrinsic physical dimension – e.g. veg-
etation biomass is of the mass dimension, the height of a tree is of the length
dimension;
The physical dimension of an ecological measurement can be a composition of
other dimensions through multiplication and exponentiation to a real power
– e.g. the amount of a fertiliser applied to soil every month has the composite
dimension mass/time;
Ecological measurements can be dimensionless – e.g. number of individuals
in a population; and can be non-physical – e.g. profit from a fishing harvest;
Comparisons and algebraic operations (including unit conversion) can be
meaningfully applied to ecological measurements, provided that their di-
mensions are homogeneous – e.g. you could add or compare an amount of
some chemical to an amount of biomass (both of the mass dimension).

1.

2.

3.

4.

Also relevant to Ecolingua is the EngMath conceptualisation of units of measure,
which are also physical quantities, but established by convention as an absolute
amount of something to be used as a standard reference for quantities of the
same dimension. Therefore, one can identify the physical dimension of a quan-
tity from the unit of measure in which it is expressed [8]. Being Ecolingua an
ontology for description of ecological data, instantiation of its terms, as we shall

Or force, if rigorously interpreted (see Sect. 4.4).1
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see in Sect. 4, requires the specification of a quantity’s unit of measure. In this
way, describing a data set in Ecolingua does not demand additional effort in the
sense that it is of course commonplace to have the units of measure of the data
on hand, whereas the data’s physical dimensions are not part of the everyday
vocabulary of ecologists and modellers. Lower-level Ecolingua, available in [1],
includes a detailed axiomatisation of units and scales of measurement, including
their dimensions, base and derived units, and the SI system (Système Interna-
tional d’Unités), which allows for automatic elicitation of a quantity’s physical
dimension from the unit or scale in which it is specified.

4 Quantity Classes

Ecolingua’s class hierarchy can be seen in Fig. 1. The hierarchy comprises Ecol-
ingua classes and external classes defined in other ontologies, namely, Physical-
Quantities and Standard-Dimensions of the EngMath family of ontologies, and
Okbc-Ontology and Hpkb-Upper-Level, all of which are part of the Ontolingua
Server’s library of ontologies. External classes are denoted Class@Ontology, a
notation we borrow from the Ontolingua Server. The arcs in the hierarchy rep-
resent subclass relations, bottom up, e.g. the ‘Weight of’ class is a subclass of
the ‘Quantity’ class. We distinguish two different types of subclass relations,
indicated by the bold and dashed arcs in Fig. 1. Bold arcs correspond to full,
formal subclass relations. Dashed arcs correspond to relations we call referential
between Ecolingua classes and external classes, mostly of the EngMath family of
ontologies, in that they do not hold beyond the conceptual level, i.e., definitions
that the (external) class involves are not directly incorporated by the (Ecolin-
gua) subclass. In the forthcoming definitions of Ecolingua classes, textual and
axiomatic KIF [5] definitions of their referential classes are given as they appear
in the Ontolingua Server. Ecolingua axioms defining quantity classes incorpo-
rate the physical dimension, when specified, of its referential class in EngMath
through the unit of measure concept, as explained in Sect. 3, and contextualises
the quantity in the ecology domain through concepts such as ecological entity,
compatibility between materials and entities, etc.

Forms of Ecolingua Concept Definitions. Ecolingua axioms are represented
as first-order logic, well-formed formulae of the form That is, if
Cpt holds then Ctt must hold, where Cpt is an atomic sentence representing an
Ecolingua concept and Ctt is a logical sentence that constrains the interpretation
of Cpt. The Cpt sentences make up Ecolingua vocabulary. One describes an
ecological data set by instantiating these sentences.

4.1 Amount Quantity

Many quantities in ecology represent an amount of something contained in a
thing or place, for example, carbon content in leaves, water in a lake, energy
stored in an animal’s body.
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Fig. 1. Ecolingua class hierarchy

Material Quantity. Quantities that represent an amount of material things
are of the mass dimension (intuitively a ‘quantity of matter’ [8]). For such quan-
tities the amount of material class is defined as a referential subclass of the
Mass-Quantity@Standard-Dimensions class defined in the Ontolingua Server as:

Amount of Material class – If A identifies a measure of amount of material
Mt in E specified in U then Mt is a material, E is an entity which is compatible
with Mt, and U is a unit of mass:

A material Mt is anything that has mass and can be contained in an ecologi-
cal entity (e.g. biomass, chemicals, timber). An ecological entity E is any distin-
guishable thing, natural or artificial, with attributes of interest in an ecological
system (e.g. vegetation, water, an animal, a population, a piece of machinery),
the system itself (e.g. a forest, a lake), or its boundaries (e.g. atmosphere). Eco-
logical quantities usually consist of measurements of attributes of such entities
(e.g. carbon content of vegetation, temperature of an animal’s body, birth rate
of a population, volume of water in a lake). A material and an entity are com-
patible if it occurs in nature that the entity contains the material. For example,
biomass is only thought of in relation to living entities (plants and animals), not
in relation to inorganic things.

Other quantities represent measurements of amount of material in relation
to space, e.g. amount of biomass in a crop acre, or of timber harvested from a
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hectare of forest. The dimension of such quantities is mass over some power of
length. For these quantities, we define the material density class as a referen-
tial subclass of the Density-Quantity@Standard-Dimensions class defined in the
Ontolingua Server as:

Material Density class – If A identifies a measure of density of Mt in E
specified in U then Mt is a material, E is an entity which is compatible with Mt,
and U is equivalent to an expression Um/ Ul, where Um is a unit of mass and Ul
is a unit of some power of length:

Amount of Time. Quantities can also represent amounts of immaterial things,
time being a common example. The duration of a sampling campaign and
the gestation period of females of a species are examples of ecological quan-
tities of the amount of time class. The class is a referential subclass of the
Time-Quantity@Standard-Dimensions class defined in the Ontolingua Server as:

Amount of Time class – If A identifies a measure of an amount of time of
Ev specified in U then Ev is an event and U is a unit of time:

where an event Ev is any happening of ecological interest with a time duration
(e.g. seasons, sampling campaigns, harvest events, etc.).

Non-physical Quantity. Despite the name, the ‘physical quantity’ concept in
EngMath allows for so-called non-physical quantities. These are quantities of new
or non-standard dimensions, such as the monetary dimension, which can be de-
fined preserving all the properties of physical quantities, as already defined in the
ontology (Sect. 3). The class of non-physical quantities is a referential subclass of
Constant-Quantity@Physical-Quantities class defined in the Ontolingua Server
as: “A Constant-Quantity is a constant value of some Physical-Quantity, like
3 meters or 55 miles per hour. . . .” Ecological data often involve measurements
of money concerning some economical aspect of the system-of-interest, e.g. profit
given by a managed natural system.

Amount of Money class – If A identifies a measure of amount of money in
E specified in U then E is an entity and U is a unit of money:
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4.2 Time-Related Rate Quantity

In general, rates express a quantity in relation to another. In ecology, rates
commonly refer to instantaneous measures of processes of movement or trans-
formation of something occurring over time, for example, decay of vegetation
biomass every year, consumption of food by an animal each day. Ecolingua de-
fines a class of rate quantities of composite physical dimension including time,
as a referential subclass of theConstant-Quantity@Physical-Quantitiesclass in
the Ontolingua Server, which is a generalisation of dimension-specific quantity
classes (see Fig. 1). The absolute rate class is for measures of processes where an
amount of some material is processed over time. These quantities have a com-
posite dimension of mass, or money (the dimensions of amount
quantities with the exception of time) over the time dimension. To the mass
or dimensions will correspond adequate units of measure (e.g. kg,
ton/ha) which we call units of material.

Absolute Rate class – If R identifies a measure of the rate of processing Mt
from to specified in U then Mt is a material, and are entities
which are different from each other and compatible with Mt, and U is equivalent
to an expression Ua/Ut, where Ua is a unit of material and Ut is a unit of time:

Sometimes, processes are measured in relation to an entity involved in the
process. We call these measures specific rates. For example, a measure given in,
say, g/g/day is a specific rate meaning how much food in grams per gram of the
animal’s weight is consumed per day.

Specific Rate class – If R identifies a measure of a specific rate, related to
of processing Mt specified in U then: measures the absolute rate of processing
Mt from to specified in which is an expression equivalent to Ua/ Ut
where Ua is a unit of measure of material; and U is equivalent to an expression
Ub/ Uc/ Ut where both Ub and Uc are units of measure of material and are of the
same dimension D:

4.3 Temperature Quantity

Another fundamental physical dimension is temperature, which has measurement
scales rather than units [8]. Temperature in a green house or of water in a
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pond, are two examples of temperature quantities in ecological data sets. The
referential superclass of the class below is Temperature-Quantity@Standard-
Dimensions defined in the Ontolingua Server as:

Temperature of class – If T identifies a measure of the temperature of E
specified in S then E is an entity and S is a scale of temperature:

4.4 Weight Quantity

Strictly speaking weight is a force, a composite physical dimension of the form
But in ecology, as in many other contexts, people collo-

quially refer to ‘weight’ meaning a quantity of mass. For example, the weight of
an animal, the weight of a fishing harvest. It is in this everyday sense of weight
that we define a class of weight quantities. It has Mass-Quantity@Standard-
Dimensions as referential superclass defined in the Ontolingua Server.

Weight of class – If W identifies a measure of the weight of E specified in U
then E is an entity and U is a unit of mass:

Note that for quantities of both this class and the Amount of Material class
the specified unit must be a unit of mass. But the intuition of a measure of weight
does not bear a containment relationship between a material and an entity like
the intuition of an amount of material does.

4.5 Dimensionless Quantity

Another paradoxically named concept in the EngMath ontology is that of dimen-
sionless quantities. They do have a physical dimension but it is the identity di-
mension. Real numbers are an example. The class of dimensionless quantities has
a referential superclass of the same name, Dimensionless-Quantity@Physical-
Quantities, defined in the Ontolingua Server as:

This concept applies to quantities in ecology that represent counts of things,
such as number of individuals in a population or age group.

Number of class – If N measures the number of E specified in U then E is an
entity and N is a dimensionless quantity specified in U:
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Percentages can also be defined as dimensionless quantities. Food assimilation
efficiency of a population, mortality and birth rates are examples of ecological
quantities expressed as percentages.

Percentage class – If P is a percentage that quantifies an attribute of E specified
in U then E is an entity and P is a dimensionless quantity specified in U:

5 A Practical Application of Ecolingua

In ecological modelling, as in other domains, using data derived from observation
to inform model design adds credibility to model simulation results. Also, a com-
mon methodological approach that facilitates understanding of complex systems
is to firstly design a conceptual (or qualitative) model which is later used as a
framework for specification of a quantitative model. However, data sets given to
support modelling of ecological systems contain mainly quantitative data which,
in its low representational level, do not directly connect to high-level model con-
ceptualisation. In this context, an ontology of properties of domain data can
play the role of a conceptual vocabulary for representation of data sets, by way
of which the data’s level of abstraction is raised to facilitate connections with
conceptual models. Ecolingua was initially built to support an application of syn-
thesis of conceptual system dynamics models [4] stemming from data described
in the ontology, where existing models are reused to guide the synthesis process.
The application is depicted in Fig. 2 and is briefly discussed in the sequel; a
complete description including an evaluation of the synthesis system on the run
time efficiency criterion and examples of syntheses of actual and fictitious models
can be found in [1].

Fig. 2. Application of Ecolingua in model synthesis through reuse

Figure 2 shows the synthesis process starting with a given modelling data
set to support the design of a conceptual ecological model. Ecolingua vocabu-
lary is then manually employed to describe the data set yielding metadata (e.g.
amt_of_mat(t, timber, tree, kg) is an instance of metadata). The synthesis mech-
anism tries and matches the structure (or topology) of the existing model with
the metadata set, whose content marks up the structure to give a new model
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that is consistent with the given metadata. This is done by solving constraint
rules that represent modelling knowledge in the mechanism. Matching the ex-
isting model with metadata means to reduce its structure to the concepts in
Ecolingua. It all comes down to how similar the two data sets – the new model’s
described in Ecolingua, and the data set that once backed up the existing model
– are with respect to ontological properties. The more properties they share, the
more of the existing model’s structure will be successfully matched with the new
model’s metadata.

5.1 Automatically Checking for Ecolingua-Compliant Metadata

Besides providing a vocabulary for description of ecological data by users, Ecol-
ingua is employed by the synthesis system to check compliance of the manually
specified metadata with the underlying ontology axioms, ensuring that only com-
pliant metadata are carried forward into the model synthesis process. Since in
the synthesis system the axioms are only reasoned upon when a
metadata term with logical value true unifies with Cpt, the use of the
axiom can be reduced to solving Ctt, as its logical value alone will correspond to
the logical value of the whole expression. Therefore, each Ecolingua axiom can
be represented in the synthesis systems as a clause of the form c_ctt(Cpt, Ctt).
The following Ecolingua compliance checking mechanism is thus defined.

Let be an instance of an Ecolingua concept Cpt. As defined by the
Ecolingua axioms formula, being true and unified with Cpt implies that
the consequent constraint Ctt must be true. If however, the concept in question
is one that lacks an axiomatic definition, it suffices to verify that unifies
with an Ecolingua concept:

6 Concluding Remarks

We have defined classes of quantitative data in ecology, using the well-known
formalism of first-order logic. The definitions draw on the EngMath ontology
to characterise quantity classes with respect to their physical dimension, which
can be captured through the unit of measure in which instances of the quantity
classes are expressed in. The ontology has been employed to enable a technique
of synthesis of conceptual ecological models from metadata and reuse of exist-
ing models. The synthesis mechanism that implements the technique involves
proofs over the ontology axioms written in Prolog in order to validate meta-
data that is given to substantiate the models. This is an application where an
ontology is not used at a conceptual level only, as we commonly see, but at a
practical, implementational level, adding value to a knowledge reuse technique.
As the ontology is founded on the universal concept of physical dimensions, its
range of application can be widened. However, while the definitions presented
here have been validated by an ecological modelling expert at the Institute of
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Ecology and Resource Management, University of Edinburgh, Ecolingua’s con-
cepts and axioms are not yet fully developed. Quantities of space, energy and
frequency dimensions, for example, as well as precise definitions, with axioms
where possible, of contextual ecological concepts such as ecological entity, event,
the compatibility relation between entities and materials, are not covered and
will be added as the ontology evolves. We would also like to specify Ecolingua
using state-of-the-art ontology languages, such as DAML+OIL [2] or OWL [12],
and make it publicly available so as to allow its cooperative development and
diverse applications over the World Wide Web.
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Abstract. This article describes a technique that aims at qualifying a concept
hierarchy with colors, in such a way that it can be feasible to promote the inter-
activity between the user and an incremental probabilistic concept formation al-
gorithm. The main idea behind this technique is to use colors to map the con-
cept properties being generated, to combine them, and to provide a resulting
color that will represent a specific concept. The intention is to assign similar co-
lors to similar concepts, thereby making it possible for the user to interact with
the algorithm and to intervene in the concept formation process by identifying
which approximate concepts are being separately formed. An operator for
interactive merge has been used to allow the user to combine concepts he/she
considers similar. Preliminary evaluation on concepts generated after interac-
tion has demonstrated improved accuracy.

1 Introduction

Incremental concept formation algorithms accomplish the concept hierarchy construc-
tion process from a set of observations – usually an attribute/value paired list – that
characterizes an observed entity. By using these algorithms, learning occurs gradually
over a period of time.

Different from non-incremental learning (where all observations are presented at
the same time), incremental systems are capable of changing the hierarchical structure
constructed as new observations become available for processing. These systems,
besides closely representing the manner in which humans learn, they present the dis-
advantage that the quality of the generated concepts depends on the presentation order
of the observations.

This work proposes a strategy to help in the identification of bad concept forma-
tion, making it possible to initiate an interaction process. The resource that makes this
interaction possible is a color-based data visualization technique. The idea is to help
users recognize similarities or differences in the conceptual hierarchies being formed.
The basic assumption of this strategy is to match up human strengths with those of
computers. In particular, by using the human visual perceptive capacity in identifying
color patterns, it seeks to aid in the identification of poor concept formation.

The proposed solution consists of mapping colors to concept properties and then
mixing them to obtain a concept color. The probability of an entity, represented by a
concept, having a particular property assumes a fundamental role in the mixing proc-
ess mentioned above, thereby directly influencing the final color of the concept. At
the end of the process, each concept of the hierarchy will be qualified by a color. An
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operator for the interactive merge has been defined to allow the user to combine con-
cepts he/she considers similar. Preliminary evaluations on generated concepts, after
such an interaction, have demonstrated that the conceptual hierarchy accuracy has
improved considerably.

2 Incremental Probabilistic Concept Formation

Incremental probabilistic concept formation systems accomplish a process of concept
hierarchy formation that generalizes observations contained in the node in terms of
the conditional probability of their characteristics.

The task that these systems accomplish does not require a “teacher” to pre-classify
objects, but such systems use an evaluation function to discover classes with “good”
conceptual descriptions. Generally, the most common criterion to qualify how good is
a concept is its capacity to make inferences about unknown properties of new entities.

Most of the recent work on this topic is built on the work of Fisher (1987) and the
COBWEB algorithm, which forms probabilistic concepts (CP) defined in the follow-
ing manner. Let: be the set of all attributes and

be the set of all values of an attribute that describes a

concept CP where

indicates the probability of an entity possessing an
attribute with the value given that this entity is a member of class C (extent of
CP). Then, consider the pair as being a property of the concept CP.

The incremental character of processing observations causes the presentational or-
der of these observations to influence the concept formation process. Consider the set
of observations in the domain of animals in Table 1:

When processing the observations with COBWEB in the order of 1,3,4,5, and 2, it
may be noticed that the concept hierarchy formed does not reflect an ideal hierarchy
for the domain since the two mammals are not in the same class, as it can be seen in
Figure 1.

Fig. 1. Hierarchical structure generated in a bad order by Cobweb.
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3 Modeling Colors

In 1931, the CIE (Comission Internationale de L’Eclairage) defined its first model of
colors. An evolution of this first CIE color model led the CIE to define two other
models: the CIELuv and the CIELab, which represented that the Euclidean distance
between two coordinates represents two colors, and the same distance between two
coordinates represents other two colors, agreeing on the same difference in visual
perception (Wyszecki, 1982).

The CIELab standard began to influence new ways for the measurement of visual
differences between colors, such as the CIELab94 and the CMC (Sharma & Trussell,
1997). For this work, similarity between colors is the first key point for the solution,
and it will be used extensively in the color mixture algorithm.

On the other hand, the color models may also be used to define colors according to
their properties. These properties are luminosity (L), hue (H), which is the color that
an object is perceived (green, blue, etc.) and saturation (S) or chrome (C), indicating
the depth in which the color is either vivid or diluted (Fortner & Meyer, 1997). These
color spaces are denominated HLS or HLC, and they will be further applied in this
work to map colors to properties.

4 Mixing Color in Different Proportions

We defined a color-mixing algorithm following the assumption that the resulting
mixture of two colors must be perceptually similar to the color being mixed that car-
ries the higher weight in the mixing process.

The proposed algorithm considers the CIELab94 metric as a measure of similar-
ity/dissimilarity between colors. We define the function which
measures the extent to which the color R1 and the color R2 resemble each other in
accordance with the CIELab94 model. The range of results points out that the smaller
the calculated result of the CIELab94 metric is, the greater the similarity between the
colors involved will be.

4.1 Mixing Two Colors

When mixing two colors, consider that the set a and b} are
coordinates of the CIELab model. The colors and and the weights
and associated with the colors and are such that, The color the
mixture result of and is then calculated in the following manner:

1 L stands for luminosity, a stands for the red/green aspect of the color, and b stands for the
yellow/blue aspect.
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It should be underscored that a color is a point in a three dimensional space. That is
why it is necessary to compute the medium point between two colors. The function
Mix2colors searches for the color represented by this medium point, so that its simi-
larity with the first color that participated in the mixture is equal to the weight
multiplied by the similarity between the colors that are being mixed.

4.2 Mixing n Colors

To mix n colors, first, it is necessary to mix two colors, and the result obtained is
mixed with the third color. This procedure is extended for n colors. The weight by
which each color influences the result of the mixture is proportional to the order in
which the color participates in the mixing process. For instance, the first two colors,
when mixed, participate with 0.5 each. The third color, participates with 0.33, since
the first two will already have influenced 0.66 of the final color. Generalizing, let i be
the order that a color is considered in the process of mixing n colors, the influence of
each color in the process is given by 1/i2. Different order of color mixture can produce

The function to mix n colors has the following steps: let be
the set of colors to be mixed, where each color and the mixture of the
colors of the set RT will be accomplished by the following function:

The Mixncolor function accepts, as a parameter, a set of colors to be mixed (set
RT), and returns a single color belonging to the set CIELab. It calls the Mix2colors
function with three parameters: (i) the color of the set RT, (ii) the result of the
mixture (M) obtained from the two previous colors, and (iii) a weight 1/i for a
color

5 Aiding the Identification
of Poor Concept Hierarchy Formations Using Colors

The strategy developed to aid in the identification of poor concept hierarchy forma-
tion is done in two phases. The first one maps the initial colors to concept properties
and the second phase mixes these colors, concluding with the resulting color of the
concept.

2 Different order of color mixture can produce different results, but this won’t be a problem,
since the same process will be applied to every concept.
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5.1 Initial Color Mapping of Probabilistic Concept Properties

The initial color mapping attributes, to each property of a probabilistic

have as parameters: (i) the set of properties formed by
all of the properties of CP, (ii) the value for minimum luminosity, and, (iii) the
value for maximum luminosity, In this work, we used values between 50 and 98
for these latter parameters in order not to generate excessively dark color patterns.

The procedure initiates going through all the attributes of set A, which will re-
ceive a coordinate H of the color that is being mapped. Knowing that, coordinate H of
the HLC model varies from 0° to 360°, we have for the set of observations in table 1,
the following values for H: 72, 144, 216, and 288.

The second step seeks to attribute the coordinates L and C, for each value of attrib-
ute First, for each value of a value of L is calculated. The third column in
table 2 shows the coordinates L calculated for the set of observations in table 1. Fi-
nally, coordinate C is calculated so that its value is the biggest possible, whose
transformation of all the values of H given a same L, returns only valid RGB values3

(R>=0 and <=255,G>=0 and <=255,B >=0 and <= 255).
Table 2 describes the mapping of H, L and C for the two first attributes of the ex-

ample in Table 1.

5.2 Processing Mapped Colors

In order to complete the color qualification process of the hierarchical structure, we
will consider the following parameters: (i) the RM set of the initial mapping, (ii) the
conditional probabilities of the properties The conditional probability of
each property will function as the weight that the function Mix2Colors needs. As a
final product, we will have set RT (input of the Mixncolor function). The algorithm to
generate RT and its explanation follows:

3 That heuristic aims at having RGB valid for all lines for the H, L and C being chosen.

concept, a color so that, at the end of this procedure, a set denominated
RM will be obtained, made up of all these mapped colors. To carry out this task, we
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To calculate the color of an attribute, we mix, two by two, the colors of each va-
lue of this attribute. For such, the variable is initialized with the color of the first
value of attribute a. is set up with the conditional probability of the attribute
a, which is equal to given class C. After this, the procedure enters in a loop that
treats each color of the values of the attributes a, using the Mix2colors function. It
uses the partial result and the color that is being processed. The parameter

normalizes the accumulated weight of the values so far considered and
the weight of the current property so that as the Mix2colors func-
tion requires.

Finally, the generated set RT feeds the Mixncolor function resulting in the final co-
lor of the concept. This process is repeated for each concept of the hierarchy.

Figure 2 shows the colored concept hierarchy for the example described in section
2. Note that the colors aid the user in perceiving the need to restructure the hierarchy
since the two mammals, which did not form a single class, have a similar resulting
color in the eyes of the user:

Fig. 2. Hierarchical structure qualified with colors.

6 Evaluation of the Color Heuristic

We have defined an evaluation method, which seeks to prove that two things will take
place:
1. Highly similar concepts will result in highly similar colors;
2. Concepts of low similarity will result in colors also of low similarity.

It is important to state that the proposed method will qualify each pair of equal
concepts with equal colors. However, it cannot guarantee that similar concepts will
receive similar colors, but in most cases, this will be true4. The evaluation process will
use two basic functions. One function aims to measure the similarity between two
probabilistic concepts and the other one aims to measure the similarity between two
colors that represent these same concepts. The first was defined in (Talavera & Béjar,

4 The proposed method doesn’t guarantee this because the color space is not linear and some-
times little variation produces big color perception variation.

TEAM LinG



160 Vasco Furtado and Alexandre Cavalcante

1998), which considers two probabilistic concepts as similar if their probabilistic
distributions5 are highly intersecting. The second is the function
already seen in this article.

The basic idea is to generate a concept hierarchy with associated colors and to eva-
luate the similarity between the concepts, two by two, in terms of similarity of content
and of color. The ranges of similarities of concepts were defined as ten by ten, and for
each band the average of the similarity values among the colors of the compared con-
cepts was calculated. Three databases were considered in the tests. The first two data-
bases are composed of animal observations, with 105 and 305 observations, and the
third is the Mushrooms base (UCI, 2003), composed of 1000 observations.

Fig. 3. Evolution of probabilistic similarity versus similarity among colors.

Figure 3 shows the analysis defined in the previous paragraphs for the three bases
considered. Note that for all bases there is a decrease of metric CIE94 as the measure
of probabilistic similarity among them increases. This evidence reveals that the heu-
ristic strategy we have defined for the concept qualification with colors reaches its
main goal that is to generate similar colors for similar concepts in the greatest number
of cases possible.

7 Interacting with the Concept Formation Process

The main goal of the strategy developed to qualify a hierarchical structure with colors
is to make interaction between the structure and the user feasible. Thus, it is possible
to improve the quality of the concept hierarchy easily because instead of accessing the
probabilistic values of each concept in order to compare them one by one, the user
can use his/her visual ability to have a global view of the conceptual structure and to
identify similarities. The interaction is simple and intuitive because the user only has
to identify two similar colors, comparing the probabilistic distribution of the concepts,
and proceeds with the merge of the two colored concepts, if he/she considers interest-
ing. To do that, we define an operator called I-merge similar to COBWEB’s original
merge operator. Unlike COBWEB’s merge that only combines concepts in the same

5 A probabilistic distribution of a concept is the set of its properties associated to its condi-
tional probabilities.
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hierarchical level, with I-merge it is possible to merge concepts, which are in different
levels of the hierarchy. The algorithm below explains the steps of I-merge:

The original node counters will be used to subtract the counters from the hierarchi-
cal nodes, starting at the parent node of the original node until the root node is rea-
ched. Once that is accomplished, a merge node, resultant of the juxtaposing of the
original and destination nodes, is created, and it will be hierarchically superior to the
destination node, accumulating the counters of the two clustered nodes. Finally, the
node counters will be updated beginning with the parent node of this node cluster,
until the root node is reached.

8 Accuracy Evaluation

To evaluate whether the method proposed here has improved the accuracy of the
probabilistic concept formation, an animal database with 105 observations was used.
This set of observations was divided into 80 training observations and 25 test observa-
tions. The accuracy test consists in modifying a test observation by ignoring an attrib-
ute and classifying this observation in a previously built concept hierarchy. From the
concept found, the algorithm must suggest a value for the attribute based on the at-
tribute value with higher predictability. This process is performed for each attribute of
each test observation. The higher the number of correct suggestions, the better the
concept hierarchy is, in terms of prediction.

The procedure begins with the application of COBWEB and the visualization of
the hierarchical structure formed by means of a tool that we developed to visualize
colored concept hierarchies called SmartTree. The initial shape of the hierarchical
structure is shown in figure 4 where each colored square represents a concept.

Fig. 4. Conceptual structure for ANIMALS database.

For that initial structure, the inference test is carried out using the test set of 25 ob-
servations, with 47% of errors observed. The performance of the user begins at this
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moment. He/She observes that node 29 has a color similar to node 50. The user then
asks SmartTree about the probabilistic similarity between them to finally decide to
merge them. In this example, 3 mergers were carried out, linking the following
nodes: 29 to 50, 76 to 96, and the result of the latter to node 79. The application of the
inference tests on the structure, after each merge, indicates the following evolution in
the accuracy of the hierarchical structure:

After the 1st merge: 43% of errors;
After the 2nd merge: 38% of errors;
After the 3rd merge: 32% of errors;
Figure 5 shows the format of the resulting tree. Besides a substantial increase in

terms of accuracy, it may be verified that the resultant tree presents more uniformity
with more clustered concepts.

Fig. 5. Resultant tree after the interactive merge process.

A second test was done with the Mushrooms database composed of 1000 observa-
tions. We use 900 training observations and 100 for testing. The initial accuracy indi-
cated 28.2% of errors. After the first I-merge, that rate decreased to 25.9% and after a
second I-merge, that rate still reduced to 25.2%.

9 Related Work

Proposals to solve the order problem are based on algorithmic alternatives imple-
mented in the original concept formation model. The original proposal of Fisher
(1987) has already considered two operators (merge and split) in an attempt to mini-
mize the problem. Along the same lines, ARACHNE (McKusick & Langley, 1991)
included two others in an attempt to adjust the hierarchy generated. The problem with
these alternatives is that restructuring the tree is only done at the local partition level.
Further, to reduce problems in the order of time complexity, operators only act upon
the two best nodes of the partition.

Fisher et al. (1992) showed that a database that contains consecutive dissimilar ob-
servations, based on Euclidean distance, tend to form a good hierarchy. Biswas et al.
(1994) adapted that study in the ITERATE algorithm. Later, Fisher (1996) suggested
minimizing the effects of the order through an interactive optimization process run-
ning in the background.

Another line of study is based on the mingling of non-incremental techniques with
those of the incremental approach. This work is exemplified in (Atlintas 1995), where
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instances already added to the hierarchy are reprocessed together with the new obser-
vation until a measure of structural stability is attained. Upon concluding this phase,
the process continues incrementally following the models already commented on.

10 Conclusion

We have defined a heuristic method to give colors to probabilistic concepts to allow a
user to interact with the conceptual structure. Moreover, we have defined a way to
user interaction via the I-merge operator, and we showed that improvements on the
accuracy of concepts could be easily obtained as a result of this interaction.

This work is innovative and multidisciplinary, since it combines resources of Gra-
phics Computation – in this case, color technology – with concept formation from
Artificial Intelligence. It has demonstrated that topics related to the concept formation
process, as a problem of dependence on observational presentation order, can be dealt
with this focus.

Other alternatives of the use of this approach are being investigated for combining
concepts, which are produced via distributed data mining in grid computing architec-
tures. Improvements on SmartTree for elaborating different strategies for concept
visualization are also in development.
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Abstract. In this paper we describe the learning and reasoning mechanisms of
a cognitive model based on the systemic approach and on the autopoiesis the-
ory. These mechanisms assume perception and action capabilities that can be
captured through propositional symbols and uses logic for representing environ-
ment knowledge. The logical theories are represented by their conjunctive and
disjunctive normal forms. These representations are enriched to contain annota-
tions that explicitly store the relationship among the literals and (dual) clauses
in both forms. Based on this representation, algorithms are presented that learn a
theory from the agent’s experiences in the environment and that are able to deter-
mine the robustness degree of the theories given an assignment representing the
environment state.

Keywords: cognitive modeling, automated reasoning, knowledge representation.

1 Introduction

In recent years the interest in logical models applied to practical problems such as plan-
ning [1] and robotics [21] has been increasing. Although the limitations of the sense-
model-plan-act have been greatly overcome, the gap between the practical had hoc
path to “behavior-based artificial creatures situated in the world” [6] and the logical
approach is yet to be filled. A promising way to build such a unified approach is the
autopoiesis and enaction theory of Humberto Maturana and Francisco Varela [15] that
connect cognition and action stating that “all knowing is doing and all doing is know-
ing”. A cognitive autopoietic system is a system whose organization defines a domain
of interactions in which it can act with relevance to the maintenance of itself, and the
process of cognition is the actual acting or behaving in this domain.

In this paper we define the learning and reasoning mechanisms of a generic model
for a cognitive agent that is based on the systemic approach [16] and on the cognitive
autopoiesis theory [25]. These mechanisms belong to the cognitive level of a three level
architecture presented by Bittencourt in [2].

2 Framework

In the proposed model, the cognitive agent is immersed in an unknown environment,
its domain according to the autopoiesis theory nomenclature. The agent interaction

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 164–173, 2004.
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with this environment is only possible through a set of primitive propositional symbols.
Therefore, the states of the world, from the agent point of view, are defined as the possi-
ble truth assignments to this set of propositional symbols. We also suppose that, as time
goes by, the environment drifts along the possible states (i.e., assignments) through flips
of the primitive propositional symbols truth values. The primitive propositional symbols
can be of three kinds: controllable, uncontrollable and emotional. Roughly, uncontrol-
lable symbols correspond to perceptions and controllable ones to actions. Controllable
and uncontrollable symbols are “neutral”, in the sense that, a priori, they have no se-
mantic value from the agent point of view.

Emotional symbols correspond to internal perceptions, i.e. properties of the agent
that are not directly controllable but can be “felt”, such as pleasure, hunger or cold1. In
a first approximation, we assume that emotional symbols are either “good” or “bad”,
in the sense that the agent has the intention that good emotional symbols be true and
bad ones false. From the agent point of view, all semantic value is directly or indirectly
derived from primitive emotional symbols.

The goal of the agent’s cognitive capability is to recognize, memorize and predict
“objects” or “situations” in the world, i.e, propositional symbols assignments, that re-
late, in a relevant way, these three kind of symbols.

To apply the proposed cognitive model to some experimental situation, the first step
would be to define the emotional symbols and build the non cognitive part of the agent
in such a way that the adopted emotional symbols suitable represent the articulation
between the agent and the external environment, in terms of agent structure maintenance
and functional goals. Emotional symbols may include trustful peer communication,
i.e., symbols whose truth value in a given situation (as described by controllable and
uncontrollable symbols) is determined by an external entity (e.g., another agent) that
meaningfully communicates with the agent.

Example 1. Consider a simple agent-environment setting that consists of floor and
walls. The agent is a robot that interacts with the environment through 3 uncontrol-
lable propositional symbols associated with left, front and right sensors and
and 2 controllable symbols associated with left and right motors and A pos-
sible emotional symbol would be Move, that is true when the robot is not blocked by
some obstacle in the environment. The goal of the cognitive agent is to discover the
relation between its actions (movements) and the actions consequences (collisions or
non collisions), in order to connect the symbols and to find a semantical meaning for
them.

The working hypothesis is that the agent’s cognitive capabilities are supported by a
set of non contradictory logical theories that represent its knowledge about these rela-
tions. These theories are the agent structure, according to the autopoiesis theory and the
cognitive organization is such as to construct and maintain this structure according to
the interaction with the environment. The goal of this paper is to describe two aspects
of this organization: (i) the learning mechanism that determines how logical theories
constructed with controllable and uncontrollable propositional symbols are related with
emotional propositional symbols and (ii) a robustness [10] verification mechanism that

1 The name emotional is derived from Damasio’s notion of “somatic marker”, presented in [7].
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determines what would be the effect, on the validity of one of these theories, of any
change in the assignments to propositional symbols, i.e., what is the minimal set of
flips in propositional symbol truth values that should be made to maintain the satisfia-
bility of the theory when the present assignment is modified.

3 Theory Representation

Let  be a set of propositional symbols and                                  the
set of their associated literals, where or A clause C is a generalized
disjunction [9] of literals: and a dual clause is a
generalized conjunction of literals:

Given a propositional theory represented by an ordinary formula W, there
are algorithms for converting it into a conjunctive normal form (CNF):

defined as a generalized conjunction of clauses, or into a disjunctive normal form
(DNF): defined as a generalized disjunction of dual clauses, such
that e.g., [23].

Alternatively, a special case of CNF and DNF formula can be the prime implicates
and prime implicants, that consist of the smallest sets of clauses (or terms) closed for
inference, without any subsumed clauses (or terms), and not containing a literal and its
negation. In the sequel, conjunctions and disjunctions of literals, clauses or terms are
treated as sets.

A clause C is an implicate [12] of a formula W iff and it is a prime
implicate iff for all implicates of W such that we have or
syntactically [20], for all literals We define as a
conjunction of prime implicates of W such that A term D is an implicant
of a formula W iff and it is a prime implicant iff for all implicants of
W such that we have or syntactically, for all literals

We define as a disjunction of prime implicants of W such that

To transform a formula from one clause form to the other, what we call dual trans-
formation (DT), only the distributivity of the logical operators and is needed. In
propositional logic, implicates and implicants are dual notions, in particular, an algo-
rithm that calculates one of them can also be used to calculate the other [5,24].

To represent these normal forms, we introduce the concept of a quantum, defined
as a pair where is a literal and is its set of coordinates that contains
the subset of clauses in to which the literal belongs. A quantum is noted to
remind that F can be seen as a function The rationale behind the choice
of the name quantum is to emphasize that the minimal semantical unity in the proposed
model is not the value of propositional symbol, but the value of a propositional symbol
with respect to the theory in which it occurs.

Any dual clause in the DNF can be represented by a set
of quanta: i.e., D contains at least one lit-
eral that belongs to each clause in spanning a path through and no pair of
contradictory literals, i.e., if a literal belongs to D, its negation is excluded. A dual
clause D is minimal, if the following condition is also satisfied:

This condition states that each literal in D should represent

such that
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alone at least one clause in otherwise it would be redundant and could be deleted.
The notation is symmetric, i.e., a clause in the CNF can be
associated with a set of quanta: such that with no
tautological literals allowed. Again the minimality condition for C is expressed by

The quantum notation is an enriched representation of the minimal normal forms,
in the sense that the quantum representation explicitly contains the relation between
literals in one form and the (dual) clauses in the other form. The CNF and DNF, from
a syntactical point of view, are totally symmetric and each one of them contains all the
information about the theory, but we propose that the agent should store its theories
in both minimal normal forms. We belief that this ‘holographic’ representation can be
used in others tasks of the agent, such as verification (as presented in the section 5) and
belief changes [4], among others2.

4 Learning

Theories can be learned by perceiving and acting in the environment, while keeping
track of the truth value of a specific emotional propositional symbol. This symbol can
be either a primitive emotional symbol or an abstract emotional symbol represented
by a theory that also contains controllable and uncontrollable symbols, but ultimately
depends on some set of primitive emotional symbols. The primitive emotional symbols
may also depend on a communication from another agent that can be trustfully used as
an oracle to identify its truth value.

The proposed learning mechanism has some analogy with the reinforcement learn-
ing method [11], where the agent acts in the environment monitoring a given utility
function. Directly learning the relevant assignments can be thought of as a practical
learning.

Example 2. Consider the robot of example 1. To learn the relation between the primitive
emotional symbol Move and the controllable and uncontrollable
symbols, it may randomly act in the world, memorizing the situations in which the Move
symbol is assigned the value true. After, trying all possible truth assignments, it
concludes that the propositional symbol Move is satisfied only by the 12 assignments3:

The dual transformation (DT), applied on the dual clauses associated with the good
assignments, returns the clauses of the minimal CNF A further application of

2

3
The authors presently investigate others properties of the normal forms.
To simplify the notation, an assignment is noted as a set of literals, where is the number
of propositional symbols that appear in the theory, such that represents
the assignment if or if and

is the semantic function that maps propositional symbols into truth values.
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the dual transformation in this CNF returns the minimal DNF 4. The minimal
forms and their relation can be represented by the following sets of quanta:

It should be noted that contains less dual clauses than the original number
of assignments, nevertheless each assignment satisfies at least one of this dual clauses.
The application of the dual transformation provides a conjunctive characterization of
the theory that, because of the local character of the clauses, can be used as a set of
rules for decision making.

To formalize the proposed learning mechanism, we define an entailment relation
that connect semantically neutral propositional symbols (controllable and uncon-

trollable) to emotional symbols. Let be a neutral propositional formula and P an
emotional symbol, this entailment relation has the following properties.

If then
If and then

In practice, learning is always incremental, that is, the agent begins with an empty
theory and incrementally constructs a sequence of theories such
that correctly captures the intended emotional propositional symbol P. According
to the properties above, we have that and
The algorithm to obtain represented by its CNF and DNF, and
given P, and the assignment is the following:

if and then

where is the literals dual clause such that and DT is the dual trans-
formation5.

A similar algorithm may be used to incrementally compute the sequence of theories
such that and The theories in this

sequence are descriptions of those situations that do not entail the emotional symbol
P. During learning, when the agent has already tried theories entailing P and not
entailing it, the theory captures those situations that were not yet expe-
rienced by the agent and can be used in the choice of future interactions. Its DNF can

4

5

In fact, this second application is not necessary, because, once the prime implicants are known,
there are polynomial time algorithms to calculate the prime implicates [8].
As specified in the Section 3.
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be computed by flipping all literals in If learning is complete,
then

Although nothing directly associated with the CNF occurs in the environment, if
its contents can be communicated by another agent, then a theory can be taught by
stating a CNF that represents it. In this case, the trustful oracle would communicate
all the relevant rules that define the theory. This transmission of rules can be thought
of as an intellectual learning, because it does not involve any direct experience in the
environment.

5 Verification and Robustness

As stated above, we assume that the agent stores, for each theory, both normal forms.

5.1 Conjunctive Memory
With the CNF, the agent can verify whether an assignment satisfies a theory using the
following method: given an assignment: the agent, using the DNF coor-
dinates of the quanta (that specify in which clauses of the CNF each literal occurs),
constructs the following set of quanta:

If then the assignment satisfies the theory, otherwise it does not
satisfy it. In the case the assignment satisfies the theory, the number of times a given
coordinate appears in the associated set of quanta informs how robust is the assignment
with respect to changes in the truth value of the propositional symbol associated with it.
The smaller this number, more critical is the clause denoted by the coordinate. If a given
coordinate appears only once, then flipping the truth value of the propositional symbol
associated with it will cause the assignment not to satisfy the theory anymore. In this
case, the other literals in the critical rule represent additional changes in the assignment
that could lead to a new satisfying assignment.

Example 3. Consider the theory of example 2 and the following assignment:
The DNF coordinates (that refer to the CNF) of the literals in the assign-

ment are:
The union of all coordinates is equal to the complete clause set: {0,1,2,3,4,5,6}

and, therefore, the assignment satisfies the theory. The only coordinate that appears
only once is 2. This means that, if the truth assignment to the propositional symbols

is changed, then the resulting assignment will not satisfy clause 2 and therefore will
not satisfy the theory anymore. On the other hand, the truth assignments to the other
propositional symbols can be changed and the resulting assignment would still satisfy
the theory. This is according to the intuition: the robot is moving forward and

true) and the three sensors are off and false). In this situation the only
event that would affect the possibility of moving is the frontal sensor to become on
become true) and in this case, in order to satisfy again clause 2, one
of the two motors should be turned off or false).

5.2 Disjunctive Memory
With the DNF, the agent can verify whether an assignment satisfies a theory using the
following method: given an assignment: the agent should determines
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whether one of the dual clauses in the DNF is included in the assignment. To fa-
cilitate the search for such a dual clause, it constructs the following set of quanta:

where the are the CNF coordinates (that specify in which dual
clauses of the DNF each literal occurs). The number of times a given coordinate ap-
pears in this set of quanta informs how many literals the dual clauses denoted by the
coordinate shares with the assignment. If this number is equal to the number of literals
in the dual clause then it is satisfied by the assignment. Dual clauses that do not appear
in need not to be checked for inclusion. If a dual clause is not satisfied by the
assignment, it is possible to determine the set of literals that should be flipped, in the
assignment, to satisfy it.

The CNF coordinates of the literals are:
The coordinates determine which dual clauses share which literals with the assignment:

In this case, except for literals any change will affect the satisfiability of
the theory. The robot is turning right and the right sensor is off, clearly the state of left
and frontal sensors are irrelevant.

5.3 Models and Supermodels

In the proposed framework, robustness is the main concern because the agent should
know how to modify its controllable symbols in order to maintain the satisfiability of
its theories, given any possible change in the uncontrollable symbols. In [10], Ginsberg
et al. introduce the concept of supermodels to measure the inherent degree of robustness
associated with a model. This concept is defined as follows: An
is a model such that, if we modify the values taken by the variables in a subset of of
size at most  another model can be obtained by modifying the values of the variables
in a disjoint subset of of size at most

They also show that deciding whether a propositional theory has a

standard SAT solvers. In our case, we are interested in the case,
because we have controllable and uncontrollable symbols. We formalize the intuitive
notions of the previous sections in the algorithms below.

Although each algorithm uses just one normal form, they require the minimal form,
what implies, whether the theory is obtained through practical or intellectual learning,

6 An is a in which the sets and are the set of
all propositional symbols.

Example 4. Consider the theory of example 2 and the assignment:

6 or not is NP-complete and provide an encoding for the more specific notion of
(1, 1)-supermodel that allows to find out if a given theory has such a supermodel using
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the calculation of the dual transformation. The algorithms receive as input a literal7 to
be flipped a satisfying assignment represented as a dual clause and
one of the normal forms (either or They return, either “Prime implicate”,
if is a unary prime implicate (UPI) of the theory, or the set of literals that should
be flipped in order to restore satisfiability after is flipped. The algorithms are non
deterministic and each choice would produce a different set. Any set returned
by algorithm has the minimal because this algorithm always chooses one of
the sets that has minimal size. The algorithm only returns a set with
minimal if the choice of the is such that they form one of the dual clauses with
minimal size associated with the theory whose CNF is given by

These minimal dual clauses can be obtained by the application of the dual
transformation to this (small) theory.

The dual transformation, i.e. finding one minimal normal form given its dual non
minimal form, is NP-complete and is as hard as the SAT problem [26], but the fact
that the number of minimal dual clauses is always less (or in the worst case equal)
than the number of models indicates that searching only for minimal dual clauses can
be a good heuristic for a SAT solver [3]. Once the minimal normal form is available,
both supermodel algorithms are polynomial. For a theory with symbols and (dual)
clauses, both algorithms are O(nm).

The dual transformation has been implemented for first-order and propositional
logic and the results reported elsewhere. The algorithms presented above have been
implemented in Common Lisp and applied to the theories in the SATLIB benchmark

7 We note the flipped form of literal
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(http://www.satlib.org/).Some results for supermodels with ob-
tained with the random 3SAT theories with 50 propositional symbols and 218 clauses,
are shown in the table below:

For theories in the critical region the size of the sets for those literals in that
are not UPI’s nor pure are usually quite big, but some of them can be as small as 1.

6 Related Work

This work is rooted in the logicist school [18] and inscribe itself in the Cognitive
Robotics domain [13, 14, 22]. We try to apply the, seemingly underexplored, properties
of the minimal normal forms of logical theories to the several challenges of the domain:
environment learning and modeling, reasoning about change, planning, abstraction and
generalization. Because of its focus on normal forms, this work is also related with the
SAT research concerned with the syntactical properties of the theories [17,19]. A par-
ticularity of this work is that it searches for semantic grounds for logical theories in the
autopoiesis theory [15], instead of in a pure model theoretical account.

7 Conclusion

The paper describes learning and robustness verification of logical theories that rep-
resent the knowledge of a cognitive agent. The semantics of these theories, instead of
being a mapping from syntactic expressions to an outside world reality, is represented
by the holographic relation between the two syntactic normal forms of theories that
represent relevant interaction properties with the environment. This paper is part of a
cognitive representation project.
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Abstract. A growing need related to the use of knowledge-based systems
(KBSs) is that these systems provide ways of adaptive interaction with the user.
A comparative analysis of approaches to develop KBSs allowed us to identify a
high functional quality level and a lack of integration of human factors in their
frameworks. In this article, we propose an approach to develop adaptive and in-
teractive KBSs that integrate works from the Knowledge Engineering and HCI
areas, through the definition of a unified software architecture. A contribution
of this work is the use of interaction patterns in order to define the interaction
flow according to the user profile. These interaction patterns are defined for dif-
ferent kinds of interaction, such as, explanation, cooperation, argumentation or
criticism. The reusable architecture components were implemented using Java
and Protégé-2000, and they were used in a KBS for assessment of installments
of tax debts.

Keywords: Knowledge-based systems, reusable components, interaction pat-
terns.

1 Introduction

The Knowledge Engineering area has evolved since the art of building Expert Sys-
tems began until now, thus, providing methods, technologies, and patterns for the
development of Knowledge-Based Systems (KBS). These systems are used in various
domains to solve problems that involve the human reasoning process.

Some of the Knowledge Engineering works concentrate in providing problem
solving methods (PSM) libraries. A PSM describes the reasoning steps and the
knowledge roles used during the problem solving process, independent of the do-
main, allowing its reuse in many applications [1].

A growing need related to the use of KBSs is that these systems provide ways of
interaction with the user. Moulin et al [2] analyze that kind of user-KBS interaction,
such as, explanation, cooperation, argumentation, or criticism, allows a better level of
acceptance from users related to the solutions proposed by the system.

McGraw [3] observes that novice users do not understand complex reasoning
strategies. This is true mainly due to the fact that KBSs are developed based on PSMs
developed according to the vision that experts have about the problem. That is, the

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 174–183, 2004.

© Springer-Verlag Berlin Heidelberg 2004
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development of KBSs does not consider the end-users knowledge level, neither their
point of view of the problem. Therefore, it is important that the user-KBS interaction
is adaptive according to users and to the context of use.

The Human-Computer Interaction (HCI) area develops methods and techniques to
build adaptive interactive systems. The focus of HCI researches is on the people who
use the system, which tasks they execute, their ability level, preferences, and external
factors, such as organizational and environmental factors.

A comparative analysis of approaches to develop KBSs allowed us to identify a
high functional quality level, and, on the other hand, there is a lack of integration of
human factors in their frameworks.

As a solution, we propose an approach to develop adaptive and interactive KBSs
that integrate works from the Knowledge Engineering and HCI areas, through the
definition of a unified software architecture. In this article, we show the implementa-
tion of the proposed architecture components, describing how they were used in a
KBS to evaluate the concession of installments of tax debts.

2 HCI Aspects for KBS Development

We studied some approaches on KBS development verifying how they treat aspects
related to HCI. The HCI aspects used in model-based user interface design are: user
modeling, context of use modeling, user tasks modeling, and adaptability.

These aspects are particularly relevant in the interactive KBS context. Kay [4] af-
firms that user modeling allows adapting the presentation of the information accord-
ing to users, and facilitates the definition of the type of intervention that can be made
during the user-system collaborative processes. User tasks modeling, which tasks are
performed through the system interface, allows the analysis of the interaction based
on the users’ point of view and identifies the information they need, as well as their
goals.

CommonKADS [5] defines phases in its methodology that consist on the construc-
tion of its models: Organization Model, Task Model, Knowledge Model, Agent
Model, and Communication Model. Specifically, the Agent Model, which describes
the abilities of the stakeholders when executing tasks, and the Communication Model,
which models how the agents communicate, already consider user modeling in its
phases. However, it does not use models for the user-interaction design, neither for
the adaptation of the user-interaction.

Sengès [6] proposes an extension of CommonKADS to allow the user-KBS coop-
eration during the system execution. She proposes a new model: the cooperation
model, which structures the sequence of resolution steps and the exchange of infor-
mation according to the users’ knowledge level and to the organizational context.
However, the adaptation of the cooperation is defined by generating a cooperation
model for each kind of user during the KBS development. Therefore, this adaptation
is static, that is, the system is not capable of dynamically adapting itself to a new kind
of user.
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Unified Problem-Solving Method Description Language (UPML) [7] describes
different KBS software components by integrating two important research lines in
Knowledge Engineering: components reusability and ontologies. UPML, besides
being an architecture, also is a KBS development framework because it describes
components, adaptors, architecture restrictions, development guidelines, and tools.
The architecture components are: (i) Task, that defines the problem that should be
solved by the KBS; (ii) PSM, that defines the reasoning process of a KBS; (iii) Do-
main Model, that describes the domain knowledge of the KBS; (iv) Ontologies, that
provide the terminology used in the other elements; (v) Bridges, that models the rela-
tionships between two UPML components; and (vi) Refiners, that can be used to
specialize an component. Each component in the UPML is described independently
to enable reusability. For instance, problem-solving methods can be reused for differ-
ent tasks and domains. This is possible because of the fifth element – bridges.

The comparative analysis of how HCI aspects are considered in the studied KBS
development approaches demonstrated that the model-based user interface design is
not taken into account by any of the approaches. However, CommonKADS and
Sengès already consider aspects such as user modeling, user task modeling, and con-
text of use modeling, although, with some disadvantages. UPML does not consider
any HCI aspect and only the approach proposed by Sengès for cooperative KBSs uses
interaction modeling through the cooperation model.

3 A Unified Architecture for Interactive KBSs

The analysis of the integration of HCI aspects in the KBS development approaches
lead us to the definition of a software architecture that integrates works from the
Knowledge Engineering and HCI areas, aiming at attending the following require-
ments for interactive KBSs: knowledge modeling from reusable components for
problem-solving, user modeling, context of use modeling, and user task modeling for
adaptability.

This unified architecture integrates components of a KBS architecture, such as
UPML, and from the interactive systems architecture defined in [8], thus, providing
components that consider the user point of view during the KBS development.

A major contribution of our approach is the use of interaction patterns in order to
define the interaction flow according to the user profile. The interactive tasks per-
formed by the users, such as, require and receive explanations, cooperate with the
KBS, are defined by means of design patterns [9] aiming at reducing the development
effort [10].

3.1 Architecture Description

The architecture components, presented in Figure 1, are separately described accord-
ing to their responsibilities.
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User-KBS Dialogue Control
Functional Core: it contains the PSM functionalities and the domain knowl-
edge.
Dialogue Controller, Interface Toolkit, and Adaptors: these components are
responsible for controlling the interaction flow and presenting the information
to the user. The Dialogue Patterns Model, which is part of the Dialogue Con-
troller, implements the dialogue patterns identified during the system user in-
terface design [11]. Dialogue patterns are ways to present information and to
allow interaction according to the task to be performed, the user profile, data
types, etc.

Construction of the Models
PSMs Library: library that contains problem-solving methods.
Interaction Patterns Library: library that contains patterns for various forms of
user-KBS interaction, such as, explanation, cooperation, argument, and criti-
cism.
Organization Model: it models the functional staff of the organization, in
which each function is associated to rules that define the behavior of users
who perform such function.
User Model: it represents characteristics of users, being individuals or grouped
in stereotypes. These characteristics can be: expertise level, domain concepts
known by the user, goals, etc.

Fig. 1. A Unified Architecture for Interactive KBSs.

Adaptability
Adaptability requires a dynamic user and context of use modeling, as well as the
choice of appropriate dialogue patterns. In order to provide adaptation during the
system execution, two servers work in the acquisition of dynamic information. They
are: the User and Organization Information Server and the Environment Parameters
Server.

TEAM LinG



178 Vládia Pinheiro, Elizabeth Furtado, and Vasco Furtado

The User and Organization Information Server contains the logic to infer informa-
tion about the user model and the organization model, such as, identifying which
concepts are known by users, allowing the adaptation of the type of explanation to be
provided. The Environment Parameters Server contains the logic to infer data about
the context of use, before and during the execution.

The information inferred by these servers is provided to the Decision Component,
which selects the appropriate dialogue patterns. For example, a dialogue pattern of
the plan text type is more appropriate to present the explanation content to novice
users.

Table 1 presents the activities supported by the architecture components aiming at
attending the requirements for interactive KBS.

4 Implementation of the Architecture Components

The generic architecture components were implemented using Java and using Pro-
tégé-2000 [12] as the UPML editor. This implementation focus on reusability and,
therefore, these components can be reused in other applications. Following, we detail
the implementation of each component:

Functional Core
For this component, we implemented the elements of the UPML architecture in the
Java classes: BridgeComponent, PSMComponent, TaskComponent, and Domain-
Component. The reason to use the UPML framework is because this approach makes
the reasoning process explicit by implementing the PSM as part of the application.
This enhances, for instance, the quality of the explanation to be given to the user
because it allows a greater control of the reasoning steps. This implementation was
done according to the design patterns for translation of the UPML in Java defined in
[7].

The PSMComponent Java class contains the generic methods that execute the
mapping of domain-PSM and task-PSM, and that are responsible for the communica-
tion of the knowledge roles among the other UPML elements, and for the execution
of the sub-tasks associated to the PSM. These methods are defined in the Java inter-
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face BridgeComponent. For example, its method executeSubTask receives the name of
a sub-task as parameter; searches for the object related to that sub-task, and calls the
execute() method of this object. Figure 2 shows the Java implementation of this
method.

According to the definition of the design pattern for the UPML implementation,
each PSM can be implemented as a subclass of the PSMComponent class and the
subtasks of the PSM as methods.

The TaskComponent Java class is an abstract class responsible for providing the
knowledge roles necessary in each subclass. The PSM subtasks are implemented as
subclasses of this class and each subclass implements the abstract execute( ) method.

The DomainComponent Java class is responsible for defining the properties and
methods common to the various PSM knowledge roles. The ontology of the problem-
solving method is implemented as subclasses of this class.

Fig. 2. Java implementation of the executeSubTask method from the PSMComponent super
class.

Interaction Patterns Library
This component contains design patterns, called interaction patterns, which define
how the interaction functionalities should be implemented in a KBS. In this article, is
described the implementation of an interaction pattern for explanation composed of
two classes: Explanation and PSMLog. The Explanation class represents the explana-
tion to be provided to the user that is defined by operations that answer the questions:
What (is this)?, How (did this happen)?, Why (did this happen)?. The PSMLog class
represents the KBS reasoning steps during the search for a solution to the problem.
The operations in this class are responsible for associating values to the attributes that
characterize each reasoning step.

Figure 3 presents the sequence diagram in Unified Model Language (UML) repre-
senting the implementation of the interaction pattern for explanation. The interaction
flow is the following one: (i) the User requests an explanation and the DialogueControl-
ler receives the object to be explained and the explanation type; (ii) the DialogueCon-
troller requests the user and organization profiles to the UserOrganizationServer; (iii) the
UserOrganizationServer infers about UserModel and OrganizationModel and answers to the
DialogueController and to the DecisionComponent; (iv) the DialogueController requests the
explanation sending the object to be explained, the explanation type and the user and
organization informations; (v) the Explanation defines the explanation adapted to the
UserModel and to the OrganizationModel. The Explanation executes a method according
to the explanation type; (vi) the DialogueController requests a dialogue pattern to the
DecisionComponent and shows the explanation using the dialogue pattern.
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The same Figure 3 presents an example of an algorithm in English that represents a
implementation of the explainWhat( ) method of the Explanation class responsible for
defining the explanation of the type What (is this)? This method defines the explana-
tion according to the object type (a Method, a Field, a Class or an Instance). For in-
stance, when the object to be explained is an instance of a class, this method defines
the description from the domain concepts known by the user, which are modeled in
the UserModel.

Fig. 3. UML sequence diagram of the interaction pattern for explanation and an algorithm in
English of the implementation of the explainWhat() method.

Organization Model
The Java classes that implement this component are: (i) Organization Model, which
represents the generic rules applied for all users in the organization; (ii) Organiza-
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tionFunction, which represents the specific rules of each function in the organization
applied for the users who perform such function; (iii) OrganizationRule, which repre-
sents the organizational rules that are associated to the other two classes as generic or
specific rules.

User Model
The implemented user model represents the users’ stereotypes. According to Sengès
[6], we identified that KBS users can be classified as: domain expert users, expert
users in other knowledge domains, and general public users. The UserModel Java
class implements the user model, which is composed of three other classes Func-
tionUser, ObjectiveUser, and DomainComponentUser. These classes represent parts
of the user model and contain, respectively, the expertise level according to the user
function in the organization, users’ goals, and domain concepts known by users.

Adaptability Components and Dialogue Controller
The components responsible for Adaptability and Dialogue Controller were imple-
mented in the following Java classes: UserOrganizationServer, EnvironmentServer,
DecisionComponent, and DialogueController.

5 An Example of Adaptive Interaction in a KBS

In order to demonstrate how the use of the architecture generic components facilitates
the development of adaptive interactions, we used the example of user-KBS interac-
tion to evaluate the concession of installments of tax debts, in which there is a dia-
logue for explanation about the evaluation process of the installments of tax debts.
One requirement is that this KBS provides explanations adapted to the users.

This knowledge-based application evaluates a set of criteria based on the taxpayer
data and on the installment request. After the criteria evaluation, the system must
decide whether or not to provide the installment plan request.

The functional core of this KBS was implemented as subclasses of the UPML ge-
neric classes. The abstract-and-match PSM for assessment tasks was implemented as
subclasses of the PSMComponent class. The tax installment plan domain model was
implemented as subclasses of the DomainComponent class.

The users of this KBS are tax auditors or directors, experts on the tax domain, or
the actual taxpayers who request installments of their debts through the Internet.
Therefore, we identified two user stereotypes: domain experts and general public
users. The User Model of this application is mapped to the domain model of the
UPML Architecture through a bridge. This way, the domain concepts known by users
and the domain concepts known by experts are related.

In this KBS, the heuristic used to adapt the explanation is the following one: gen-
eral public users receive simple explanations with the terminology known by them,
and the domain expert users receive contextual explanations that show the hierarchy
of the knowledge involved.
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Figure 4 presents the explanation dialogue during the evaluation process with a
general public user (a) and a domain expert user (b). The question is: What is the tax
evasion level?. This expert concept “tax evasion level” is mapped to the “tax fraud level”
concept from the user model for general public users. Notice that the explanation
given about the same concept for a domain expert user is presented in a dialogue
pattern interactive tree, which facilitates the knowledge hierarchy organization. Be-
sides this, the description presented about the concept is different because it was re-
covered from the user model for domain expert users.

Fig. 4. An example of adaptive explanation for a general public user (a) and for a domain ex-
pert user (b).

6 Conclusion

In this article, based on the growing need for knowledge–based systems to allow
interaction with its final users, we evaluated how some KBS development approaches
consider HCI aspects. This analysis pointed out the lack of an approach that com-
pletely considers aspects such as: knowledge modeling from reusable components for
problem-solving, user modeling, context of use modeling, user task modeling, use of
usability patterns, and adaptability.

Therefore, we defined components of a software architecture for interactive KBSs
that unifies a KBS development architecture, such as UPML, and an architecture for
interactive systems. Two characteristics are in this architecture: interaction adaptation
based on user modeling and organizational context modeling, and the construction of
the user-KBS dialogue based on interaction patterns. Interaction patterns provide a
solution to implement interaction adaptation to various users, independent of the
domain.

Another contribution of this work was the implementation of generic components
of the architecture in Java. This way, the architecture components are available to be
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reused in others interactive knowledge-based applications. In this article, we exempli-
fied the use of the architecture in adapting user-KBS interaction to evaluate the con-
cession of installments of tax debts. Specifically, the interaction consists of dialogues
for explanations to various kinds of KBS users about the installment evaluation proc-
ess and about the domain concepts.

As future work, we intend to apply this architecture in the development of other in-
teractive applications, as a way to enhance its validation and maturity. An important
extension for this work is the development of plug-ins in Protégé for the architecture
generic components. Thus, the architecture can be integrated with a powerful model-
ing and knowledge acquisition tool.
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Abstract. Parallel texts, i.e., texts in one language and their transla-
tions to other languages, are very useful nowadays for many applications
such as machine translation and multilingual information retrieval. If
these texts are aligned in a sentence or lexical level their relevance in-
creases considerably. In this paper we describe some experiments that
have being carried out with Brazilian Portuguese and English parallel
texts by the use of well known alignment methods: five methods for sen-
tence alignment and two methods for lexical alignment. Some linguistic
resources were built for these tasks and they are also described here. The
results have shown that sentence alignment methods achieved 85.89% to
100% precision and word alignment methods, 51.84% to 95.61% on cor-
pora from different genres.

Keywords: Sentence alignment, Lexical alignment, Brazilian Portuguese

1 Introduction

Parallel texts – texts with the same content written in different languages – are
becoming more and more available nowadays, mainly on the Web. These texts
are useful for applications such as machine translation, bilingual lexicography
and multilingual information retrieval. Furthermore, their relevance increases
considerably when correspondences between the source and the target (source’s
translation) parts are tagged.

One way of identifying these correspondences is by means of alignment. Align-
ing two (or more) texts means to find correspondences (translations) between
segments of the source text and segments of its translation (the target text).
These segments can be the whole text or its parts: chapters, sections, paragraphs,
sentences, words or even characters. In this paper, the focus is on sentence and
lexical (or word) alignment methods.

The importance of sentence and word aligned corpora has increased mainly
due to their use in Example Based Machine Translation (EBMT) systems. In
this case, parallel texts can be used by machine learning algorithms to extract
translation rules or templates ([1], [2]).

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 184–193, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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The purpose of this paper is to report the results of experiments carried out
on sentence and lexical alignment methods for Brazilian Portuguese (BP) and
English parallel texts. As far as we know this is the first work on aligners involv-
ing BP. Previous work on sentence alignment involving European Portuguese has
shown similar values to the experiment for BP described in this paper. In [3],
for example, the Translation Corpus Aligner (TCA) has shown 97.1% precision
on texts written in English and European Portuguese.

In a project carried out to evaluate sentence and lexical alignment systems,
the ARCADE project, twelve sentence methods have been evaluated and it
was achieved over 95% precision while the five lexical alignment methods have
achieved 75% precision ([4]).

The lower precision for lexical alignment is due to its hard nature and it still
remains problematic as shown in previous evaluation tasks, such as ARCADE.
Most alignment systems deal with the stability of the order of translated seg-
ments, but this property does not stand to lexical alignment due to the syntactic
difference between languages1.

This paper is organized as following: Section 2 presents an overview of align-
ment methods, with special attention to the five sentence alignment methods and
the two lexical alignment methods considered in this paper. Section 3 describes
the linguistic resources developed to support these experiments and Section 4
reports the results of the seven alignment methods evaluated on BP-English
parallel corpora. Finally, in Section 5 some concluding remarks are presented.

2 Alignment Methods

Parallel text alignment can be done on different levels: from the whole text to its
parts (paragraphs, sentences, words, etc). In the sentence level, given two par-
allel texts, a sentence alignment method tries to find the best correspondences
between source and target sentences. In this process, the methods can use infor-
mation about sentences’ length, cognate and anchor words, POS tags and other
clues. These information stands for the alignment criteria of these methods.

In the lexical level, the alignment can be divided into two steps: a) the identi-
fication of word units in the source and in the target texts; b) the establishment
of correspondences between the identified units. However, in practice the mod-
ularization of these tasks is not quite simple considering that a single unit can
correspond to a multiword unit. A multiword unit is a word group that expresses
ideas and concepts that can not be explained or defined by a single word, such as
phrasal verbs (e.g., “turn on”) and nominal compounds (e.g., “telephone box”).

In both sentence and lexical alignments the most frequent alignment category
is 1-1, in which one unit (sentence or word) in the source text is translated
exactly to one unit (sentence or word) in the target text. However, there are
other alignment categories, such as omissions (1-0 or 0-1), expansions (n-m,
with n < m; n, m >= 1), contractions (n-m, with n > m; n, m >= 1) or unions

1 Gaussier, E., Langé, J.-M.: Modèles statistiques pour l’extraction de lexiques
bilingues. T.A.L. 36 (1–2) (1995) 133–155 apud [5].
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(n-n, with n > 1). In the lexical level, categories different from 1-1 are more
frequent than in the sentence level as can be exemplified by multiword units.

2.1 Sentence Alignment Methods

The sentence alignment methods evaluated here were named: GC ([6], [7]), GMA
and GSA+ ([8], [9]), Piperidis et al. ([10]) and TCA ([11]).

GC (its authors’ initials) is a sentence alignment method based on a simple
statistical model of sentence lengths, in characters. The main idea is that longer
sentences in the source language tend to have longer translations in the target
language and that shorter sentences tend to be translated into shorter ones.
GC is the most referenced method in the literature and it presents the best
performance considering its simplicity.

GMA and GSA+ methods use a pattern recognition technique to find the
alignments between sentences. The main idea is that the two halves of a bitext
– source and target sentences – are the axes of a rectangular bitext space where
each token is associated with the position of its middle character. When a token
at the position in the source text and a token at the position in the target
text correspond to each other, it is said to be a point of correspondence

These methods use two algorithms for aligning sentences: SIMR (Smooth In-
jective Map Recognizer) and GSA (Geometric Segment Alignment). The SIMR
algorithm produces points of correspondence (lexical alignments) that are the
best approximation of the correct translations (bitext maps) and GSA aligns the
segments based on these resultant bitext maps and information about segment
boundaries. The difference between GMA and GSA+ methods is that, in the
former, SIMR considers only cognate words to find out the points of correspon-
dence, while in the latter a bilingual anchor word list2 is also considered.

The Piperidis et al.’s method is based on a critical issue in translation: mean-
ing preservation. Traditionally, the four major classes of content words (or open
class words) – verb, noun, adjective and adverb – carry the most significant
amount of meaning. So, the alignment criterion used by this method is based on
the semantic load of a sentence3, i.e., two sentences are aligned if, and only if,
the semantic loads of source and target sentences are similar.

Finally, TCA (Translation Corpus Aligner) relies on several alignment criteria
to find out the correspondence between source and target sentences, such as a
bilingual anchor word list, words with an initial capital (candidates for proper
nouns), special characters (such as question and exclamation marks), cognate
words and sentence lengths.

An anchor word list is a list of words in source language and their translations in the
target language. If a pair source_word/target_word that occurs in this list appears in
the source and target sentence respectively, it is taken as a point of correspondence
between these sentences.
Semantic load of a sentence is defined, in this case, as the union of all open classes
that can be assigned to the words of this sentence ([10]).

2

3
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2.2 Lexical Alignment Methods

The lexical alignment methods evaluated here were: SIMR ([12], [9], [13]) and
LWA ([14], [15], [16]).

The SIMR method is the same used in sentence alignment task (see Sec-
tion 2.1). This method considers only single words (not multiword units) in its
alignment process.

The LWA (Linköping Word Aligner) is based on co-occurrence information
and some linguistic modules to find correspondences between source and target
lexical units (words and multiwords). Three linguistic modules were used by
this method: the first one is responsible for the categorization of the units, the
second one deals with multiword units using multiword unit lists and the last
one establishes an area (a correspondence window) within the correspondences
will be looked for.

3 Linguistic Resources

3.1 Linguistic Resources for Sentence Alignment

The required linguistic resources for sentence alignment methods can be divided
into two groups: corpora and anchor word lists ([17]). For testing and evaluation
purposes, three BP-English parallel corpora of different genres – scientific, law
and journalistic – were built: CorpusPE, CorpusALCA and CorpusNYT.

CorpusPE is composed of 130 authentic (non-revised) academic parallel texts
(65 abstracts in BP and 65 in English) on Computer Science. A revised (by a
human translator) version of this corpora was also generated. They were named
authentic CorpusPE and pre-edited CorpusPE respectively.

Authentic CorpusPE has 855 sentences, 21432 words and 7 sentences per
text on average. Pre-edited CorpusPE has 849 sentences, 21492 words and also
7 sentences per text on average. These two corpora were used to investigate the
methods’ performance on texts with (authentic) and without (pre-edited) noise
(grammatical and translation errors).

CorpusALCA is composed of 4 official documents of Free Trade Area of the
Americas (FTAA)4 written in BP and in English with 725 sentences, 22069
words and 91 sentences per text on average.

Finally, CorpusNYT is composed of 8 articles in English and their translation
to BP from the journal “The New York Times”5. It has 492 sentences, 11516
words and 30 sentences per text on average.

To test and evaluate the methods, two corpora were built (test and reference)
based on the four previous corpora. Texts in the test corpora were given as
input for the five sentence alignment methods. Reference corpora – composed of
correctly aligned parallel texts – were built in order to calculate precision and
recall metrics for the texts of test.

Available in http://www.ftaa-alca.org/alca_e.asp.
Available in http://www.nytimes.com (English version) and
http://ultimosegundo.ig.com.br/useg/nytimes (BP version).

4

5
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The texts of test and reference corpora have been tagged to distinguish para-
graphs and sentences. Tags for aligned sentences were also manually introduced
in the reference corpora. A tool for aiding this pre-processing was especially
implemented [18].

Most of the alignments in the reference corpora (94%), as expected, are of
type 1-1 while omissions, expansions, contractions and unions are quite rare.

Other linguistic resources developed include an anchor word list for each
corpus genre: scientific, law and journalistic. Examples of BP/English anchor
words found in these lists are: “abordagem/approach”, “algoritmo/algorithm”
(in scientific list); “adoção/adoption”, “afetado/affected” (in law list) and “ar-
mas/weapons”, “ataque/attack” (in journalistic list).

3.2 Linguistic Resources for Lexical Alignment

The linguistic resources for lexical alignment methods can be divided into two
groups: corpora and multiword unit lists.

For testing and evaluation purposes, three corpora were used: pre-edited Cor-
pusPE6, CorpusALCA and CorpusNYT, the same corpora built for the sentence
alignment task (see Section 3.1). Texts in the test corpora were automatically
tagged with word boundaries and reference corpora were also built with align-
ments of words and multiwords.

Multiword unit lists contain the multiwords that have to be considered during
the lexical alignment process. For the extraction of these lists, were used the
following corpora: texts on Computer Science from the ACM Journals (704915
English words); academic texts from Brazilian Universities (809708 BP words);
journalistic texts from the journal “The New York Times” (48430 English words
and 17133 BP words) and official texts from ALCA documentation (251609
English words and 254018 BP words).

The multiword unit lists were built using automatic extraction algorithms
followed by a manual analysis done by a human expert. The algorithms used for
automatic extraction of multiword units were NSP (N-gram Statistic Package)7

and another which was implemented based on the Mutual Expectation technique
[19]. Through this process, three lists (for each language) were generated by each
algorithm and the final English and BP multiword lists have 240 and 222 units
respectively.

Some examples of multiwords in these lists are: “além disso”, “nações unidas”
and “ou seja” for BP; “as well as”, “there are” and “carry out” for English8.

4 Evaluation and Results

The experiments described in this paper used the precision, recall and F-measure
metrics to evaluate the alignment methods. Precision stands for the number of

It is important to say that CorpusPE was evaluated with 64 pairs rather than 65
because we note that one of them was not parallel at lexical level.
Available in http://www.d.umn.edu/ tdeperse/code.html.
For more details of automatic extraction of multiword units lists see [20].

6

7

8
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correct alignments per the number of proposed alignments; recall stands for the
number of correct alignments per the number of alignments in the reference
corpus; and F-measure is the combination of these two previous metrics [4].

The values for these metrics range between 0 and 1 where a value close to
0 indicates a bad performance of the method while a value close to 1 indicates
that the method performed very well.

4.1 Evaluation and Results of Sentence Alignment Methods

Precision, recall and F-measure for each corpus of test corpora (see Section 3.1)
are shown in Table 1.

It is important to say that only GMA, GSA+ and TCA methods were eval-
uated on CorpusNYT because this corpus was evaluated later and only the
methods which had had better performance where considered in this last exper-
iment.

It can be noticed that precision ranges between 85.89% and 100% and re-
call is between 85.71% and 100%. The best methods considering these metrics
were GMA/GSA+ for CorpusPE (authentic and pre-edited) and TCA for Cor-
pusALCA and CorpusNYT.

Taking into account these results, it is possible to notice that all methods
performed better on pre-edited CorpusPE than on the authentic one, as al-
ready evidenced by other experiments [21]. These two corpora have some fea-
tures which distinguish them from the other two. Firstly, the average text length
(in words) in the former two is much smaller than in the latter two (BP=175,
E=155 on authentic CorpusPE and BP=173, E=156 on pre-edited CorpusPE
versus BP=2804, E=2713 on CorpusALCA and BP=772, E=740 on Corpus-
NYT). Secondly, texts in CorpusPE have more complex alignments than those

TEAM LinG



190 Helena de Medeiros Caseli et al.

in law and journalistic corpora. For example, CorpusPE contains six 2-2 align-
ments while 99.7% and 96% of all alignments in CorpusALCA and CorpusNYT,
respectively, are 1-1.

These differences between authentic/pre-edited CorpusPE and CorpusALCA
/CorpusNYT probably causes the differences in methods’ performance on these
corpora. It is important to say that text lengths affected the alignment task
since the greater the number of sentences are, the greater will be the number of
combinations among sentences to be tried during alignment.

Besides the three metrics, the methods were also evaluated by considering
the error rate per alignment category. The major error rate was in 2-3, 2-2 and
omissions (0-1 and 1-0) categories. The error rate in 2-3 alignments was of 100%
in all methods (i.e., none of them correctly aligned the unique 2-3 alignment in
authentic CorpusPE). In 2-2 alignments, the error rate for GC and GMA was
83.33% while for the remaining methods it was 100%.

TCA had the lowest error rate in omissions (40%), followed by GMA and
GSA+ (80% each), while the other methods had 100% of error in this cate-
gory. It can be noticed that only the methods that consider cognate words as
an alignment criterion had success in omissions. In [7], Gale and Church had al-
ready mentioned the necessity of considering language-specific methods to deal
adequately with this alignment category and this point was confirmed by the
results reported in this paper.

As expected, all methods worked performed better on 1-1 alignments and
their error rate in this category was between 2.88% and 5.52%.

4.2 Evaluation and Results of Lexical Alignment Methods

Precision, recall and F-measure for each corpus of test corpora (see Section 3.2)
are shown in Table 2.

SIMR method had a better precision (91.01% to 95.61%) than LWA (51.84%
to 62.15%), but its recall was very low (16.79% to 20%) what can be a problem
for many applications such as bilingual lexicography. The high precision, on the
other hand, can be explained by its very accurate alignment criterion based only
on cognate words.

LWA had a better distribution between precision and recall: 51.84% to 62.15%
and 59.38% and 65.14% respectively. These values are quite different from that
obtained in an experiment carried out on English-Swedish pair in which LWA
has achieved 83.9% to 96.7% precision and 50.9% to 67.1% recall ([15]) but are
close to that obtained in another experiment carried out on English-French pair
in which LWA has achieved 60% precision and 57% recall ([4]). So, for languages
with common nature like French and BP the values were very close.

The LWA’s partially correct link proposals were also evaluated using the met-
rics proposed in [22]. With these metrics precision improved 12% to 16% (from
51.84%–62.15% considering only totally correct alignments to 66.87%–74.86%
considering also partially correct alignments) while recall improved almost 1%
(from 59.38%–65.14% to 59.81%–65.82% considering totally and partially correct
alignments respectively).
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5 Some Conclusions

This paper has described some experiments carried out on five sentence align-
ment methods and two lexical alignment methods for BP-English parallel texts.

The obtained precision and recall values for all sentence alignment methods
in almost all corpora are above 95%, which is the average value related in the
literature [4]. However, due to the very similar performances of the methods,
at this moment it is not possible to choose one of them as the best sentence
alignment method for BP-English parallel texts. More tests are necessary (and
will be done) to determine the influence of the alignment categories, the text
lengths and genre on methods’ performance.

For lexical alignment, SIMR was the method that presented the best preci-
sion, but its recall was very low and it does not deal with multiwords. LWA, on
the other hand, achieved a better recall and it is able to deal with multiwords,
but its precision was not so good as SIMR’s one. Considering multiword units,
the literature has not yet established an average value for precision and recall,
but it has been clear and this work has stressed that corpus size and the pair of
language have great influence on the aligners’ performance ([15], [4]).

The results for sentence alignment methods have stressed the values related in
the literature while the results for lexical alignment methods have demonstrated
that there are still some improvement to be achieved.

In spite of this, this work has specially contributed to researches on compu-
tational linguistic involving Brazilian Portuguese by implementing, evaluating
and distributing a great number of potential resources which can be useful for
important applications such as machine translation and information retrieval.
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Abstract. The number of ontologies publicly available and accessible
through the web has increased in the last years, so that the task of
finding similar terms1 among these structures becomes mandatory. We
depict the application and the evaluation of a new similarity measure
for comparing Portuguese Ontological Structures (OSs) called Lexical
Similarity (LS). This paper describes contributions to the study and
application of mapping between terms present in multidomain OSs. In
order to approach this mapping we combine preliminar similarity mea-
sures and heuristics. Our measure uses a stemmer, it is established upon
String Matching (SM) proposed in [1] and it was evaluated by means of
a comparison to human evaluation. Finally, we concentrate on the appli-
cation of LS measure to terms belonging to same domain thesauri and
discuss the results obtained.

Keywords: Lexical Similarity Measure, Mapping, Ontological Struc-
tures

1 Introduction

The automatic mapping between Ontological Structures (OSs) has been a con-
tinuous concern as a task of integration and reuse of knowledge. However, the
manual execution of such task is quite tedious and slow, so it is important to
automate it, at least partially.

In this work, OSs are understood as sets of pre-defined terms explicitly con-
nected by semantic relations in a format, which is readable by humans and
machines. This notion is suitable for collections of vocabularies as well as for
collections of concepts.

Several efforts have been reported in the literature to mapping different OSs
in English language [2–4] and in German language [1]. However, other works that
deal with Portuguese OSs have not been found. We concentrate our efforts on

The words “terms” and “concepts” will be used with the same meaning in this
article.

1

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 194–203, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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Portuguese OSs, developing, testing, validating and evaluating a proper measure
to help detecting similar terms between OSs, which are projected independently
using preview studies [1,3].

This paper is further organized as follows. Section 2 describes the SM mea-
sure [1]. Section 3 details the similarity measure proposed in this paper. The
experiments accomplished over multidomain Portuguese OSs are presented in
Section 4. Section 5 presents the experiments with thesauri belonging to the
same domain. Finally, Section 6 gives an outlook on future work.

2 Maedche and Staab Measure

Maedche and Staab [1] present a two layer approach, first lexical and then con-
ceptual, to measure the similarity between terms of different OSs. At the lexical
level, they consider the Edit Distance (ED) formulated by Levenshtein [5]. This
distance contemplates the minimum number of insertions, deletions or substitu-
tions (reversals) necessary to transform one string into another using a dynamic
programming algorithm. The contribution of Maedche and Staab consists of the
String Matching (SM) measure given by:

The SM measure calculates the similarity between two terms The
length in characters of the shortest term is represented by For ex-
ample, to obtain the similarity between the terms (comerciario, comerciante)
the minimum length is 11 and is 3 (changes “r” by “n” and inserts
“t” and “e”). Thus, the resulting value for SM(comerciario, comerciante) is
0.73.

This measure always returns a value between 0 and 1, where 1 stands for
perfect match and zero indicates absence of match. Maedche and Staab worked
with German language OSs from tourism domain. However, while applying SM
measure to Portuguese OSs, many terms were mapped inconsistently. In order
to get better results we developed a proper measure, which was validated and
evaluated2.

3 Lexical Similarity Measure

We propose an alternative to SM measure which is based on the radicals3 of the
words. Generally, these radicals are the most representative part of a word in
Portuguese, and they can be extracted with the help of a stemmer. We used a
stemmer that was specifically developed for Portuguese by Orengo and Huyck,

Detailed results, experiments, validation and evaluation can be found in [6].
The term radical as used in this article represents the initial character string of a
word and not necessarily the linguistic concept of radical.

2

3
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which presented good performance when compared [7] to Porter algorithm or
other [8]. Our proposal is named Lexical Similarity (LS) and it is expressed by
the equation in 2, where terms are represented by and and index points
to the terms in while index refers to terms in

Terms can be formed by single-words, or by more than one word. LS measure,
in contrast to SM measure, considers only the radical of each word, instead of
the complete string of characters. The symbol represents the value obtained
by SM measure under the following conditions:

The radical of a word that is part of a term T is represented by where
indicates the position of this word in T and indicates the OS to which this

term belongs. When and are multiword terms, the index reaches the
value of the amount of words of the term with the minimum number of words,
so that LS measure calculates the similarity between the first    pairs of radicals

in the terms being compared.
The result returned by LS measure is the minimum value produced by equa-

tion 3, which depends on the Edit Distance. As the radical of a term owns a
strong semantic weight, the result obtained by ED is decremented according to
the conditions stated in equation 3. The highest is the ED, the highest is the
penalty used. The penalty values (0.1 and 0.2) were obtained from empirical
studies with SM measure. We assume that, if the value returned by SM
is zero and, consequently, LS is zero, too. What means, three or more changes
in the radical of a word suggest a low degree of similarity.

For example, in order to check the similarity between the terms
areaEstrategica and armaEstrategica, the words of the each term are pro-
cessed by a stemming algorithm, which produces the stems “are” and “arm”,
“estrateg” and “estrateg”, so that:

To calculate SM(are, arm), we obtain the length of the shortest term, in this
case 3. Then ED (are, arm) is calculated, which gives 1, since the letter “e” is
changed to “m” to transform the string “are” into “arm”. So, SM (are, arm) is
solved as:

As in this case ED = 1, the penalty to be applied is 0.1. So, the resultant
similarity is 0.57.
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The next result to be obtained is the similarity between SM(estrateg, estrateg)
that is 1. In this case ED(estrateg, estrateg) is zero, (since the strings are in
perfect match). Thus:

We did not find other works in the literature that provide a study on seman-
tic weighting for each single-word in a multiword term, which would be suitable
for Portuguese language as well as for several other languages such as Span-
ish, French and so on. In our proposal, as the reader can observe, words with
the lowest lexical similarity value may perform an important role on similarity
detection.

4 Multidomain Experiment

The OSs we used in this experiment come from two distinct sources4. Their
terms belong to one of two groups: single-word terms or multiword terms5.

The experiments were organized in two steps: testing and validation6 of LS
measure, followed by its evaluation. The terms in were categorized into two
sets for each phase, while terms in remained without categorization during
both validation and evaluation phases. The terms were placed in alphabetical
order and an algorithm was developed to randomly distribute them through
validation and evaluation experiment groups.

We also disclosed a heuristic to tune the mappings generated by LS measure.
In Portuguese language, the semantic weight of the first characters in a term is
apparently strong, which gives rise to the heuristic that is stated as:

According to LS measure (equation 2), let the index inside the brackets be
the position of the first character in the radical of the word in a term. If the
two radicals being compared have a different first letter, the value
returned by SM measure will be zero. Consequently, LS will be zero, too.

For the evaluation phase, we used 1,823 single-word terms of Senate OS, while
the USP OS remained with its original 7,039 single-word terms. We selected 4,701
multiword terms of Senate OS and kept 16,986 multiword terms of USP. The
aim of the experiments in this phase was to check the agreement among LS and
SM measures according to the results given by a human analysis of similarity.

Namely: Brazilian Senate Thesaurus and São Paulo University - USP The-
saurus
For the experiments with multiword terms, OSs were first preprocessed in order to
eliminate blanks. Moreover, the first character of each word was capitalized, except
for the first word in a term. This procedure is necessary to compare results with
those in English [3] and German [1] experiments.
Details on the experiments carried out in testing and validation can be found in [9].

4

5

6
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In order to examine in detail the 2,887 pairs of terms and the corresponding
system-computed or human confirmed analysis, we split them into seven groups.
These groups are presented in Table 1, where G1 to G7 stand for the respective
group7.

Human analysts pointed the pairs of terms as “similar”, “unlike” or “doubt-
ful” . This result was compared with the automatically processed combinations.
We choose Group G5 in Table 1 deemed as the most representative to be de-
scribed in detail in the next section.

4.1 Analysis of Group G5

This group contains terms whose are deemed similar by SM measure and unlike
by LS measure as well as by the human analysis. Moreover, in G5 there are most
of the pairs analyzed during the evaluation phase, that is, about 73% which
corresponds to 907 single-word terms and 1,211 multiword terms. We show an
extract of these terms in Table 2.

Table 2 contemplates single-word (first five lines) and multiword (next five
lines) terms. At first, let’s analyze single-word terms. Most of them belonging
to this group have the same suffix, that is, the final string is a perfect match of
characters. As SM equally weights the strings belonging to the radical or to the
suffix, a high value of similarity was observed between the terms having same
suffix. However, this policy is not yet confirmed for Portuguese.

Otherwise, in the multiword terms, at least one word of the term has the
same suffix. As the reader may note, all terms in Table 2 seem to be unlike,
despite SM measure detects them as similar. We can increase the threshold from
0.75 to 0.8 in order to get a more consistent mapping by SM. However, this
higher threshold is not enough to deem the terms belonging to G5 as dissimilar,
once just some pairs of terms have similarity value under 0.8.

As this group represents most of the terms analyzed in evaluation phase
and, taking into account the results generated by SM measure, it is possible to
question if this measure is really proper to treat Portuguese terms. Specifically
for multiword terms, we believe that the best performance of LS measure is due
to the fact that it considers each constituent word individually.

We used the threshold 0.75 in our experiments. This value is also used in [1].7
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As a following step toward experimentation, we concentrate our efforts in
mapping of terms belonging to the same domain. We apply the SM and LS
measures to these terms through the experiment described in the next section.

5 Same Domain Experiment

In this experiment we verify the similarity among 2,083 terms from GEODESC
Thesaurus8 and 429 terms from USP Thesaurus, which belong to the Geosciences
domain. In order to carry out this experiment, we do not consider the cases
where there is a perfect matching of characters, because these ones do not help
to evaluate any of the measures. Moreover, we use the first letter heuristic to
help us obtain better results.

After running the algorithm with the two measures, 91 mappings were found
between the two thesauri representing 4.36% of the terms of GEODESC The-
saurus and 21.21% of the terms of USP Thesaurus. In order to analyze these
mappings, we split them into 2 groups. In Group A (GA) these are the terms
considered similar by LS measure, while the Group B (GB) includes the terms
deemed as similar by SM and dissimilar by LS. Table 3 shows these groups
considering similar terms with similarity

Table 3 presents the combinations between SM and LS similarity measures.
These cases are explained as follows:

Available by ftp://ftp.cprm.gov.br/pub/pdf/didote/geodesc.pdf8
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5.1 Analysis of Group A

This group contains those terms which are considered similar by LS measure. The
analysis was broken into two tables, comparing our LS measure with Maedche
and Staab’s SM measure. Only 4 mappings were detected while considering SM
< 0.75 and as is shown in Table 4. In our point of view just the first
mapping (between the termssais and sal) can be considered correct by LS. In
order to evaluate the remaining mappings it is necessary to know the semantic
relations among the terms and to take into account the meaning of each term.

In Group A, when both measures consider the terms being compared as
similar and we have the terms presented in Table 5.
Lines 1 to 5 show terms with number variation and they are correctly deemed
as similar by both measures. The remaining pairs of terms, such as those in
Table 4, do not present a unique characteristic and it is difficult to perform an
evaluation of the results generated.

5.2 Analysis of Group B

This group presents most of the mappings found in our experiment. We split
these pairs of terms into two tables, the former composed by only one word
terms and the latter by multiword terms.

The single-word terms are shown in Table 6. Despite all these pairs of terms
have high lexical similarity, their meanings are different. So, in the context of
mapping of similar terms between OSs we consider they should not be mapped.
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In this moment it is important to stress a contribution of our measure. Ac-
cording to the literature studied, just the SM measure has been used to map
terms among OSs. In this work, when we apply SM measure to single-word
terms the reader can note its low performance, while our measure seems to at-
tribute a suitable similarity value to the same pairs of terms. So, LS measure
contributes to avoid detection of dissimilar terms like similar.

Still in this group, we analyze the multiword terms. The pairs of terms in
this case are depicted in Table 7.

The reader may note that these pairs are considered similar by SM measure
mainly due to the fact of dealing with them as a single string. As oppose to
the LS measure, SM does not verify the similarity among individual words.
The multiword terms belonging to Geosciences domain are generally composed
by more than 10 characters. So, the value returned by ED does not generate
sufficient impact to reduce the final similarity value of SM of the full term.

On the other hand, our measure considers individually the words belonging to
the terms. This fact helps reducing the final similarity value, once the shortest
term has a lower value than the one used by SM. So, the result of ED has a
greater impact in the equation, decreasing the value of LS measure.

It is important to observe in Table 7 that most of the values generated by
LS measure is zero. This occurs because those pairs have 3 or more distinct
characters in the radical of the words.
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Finally, it is worth noting the contribution of the penalties introduced in
equation 2, as expressed in Table 8.

These penalties allow decreasing the value of LS measure and, conse-
quently, considering terms as dissimilar (maintaining threshold 0.75), in op-
posite to SM measure. For example, the similarity between the pair of terms
bioestratigrafia and litoestratigrafia by LS measure without penalties
would be 0.86. This value allows us to consider it as similar, however, introduc-
ing the penalties (in this case 0.2) we have the final similarity value 0.66, which
is under the threshold established. In fact, this pair is not really similar likewise
the remaining ones in Table 8. Thus, they should not be mapped in the context
of our analysis.

6 Final Remarks and Future Work

This work is the first effort towards the detection of similar terms between Por-
tuguese OSs. LS measure was evaluated based on human evaluation of similarity,
even though we find difficulties to evaluate similarity measures in agreement with
a human point of view. A full description and analysis of the results obtained
with LS measure are given in [6]. We believe that our measure contributes to
help the ontology engineers reuse the information contained in the ontological
structures, since the reuse is one of the main concerns in the context of the
semantic web.

We carried out experiments with terms belonging to multidomain as well as
to the same domain structures, and we commented the main results obtained.
In spite of being them preliminary results, they are encouraging.

The next step is the application of LS measure to other languages, such
as English or Spanish. In this situation a proper stemming algorithm, suitable
for each different language, should be used. Besides, the similarity measures pre-
sented in this article can be used in order to aid on the task of union or alignment
of ontological structures. It could also be connected to specific interface to help
the ontologists detect terms suggested as similar.
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Abstract. This paper describes a new generic architecture for dialog systems
enabling communication between a human user and a personal assistant based
on speech acts. Dialog systems are often domain-related applications. That is,
the system is developed for specific applications and cannot be reused in other
domains. A major problem concerns the development of scalable dialog sys-
tems capable to be extended with new tasks without much effort. In this paper
we discuss a generic dialog architecture for a personal assistant. The assistant
uses explicit task representation and knowledge to achieve an “intelligent” dia-
log. The independence of the dialog architecture from knowledge and from
tasks allows the agent to be extended without needing to modify the dialog
structure. The system has been implemented in a collaborative environment in
order to personalize services and to facilitate the interaction with collaborative
applications like e-mail clients, document managers or design tools.

Keywords: Dialog Systems, Natural Language, Personal Assistants

1 Introduction

While using our computers to work or to communicate, we observe three major
trends: (i) the user’s environment becomes increasingly complex; (ii) cooperative
work is growing; (iii) knowledge management is spreading rapidly. Because of the
increasing complexity of their environment, users are frequently overwhelmed with
tasks that they must accomplish through many different tools (e-mail managers, web
browsers, word processors, etc.). The resulting cognitive overload leads to some dis-
organization, which has negative impacts, in particular when the information is
shared among different people. A major issue is thus to develop better and more
intuitive interfaces.

We are currently developing a Personal Assistant Agent in a project called
AACC1, for supporting collaboration between French and American groups of

1 The AACC (Agents d’Aide à la Conception Coopérative) project is a collaborative project
involving the CNRS HEUDIASYC laboratory of UTC, and the LaRIA laboratory of UPJV in
France.

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 204–213, 2004.
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students, located at UTC (Université de Technologie de Compiègne) and at ISU
(Iowa State University). The students must design electro-mechanical devices using
assistant agents. In this paper, we focus on the Personal Assistant (PA), discussing
how a Natural Language interface allows the user to interact with the Assistant effi-
ciently, and how this interaction can be used to increase the agent knowledge of the
user. We developed a generic dialog system using several models: dialog model,
tasks models, domain knowledge model and user model. We focus in this paper the
construction of the dialog model and show how speech acts can be used to make the
dialog model independent of domain data (tasks and knowledge).

The paper is organized as follows: Section 2 presents some theory on natural lan-
guage and dialog systems; Section 3 describes the architecture of our system. The
deployment and evaluation are discussed in section 4. We discuss related work in
section 5. Finally, Section 6 concludes with our observations.

2 Natural Language and Dialog Systems

Communications using natural language (NL) have been proposed in the past. Early
attempts were done at the end of the sixties, early seventies. Szolovits et al. [1] or
Goldstein and Roberts [6] developed formalisms and languages for representing the
knowledge contained in English utterances. The internal language would support
inferences in order to produce answers. In the first project (OWL language) the appli-
cation was to draw inferences on an object database. In the second one (FRL-0 lan-
guage), the goal was to schedule meetings. The internal language was used to repre-
sent knowledge and to translate utterances. Such an approach can simplify the
representations and inferences, because only very specific applications are consid-
ered. However, for new domains, a major part of the application must be rewritten,
which is unfortunate in an environment involving several tasks (like collaborative
work) when part of the dialog must be recoded each time a new task is added to the
system. Later, sophisticated knowledge representation techniques were proposed by
several researchers, including Schank and Abelson [13], Sowa [16] or Riesbeck and
Martin [12], for handling natural language and representing meaning. They allowed
expressing complex relationships between objects. The main difficulty with such
techniques however, is to define the right level of granularity for the representation,
because even very simple utterances can produce very complex structures. Moreover,
modeling concepts and utterances is a very time consuming non-trivial task. The field
of NL and machine understanding has expanded since the early attempts, however,
the techniques being used are fairly complex and most of the time unnecessary for the
purpose of conducting dialogs, in particular goal-oriented dialogs, since “it is not
necessary to understand in order to act.”

Like NL techniques, dialog systems generally use internal but simpler structures to
represent knowledge, e.g., ontologies, semantic nets, or frames systems. The empha-
sis however is not on the adequacy of the knowledge representation, but rather on the
dialog coordination by a dialog manager. In addition, the dialog systems are designed
so that they can be used in other domains without the necessity of changing the dialog
structure, in order to save development time.
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Many dialog systems implementing NL interfaces have been developed in applica-
tions like speech-to-speech translation [8], meeting schedule, travel books [2] [15],
telephone information systems, transportation and traffic information, tutorial sys-
tems, etc. Flycht-Eriksson [5] has classified dialog systems into query/answer sys-
tems and task-oriented systems. Query/answer systems include consultation systems
like tourist information, time information, traveling, etc. Task-oriented systems guide
the user through a dialog to execute a task. Tasks range from very simple tasks like
“find a document” to complex tasks decomposed into several subtasks. We argue that
a dialog system for supporting collaborative work must be both of query/answer and
task-oriented type because user problems can involve questions (“Where does Robert
work?”, “What does electrostatic mean?”) and tasks (“Find a document for me”,
“Send a message to the project leader”). We present our approach in next section.

3 A Personal Assistant That Participates in Dialogs

We discuss the different models that compose our dialog system paying a special
attention to the dialog model.

Fig. 1. Open Dialog.

3.1 Dialog Model

Our approach uses a speech act system. According to Searle [14], the speech act is the
basic unit of language used to express meaning through an utterance that expresses an
intention of doing something (to act). In our system, the users’ utterances express
questions and requests. Then, a PA starts a dialog to reach a state where an action is
triggered according to the intention of the user. The dialog states are nodes of a dialog
graph in which most speech acts are available at all times. For instance, consider the
dialog on Fig. 1onfoo. In lines 1-5, the user requests the task “send mail” and the
system asks for additional information. The user enters a new question during the task
dialog (lines 3-4), the system answers it and returns to the previous dialog context. To
accomplish this, the system keeps a stack of states. When a new task is requested the
system pushes a number of states in the stack equal to number of slots required to
accomplish the task. When a slot is successfully filled, the system marks it as
“poped.” This strategy also allows the user to return to previous states (Fig. 1 lines 5-
10).
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Fig. 2. Model-Based Architecture.

Our system (architecture Fig. 2) has been developed for dialog-based and ques-
tion/answer interaction. In task-oriented dialog the system asks the user to fill slots of
a given task (like send e-mails or locate documents). Then the system runs the task
and presents the result. In question/answer interaction, the user asks the system for
information. In this case the assistant uses its knowledge base for providing correct
answers.

Fig. 2 shows that when the system receives a simple question or information the
syntactic analyzer produces a syntactic representation. The representation gives the
grammatical structure of the sentence (verbal phrase, nominal phrase, prepositional
phrase, etc). We developed a grammatical rule base, where each rule refers to a single
dialog act. The semantic analyzer uses this structure to build requests. The role of the
semantic analyzer is to identify objects, properties, values and actions in the syntactic
structure using the object hierarchy and relations defined in the domain model. The
information is used to create a formal query. During the semantic analysis the system
can ask the user for confirmation or request additional information to resolve con-
flicts. Finally, the inference engine uses the resulting formal query to retrieve the
required information and the system presents it to user.

Whenever a task-oriented dialog starts, the semantic analyzer first tries to deter-
mine if a known task is concerned. If it is the case, it verifies the slots initially filled
with information and continues the dialog to acquire important information for
executing the task. To identify the task and concerned slots, the analyzer retrieves
information from task models (see Section 3.3). The recursive stack strategy allows
the user to use relations and concepts defined in the domain model (see Fig. 1, line
10) at all times.

In our system, the dialog coordination depends on the type of utterances denoted
by speech acts. Schank and Abelson [13] proposed a categorization of messages, of
which we keep the following:

Assertive: message that affirms something or gives an answer (e.g., “Paul is pro-
fessor of AI at UTC.”, “Mary’s husband”);
Directive: gives a directive (e.g., “Find a document for me.”);
Explicative: ask for explanation (e.g. “Why?”);
Interrogative: ask for a solution (e.g., “Where does Paul work?”).
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To maintain a terminological coherence, the previous categories will be referred to
by speech acts: Assert act for Assertive; Directive act for Directive; Explain act for
Explicative and WH/Question (where, what or which) or Y-N/Question (yes-no) for
Interrogative. Speech acts are used to classify nodes of the dialog state graph. The
dialog graph represents a discussion between the user and the system where nodes are
the user’s utterances and arcs are the classification given to the node.

To improve communications we introduced new specialized speech acts:

Confirm: used by the system to ask the user to confirm a given value;
Go-back: used by the user to go to the previous node of the dialog, for instance
when the user made a mistake;
Abort: used by the user to terminate the dialog;
Propose: used by the system to propose a value to a question. This act can be fol-
lowed by a Confirm act.

Fig. 3 shows the functional architecture of the dialog coordination. Fig. 3 shows
how we implemented the semantic interpretation for each speech act. The interaction
with the user starts always with the “Ask” system act. The default question is “What
can I do for you?” Then, the user can ask for information or start a task. Based on the
user phrase the Task Recognizer classifies the user phrase as a “General Utterance” or
a “Task-Related Utterance.” The task recognizer compares the verbs and nouns of the
verbal and nominal parts of the utterance with the linguistic information stored previ-
ously into task templates (section 3.3).

A general utterance is simply analyzed by the semantic analyzer taking into ac-
count the speech act recognized during syntactic analysis. Four types of speech acts
are possible: Assertive (assert act), Explicative (explain act), Directive (directive act)
and Interrogative (wh/question or y-n/question acts). Finally the Inference Engine can
ask the knowledge base for the answer. Inference engine does a top-down search into
the concepts hierarchy, identifying classes and subclasses of concepts, properties and
values filtering the concepts that satisfy the constraints specified into the queries.

The interpretation of a task-related utterance is more complex. First the Task Rec-
ognizer locates the correct task based on the terms present on the nominal phrases
using the terminological representation (Task Template on Section 3.3) about the
tasks. Next the task recognizer matches the modifiers of these nominal phrases with
information about the parameters for filling the slots referred in the phrase. Then, the
Task Engine will ask the user about other parameters sequentially. For each parame-
ter an Ask act is executed by the system. At this point the user can: simply answer the
question (in this case the task engine fills the slot and passes to the next one), ask for
Explanation, Go-back to the last slot or Abort the dialog. When a user asks for Ex-
planation, the Task Explainer presents the information coded on the task description
concerning the current parameter (params-explains on Section 3.3) and the task en-
gine restarts the dialog concerning the current parameter. The Go-back act simply
makes the task engine roll back the dialog flow to the last parameter filled. When the
user enters an Abort act the Task Eraser reinitializes variables concerning the current
task and the system goes back to the default prompt or to the top task of the task
stack.

TEAM LinG



Dialog with a Personal Assistant 209

Fig. 3. Functional Architecture.

The system can also ask for confirmation and propose values with Confirm and
Propose speech acts respectively. To confirm a given value the system shows a de-
fault question like “Confirm the value?” and waits for a valid answer. If a positive
answer is given, the system confirms the value and the dialog continues. Otherwise,
the task engine asks the question concerning the current parameter again. The Pro-
pose act is executed before the Ask act. The User Profile Manager looks at the user
model for a value to propose to the user. If a value if found, it is presented to the user
and the system ask the user for a confirmation executing a Confirm act.

Finally, when no more information is needed the Task Executor executes the task
and presents the solution or a feedback to the user. It also sends information to User
Profile Manager that saves the current task in the user model.

3.2 How to Interpret the User’s Utterances

In our approach, we use a simple English regular grammar extended from Allen [1].
We divided the syntactic and semantic processing into two steps. The algorithm uses
nominal and prepositional phrases to locate known objects and properties. We im-
plemented an algorithm that analyzes the syntactic representation and the domain
ontology and generates well-formed requests. The semantic analysis is complemented
by a linguistic analysis of the phrase, where we try to identify if an action, e.g.,
“leave”, or some general modifier, e.g., “time (when), quantity (how many)” is being
asked using a list of verbs denoting actions and modifiers. Finally, the inference en-
gine takes the resulting formal query and does the filtering. The query is a conjunc-
tion of atomic queries. The format of each query can be “(:Object O :slot S :value V)”
for object selection or “(:Object O :slot S)” for slot-value verification. “O” and “V”
can be complex recursive structures.
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3.3 Task Model

We divide a task into two parts: template and description. To identify the task re-
quested by the user and the information related to parameters, the semantic analyzer
uses the template part of the task. The template contains linguistic terms related to the
parameters and the verbs used to start the task. The task description describes all the
information required for the task execution. The data required in the task structure
definition are:

Params: the parameters of the task;
Params-values: the values given by the user as parameters;
Semantic-value: the specification of a function that must be executed on the value
given by the user. For instance the function “e-mail” can give the value “car-
valho@utc.fr” for the term “carlos” given by the user;
Params-confirm: it is true if a confirmation for the value given by the user is nec-
essary;
Params-labels: the question presented to the user;
Params-save: the specification if the values of the parameters are used to generate
the user model (see next Section);
Params-explains: if true (for a parameter) an explanation is given to the user;
Global-confirm: if true a global confirmation for the task execution is made.

3.4 User Model (UM)

We use a dynamic UM generation process. All the tasks and query executions are
saved within the user model. Values are predicted with a weighted frequency-based
technique. We use UM dynamic generation to avoid manual modeling of users. The
main idea is to minimize the user’s work during the execution of repetitive dialogs
predicting values and decreasing the needs for feedback. A more elaborated discussed
about user model in dialog systems is out of the scope of this paper.

3.5 Domain Model

To allow the system to identify users’ problems and provide answers to particular
questions it is necessary to keep a knowledge base within the assistant. The knowl-
edge of the agent is used to identify objects, relations and values required by the user.
Such objects can represent instances of various object classes (People, Task, Design,
etc.) and have a number of synonyms. Therefore, it is quite important to use efficient
tools to represent objects, synonyms and a hierarchical structure of concepts. In our
approach, we use the MOSS system proposed by Barthès [4] to represent knowledge.
MOSS allows object indexing by terms and synonyms. Several objects can share the
same index. MOSS has been developed at the end of seventies for representing and
manipulating LISP objects. The objects can be versioned and modified simultane-
ously by several users. The MOSS concepts have been further used in object-oriented
databases.
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Fig. 4. Intelligent Dialog.

Knowledge is important because it increases the capability of the system to pro-
duce rational answers. Consider the dialog reproduced Fig. 4. Initially, the system has
no information on Joe’s occupation. The user starts the dialog with an “Assert” dialog
act stating Joe’s occupation. Afterwards, the user asks several questions related to the
initial utterance and the system is able to answer them. The system can identify and
interpret correctly very different questions related to the same concepts (lines 3 and 5)
and answer questions about them. This is possible because the semantic meanings of
the slots are explored in the queries. Thus, a slot can play a role that is referenced in
different ways.

4 Deployment and Evaluation

We currently develop a personal assistant (PA) in the AACC project. We hope to use
the mechanisms discussed on this paper to improve the interaction with the actual
assistant prototype. Then, students will have an assistant for executing services and
for helping them with mechanical engineering tasks, and capable of answering ques-
tions using natural language.

The current state of the prototype did not allow its immediate application because
the current interface is not good enough. The interface is being redesigned for testing
our dialogue approach during the mechanical engineering courses given to students.
During the Spring semester of 2004 we will evaluate the results of students using or
not using the assistant and we will measure the quality of the information provided by
the assistant. A formal evaluation of the system can be accomplished for instance
with the criteria presented by Allen et al. [2], however, for us, the main criterion is
the acceptation or the non acceptation of the system by the students.

5 Related Work

Grosz and Sidner [7] discuss the importance of an explicit task representation for the
understanding of a task-oriented dialogue. According to the authors, the discourse is a
composite of three elements: (i) linguistics (utterances); (ii) intentions and (iii) atten-
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tional states (objects, properties, relations and intentions salient at any given point of
the discourse). Our system presents some very close elements like linguistic informa-
tion (template of tasks), intentions (given by speech acts) and specific information
about tasks and tasks properties. Very often, assistants communicate using ACLs
(Agent Communication Languages) like KQML or FIPA ACL2. However, such mes-
sages are based into Performatives rather speech acts. A basic difference between
performatives and speech acts is that they tell what to do when something is said
(action) and do not express the meaning of what is said (intention). In other words,
ACL messages cannot express a Go-back like speech act because there is no an ex-
plicit action into the utterance. Unlike most dialog systems the dialog flow imple-
mented in Section 3.1 is completely generic. Thereby, new tasks and knowledge can
be added to the system (Assistant) without changing or extending the dialog structure.
Generic dialog systems are relatively rare. Usually the developer specifies state
transition graphs where dialog flow should be coded entirely like the dialog model
discussed by McRoy and Ali [10]. Kölzer [9] discusses a generic dialog system
generator. In the Kölzer’s system, the developer must specify the dialog flow using
state charts. Such techniques make the development of real applications quite hard. In
contrast, in our approach we need to specify only tasks structure and domain knowl-
edge concerning. Rich and Sidner [11] also used the concept of generic dialog sys-
tems. The authors used the core of the COLLAGEN system for developing very differ-
ent applications. COLLAGEN is based on a plan recognition algorithm and a complex
model of collaborative discourse. The problem is that most part of the collaborative
discourse must be coded using a language for modeling the semantic of communica-
tive acts. The representation includes knowledge concerning the application. So the
knowledge of the system is intermixed with the dialog discourse, which makes the
application domain dependent. Allen et al. [3] used speech acts for modeling the
behavior and the reasoning of a deliberative autonomous agent. Speech acts are sepa-
rated into three groups: Interaction, Collaborative Problem Solving (CPS) and Prob-
lem Solving (PS). Assuming we do not intent to model interaction with the user like a
problem solving process, PS and CPS speech acts proposed by Allen are not relevant
to our work because they are domain-related. However the interactions acts are very
similar with the speech acts that we proposed.

6 Conclusions

In this paper we addressed the problem of communication between User and Personal
Assistant Agent (PA). In the AACC project, users need to communicate with a PA to
do collaborative work. We argued that natural language should be used to provide a
better interaction. A user assistant communication module was developed as a modu-
lar dialog system. To execute services and to ask for knowledge, the user enters a
dialog with her PA. In this application the dialog coordination model should be ge-
neric for supporting the scalability of the system concerning the addition of new tasks

2 FIPA – Foundations for Intelligent Physical Agents, http://www.fipa.org
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without much effort. Then, we introduced a new generic model of dialog based on
speech acts. Simple tasks and questions have been used to highlight the effectiveness
of the system and the advantages in relation to traditional collaborative work tools.
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Abstract. This paper presents an automatic critiquer of Computer Sci-
ence Abstracts in Portuguese, which formulates critiques and/or sugges-
tions of improvement based on automatic argumentative structure recog-
nition. The recognition is performed by an statistical classifier, similar
to Teufel and Moens’s Argumentative Zoning (AZ) [1], but ported to
work on Portuguese abstracts. The critiques and suggestions made by
the system come from a set of fixed critiquing rules based on corpus ob-
servations and guidelines for good writing from the literature. Here we
describe the overall system and report on the AZ porting exercise, its
intrinsic evaluation and application in the critiquer.

Keywords: Academic Writing Support Tools, Argumentative Zoning,
Machine Learning

1 Introduction

It is well known that producing a “good” argumentative structure in academic
writing is not an easy job, even for experienced writers. Besides dealing with
the inherent complexities of any writing task, the writer has also to deal with
those specific to the academic genre. More specifically, the academic audience
expects to find in papers a certain kind of information presented in a certain
way. However, novice writers are usually not quite aware of these expectations
or demands and are believed to benefit a lot from established structure models.

Many such models have indeed been proposed for academic writing in various
areas of Science [2–4], which one can in principle use as guide when preparing
or correcting one’s own text. Notwithstanding, there is a major pitfall to that:
as these models view text as a sequence of “moves” or categories ascribed to
textual segments, the burden falls upon the writer of having to identify these
categories within their own text, which tends to be harder the less experienced
the writer is. In consequence, “manual” application of such structure models by
novices is prone to inefficiency. One significant improvement to that scenario

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 214–223, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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would be having a computer aid, in the sense that there could be an artificial
collaborator able to recognize the argumentative structure of an evolving text
automatically, on which to base critiquing and suggestions.

In this paper, we present such an automatic critiquer of Computer Science
Abstracts in Portuguese. As a reference structure model, we use a seven-category
fixed-order scheme as illustrated in Table 11 and discussed in Section 2. The au-
tomatic category recognition is performed by an statistical classifier similar to
Teufel and Moens’s Argumentative Zoning (AZ) [1], but ported to work on Por-
tuguese abstracts, for which reason it is called AZPort. The critiques/suggestions
made by the system come from a fixed set of critiquing rules generated by corpus
observations [6] and guidelines for good writing from the literature.

The critiquer was conceived to be part of a bigger system called SciPo,
whose ultimate goal is to support novice writers in producing academic writ-
ing in Portuguese. SciPo was inspired by the Amadeus system [7] and its current
functionality can be summarized thus: (a) a base of authentic thesis abstracts
and introductions annotated according to our structure scheme; (b) browse and
search facilities for this base; (c) support for building a structure that the writer
can use as a starting point for the text; (d) critiquing rules that can be applied
to such a structure; and (e) recovery of authentic cases that are similar to the
writer’s structure. Also, the existing lexical patterns (i.e. highly reusable seg-
ments) in the recovered cases are highlighted so that the writer can easily add
these patterns to a previously built structure. Examples of lexical patterns are
underlined in Table 1.

1 The sentences in Table 1 (except the one for OUTLINE) were collected from [5]. Note
that the texts in our corpus are in Portuguese, in contrast to this paper.
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The major shortcoming of SciPo before the work described in this paper is
that the writer is expected to explicitly state a schematic structure. Not only
is that usually unnatural to many writers, but also it implies that they should
master a common artificial language, i.e. they need to understand the meaning
of all categories or else they will fail to communicate their intentions to the
system. Our structure-sensitive critiquer is intended to overcome this by invert-
ing the flow of interaction. Now the writer may just input a draft and benefit
from all of SciPo’s original features, because the schematic structure is elicited
automatically.

In the following section we present our reference scheme and report a human
annotation experiment to verify the reproducibility and stability of it. In Sec-
tion 3 we report on the AZ porting exercise for Brazilian Portuguese. In Section 4
we comment on our critiquing rules and demonstrate the usage of the system.

2 Manual Annotation of Abstracts

As a starting point for our annotation scheme, we used three models: Swales’
CARS [2] and those by Weissberg and Buker [3] and by Aluísio and Oliveira
Jr. [8]. Although these works deal with introduction sections, we have found
that the basic structure of their models could also be applied to abstracts.
Thus, after some preliminary analysis, the scheme was modified to accommo-
date all the argumentative roles found in our corpus. Finally, in order to make
it more reproducible, we simplified it, ending up with a scheme close to that
presented by Teufel et al [9]. It comprehends the following categories: BACK-
GROUND (B), GAP (G), PURPOSE (P), METHODOLOGY (M), RESULT (R),
CONCLUSION (C) and OUTLINE (O).

One of the main difficulties faced by the annotators was the high number
of sentences with overlapping argumentative roles, which leads to doubt about
the correct category to be assigned. Anthony [10] also reported on categories
assignment conflicts when dealing with introductions of Software Engineering
papers. We have tried to minimize this difficulty by stating specific strategies
in the written guidelines to deal with frequent conflicts, such as, for example,
PURPOSE vs. RESULT.

Experiments performed on the basis of our scheme and specific annotation
guidelines (similar to AZ’s) showed it to be reproducible and stable. To check
reproducibility, we performed an annotation experiment with 3 human annota-
tors who were already knowledgeable of the corpus domain and familiar with
scientific writing. To check stability, i.e. the extent to which one annotator will
produce the same classifications at different times, we repeated the annotation
experiment with one annotator with a time gap of 3 months. We used the Kappa
coefficient K [11] to measure reproducibility between k annotators on N items
and stability for one annotator. In our experiment, items are sentences and the
number of categories is n=7. The formula for the computation of Kappa is:
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where P(A) is pairwise agreement and P(E) is random agreement. Kappa varies
between -1 and 1. It is -1 for maximal disagreement, 0 for if agreement is only
as would be expected by chance annotation following the same distribution as
the observed distribution, and 1 for perfect agreement.

For the reproducibility experiment, we used 6 abstracts in the training stage,
which was performed in three rounds, each round consisting of explanation,
annotation, and discussion. After training, the annotators were asked to annotate
46 abstracts sentence by sentence, assigning exactly one category per sentence.

The results show our scheme to be reproducible (K=0.69, N=320, k=3), con-
sidering the subjectiveness of this kind of annotation and the literature recom-
mendations. In a similar experiment, Teufel et al [9] reported the reproducibility
of their scheme as slightly higher (K=0.71, N=4261, k=3). However, collaps-
ing our categories METHODOLOGY, RESULTS and CONCLUSION as a single one
(similar to Teufel et al’s category OWN) increases our agreement significantly
(K=0.82, N=320, k=3). We also found our scheme to be stable, as the same
annotator produced very similar annotation at different times (K=0.79, N=320,
k=2).

From this we conclude that trained humans can distinguish our set of cate-
gories and thus the data resulting from these experiments are reliable enough to
be used as training material for an automatic classifier.

3 Automatic Annotation of Abstracts

AZ [1] – and thus AZPort – is a Naive Bayesian classifier that renders each input
sentence a set of possible rhetorical roles with their respective estimated prob-
abilities. As usual with machine learning algorithms, instead of dealing directly
with the object to be classified (i.e. sentences), AZ receives sentences as feature
vectors. Feature extraction is thus a crucial design step in such scenarios and
hopefully will yield a set of features that captures the target categories, i.e., that
correlates with them in patterns that the learning algorithm is able to identify.
Here we report on AZPort’s redesign of AZ’s feature extraction.

3.1 Description of the Used Features

Our first step was to select the set of features to be applied in our experiment.
We implemented a set of 8 features, derived from the 16 used by Teufel and
Moens [1]: sentence length, sentence location, presence of citations, presence of
formulaic expressions, verb tense, verb voice, presence of modal auxiliary and
history.

The Length feature classifies a sentence as short, medium or long length,
based on two thresholds (20 and 40 words) that were estimated using the average
sentence length present in our corpus.

The Location feature identifies the position occupied by a sentence within
the abstract. We use four values for this feature: first, medium, 2ndlast and last.
Experiments showed that these values characterize common sentence locations
for some specific categories of our scheme.
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The Citation feature flags the presence or absence of citations in a sentence.
As we are not working with full texts, it is not possible to parse the reference
list and identify self-citations.

The Formulaic feature identifies the presence of a formulaic expression in
a sentence and the scheme category to which an expression belongs. Examples
of formulaic expressions are underlined text in Table 1. In order to recognize
these expressions, we built a set of 377 regular expressions estimated to gen-
erate as many as 80,000 strings. The sources for these regular expressions were
phrases mentioned in the literature, and corpus observations. We then performed
a manual generalization to cover similar constructs.

Due to the productive inflectional morphology of Portuguese, much of the
porting effort went into adapting verb-syntactic features. The Tense, Voice
and Modal features report syntactic properties of the first finite verb phrase in
indicative or imperative mood. Tense may assume 14 values, including noverb
for verbless sentences. As verb inflection in Portuguese has a wide range of simple
tenses – many of which are rather rare in general and even absent in our corpus
– we collapsed some of them. As a result, we use one single value of past/future,
to the detriment of the three/two morphological past/future tenses. In addition,
mood distinction is neutralized. The Voice feature may assume noverb, passive
or active. Passive voice is understood here in a broader sense, collapsing some
Portuguese verb forms and constructs that are usually used to omit an agent,
namely (i) regular passive voice (analogous to English, by means of auxiliary
“ser” plus past participle), (ii) synthetic passive voice (by means of passivizating
particle “se”) and (iii) a special form of indeterminate subject (also by means
of particle “se”). The Modal feature flags the presence of a modal auxiliary (if
no verb is present, it assumes the value noverb).

The History feature takes into account the category of the previous sentence
in the classification process. It is known that some argumentative zones tend to
follow other particular zones [1,5]. This property is even more apparent in self-
contained texts such as abstracts [6]. In our corpus, some particular sequences of
argumentative zones are very frequent. For example, the pattern BACKGROUND
followed by GAP, with repetition or not, and then followed by PURPOSE, i.e.
((BG) (GB)+)P, occurs in 30.7% of the corpus. To determine the value of
History for unseen sentences, we calculate it as a second pass process during
testing, performing a beam search with width three among the candidate cate-
gories for the previous sentence to reach the most likely classification.

3.2 Automatic Annotation Results

Our training material was a collection of 52 abstracts from theses in Computer
Science, containing 366 sentences (10,936 words). The abstracts were automati-
cally segmented into sentences using XML tags. Citations in running text were
also marked with a XML tag. The sentences were POS-tagged according to the
partial NILC tagset2. The target categories for our experiment were provided by
one of the subjects of the annotation experiment described in Section 2.

2 http://www.nilc.icmc.usp.br/nilc/tools/nilctaggers.html
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We implemented a simple Naive Bayesian classifier to estimate the probabil-
ity that a sentence S has category C given the values of its features. The category
with the highest probability is chosen as the output for the sentence.

The results of classification were compiled by applying 13-fold cross-vali-
dation to our 52 abstracts (training sets of 48 texts and testing sets of 4 texts).
As Baseline 1, we considered a random choice of categories weighted by their
distribution in the corpus. As Baseline 2, we consider classification as the most
frequent category. The categories distribution in our corpus is BACKGROUND

(21%), GAP (10%), PURPOSE (18%), METHODOLOGY (12%), RESULT (32%),
CONCLUSION (5%) and OUTLINE (2%).

Comparing our Naive Bayesian classifier (trained with the full pool of fea-
tures) to one human annotator, the agreement reaches K=0.65 (system accuracy
of 74%). This is an encouragingly high amount of agreement when compared to
Teufel and Moens’ [1] figure of K=0.45. Our good result might be in part due to
the fact that we are dealing with abstracts (instead of full papers) and that all
of them fall into the same domain (Computer Science). This result is also much
better than Baseline 1 (K=0 and accuracy of 20%) and Baseline 2 (K=0.26 and
accuracy of 32%).

Further analysis of our results shows that, except for category OUTLINE,
the classifier performs well on all other categories, cf. the confusion matrix in
Table 2. We use the F-measure, defined as

as a convenient way of reporting precision (P) and recall (R) in one value.
The classifier performs worst for OUTLINE sentences (F-measure=0). This is
no wonder, since we are dealing with an abstract corpus and thus there is
not much OUTLINE-type training material3 (total of 6 sentences in the whole
corpus). Regarding the other categories, the best performance of the classifier
is for PURPOSE sentences (F-measure=0.845), followed by RESULT sentences
(F-measure=0.769), cf. Table 3. We attribute the high performance for PURPOSE

to the presence of strong discourse markers on this kind of sentences (modelled
by the Formulaic feature). As for RESULT, we ascribe the good performance to
the high frequency of this kind of sentence in our corpus and to the presence of
specific discourse markers as well.

Looking at the contribution of single features, we found the strongest feature
to be Formulaic. We also observed that taking the context into account (His-
tory feature) is a helpful heuristic and improves the result significantly, by 12%.
Syntactic features – Tense, Voice and Modal – and Citation are the weakest
ones. We believe that the Citation feature would perform better in other kind
of text than abstracts (e.g. introductions).

In Table 4, the second column gives the predictiveness of the feature on
its own, in terms of Kappa between the classifier and one annotator. Apart
from Formulaic and History, all other features are outperformed by both
3 Many machine learning algorithms, including the Naive Bayes classifier, perform

badly on infrequent categories due to the lack of sufficient training material.
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baselines. The third column gives Kappa coefficients for experiments using all
features except the given one. As shown, all features apart from the syntactic
ones contribute some predictiveness in combination with others.

The results for automatic classification are reasonably in agreement with our
previous experimental results for human classification. We also observed that
the confusion classes of the automatic classification are similar to the confusion
classes of our human annotators. As can be observed in Table 2, the classifier
has some problems in distinguishing the categories METHODOLOGY, RESULT

and CONCLUSION and so do our human annotators. As mentioned in Section 2,
collapsing these three categories in one raises the human agreement considerably,
which suggests distinction problems amongst these categories even for humans.

We can conclude that the performance of the classifier, although much lower
than human, is promising and acceptable to be used as part of our automatic
critiquer. In the next section, we describe the critiquer and how it works on
unseen abstracts.
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4 Automatic Critiquing of Abstracts

Once the schematic structure of an input has been recognized, it is checked
against a fixed set of critiquing rules, which ultimately refer to our seven-category
fixed-order model scheme. We focus on two kind of possible deviations: (i) lack
of categories and (ii) bad flow (i.e. ordering) of categories.

Naturally, an abstract does not have to present all the categories predicted
by this model, neither does its strict order have to be verified. However, some
categories are considered obligatory (e.g. PURPOSE) and the lack of those and/or
the unbalanced use of (optional and obligatory) categories may lead to very poor
abstracts. As one major idea underlying our rules, we argue that a good abstract
must provide factual and specific information about a work. Thus, our aim is
to help writers to produce more “informative” abstracts, in which the reader is
likely to learn quickly what is most characteristic of and novel about the work
at hand.

Taking this into account, we find it reasonable to treat categories PURPOSE,
METHODOLOGY and RESULT as obligatory. On the other hand, categories BACK-
GROUND, GAP and CONCLUSION are treated as optional and, in the event of their
absence, the system only suggests their use to the writer. We consider OUTLINE

an inappropriate category for abstracts and, when detected, the critiquer will
recommend its removal. In fact, this category only appears in our scheme to
reflect our corpus observations.

Regarding the flow of categories, the critiquer tries to avoid error-prone se-
quences, such as RESULT before PURPOSE, and awkward sequences, such as the
use of BACKGROUND information separating two PURPOSEs, which is likely to
confuse the reader.

Table 5 exemplifies the AZPort output for one of the abstracts used in our
previous experiments4. We present the original English abstract, which is the di-
rect translation of the Portuguese abstract. For illustration purposes, we include
between parentheses the (correct) manual annotation in those cases in which the
system disagreed; in agreement cases, we show a tick

Note that the classifier made some mistakes (BACKGROUND vs. GAP), but
that does not affect the resulting critiques in this specific example. Sometimes it
may also confound very dissimilar categories, e.g. PURPOSE with BACKGROUND.
However, we believe the latter to be a lesser problem because the writer is likely
to perceive such mistakes and is encouraged to correct AZPort’s output before
submitting it to critiquing. A major problem is confusion between METHODOL-
OGY and RESULT, which does reflect directly in the critiquing stage. Although
our experiments with human annotators showed that these categories are hard
to distinguish in general texts, we believe that it is easier to make this distinction
for authors in their own writing, after they received a critique of this writing
from our system.

4 Extracted from Simão, A.S.: “Proteum-RS/PN: Uma Ferramenta para a Validação
de Redes de Petri Baseada na Análise de Mutantes”. Master’s Thesis, University of
São Paulo (2000). Translation into English by the author.
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In Table 6, we present the critiquer’s output for the previously classified ab-
stract (Table 5). It is in accordance with the critiquing rules commented above
and alerts the writer to the fact that no explicit methodology and result was
found in the abstract. One might argue that the PURPOSE sentence already in-
dicates both methodology and result. However, as this system was designed for
writers of dissertations and theses (longer than journal/conference paper ab-
stracts, which are usually written in English), it would be interesting to have
more detailed abstracts, in which the methodology and results/contributions of
the research are properly emphasized. Finally, the critiquer suggests the addi-
tion of the CONCLUSION component as a way to make the abstract more self-
contained.

It is important to say that the system does not ensure that the final abstract
will be a good one, as the system focuses only on the argumentative structure
and there are other factors involved in the writing task. However, the system
has been informally tested and offers potentially useful guidance towards more
informative and genre-compliant abstracts.

5 Conclusion

We have reported on the experiment of porting Argumentative Zoning [1] from
English to Portuguese, including its adaptation to a new purpose. We call this

TEAM LinG



Applying Argumentative Zoning 223

new classifier AZPort. The results showed that AZPort is suitable to be used in
the context of an automatic abstract critiquer, despite some limitations. As fu-
ture work, we intent to evaluate the critiquer inside a supportive writing system,
called SciPo.
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Abstract. This paper presents DiZer, an automatic DIscourse analyZER for
Brazilian Portuguese. Given a source text, the system automatically produces its
corresponding rhetorical analysis, following Rhetorical Structure Theory – RST
[1]. A rhetorical repository, which is DiZer main component, makes the auto-
matic analysis possible. This repository, produced by means of a corpus analy-
sis, includes discourse analysis patterns that focus on knowledge about dis-
course markers, indicative phrases and words usages. When applicable,
potential rhetorical relations are indicated. A preliminary evaluation of the sys-
tem is also presented.

Keywords: Automatic Discourse Analysis, Rhetorical Structure Theory

1 Introduction

Researches in Linguistics and Computational Linguistics have shown that a text is
more than just a simple sequence of juxtaposed sentences. Indeed, it has a highly
elaborated underlying discourse structure. In general, this structure represents how
the information conveyed by the text propositional units (that is, the meaning of the
text segments) correlate and make sense together.

There are several discourse theories that try to represent different aspects of dis-
course. The Rhetorical Structure Theory (RST) [1] is one of the most used theories
nowadays. According to it, all propositional units in a text must be connected by
rhetorical relations in some way for the text to be coherent. As an example of a rhe-
torical analysis of a text, consider Text 1 (adapted from [2]) in Figure 1 (with seg-
ments that express basic propositional units numbered) and its rhetorical structure in
Figure 2. The symbols N and S indicate the nucleus and satellite of each rhetorical
relation: in RST, the nucleus indicates the most important information in the relation,
while the satellite provides complementary information to the nucleus. In this struc-
ture, propositions 1 and 2 are in a CONTRAST relation, that is, they are opposing
facts that may not happen at the same time; proposition 3 is the direct RESULT (non
volitional) of the opposition between 1 and 2. In some cases, relations are multinu-
clear (e.g., CONTRAST relation), that is, they have no satellites and the connected
propositions are considered to have the same importance.

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 224–234, 2004.
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Fig. 1. Text 1. Fig. 2. Text 1 rhetorical structure.

The ability to automatically derive discourse structures of texts is of great impor-
tance to many applications in Computational Linguistics. For instance, it may be very
useful for automatic text summarization (to identify the most important information
of a text to produce its summary) (see, for instance, [2] and [3]), co-reference resolu-
tion (determining the context of reference in the discourse may help determining the
referred term) (see, for instance, [4] and [5]), and for other natural language under-
standing applications as well. Some discourse analyzers are already available for both
English and Japanese languages, (see, for example, [2], [6], [7], [8], [9], [22] and
[23]).

This paper describes DiZer, an automatic DIscourse analyZER for Brazilian Por-
tuguese. To our knowledge, it is the first proposal for this language. It follows those
existing ones for English and Japanese, having as the main process a rhetorical ana-
lyzer, in accordance with RST. DiZer main resource is a rhetorical repository, which
comprises knowledge about discourse markers, indicative phrases and words usages,
and the rhetorical relations they may indicate, in the form of discourse analysis pat-
terns. Such patterns were produced by means of a corpus analysis. When applied to
an unseen text, they may identify the rhetorical relations between the propositional
units. The rhetorical repository also comprises heuristics for helping determining
some rhetorical relations, mainly those that are usually not superficially signaled in
the text.

Next section presents some relevant aspects of other discourse analysis researches.
Section 3 describes the corpus analysis and the repository of rhetorical information
used in DiZer. Section 4 outlines DiZer architecture and describes its main processes.
Section 5 shows some preliminary results concerning DiZer performance, while con-
cluding remarks are given in Section 6.

2 Related Work

Automatic rhetorical analysis became a burning issue lately. Significant researches on
such an issue have arisen that focus on different methodologies and techniques. This
section sketches some of them.

Based on the assumption that cue-phrases and discourse makers are direct hints of
a text underlying discourse structure, Marcu [6] was the first to develop a cue-phrase-
based rhetorical analyzer for free domain texts in English. He used a corpus-driven
methodology to identify discourse markers and information on their contextual occur-

TEAM LinG



226 Thiago Alexandre Salgueiro Pardo et al.

rences and possible rhetorical relations. Marcu also proposed a complete formaliza-
tion for RST in order to enable its computational manipulation according to his pur-
poses. Later on, Marcu [2], Marcu and Echihabi [7] and Soricut and Marcu [8] pro-
posed, respectively, a decision-based rhetorical analyzer, a Bayesian machine
learning-based rhetorical analyzer and a sentence-level rhetorical analyzer using sta-
tistical models. In the first one, Marcu applied a shift-reduce parsing model to build
rhetorical structures. He achieved better results than with the cue-phrase-based ana-
lyzer. In the second one, Marcu and Echihabi trained a Bayesian classifier only with
the words of texts to identify four basic rhetorical relations. They achieved a high
accuracy in their analysis. Finally, Soricut and Marcu made use of syntactic and lexi-
cal information extracted from discourse annotated lexicalized syntactic trees to train
statistical models. With this method, in the sentence-level analysis, they achieved
results near human performance.

Also based on Marcu’s RST formalization, Corston-Oliver [9] developed a rhe-
torical analyzer for encyclopedic texts based on the occurrence of discourse markers
in texts and syntactic realizations relating text segments. He investigated which syn-
tactic features could help determining rhetorical relations, focusing on features like
subordination and coordination, active and passive voices, the morphosyntactic cate-
gorization of words and the syntactic heads of constituents.

Following Marcu’s analyzer [6], DiZer may also be classified as a cue-phrase-
based rhetorical analyzer. However, differently from Marcu’s analyzer, DiZer is
genre specific. For this reason, it makes use of other knowledge sources (indicative
phrases and words, heuristics) and adopts an incremental analysis method, as will be
discussed latter in this paper. Next section describes the conducted corpus analysis for
DiZer development.

3 Corpus Analysis and Knowledge Extraction

3.1 Annotating the Corpus

The corpus was composed of 100 scientific texts on Computer Science taken from the
introduction sections of MsC. Dissertations (c.a. 53.000 words and 1.350 sentences).
The scientific genre has been chosen for the following reasons: a) scientific texts are
supposedly well written; b) they usually present more discourse makers and indica-
tive phrases and words than other text genres; c) other works on discourse analysis
for Brazilian Portuguese ([10], [11], [12], [13], [14]) have used the same sort of texts.

The corpus has been rhetorically annotated following Carlson and Marcu’s dis-
course annotation manual [15]. Although this manual focuses on the English lan-
guage, it may be also applied to Brazilian Portuguese, since RST rhetorical relations
are theoretically language independent. The use of this manual has allowed a more
systematic and mistake-free annotation. For annotating the texts, Marcu’s adaptation
of O’Donnel’s RSTTool [16] was used. To guarantee consistency during the annota-
tion process, the corpus has been annotated by only one expert in RST.

Initially, the original RST relations set has been used to annotate the corpus. When
necessary, more relations have been added to the set. In the end, the full set amounts
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to 32 relations, as shown in Figure 3. The added ones are in bold face. Some of them
(PARENTHETICAL and SAME-UNIT) are only used for organizing the discourse
structure. The table also shows the frequency (in %) of each relation in the analyzed
corpus.

Fig. 3. DiZer rhetorical relations set.

The annotation strategy for each text was incremental, step by step, in the follow-
ing way: initially, all propositions of each sentence were related by rhetorical rela-
tions; then, the sentences of each paragraph were related; finally, the paragraphs of
the text were related. This annotation scheme takes advantage of the fact that the
writer tends to put together (i.e., in the same level in the hierarchical organization of
the text) the related propositions. For instance, if two propositions are directly related
(e.g., a cause and its consequence), it is probable that they will be expressed in the
same sentence or in adjacent sentences. This very same reasoning is used in DiZer for
analyzing texts. More details about the corpus and its annotation may be found in
[17] and [18].

3.2 Knowledge Extraction

Once completely annotated, the corpus has been manually analyzed in order to iden-
tify discourse markers, indicative phrases and words, and heuristics that might indi-
cate rhetorical relations. Based on this, discourse analysis patterns for each rhetorical
relation have been yielded, currently amounting to 840 patterns. These convey the
main information repository of the system.

As an example, consider the discourse analysis pattern for the OTHERWISE rhe-
torical relation in Figure 4. According to it, an OTHERWISE relation connects two
propositional units 1 and 2, with 1 been the satellite and 2 the nucleus and with the
segment that expresses 1 appearing before the segment that expresses 2 in the text, if
the discourse marker ou, alternativamente, (in English, ‘or, alternatively,’) be present
in the beginning of the segment that expresses propositional unit 2.

The idea is that, when a new text is given as input to DiZer, a pattern matching
process is carried out. If one of the discourse analysis patterns matches some portion
of the text being processed, the corresponding rhetorical relation is supposed to occur
between the appropriate segments.
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The discourse analysis patterns may also convey morphosyntactic information,
lemma and specific genre-related information. For instance, consider the pattern in
Figure 5, which hypothesizes a PURPOSE relation. This pattern specifies that a
PURPOSE rhetorical relation is found if there is in the text an indicative phrase com-
posed by (1) a word whose lemma is cujo (‘which’, in English1), (2) followed by any
word that indicates purpose (represented by the ‘purWord’ class, whose possible
values are defined apart by the user), (3) followed by any adjective, (4) followed by a
word whose lemma is ser (verb ‘to be’, in English). Based on similar features, any
pattern may be represented. Complex patterns, possibly involving long distance de-
pendencies, may also be represented by using a special character (*) to indicate jumps
in the pattern matching process.

Fig. 4. Discourse analysis pattern for the OTHERWISE rhetorical relation.

Fig. 5. Discourse analysis pattern for the PURPOSE rhetorical relation.

For relations that are not explicitly signaled in the text, like EVALUATION and
SOLUTIONHOOD, it has been possible to define some heuristics to enable the dis-
course analysis, given the specific text genre under focus. For the SOLUTIONHOOD
relation, for example, the following heuristic holds:

if in a segment X, ‘negative’ words like ‘cost’ and ‘problem’ appear more than once
and, in segment Y, which follows X, ‘positive’words like ‘solution’ and ‘development’
appear more than once too, then a SOLUTIONHOOD relation holds between propo-
sitions expressed by segments X and Y, with X being the satellite and Y the nucleus
of the relation

Next section describes DiZer and its processes, showing how and where the rhe-
torical repository is used.

1 Although ‘which’ is invariable in English, its counterpart in Portuguese, cujo, may vary in
gender and number.
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4 DiZer Architecture

DiZer comprises three main processes: (1) the segmentation of the text into proposi-
tional units, (2) the detection of occurrences of rhetorical relations between proposi-
tional units and (3) the building of the valid rhetorical structures. In what follows,
each process is explained. Figure 6 presents the system architecture.

Fig. 6. DiZer architecture.

4.1 Text Segmentation

In this process, DiZer tries to determine the simple clauses in the source text, since
simple clauses usually express simple propositional units, which are assumed to be
the minimal units in a rhetorical structure. For doing this, DiZer initially attributes
morphosyntactic categories to each word in the text using a Brazilian Portuguese
tagger [19]. Then, the segmentation process is carried out, segmenting the text always
a punctuation signal (comma, dot, exclamation and interrogation points, etc.) or a
strong discourse maker or indicative phrase is found. By strong discourse maker or
indicative phrase we mean those words groups that unambiguously have a function in
discourse. According to this, words like e and se (in English, ‘and’ and ‘if’2, respec-
tively) are ignored, while words like portanto and por exemplo (in English, ‘therefore’
and ‘for instance’, respectively) are not. DiZer still verifies whether the identified
segments are clauses by looking for occurrences of verbs in them.

Although this process is very simple, it produces reasonable results (see Figure 7
for an example of segmentation). In some cases, the system can not distinguish em-
bedded clauses, causing inaccurate segmentation, but this may be overcome in the
future by using a syntactic parser.

4.2 Detection of Rhetorical Relations

DiZer tries to determine at least one rhetorical relation for each two adjacent text
segments representing the corresponding underlying propositions. In order to do so, it
uses both discourse analysis patterns and heuristics. Initially, it looks for a relation
between every two adjacent segments of each sentence; then, it considers every two

2 Although ‘if’ is rarely ambiguous in English, its counterpart in Portuguese, se, may assume
many roles in a text. See a comprehensive discussion about se possible roles in [20].
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adjacent sentences of a paragraph; finally, it considers every two adjacent paragraphs.
This processing order is supported by the premise that a writer organizes related in-
formation at the same organization level, as already discussed in this paper.

When more than one discourse analysis pattern apply, usually in occurrences of
ambiguous discourse markers, all the possible patterns are considered. In this case,
several rhetorical relations may be hypothesized for the same propositions. Because
of this, multiple discourse structures may be derived for the same text.

In the worst case, when no rhetorical relation can be found between two segments,
DiZer assumes a default heuristic: it adopts an ELABORATION relation between
them, with the segment that appears first in the text being its nucleus. This is in ac-
cordance with what has been observed in the corpus analysis, in that the first segment
is usually elaborated by following ones. Although this may cause some underspecifi-
cation, or, maybe, inadequateness in the discourse structure, it is a plausible solution
and it may even be the case that such relation really applies. ELABORATION was
chosen as the default relation for being the most frequent relation in the corpus ana-
lyzed.

The system also keeps a record of the applied discourse analysis patterns and heu-
ristics, so that it may be possible to identify later manually and/or computationally
problematic/ambiguous cases in the discourse structure. In this way, it is possible to
reengineer and improve the resulting discourse analysis.

4.3 Building the Rhetorical Structure

This step consists of determining the complete text rhetorical structure from the indi-
vidual rhetorical relations between its segments. For this, the system makes use of the
rule-based algorithm proposed in [6]. This algorithm produces grammar rules for
each possible combination of segments by a rhetorical relation, in the form of a DCG
(Definite-Clause Grammar) rule [21]. When the final grammar is executed, all possi-
ble valid rhetorical structures are built.

As a complete example of DiZer processing, Figures 7 and 8 present, respectively,
a text (translated from Portuguese) already segmented by DiZer and one of the valid
rhetorical structures built. One may verify that the structure is totally plausible. It is
also worth noticing that paragraphs and sentences form complete substructures in the
overall structure, given the adopted processing strategy.

Next section presents some preliminary results concerning DiZer performance.

5 Preliminary Evaluation

A preliminary evaluation of DiZer has been carried out taking into account five scien-
tific texts on Computer Science (which are not part of the corpus analyzed for pro-
ducing the rhetorical repository). These have been randomly selected from introduc-
tions of MsC. dissertations of the NILC Corpus3, currently the biggest corpora of
texts for Brazilian Portuguese. Each text had, in average, 225 words, 7 sentences, 17
propositional units and 16 rhetorical relations.

3 www.nilc.icmc.usp.br/nilc/tools/corpora.htm
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Once discourse-analyzed by DiZer, the resulting rhetorical structures have been
verified in order to assess two main points: (I) the performance of the segmentation
process and (II) the plausibility of the hypothesized rhetorical relations. Such features
have been chosen for being the core of DiZer main processes. Only one expert in
RST has analyzed those structures, using as reference one manually generated dis-
course structure for each text, which incorporated all plausible relations between the
propositions. Table 1 presents the resulting recall and precision average numbers for
DiZer. It also shows the results for a baseline method, which considers complete
sentences as segments and always hypothesizes ELABORATION relations between
them (since it is the most common and generic relation).

Fig. 7. Text 2.

Fig. 8. Text 2 rhetorical structure.

For text segmentation, recall indicates how many segments of the reference dis-
course structure were correctly identified and precision indicates how many of the
identified segments were correct; for rhetorical relations hypotheses, recall indicates
how many relations of the reference discourse structure were correctly hypothesized
(taking into account the related segments and their nuclearity – which segments were
nuclei and satellites) and precision indicates how many of the hypothesized relations
were correct. It is possible to see that the baseline method performed very poorly and
that DiZer outperformed it.
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Some problematic issues might interfere in the evaluation, namely, the tagger per-
formance and the quality of the source texts. If the tagger fails in identifying the mor-
phosyntactic classes of the words, discourse analysis may be compromised. Also, if
the source texts present a significant misuse of discourse markers, inadequate rhetori-
cal structures may be produced. These problems have not been observed in the cur-
rent evaluation, but they should be taken into account in future evaluations.

It is worth noticing that Marcu’s cue-phrase-based rhetorical analyzer (which is
presently the most similar analyzer to DiZer), achieved worse recall in both cases
(51% and 47%), but better precision (96% and 78%) than DiZer. Although this direct
comparison is unfair, given that the languages, test corpora and even the analysis
methods differ, it gives an idea of the state of the art results in cue-phrase-based
automatic discourse analysis.

6 Concluding Remarks

This paper presented DiZer, a knowledge intensive discourse analyzer for Brazilian
Portuguese that produces rhetorical structures of scientific texts based upon the Rhe-
torical Structure Theory. To our knowledge, DiZer is the first discourse analyzer for
such language and, once available, must be the basis for the development and im-
provement of other NLP tasks, like automatic summarization and co-reference resolu-
tion.

Although DiZer was developed for scientific texts analysis, it is worth noticing
that it may also be applied for free domain texts, since, in general, discourse markers
are consistently used across domains.

In a preliminary evaluation, DiZer has achieved very good performance. However,
there is still room for improvements. The use of a parser and the development of new
specialized analysis patterns and heuristics must improve its performance. In the near
future, a statistical module should be introduced into the system, enabling it to deter-
mine the most probable discourse structure among the possible structures built, as
well as to hypothesize rhetorical relations in the case that there are not discourse
markers and indicative phrases and words present in some segment in the source text.
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Abstract. Automatic Summarization (AS) in Brazil has only recently become a
significant research topic. When compared to other languages initiatives, such a
delay can be explained by the lack of specific resources, such as expressive lexi-
cons and corpora that could provide adequate foundations for deep or shallow ap-
proaches on AS. Taking advantage of having commonalities with respect to re-
sources and a corpus of texts and summaries written in Brazilian Portuguese, two
NLP research groups have decided to start a common task to assess and compare
their AS systems. In the experiment five distinct extractive AS systems have been
assessed. Some of them incorporate techniques that have been already used to
summarize texts in English; others propose novel approaches to AS. Two baseline
systems have also been considered. An overall performance comparison has been
carried out, and its outcomes are discussed in this paper.

1 Introduction

We definitely live in the information explosion era. A recent study from Berkeley
[12] indicates there were 5 million terabytes of new information created via print,
film, magnetic, and optical storage media in 2002, and the www alone contains about
170 terabytes of information on its surface. This is about twice the data generated in
1999, given an increasing rate at about 30% each year. Conversely, to use this infor-
mation is very hard. Problems like information retrieval and extraction, and text
summarization became important areas in Computer Science research.

Especially concerning Automatic Summarization (AS), we focus on extractive
methods in order to produce extracts of texts written in Brazilian Portuguese. Ex-
tracts, in this context, are summaries produced automatically on the basis of superfi-
cial, empirical or statistical, techniques, broadly known as extractive methods [15].
These actually aim at producing summaries that consist entirely of material copied,

* The Brazilian Agencies FAPESP and PIBIC-CNPQ supported this research.
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usually sentences, from the source texts. Typically, extracts or summaries automati-
cally generated have 10 to 30% of the original text length – being faster to read – but
must contain enough information to satisfy the user’s needs [13].

Five AS systems were assessed, all of them sharing the same linguistic resources,
when applicable. Only precision (P) and recall (R) have been considered, for practical
reasons: being extractive, all the summarizers under consideration could be automati-
cally assessed to calculate P and R. The performance of those AS systems could thus
be compared, in order to identify the features that apply better to a genre-specific text
corpus in Brazilian Portuguese.

To calculate P and R, ideal summaries – extractive versions of the manual summa-
ries – have been used, which have been automatically produced by a specific tool, a
generator of ideal extracts (available in http://www.nilc.icmc.usp.br/~thiago). This
tool is based upon the widely known vector space model and the cosine similarity
measure [25], and works as follows: 1) for each sentence in the manual summary the
most similar sentence in the text is obtained (through the cosine measure); 2) the most
representative sentences are selected, yielding the corresponding ideal, extractive,
summary. This procedure works as suggested by [14], i.e., it is based on the premise
that ideal extracts should be composed of as many sentences (the most similar ones)
as the ones in the corresponding manual summary.

As we shall see, some of the systems being assessed had to be trained. In this case,
the very same pre-processing tools and data have been used by all of them. We chose
TeMário [19] (available in_http://www.linguateca.pt/Repositorio/TeMario), a corpus
of 100 newspaper texts (c.a. 613 words, or 1 to 2 ½ pages long) that has been built for
AS purposes, as the only input for the assessment reported here. Those texts have
been withdrawn from online regular Brazilian newspapers, the Folha de São Paulo
(60 texts) and the Jornal do Brasil (40 texts) ones. They are equally distributed
amongst distinct domains, namely, those respecting to free author views, critiques,
world, politics, and foreign affairs. The summaries that come along with this corpus
are those hand-produced by the consultant on the Brazilian Portuguese language.

Details of the considered systems and their assessment are given below. In Section
2, we outline the main features of each system under focus. In Section 3 we describe
the experiment itself and a thorough discussion on their overall rating. Finally, in
section 4 we address the outcomes of the reported assessment, concerning the potenti-
alities to apply AS for Brazilian Portuguese texts of a particular genre.

2 Extractive AS Systems Under Focus

Each of the assessed AS systems tackles a particular AS strategy. Specially, three of
them suggest novel approaches, as follows: (a) Gist Summarizer (GistSumm) [20],
focuses upon the matching of lexical items of the source text against lexical items of a
gist sentence, supposed to be the sentence of the source text that best expresses its
main idea, which is previously determined by means of a word frequency distribu-
tion; (b) Term Frequency-Inverse Sentence Frequency-based Summarizer (TF-ISF-
Summ) [9], adapts Salton’s TF-IDF information retrieval measure [25] in that, in-
stead of signaling the documents to retrieve, it pinpoints those sentences of a source
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text that must be included in a summary; (c) Neural Summarizer (NeuralSumm) [21]
is based upon a neural network that, after training, is capable of identifying relevant
sentences in a source text for producing the extract. Added to those, we employ a
classification system (ClassSumm) that produces extracts based on a Machine Learn-
ing (ML) approach, in which summarization is considered as a classification task.
Finally, we use Text Summarization in Portuguese (SuPor) [17], a system aiming at
exploring alternative methodologies that have been previously suggested to summa-
rize texts in English. Based on a ML technique, it allows the user to customize sur-
face and/or linguistic features to be handled during summarization, permitting one to
generate diverse AS engines. In the assessment reported in this paper, SuPor has been
customized to just one AS system.

All the systems consistently incorporate language-specific resources, arming at en-
suring the accuracy of the assessment. The most significant tools already available for
Brazilian Portuguese are a part-of-speech tagger [1], a parser [16], and a stemmer
based upon Porter’s algorithm [3]. Linguistic repositories include a lexicon [18], and
a list of discourse markers, which is derived from the DiZer system [22]. Addition-
ally, a stoplist (i.e., a list of stopwords, which are too common and, therefore, irrele-
vant to summarization) and a list of the commonest lexical items that signal anaphors
are also used. Apart from the discourse markers and the lexical items lists, which are
used only by ClassSumm, and the tagger and parser, which are not used by
GistSumm and NeuralSumm, the other resources are shared amongst all the systems.

Text pre-processing is also common to all the systems. It involves text segmenta-
tion, through delimiting sentences by applying simple rules based on punctuation
marks, case folding and stemming, and stopwords removal. In the following we
briefly describe each AS system.

2.1 The GistSumm System

GistSumm is an automatic summarizer based on a novel extractive method, called
gist-based method. For GistSumm to work, the following premises must hold: (a)
every text is built around a main idea, namely, its gist; (b) it is possible to identify in
a text just one sentence that best expresses its main idea, namely, the gist sentence.
Based on them, the following hypotheses underlie GistSumm methodology: (I)
through simple statistics the gist sentence or an approximation of it is determined; (II)
by means of the gist sentence, it is possible to build coherent extracts conveying the
gist sentence itself and extra sentences from the source text that complement it.

GistSumm comprises three main processes: text segmentation, sentence ranking,
and extract production. Sentence ranking is based on the keywords method [11]: it
scores each sentence of the source text by summing up the frequency of its words and
the gist sentence is chosen as the most highly scored one. Extract production focuses
on selecting other sentences from the source text to include in the extract, based on:
(a) gist correlation and (b) relevance to the overall content of the source text. Crite-
rion (a) is fulfilled by simply verifying co-occurring words in the candidate sentences
and the gist sentence, ensuring lexical cohesion. Criterion (b) is fulfilled by sentences
whose score is above a threshold, computed as the average of all the sentence scores,
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to guarantee that only relevant-to-content sentences are chosen. All the selected sen-
tences above the cutoff are thus juxtaposed to compose the final extract.

GistSumm has already undergone several evaluations, the main one being
DUC’2003 (Document Understanding Conference). According to this, Hypothesis I
above has been proved to hold. Other methods than the keywords one were also used
for sentence ranking. The keywords one outperformed all of them.

2.2 The TF-ISF-Summ System

TF-ISF-Summ is an automatic summarizer that makes use of the TF-ISF (Term-
Frequency Inverse-Sentence-Frequency) metric to rank sentences in a given text and
then extract the most relevant ones. Similarly to GistSumm, the approach used by this
system has also three main steps: (1) text pre-processing (2) sentence ranking, and (3)
extract generation. Differently from that, in order to rank the sentences, it calculates
the mean TF-ISF of each sentence, as proposed in [9]: (1) each sentence is considered
as a fragment of the text; (2) given a sentence, the TF-ISF metric for each term (simi-
lar to the TF-IDF metric [25]) is calculated: TF is the frequency of the term in the
document and ISF is a function of the number of sentences in which the term appears;
(3) finally, the TF-ISF for the whole sentence is computed as the arithmetic mean of
all the TF-ISF values of its terms. Sentences with the highest mean-TF-ISF score and
above the cutoff are selected to compose the output extract.

The method showed to be only as good as the random sentences approach in the
experiments made by Larocca Neto [8] for documents in English.

2.3 The NeuralSumm System

NeuralSumm system makes use of a ML technique, and runs on four processes: (1)
text segmentation, (2) features extraction, (3) classification, and (4) extract produc-
tion. It is primarily unsupervised, since it is based on a self-organizing map (SOM)
[6], which clusters information from the training texts. NeuralSumm produces two
clusters: one that represents the important sentences of the training texts (and, thus,
should be included in the extract) and another that represents the non-important sen-
tences (and, thus, should be discarded). To our knowledge, it is the first time a SOM
has been used to help determining relevant sentences in AS.

During AS, after analyzing the source text, features extraction focuses on each sen-
tence, in order to collect the following features: (i) sentence length, (ii) sentence posi-
tion in the source text, (iii) sentence position in the paragraph it belongs to, (iv) pres-
ence of keywords in the sentence, (v) presence of gist words in the sentence, (vi)
sentence score by means of its words frequency, (vii) sentence score by means of TF-
ISF and (viii) presence of indicative words in the sentence. It is worth noticing that
keywords are limited to the two most frequent words in the text, gist words are the
composing words of the gist sentence, and indicative words are genre-dependent and
could be corresponding to, e.g., ‘problem’, ‘solution’, ‘conclusion’, or ‘purpose’, in
scientific texts. Both feature (vi) and the gist sentence are calculated in the same way
as they are in GistSumm. The rationale behind incorporating these features in Neu-
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ralSumm may be found in [21]. Sentence classification is carried out by considering
every feature of each sentence, which is given as input to the SOM. This finally clas-
sifies the sentences as important or non-important, the important ones being selected
and juxtaposed to compose the final extract.

NeuralSumm SOM was already compared to other ML techniques. It proved to be
better than Naïve Bayes, decision trees and decision rules methods, with an error
decreasing rate to the worst case of c.a. 10% [21].

2.4 The ClassSumm System

The Classification System was proposed by Larocca Neto et al. [10] and uses a ML
approach to determine relevant segments to extract from source texts. Actually, it is
based on a Naïve Bayes classifier.

To summarize a source text, the system performs the same four processes that
NeuralSumm, as previously explained. Text pre-processing is similar to the one per-
formed by TF-ISF-Summ. Features extracted from each sentence are of two kinds:
statistical, i.e., based on measures and counting taken directly from the text compo-
nents, and linguistic, in which case they are extracted from a simplified argumenta-
tive structure of the text, produced by a hierarchical text agglomerative clustering
algorithm. A total of 16 features are associated to each sentence, to know: (a) mean-
TF-ISF, (b) sentence length, (c) sentence position in the source text, (d) similarity to
title, (e) similarity to keywords, (f) sentence-to-sentence cohesion, (g) sentence-to-
centroid cohesion, (h) main concepts – the most frequent nouns that appear in the
text, (i) occurrence of proper nouns, (j) occurrence of anaphors, (k) occurrence of
non-essential information. Features (d), (e), (f) and (g) use the cosine measure to
calculate similarity; features (h) and (i) use the POS Tagger; finally, features (j) e (k)
use fixed lists, as mentioned before. The remaining are linguistic features, based on
the binary tree that represents the argumentative structure of the text, where each leaf
is associated to a sentence and the internal nodes are associated to partial clusters of
sentences. These features are: (l) the depth of each sentence in the tree, and (m) four
features that represent specific directions in a given level of the tree (height 1,2,3,4)
that indicate, for each depth level, the direction taken by the path from the root to the
leaf associated with the sentence.

Extract generation is considered as a two-valued classification problem: sentences
should be classified as relevant-to-extract or not. According to the values of the fea-
tures for each sentence, the classification algorithm must “learn” which ones must
belong to the summary. Finally, the sentences to include in the extract will be those
above the cutoff and, thus, those with the highest probabilities of belonging to it.

In the experiment reported in this article, the only unused feature was the key-
words similarity, because the TeMário corpus does not convey a list of keywords.
Compared to the other systems, ClassSumm uses two extra lists: one with indicators
of main concepts and another with the commonest anaphors. Although there are no
such fixed lists to Brazilian Portuguese, we followed Larocca Neto’s [8] suggestions,
incorporating to the current version of the system the corresponding pronoun ana-
phors for English, such as ‘this’, ‘that’, ‘those’, etc.
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ClassSumm was evaluated on a TIPSTER corpus of 100 news stories for training,
and two test procedures, namely, one that has used 100 automatic summaries and
another that has used 30 manual extracts [10], in which it outperforms the “from-top”
– those from the beginning of the source text, and random order baselines.

2.5 The SuPor System

Similarly to some of the above systems, SuPor also conveys two distinct processes:
training and extracting based on a Bayesian method, following [7]. Unlike them, it
embeds a flexible way to combine linguistic and non-linguistic constraints for extrac-
tion production. AS options include distinct suggestions originally aimed at texts in
English, which have been adapted to Brazilian Portuguese. To configure an AS strat-
egy, SuPor must thus be customized by an expert user [17].

In SuPor, relevant features for classification are (a) sentence length (minimum of 5
words); (b) words frequency [11]; (c) signaling phrases; (d) sentence location in the
texts; and (e) occurrence of proper nouns. As a result of training, a probabilistic dis-
tribution is produced, which entitles extraction in SuPor. For this, only features (a),
(b), (d) and (e) are used, along with lexical chaining [2]. Adaptations from the origi-
nals have been made for Portuguese, to know: (i) for lexical chaining computation, a
thesaurus [4] for Brazilian Portuguese is used; (ii) sentence location (10% of the first
and 5% of the last sentences of a source text are considered); (iii) proper nouns are
those that are not abbreviations, occur more than once in the source text and do not
appear at the beginning of a sentence; (iv) a minimum threshold has been set for the
selection of the most frequent words: each term of the source text is frequency-
weighed, and the total weight of the text is produced; then the average weight, along
with its standard deviation is taken as the cutoff of frequent words.

SuPor works in the following way: firstly, the set of features of each sentence are
extracted. Secondly, for each of the sets, the Bayesian classifier provides its probabil-
ity, which will enable top-sentences to be included in the output extract.

SuPor performance has been previously assessed through two distinct experiments
that also focused on newspaper articles and their ideal extracts, produced by the gen-
erator of ideal extracts already referred to. However, testing texts had nothing to do
with TeMário. Both experiments addressed the representativeness of distinct group-
ings of features. Overall, the features grouping that have been most significant in-
cluded lexical chaining, sentence length and proper nouns (avg.F-measure=40%).

3 Experiments and Results

We proceeded to a blackbox-type evaluation, i.e., only comparing the systems out-
puts. The main limitation imposed to the experiment was making it efficient: to com-
pare the performance of the five systems, evaluation should be entirely automatic. As
a result, only co-selection measures [23], more specifically P, R, and F-measure were
used. We could not compare either automatic extracts with TeMário manual summa-
ries because they are hand-built and do not allow for a viable automatic evaluation.
For this reason, the corresponding ideal extracts were used, as described in Section 1.
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In relation to the systems that need training, to assure non-biasing, a 10-fold cross
validation has been used (each fold comprising 10 texts).

We also included in the evaluation two baseline methods: the one based just upon
the selection of from-top sentences and the other that chooses them at random (here-
after, From-top and Random order methods, respectively). Following the same ap-
proach, the extracts contain as many sentences as the cutoff allows in this case.

In the AS context, the metrics under focus here are defined as follows: (a) com-
pression rate is 30%. It has been chosen to conform to the sizes of both, the manual
summaries (length ranging from 25 to 30%) and ideal extracts; (b) Let N be the total
number of sentences in the output extract; M be the total number of sentences in the
ideal extract; NR be the number of relevant sentences included in the output extract,
i.e., the number of coinciding sentences between the output and its corresponding
ideal extract; (c) precision and recall are defined by P=NR/N and R=NR/M, and F-
measure is the balance metric between P and R, F=2*P*R/(P+R).

All the systems were independently run. Table 1 shows the averaged precision, re-
call and F-measure metrics of each system obtained in the experiments, with last
column indicating the relative performance of each system as the percentage over the
random order baseline method, i.e. (F-measure/F-measure-random-baseline - 1).

Overall, the combination of features that lead to SuPor performance is [location,
words frequency, length, proper nouns, lexical chaining]. SuPor performance may
well be due to the inclusion of lexical chaining, since this is its most distinctive fea-
ture. Meaningfully, training has also counted on signaling phrases, which has been
considered only in SuPor. This, added to lexical chaining, may well be one of the
reasons for SuPor outperformance. Lexical chaining also has a close relationship to
the innovative features added to ClassSumm, the second topmost system. Especially,
it focuses on the strongest lexical chains, whilst ClassSumm focuses on sentence-to-
sentence and sentence-to-centroid for cohesion.

Close performance between SuPor and ClassSumm can also be explained through
the relationship between the following features combinations, respectively: [words
frequency, signaling phrases] and [mean TF-ISF, indicator of main concepts, similar-
ity to title]. This is justified by acknowledging that the mean TF-ISF is based on
words frequency and main concepts and titles may signal phrases that lead to decision
patterns.
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Both topmost systems include features that have been formerly indicated for good
performance, when individually taken (see the generalization of Edmundson’s [5]
paradigm in [13]): sentences location and cue phrases (i.e., the referred signaling
ones). Additionally, both have been trained through a Bayesian classifier, with a con-
siderable overlap of features. Keywords, which have been considered the poorest in
Edmundson’s model [5], have not been considered in any of them. In all, they sub-
stantially differ only through the anaphors and non-essential information features,
although location, in ClassSumm, addresses the argumentative tree of a source text,
instead of its surface structure, as it is in SuPor.

TF-ISF-Summ, which has a worse performance than ClassSumm, coincides with
that in the combination [words frequency, mean TF-ISF], for the same reasons given
above. Although its performance is not substantially far from that of SuPor, its up-
perbound is a baseline. This may also suggest that what distinguishes SuPor is not the
word frequency, neither is the mean TF-ISF measure in ClassSumm.

Not surprisingly, GistSumm performance is farther than the other systems referred
to, for it is based mainly upon words distribution, which has been repeatedly evi-
denced as a non-expressive feature. However, evidences provided by the DUC’2003
evaluation show that GistSumm is effective in determining the gist sentence. In that
evaluation, GistSumm scored 3.12 in a 0-4 scale for usefulness. This metric was pre-
sented to DUC judges in the following way: their score of any given summary should
indicate how useful the summary was in retrieving the corresponding source text (0
indicating no use at all and 4, totally useful, i.e., as good as having the full text in-
stead. So, the problem must be in the extraction module instead. Although this system
achieved the best P, its R is the worst, even worse than the baselines. Recall could be
improved, for example, if gist words were spread over the whole source text, which
does not seem to be the case in newspaper texts, where the gist is usually in the lead
sentences.

Although NeuralSumm is based on a combination of most of the features embed-
ded in SuPor and ClassSumm, its performance is much worse. This may be due to its
training on SOM, as well as on the means training has been carried out (e.g., a non-
significant corpus) or, ultimately, on the features themselves, which also include
word frequency.

The From-top method occupies, as expected, the position in the F-measure
scale. Being composed of newspaper texts of varied domains, the test corpus has an
expressive feature: lead sentences usually are the most relevant ones. Distinction
between that and the other 2 topmost systems may be due to the sophistication of
combining distinctive features. Since most of them coincide, but cohesive indicators,
lexical chaining (SuPor) and sentence-to-sentence or sentence-to-centroid cohesion
(ClassSumm) seem to be the key parameters for our outperforming systems.

It is important to notice that the described evaluation is not noise free. The ways
ideal extracts are generated bring about a problem to our evaluation: since the genera-
tor relies on the cosine similarity measure, and this does not take into account the
sentence size, there is no way to guarantee that compression rate is uniformly ob-
served. Actually, there are ideal extracts in our reference corpus that are considerably
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longer than the extracts automatically generated. This poses an evaluation problem in
that the comparison between both penalizes recall, whilst increasing precision.

These results are relatively similar to the ones obtained in the literature for texts in
English, such as the ones of Teufel and Moens [26] (P=65% and R=44%), Kupiec et
al. (P=R=42%) and Saggion and Lapalme [24] (P=20% and R=23%). Although the
direct comparison between the results is not fair, due to different training, test cor-
pora, and even language, it may indicate the general state of the art in extractive AS.

4 Final Remarks

Clearly, considering linguistic features and, thus, knowledge-based decisions, indi-
cates a way of improving extractive AS. It is also worthy considering that the topmost
evaluated systems are based on training, which means that, with more substantial
training data, performance may be improved. Limitations usually addressed in the
literature refer to the impossibility of, e.g., aggregating or generalizing information.
SuPor and ClassSumm evaluations suggest that, although those procedures keep been
inexistent in extractive approaches, a way of surpassing those difficulties is still to
address the semantic-level through surface manipulation of text components. Another
significant way of improving SuPor and ClassSumm is to make the input reference
lists (e.g., stoplists and discourse markers) more expressive, by adding more terms to
them. Also, substituting the language-dependent repositories that have been currently
adapted (e.g., the thesaurus in SuPor) or building an argumentative tree in Class-
Summ by other means may improve performance, since that will be likely to tune
better the systems to Brazilian Portuguese.

After all, the common evaluation presented here made it possible to compare dif-
ferent systems, allowing fostering AS research especially concerning texts in Brazil-
ian Portuguese and, more importantly, delineating future goals to pursue.
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Abstract. This work presents a new algorithm, called Heuristically
Accelerated Q–Learning (HAQL), that allows the use of heuristics to
speed up the well-known Reinforcement Learning algorithm Q–learning.
A heuristic function that influences the choice of the actions character-
izes the HAQL algorithm. The heuristic function is strongly associated
with the policy: it indicates that an action must be taken instead of an-
other. This work also proposes an automatic method for the extraction
of the heuristic function from the learning process, called Heuristic
from Exploration. Finally, experimental results shows that even a very
simple heuristic results in a significant enhancement of performance of
the reinforcement learning algorithm.

Keywords: Reinforcement Learning, Cognitive Robotics

1 Introduction

The main problem approached in this paper is the speedup of Reinforcement
Learning (RL), aiming its use in mobile and autonomous robotic agents acting in
complex environments. RL algorithms are notoriously slow to converge, making
it difficult to use them in real time applications. The goal of this work is to
propose an algorithm that preserves RL advantages, such as the convergence to
an optimal policy and the free choice of actions to be taken, minimizing its main
disadvantage: the learning time.

For being the most popular RL algorithm and because of the large amount
of data available in literature for a comparative evaluation, the Q–learning algo-
rithm [11] was chosen as the first algorithm to be extended by the use of heuristic
acceleration. The resulting new algorithm is named Heuristically Accelerated Q–
Learning (HAQL) algorithm.

In order to describe this proposal in depth, this paper is organized as follows.
Section 2 describes the Q–learning algorithm. Section 3 describes the HAQL and
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its formalization using a heuristic function and section 4 describes the algo-
rithm used to define the heuristic function, namely Heuristic from Exploration.
Section 5 describes the domain where this proposal has been evaluated and the
results obtained. Finally, Section 6 summarizes some important points learned
from this research and outlines future work.

2 Reinforcement Learning and the Q–Learning Algorithm

Consider an autonomous agent interacting with its environment via perception
and action. On each interaction step the agent senses the current state of the
environment, and chooses an action to perform. The action alters the state

of the environment, and a scalar reinforcement signal (a reward or penalty)
is provided to the agent to indicate the desirability of the resulting state.

The goal of the agent in a RL problem is to learn an action policy that
maximizes the expected long term sum of values of the reinforcement signal,
from any starting state. A policy is some function that tells the agent
which actions should be chosen, under which circumstances [8]. This problem
can be formulated as a discrete time, finite state, finite action Markov Decision
Process (MDP), since problems with delayed reinforcement are well modeled
as MDPs. The learner’s environment can be modeled (see [7, 9]) by a 4-tuple

where:

is a finite set of states.
is a finite set of actions that the agent can perform.

is a state transition function, where is a probability
distribution over represents the probability of moving from state

to by performing action
is a scalar reward function.

The task of a RL agent is to learn an optimal policy that maps
the current state into a desirable action(s) to be performed in In RL, the
policy should be learned through trial-and-error interactions of the agent with
its environment, that is, the RL learner must explicitly explore its environment.

The Q–learning algorithm was proposed by Watkins [11] as a strategy to
learn an optimal policy when the model and is not known in advance.
Let be the reward received upon performing action in state plus
the discounted value of following the optimal policy thereafter:

The optimal policy is Rewriting in a recur-
sive form:

Let be the learner’s estimate of The Q–learning algorithm itera-
tively approximates i.e., the values will converge with probability 1 to
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provided the system can be modeled as a MDP, the reward function is bounded
and actions are chosen so that every state-action

pair is visited an infinite number of times. The Q learning update rule is:

where is the current state; is the action performed in is the reward
received; is the new state; is the discount factor

where is the total number of times this state-action pair
has been visited up to and including the current iteration.

An interesting property of Q–learning is that, although the exploration-
exploitation tradeoff must be addressed, the values will converge to inde-
pendently of the exploration strategy employed (provided all state-action pairs
are visited often enough) [9].

3 The Heuristically Accelerated Q–Learning Algorithm

The Heuristically Accelerated Q–Learning algorithm can be defined as a way of
solving the RL problem which makes explicit use of a heuristic function

to influence the choice of actions during the learning process.
defines the heuristic, which indicates the importance of performing the action
when in state

The heuristic function is strongly associated with the policy: every heuristic
indicates that an action must be taken regardless of others. This way, it can
said that the heuristic function defines a “Heuristic Policy”, that is, a tentative
policy used to accelerate the learning process. It appears in the context of this
paper as a way to use the knowledge about the policy of an agent to accelerate
the learning process. This knowledge can be derived directly from the domain
(prior knowledge) or from existing clues in the learning process itself.

The heuristic function is used only in the action choice rule, which defines
which action must be executed when the agent is in state The action choice
rule used in the HAQL is a modification of the standard rule used
in Q–learning, but with the heuristic function included:

where:

is the heuristic function, which influences the action choice.
The subscript indicates that it can be non-stationary.

is a real variable used to weight the influence of the heuristic function.
is a random value with uniform probability in [0,1] and is the

parameter which defines the exploration/exploitation trade-off: the greater
the value of the smaller is the probability of a random choice.

is a random action selected among the possible actions in state
TEAM LinG
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As a general rule, the value of the heuristic used in the HAQL
must be higher than the variation among the for a similar so it
can influence the choice of actions, and it must be as low as possible in order to
minimize the error. It can be defined as:

where is a small real value and is the action suggested by the heuristic.
For instance, if the agent can execute 4 different actions when in state

the values of for the actions are [1.0 1.1 1.2 0.9], the action that
the heuristic suggests is the first one. If the values to be used are

and zero for the other actions.
As the heuristic is used only in the choice of the action to be taken, the

proposed algorithm is different from the original Q–learning only in the way
exploration is carried out. The RL algorithm operation is not modified (i.e.,
updates of the function Q are as in Q–learning), this proposal allows that many
of the conclusions obtained for Q–learning to remain valid for HAQL.

Theorem 1. Consider a HAQL agent learning in a deterministic .MDP, with
finite sets of states and actions, bounded rewards
discount factor such that and where the values used on the heuristic
function are bounded by For this agent, the

values will converge to with probability one uniformly over all the states
if each state-action pair is visited infinitely often (obeys the Q-learning

infinite visitation condition).

Proof: In HAQL, the update of the value function approximation does not
depend explicitly on the value of the heuristic. The necessary conditions for the
convergence of Q–learning that could be affected with the use of the heuristic
algorithm HAQL are the ones that depend on the choice of the action. Of the
conditions presented in [8,9], the only one that depends on the action choice
is the necessity of infinite visitation to each pair state-action. As equation 4
considers an exploration strategy regardless of the fact that the value
function is influenced by the heuristic the infinite visitation condition
is guaranteed and the algorithm converges. q.e.d.

The condition of infinite visitation of each state-action pair can be considered
valid in practice – in the same way that it is for Q–learning – also by using other
visitation strategies:

Using a Boltzmann exploration strategy [7].
Intercalating steps where the algorithm makes alternate use of the heuristic
and exploration steps.
Using the heuristic during a period of time, smaller than the total learning
time for Q–learning.

The use of a heuristic function made by HAQL explores an important char-
acteristic of some RL algorithms: the free choice of training actions. The conse-
quence of this is that a suitable heuristic speeds up the learning process, and if
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the heuristic is not suitable, the result is a delay which does not stop the system
from converging to an optimal value.

The idea of using heuristics with a learning algorithm has already been con-
sidered by other authors, as in the Ant Colony Optimization presented in [5,2].
However, the possibilities of this use were not properly explored yet. The com-
plete HAQL algorithm is presented on table 1. It can be noticed that the only
difference to the Q–learning algorithm is the action choice rule and the existence
of a step for updating the function

Although any function which works over real numbers and produces values
belonging to an ordered set may be used in equation 4, the use of addition is
particularly interesting because it allows an analysis of the influence of the values
of in a way similar to the one which is made in informed search algorithm
(such as [6]).

Finally, the function can be derived by any method, but a good
one increases the speedup and generality of this algorithm. In the next section,
the method Heuristic from Exploration is presented.

4 The Method Heuristic from Exploration

One of the main questions addressed in this paper is how to find out, in an
initial learning stage, the policy which must be used for learning speed up. For
the HAQL algorithm, this question means how to define the heuristic function.
The definition of an initial situation depends on the domain of the system ap-
plication. For instance, in the domain of robotic navigation, we can extract an
useful heuristic from the moment when the robot is receiving environment rein-
forcements: after hitting a wall, use as heuristic the policy which leads the robot
away from it.
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A method named Heuristic from Exploration is proposed in order to estimate
a policy-based heuristic. This method was inspired by [3], which proposed a
system that accelerates RL by composing an approximation of the value function,
adapting parts of previously learned solutions. The Heuristic from Exploration
is composed of two phases: the first one, which extracts information about the
structure of the environment through exploration and the second one, which
defines the heuristic for the policy, using the information extracted. These stages
were called Structure Extraction and Heuristic Backpropagation, respectively.

Structure Extraction iteratively estimates a map sketch, keeping track of
the result from all the actions executed by the agent. In the case of a mobile
robot, when the agent tries to move from one position to the next, the result of
the action is recorded. When an action does not result in a move, it indicates
the existence of an obstacle in the environment. With the passing of time, this
method generates a map sketch of the environment identified as possible actions
in each state.

From the map sketch of the environment, Heuristic Backpropagation com-
poses the heuristic, described by a sub-optimal policy, by backpropagating the
possible actions over the map sketch. It propagates – from a final state – the
policies which lead to that state. For instance, the heuristic of the states im-
mediately previous to a terminal state are defined by the actions that lead to
the terminal state. In a following iteration, this heuristic is propagated to the
predecessors of the states which already have a defined heuristic and so on.

Theorem 2. For a deterministic MDP whose model is known, the Heuristic
Backpropagation algorithm generates an optimal policy.

Proof Sketch: This algorithm is a simple application of the Dynamic Pro-
gramming algorithm [1]. In case where the environment is completely known,
both of them work the same way. In case where only part of the environment is
known, the backpropagation is done only for the known states. On the example
of robotic mapping, where the model of the environment is gradually built, the
backpropagation can be done only on the parts of the environment which are
already mapped.

Results for a complete implementation of this algorithm will be presented in
the next section.

5 Experiments in the Grid-World Domain

In these experiments, a grid-world agent that can move in four directions have to
find a specific state, the target. The environment is discretized in a grid with N x
M positions the agent can occupy. The environment in which the agent moves can
have walls (figure 1), represented by states to which the agent cannot move. The
agent can execute four actions: move north, south, east or west. This domain,
called grid-world, is well-known and was studied by several researchers [3,4,7,
9]. Two experiments were done using HAQL with Heuristic from Exploration
in this domain: navigation with goal relocation and navigation in a new and
unknown environment.
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Fig. 1. Room with walls (represented by dark lines) discretized in a grid of states.

The value of the heuristic used in HAQL is defined using equation 5 as:

This value is computed only once, in the beginning of the acceleration. In all
the following episodes, the value of the heuristic is maintained fixed, allowing the
learning to overcome bad indications. If is recalculated at each episode,
a bad heuristic would be difficult to overcome.

For comparative effects, the same experiments are also executed using the Q–
learning. The parameters used in Q–learning and HAQL were the same: learning
rate the exploitation/exploration rate is 0.9 and the discount factor

The rewards used were +10 when the agent arrives to the goal state
and -1 when it executes any action. All the experiments presented were encoded
in C++ Language and executed in a Pentium 3-500MHz, with 256MB of RAM,
and Linux operating system.

The results presented in the next sub-sections show the average of 30 training
sessions in nine different configurations of the navigation environment – a room
with several walls – similar to the one in figure 1. The size of the environment
is of 55 × 55 positions and the goal is initially at the right superior corner. The
agent always start at a random position.

5.1 Goal Relocation During the Learning Process

In this experiment the robot must learn to reach the goal, which is initially
located at the right superior corner (figure 1) and, after a certain time, is moved
to the left inferior corner of the grid.

The HAQL initially only extracts the structure of the problem (using the
structure extraction method described in section 4), behaving as the Q–learning.
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At the end of episode the goal is relocated. With this, both algorithms
must find the new position of the goal. As the algorithms are following the
policies learned until then, the performance worsens and both algorithms execute
a large number of steps to reach the new position of the goal.

As the robot controlled by the HAQL arrives at the new goal position (at the
end of episode), the heuristic to be used is constructed using the Heuristic
Backpropagation (described in section 4) with information from the structure
of the environment (that was not modified) and the new position of the goal,
and the values of are defined. This heuristic then is used, resulting in
a better performance in relation to Q–learning, as shown in figure 2.

Fig. 2. Result for the goal relocation at the end of the episode (log y).

It can be observed that the HAQL has a similar performance to Q–learning
until the episode. In this episode, the robot controlled by both algorithms
takes more than 1 million steps to find the new position of the goal (since the
known politics takes the robot to a wrong position).

After the episode, while the Q–learning needs to learn the politics from
scratch, the HAQL will always execute the minimum number of steps necessary
to arrive at the goal. This happens because the heuristic function allows the
HAQL to use the information about the environment it already possessed.

5.2 Learning a Policy in a New Environment

In the second experiment the robot must learn to reach the goal located at the
right superior corner (figure 1) when inserted in an unknown environment, at a
random position.
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Again, the HAQL initially only extracts the structure of the problem, without
making use of the heuristic, and behaving as the Q–learning. At the end of
the ninth episode, the heuristic to be used is constructed using the Heuristic
Backpropagation with the information from the structure of the environment
extracted during the first nine episodes, and the values of are defined.
This heuristic is then used in all the following episodes.

The result (figure 3) shows that, while the Q–learning continue to learn the
action policy, the HAQL converges to the optimal policy after the speed up.

Fig. 3. Result for the acceleration at the end of the episode (log y).

The episode was chosen for the beginning of the acceleration because
this allows to the agent to explore the environment before using the heuristic.
As the robot starts every episode at a random position and the environment
is small, the Heuristic from Exploration method will probably define a good
heuristic.

Finally, Student’s [10] was used to verify the hypothesis that the use
of heuristics speed up the learning process. For both experiments described in
this section – goal relocation and navigation in a new environment – the value of
the module of T was calculated for each episode using the same data presented
in figures 2 and 3. The results confirm that after the speed up the algorithms
are significantly different, with a confidence level greater than 0.01%.

6 Conclusion and Future Works

This work presented a new algorithm, called Heuristically Accelerated Q–Lear-
ning (HAQL), that allows the use of heuristics to speed up the well-known Re-
inforcement Learning algorithm Q–learning.
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The experimental results obtained using the automatic method for the ex-
traction of the heuristic function from the learning process, called Heuristic
from Exploration, showed that the HAQL attained better results than the Q–
learning for the domain of mobile robots.

Heuristics allows the use of RL algorithms to solve problems where the con-
vergence time is critic, as in real time applications. This approach can also
be incorporated in other well know RL algorithms, like the SARSA, QS and
Minimax-Q [8].

Among the actions that need to be taken for a better evaluation of this
proposal, the more important ones are:

Validate the HAQL, by applying it to other the domains such as the “car on
the hill” [3] and the “cart-pole” [4].
During this study several indications that there must be a large number of
methods which can be used to extract the heuristic function were found.
Therefore, the study of other methods for heuristic composition is needed.
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Abstract. In Data Mining, one of the steps of the Knowledge Discov-
ery in Databases (KDD) process, the use of concept hierarchies as a
background knowledge allows to express the discovered knowledge in a
higher abstraction level, more concise and usually in a more interesting
format. However, data mining for high level concepts is more complex
because the search space is generally too big. Some data mining systems
require the database to be pre-generalized to reduce the space, what
makes difficult to discover knowledge at arbitrary levels of abstraction.
To efficiently induce high-level rules at different levels of generality, with-
out pre-generalizing databases, fast access to concept hierarchies and fast
query evaluation methods are needed.
This work presents the NETUNO-HC system that performs induction
of classification rules using concept hierarchies for the attributes values
of a relational database, without pre-generalizing them or even using an-
other tool to represent the hierarchies. It is showed how the abstraction
level of the discovered rules can be affected by the adopted search strat-
egy and by the relevance measures considered during the data mining
step. Moreover, it is demonstrated by a series of experiments that the
NETUNO-HC system shows efficiency in the data mining process, due
to the implementation of the following techniques: (i) a SQL primitive
to efficient execute the databases queries using hierarchies; (ii) the con-
struction and encoding of numerical hierarchies; (iii) the use of Beam
Search strategy, and (iv) the indexing and encoding of rules in a hash
table in order to avoid mining discovered rules.

Keywords: Knowledge Discovery, Data Mining, Machine Learning

1 Introduction

This paper describes a KDD (Knowledge Discovery in Databases) system named
NETUNO-HC [1], that uses concept hierarchies to discover knowledge at a
high abstraction level than the existing in the database (DB). The search for
this kind of knowledge requires the construction of SQL queries to a Database
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Management System (DBMS), considering that the attribute values belong to a
concept hierarchy, not directly represented in the DB.

We argue that this kind of task can be achieved providing fast access to
concept hierarchies and fast query evaluation through: (i) an efficient search
strategy, and (ii) the use of a SQL primitive to allow fast evaluation of high
level hypotheses. Unlike in [2], the system proposed in this paper does not re-
quire the DB to be pre-generalized. Without pre-generalizing databases, fast
access to concept hierarchies and fast query evaluation methods are needed to
efficiently induce high-level rules at different levels of generality. Finally, the pro-
posed representation of hierarchies followed by the use of SQL primitives turns
NETUNO-HC independent from other inference systems [3].

2 Concept Hierarchies

The concept hierarchy can be defined as a partial order set. Given two concepts
and belonging to a partial order relation R, i.e., (described by
or precedes we say that concept is more specific than concept or that
is more general than Usually, the partial order relation in a concept hierarchy
represents the special-general relationship between concepts, also called subset-
superset relation. So, a concept hierarchy is defined as:

Definition: A Concept Hierarchy is a partial order set where HC
is a finite set of concepts, and is a partial order relation in HC.

A tree is a special type of concept hierarchy, where a concept precedes only
one concept and the notion of greatest concept exists, i.e., a concept that does not
precede anyone. The tree root will be the most general concept, called ANY, and
the leaves will be the attribute values in the DB, that is, the lowest abstraction
level of the hierarchy. In this work, we will use concept hierarchies that can be
represented as a tree.

2.1 Representing Hierarchies

The use of concept hierarchies during the data mining to generate and evaluate
hypotheses is computationally more demanding than the creation of generalized
tables. The representation of a hierarchy in memory using a tree data structure
gives some speed and efficiency to traverse it. Nevertheless, the number of queries
necessary to verify the relationship between concepts in a hierarchy can be too
high. Our approach to decrease this complexity is to encode each hierarchy
concept in such a way that the code itself indicates the partial order relation
between the concepts. Thus the relation verification is made by only checking
the codes.

The concept encoding algorithm we propose is based on a post-fixed order
traversal of the hierarchy with complexity where is the number of con-
cepts in the hierarchy. The verification of the relationship between two concepts,
is performed shifting one of the codes, in this case, the bigger one. Figure 1
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Fig. 1. Two concept codes where the code 18731 represents a concept that is a descen-
dant of the concept with code 18

shows two concept codes where the code 18731 represents a concept that is a
descendant of the concept with code 18. Since the difference between the codes
corresponds to ten bits, the bigger code has to be shifted to the right by this
number of bits, and if this new value is equal to the smaller code, than the con-
cepts belongs to the relation, i.e., the concept with smaller code is an ascendant
of the concept with the bigger code.

In the NETUNO-HC the hierarchies are stored in relational tables in the
DB and loaded before the data mining step. More than one hierarchy for each
attribute can be stored leaving to the user the possibility to choose one.

2.2 Generating Numerical Hierarchies

In this work, we suppose that a concept hierarchy, related with categorical data,
is a background knowledge, given by an expert in the field. However, for nu-
merical or continuous attributes, the hierarchies can be automatically generated
(from the DB) and stored in relational tables, before the data mining step. There
are many ways to do this and any choice will affect the results of the data mining.
In the NETUNO-HC we propose an algorithm to generate a numerical hierar-
chy considering the class distribution. This algorithm is based on the InfoMerge
algorithm [4] used for discretization of continuous attributes. The idea under-
lying the InfoMerge algorithm is to group values in intervals which causes the
smaller information loss (a dual operation of information gain in C4.5 learning
algorithm [5]).

In the NETUNO-HC, the same idea is applied to the generation in a bottom-
up approach of a numerical concept hierarchy, where the nodes of a hierarchy
will represent numerical intervals, closed in the left. After the leaf level intervals
be generated, these are merged in bigger intervals until the root is reached, which
will correspond to an interval that includes all the existing values in the DB.

3 The NETUNO-HC Algorithm

The search space is organized in a general-to-specific ordering of hypotheses,
beginning with the empty hypothesis. A hypothesis will be transformed (node
expansion search operation) by specialization operations, i.e., by the addition
of an attribute or by doing hierarchy specialization to generate more specific
hypotheses. A hypothesis can be considered a discovered knowledge if it satisfies
the relevance measures. The node expansion operation is made in two steps.
First, an attribute is added to a hypothesis. Second, using the SQL query, the
algorithm check, in a top-down fashion, which values in the hierarchy of the
attribute satisfy the relevance measures.
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The search strategy employed by the NETUNO-HC is Beam Search. For
each level of the search space, which corresponds to hypotheses with the same
number of attribute-value pairs, the algorithm selects only a fixed number of
them. This number corresponds to the beam width, i.e., the number of hypotheses
that will be specialized.

3.1 NETUNO-HC Knowledge Description Language

The power of a symbolic algorithm for data mining resides in the expressiveness
of the knowledge description language used. The language specifies what the
algorithm is capable of discover or learning. NETUNO-HC uses a propositional-
like language extending the attribute value with concept hierarchies in order to
achieve higher expressiveness.

Rules induced by NETUNO-HC take the form IF < A > THEN < class >,
where < A > is a conjunction of one or more attribute-value pairs. An attribute-
value pair is a condition between an attribute and a value from the concept
hierarchy. For categorical attributes this condition is an equality, e.g.,
and for continuous attributes this condition is an interval inclusion (closed on
left), e.g., or an equality.

3.2 Specializing Hypotheses

In the progressive specialization, or top-down approach, the data mining al-
gorithm generates hypotheses that have to be specialized. The specialization
operation of hypothesis generates a new hypothesis that covers a number
of tuples less or iqual the ones covered by Specialization can be realized by
either adding an attribute or replacing the value of the attribute with any of its
descendants according with a concept hierarchy. In NETUNO-HC, both forms
of hypotheses specializations are considered.

If a hypothesis does not satisfy the relevance measures then it has to be
specialized. After the addition of the attribute, the algorithm has to check which
of the values forms valid hypotheses, i.e., hypotheses that satisfy the relevance
measures. With the use of hierarchies, the values have to be checked in a top-
down way, i.e., from the most general concept to the more specific.

3.3 Rules Subsumption

The NETUNO-HC avoids the generation of two rules, and if is
subsumed by i.e., This occurs when:

the rules have the same size and for each attribute-value pair
exists a pair where
the rules have different size and for each attribute-value pair
exists a pair where and is the smaller rule.

1.

2.
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This kind of verification is done in two different phases. The first phase is done
when the data mining algorithm checks for an attribute value in the hierarchy.
If the value generates a rule, the descendants values that can also generate rules
in the same class are not stored as valid rules, even though they satisfy the
relevance measures. Second, if a discovered rule subsumes other rules previously
discovered, these last ones are deleted from the list of discovered rules. On the
contrary, if a discovered rule is subsumed by one or more previously discovered
rules, this rule is not added to the list.

3.4 Relevance Measures and Selection Criteria

In NETUNO-HC system, the rule hypotheses are evaluated by two conditions:
completeness and consistency. Let P denote the total number of positive exam-
ples of a given class in the training data. Let R be a rule hypothesis to cover
tuples of that class; let and be the number of positive and negative tuples
covered by R, respectively.

The completeness will be measured by the ratio which is called in this
work support (also known in the literature as positive coverage). The consistency
is measured by the ratio which is called in this work confidence (also known
as training accuracy).

NETUNO-HC calculates the support and confidence values using the SQL
primitive, described in Section 4.

The criteria for the selection of the best hypotheses to be expanded is based
on the product support × confidence. The hypotheses in the open-list will be
stored in a decreasing order according with that product, and only the best
hypotheses (the beam width) will be selected.

3.5 Interpretation of the Induced Rules

The induced rules can be interpreted as classification rules. Thus, to use the
induced rules to classify new examples, NETUNO-HC employ an interpretation
in which all rules are tried and only those that cover the example are collected. If
a collision occurs (i.e., the example belongs to more than one class) the decision
is to classify the example in the class given by the rule with the greatest value
for the product support × confidence. If some example is not covered by any
rule, then the number of non-classified example is incremented (as a measure of
quality for the set of discovered rules). In Section 5.3, will be showed the result
of applying a default rule in this case.

4 SQL Primitive for Evaluation of High Level Hypothesis

In [6] was propose a generic KDD primitive in SQL which underlies the candidate
rule evaluation procedure. This primitive consists of counting the number of
tuples in each partition formed by a SQL group by statement. The primitive
has three input parameters: a tuple-set descriptor, a candidate attribute, and
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the class attribute. The output is a matrix where is the number of
different values of the new attribute, and is the number of different values of
the class attribute.

In order to use this primitive and the output matrix for the evaluation of high
level hypothesis (i.e., building a SQL primitive considering a concept hierarchy),
some extensions were made to the original proposal [6]. In the primitive, the
tuple-set descriptor has to be expressed by values in the DB, i.e., the leaf concepts
in the hierarchy. So, for each high level value the descriptor has to be expressed
by the leaf values that precedes it. This is made by NETUNO-HC, during the
data mining, using the hierarchy for building the SQL primitive.

An example of the use of the extended SQL primitive is shown in Figure 2.
Let {black, brown} dark where {black, brown} are leaf concepts in a color
domain hierarchy. If the antecedent of a hypothesis has the attribute-value pair:
spore_print_color = dark, this has to be expressed in the tuple-set descriptor by
leaf values, i.e., spore_print_color = brown OR spore_print_color = black. Figure
2 shows the output matrix, where the lines are leaf concepts of the hierarchy.
Adding the lines whose concepts are leaf and precedes a high level concept is
equivalent to have a high level line, which can be used to evaluate the high level
hypotheses (see Figure 2).

A condition between an attribute and his value may be the inequality. In this
case, eg. spore-print-color < > dark, the tuple-set descriptor will be translated
to spore_print_color <> brown AND spore_print_color <> black. To calculate
the relevance measures for this condition, the same matrix can be used. The
line for this condition is the difference between the Total line and the line that
corresponds to the attribute value, i.e.,

Fig. 2. The lines of the matrix represents the leaf concepts of the hierarchy

5 Experiments

In order to evaluate the NETUNO-HC algorithm we used two DBs from the
UCI repository: the Mushroom and Adult. First, we tested how the size of the
search space changes performing data mining with and without the use of con-
cept hierarchies. This was done using a simplified implemented version of the
NETUNO-HC algorithm that uses a complete search method.

In the rest of the experiments we analyzed the data mining process, with
and without the use of concept hierarchies, with respect to the following as-
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pects: efficiency on DB access, concept hierarchy access and rules subsumption
verification; results on the accuracy of the discovered rule set; the capability
of discovering high level rules and finally, the semantic evaluation of high level
rules.

5.1 The Size of the Search Space

We have first analyzed how the use of concept hierarchies in data mining can
affect the size of the search space considering a complete search method, such
as Breadth-First Search.

Figure 3 shows, as it was expected, that the search space for high level rules
increases with the size of the concept hierarchies considered in a data mining
process.

Fig. 3. Breadth-First Search algorithm execution in the Mushroom DB with and with-
out hierarchies and sup = 20%, conf= 90%. The graphics on Figure s3 shows the
open-list size (list of the candidate rules or rule hypotheses) versus the number of
open-list removes (number of hypothesis specializations)

We can also see in Figure 3 that pruning techniques, based on relevance
measures and rules subsumption, can eventually turn the list of open nodes
(open-list) empty, i.e., end the search task. This occurs for the Mushroom DB
after 15000 hypothesis specializations, in data mining WITHOUT concept hier-
archies and after 59000 hypothesis specializations, in data mining WITH concept
hierarchies.

Another observation we can make from Figure 3 is that the size of the open-
list is approximately four times bigger when using concept hierarchies evaluation
for the Mushroom DB. Therefore, it is important to improve performance on the
hypotheses evaluation through efficient DB access, concept hierarchy access and
rules subsumption verification.

Using Concept Hiearchies in Knowledge Discovery 261
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5.2 Efficiency in High Level SQL Primitive
and Hypotheses Generation

In order to evaluate the use of high level SQL primitive, it was implemented
a version of the ParDRI [3]. In ParDRI, the high level queries are made in a
different way: it uses the direct descendants of the hierarchy root. So, if the root
concept has tree descendants, the system will issue one query for each concept,
ie., three queries, while with the SQL primitive, only one query is necessary.

For the Mushroom DB, without the SQL primitive, the implemented ParDRI
algorithm generated 117 queries and discovered 26 rules. By using the primitive,
the same algorithm issue only 70 queries and discovered the same 26 rules,
showing a reduction of 40% in the number of queries.

To evaluate the time spent on hypotheses generation, the following times
were measured during the executions: (a) the time spent with DB queries, and
(b) the time spent by the data mining algorithm.

The ratio between the difference of these two times and the time spent by
the data mining algorithm is the percentage spent in the generation and eval-
uation of the hypotheses. This value is 1.87% (with showing that the
execution time is dominated by queries issued to the DBMS. Therefore, the use
of the high level SQL primitive, combining with efficient techniques for encoding
and evaluation of hypotheses in the NETUNO-HC, makes it a more efficient
algorithm for high level data mining than ParDRI [3].

5.3 Accuracy

In Tab. 1, the accuracy results of the NETUNO-HC with and without hierar-
chies are compared with two other algorithms, C4.5 [5] and CN2 [7], which did
not use concept hierarchies.

In order to compare similar classification schemes, the NETUNO-HC results
were obtained using a default class, the majority class in this case, to label exam-
ples not covered, similar to the two other algorithms. For the other experiments,
the default class was not used.

The next experiments show the results obtained through ten-fold stratified
cross validation. In Table 2 is showed the accuracy of the discovered rule set.

For both DBs we can observe that by decreasing the minimum support value,
the accuracy tends to increase (in both situations: with or without hierarchies).
This happens because some tuples are covered by rules with small coverage, and
this rules can only be discovered defining a small support.
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As expected, the use of hierarchies does not directly affect the accuracy of
the discovered rules. That can be explained by the following. On one hand, a
more general concept has greater inconsistency which decreases the accuracy. On
the other hand, with high support values an increase in the minimum confidence
value tends to increase the accuracy. In this case, the high level concept can
cover more examples (i.e., decreasing the number of non-covered examples, as
can be seen in Table 3), where the number of non-classified examples is very
small (considering a small beam width).

Intuitively, we can think that a larger beam width would discover a rule
set with a better accuracy since the search would become closer to a complete
search. However, in the Mushroom DB with hierarchies, an increase in the beam
width did not result in a better accuracy as can be seen in Table 3.

5.4 High Level Rules and Semantic Evaluation

The most important results we have to guarantee in this work, besides efficiency,
is the discovered of high level rules at different levels of generality, without a
previous choice of the abstraction level, which is the deficiency of other sys-
tems that use concept hierarchies only to pre-generalize the database like [2].
In NETUNO-HC system we found out that changes in the relevance measures
affect the discovered rule set: with a confidence minimum value of 90%, in the
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two DBs it can be seen that high support minimum values tends to discover
more high level rules in the rule set (see Table 4).

The use of hierarchies introduces more general concepts and can reduce the
discovered rule set. In fact, for the Mushroom DB, with support=20%, confi-
dence=98% and beam width = 256, 66 rules were discovered without hierarchies
against 58 rules discovered with hierarchies and the accuracy was 0.9596 and
0.9845, respectively.

For the Adult DB, with support=4%, confidence=98% and beam width =
256, 30 rules were discovered without hierarchies against 27 rules discovered with
hierarchies and the accuracy was 0.7229 and 0.7235, respectively.

As can be seen, the discovered rule set is more concise and, sometimes, more
accurate.

A more concise concept description can be explained because more gen-
eral concepts can cause low level rules to be subsumed by high level ones.
For example, in the Mushroom DB, given the high level concept BAD
({CREOSOTE, FOUL, MUSTY, FISHY, PUNGENT}     BAD), the rule

is discovered. This rule, is more general than the other following two rules,
and discovered without the use of hierarchies.

odor = BAD -> POISONOUS - Supp: 0.822 Conf: 1.0
odor = CREOSOTE -> POISONOUS - Supp: 0.048 Conf: 1.0
odor = FOUL -> POISONOUS - Supp: 0.549 Conf: 1.0

6 Conclusions

The use of concept hierarchies in data mining results in a trade off between
the discovery of more interesting rules (expressed in high abstraction level) and,
sometimes, a more concise concept description, versus a higher computational
cost. In this work, we present the NETUNO-HC algorithm and its implemen-
tation to propose ways to solve the efficiency problems of the data mining with
concept hierarchies, that are: the use of Beam Search strategy, the encoding
and evaluation techniques of the concept hierarchies and the high level SQL
primitive.

The main contribution of this work is to specify a high level SQL primitive as
an efficient way to analyze rules considering concept hierarchies, and an encoding
method that reduces impact of the hierarchies size during the generation and
evaluation of the hypotheses. This made feasible the discovery of high level rules
without pre-generalize the DB.

We also perform some experiments to show how the mining parameters affects
the discovered rule set such as:
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Variation of the Support Minimum Value. On one hand, a decrease in
the support minimum value tends to increase the accuracy, with or without
hierarchies, also increasing the rule set size. On the other hand, a high support
minimum value tends to discover a more interesting rule set, i.e., a set with more
high level rules.

Variation of the Confidence Minimum Value. The effect of this kind of
variation depends of the DB domain. For the databases analyzed, a higher con-
fidence value could not always result in a higher accuracy.
Alterations of the Beam Width. A higher beam width tends to increase
the accuracy. However, depending on the DB domain, a better accuracy can be
obtained in lower beam width, with or without hierarchies. The hierarchy also
affects the discovered rule set: a higher accuracy can be obtained with a lower
beam width.
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Abstract. This work presents a partitioning method for clustering sym-
bolic interval-type data using a dynamic cluster algorithm with adaptive
Chebyshev distances. This method furnishes a partition and a proto-
type for each cluster by optimizing an adequacy criterion that measures
the fitting between the clusters and their representatives. To compare
interval-type data, the method uses an adaptive Chebyshev distance that
changes for each cluster according to its intra-class structure at each iter-
ation of the algorithm. Experiments with real and artificial interval-type
data sets demonstrate the usefulness of the proposed method.

1 Introduction

Recently, clustering has become a subject of great interest, mainly due the ex-
plosive growth in the use of databases and the huge volume of data stored in
them. Due to this growth, interval data is now widely used in real applications.
Symbolic Data Analysis (SDA) [2] is a new domain in the area of knowledge
discovery and data management. It is related to multivariate analysis, pattern
recognition and artificial intelligence and seeks to provide suitable methods (clus-
tering, factorial techniques, decision tree, etc.) for managing aggregated data
described by multi-valued variables, where data table cells contain sets of cate-
gories, intervals, or weight (probability) distributions (for more details on SDA,
see www.jsda.unina2.it).

Concerning partitioning clustering methods, SDA has provided suitable tools
for clustering symbolic interval-type data. Verde et al [10] introduced a dynamic
cluster algorithm for interval-type data considering context dependent proximity
functions. Chavent and Lechevalier [3] proposed a dynamic cluster algorithm for
interval-type data using an adequacy criterion based on the Hausdorff distance.
Souza and De Carvalho [9] presented dynamic cluster algorithms for interval-
type data based on adaptive and non-adaptive City-Block distances.

The main contribution of this paper is to introduce a partitioning clustering
method for interval-type data using the dynamic cluster algorithm with adaptive
Chebyshev distances. The standard dynamic cluster algorithm [5] is a two-step
relocation algorithm involving the construction of clusters and the identifica-
tion of a representation or prototype of each cluster by locally minimizing an

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 266–275, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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adequacy criterion between the clusters and their representatives. The adaptive
version of this algorithm [4] uses a separate distance to compare each cluster
with its representation. The advantage of these adaptive distances lies in the
fact that the clustering algorithm is able to find clusters of different shapes and
sizes for a given set of objects.

In this paper, we present a dynamic cluster method with adaptive Chebyshev
distances for partitioning a set of symbolic interval-type data. This method is
an extension of the use of adaptive distances of a dynamic cluster algorithm
proposed in [3]. In section 2, a dynamic cluster with an adaptive Chebyshev
distance for interval-type data is presented. In order to validate this new method,
section 3 presents experiments with real and artificial symbolic interval-type
data sets. Section 4 shows an evaluation of the clustering results based on the
computation of an external cluster validity index ([7]) in the framework of the
Monte Carlo experience. In section 5, the concluding remarks are given.

2 Adaptive Dynamic Cluster

Let be a set of symbolic objects described by p interval
variables. Each object is represented as a vector of intervals

where
Let P be a partition of E into K clusters where each cluster

has a prototype that is also represented as a vector of intervals

According to the standard adaptive dynamic cluster algorithm [4], at each it-
eration there is a different distance associated with each cluster, i.e., the distance
is not determined once and for all, and is different from one class to another.

Our algorithm searches for a partition of E in K classes,
the corresponding set of K class prototypes and a set of
K different distances associated with the clusters by locally
minimizing an adequacy criterion, which is usually stated as:

where is an adaptive dissimilarity measure between an object
and the class prototype of

2.1 Adaptive Distances Between Two Vectors of Intervals
In [4] an adaptive distance is defined according to the structure of a cluster
and is parameterized by a vector of coefficients with

and In this paper, we define the adaptive Chebyshev
distance between the two vectors of intervals and as:

where
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bounds and the upper bounds of the intervals and
The concept behind the distance function in equation (3) is to represent an

interval as a point where the lower bounds of the intervals
are represented in the x-axis, and the upper bounds in the y-axis, and then
compute the (Chebyshev) distance between the points and
Therefore, the distance function in equation (2) is a weighted version of the
(Chebyshev) metric for interval-type data.

2.2 The Optimization Problem

The optimizing problem is stated as follows: find the class prototype of the
class and the adaptive Chebyshev distance associated to that minimizes
an adequacy criterion by measuring the dissimilarity between this class prototype

and the class according to
Therefore, the optimization problem has two stages:

The class and the distance are fixed. We look for
the vector of intervals of the prototype of the class which locally
minimizes

a)

that minimizes

Proposition 1. This problem has an analytical solution, which is
and where is the median of midpoints of the intervals of the
objects belonging to the cluster and is the median of their half-lengths.

The proof of the proposition 1 can be found in [3].

The class and the prototype are fixed. We look for
the vector of weights with and

that minimizes the criterion

b)

Proposition 2. The coefficients that minimize are:

The proof of proposition 2 is based on the Lagrange multipliers method and
can be found in [6].
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is the maximum between the absolute values of the differences among the lower

The criterion being additive, the problem becomes finding the interval
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2.3 The Adaptive Dynamic Cluster Algorithm

The adaptive dynamic cluster algorithm performs a representation step where
the class prototypes and the adaptive distances are updated. This is followed
by an allocation step in order to assign the individuals to the classes, until the
convergence of the algorithm, when the adequacy criterion reaches a stationary
value.

If a single quantitative value is considered as an interval where the lower
and upper bounds are the same (i.e., when only usual data are present), this
symbolic-oriented algorithm corresponds to the standard numerical one with
adaptive distances introduced by Diday and Govaert [4].

The algorithm schema is the following:

1. Initialization
To construct the initial partition Choose a partition

of E randomly or choose K distinct objects belonging to E

a) (The partition P and the set of distances are fixed)
For to K compute the vector of intervals (which represents the
prototype with and

where is the median of midpoints of the intervals of the
objects belonging to the cluster and of their half-lengths.

b) (the partition P and the set of prototypes L are fixed)
For and compute

Allocation step

for to
define the cluster such that

if and

Stopping criterion
If test = 0 then STOP, otherwise go to (2).

2.

3.

4.

Remark: In the sub-step 2.b) (computation of if
for at least one variable stop the current iteration and

re-start a new one (go to step 1).

3 Experiments

To show the usefulness of these methods, experiments with two artificial interval-
type data sets with different degrees of clustering difficulty (clusters of different

and assign each object to its closest prototype where

Representation step
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shapes and sizes, linearly non-separable clusters, etc) are considered in this sec-
tion, along with a fish interval-type data set.

3.1 Artificial Symbolic Data Sets

Initially, we considered two standard quantitative data sets in Each data set
has 450 points scattered among four clusters of unequal sizes and shapes: two
clusters with ellipsis shapes and sizes 150 and two clusters with spherical shapes
of sizes 50 and 100. The data points of each cluster in each data set were drawn
according to a bi-variate normal distribution with non-correlated components.

Data set 1 (Fig. 1), showing well-separated clusters, is generated according
to the following parameters:

a) Class 1:
b) Class 2:
c) Class 3:
d) Class 4:

Fig. 1. Data set 1 showing well-separated classes

Data set 2 (Fig. 2), showing overlapping clusters, is generated according to
the following parameters:

a) Class 1:
b) Class 2:
c) Class 3:
d) Class 4:

Each data point of the data set 1 and 2 is a seed of a vector of intervals
(rectangle): These parameters
are randomly selected from the same predefined interval. The intervals considered
in this paper are: [1, 8], [1, 16], [1, 24], [1, 32], and [1, 40]. Figure 3 shows artificial
interval-type data set 1 (obtained from data set 1) with well separated clusters
and Figure 4 shows artificial interval-type data set 2 (obtained from data set 2)
with overlapping clusters.
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Fig. 2. Data set 2 showing overlapping classes

Fig. 3. Interval-type data set 1 showing well-separated classes

Fig. 4. Interval-type data set 2 showing overlapping classes
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3.2 Eco-toxicology Data Set

A number of studies carried out in French Guyana demonstrated abnormal levels
of mercury contamination in some Amerindian populations. This contamination
has been connected to their high consumption of contaminated freshwater fish
[1]. In order to obtain better knowledge on this phenomenon, a data set was
collected by researchers from the LEESA (Laboratoire d’Ecophysi- ologie et
d’Ecotoxicologie des Systèmes Aquatiques) laboratory. This data set concerns
12 fish species, each specie being described by 13 interval variables and 1 cate-
gorical variable. These species are grouped into four a priori clusters of unequal
sizes according to the categorical variable: two clusters (Carnivorous and Detri-
tivorous) of sizes 4 and two clusters of sizes 2 (Omnivorous and Herbivorous).
Table 1 shows part of the fish data set.

4 Evaluation of Clustering Results

In order to compare the adaptive dynamic cluster algorithm proposed in the
present paper with the non-adaptive version of this algorithm, this section
presents the clustering results furnished by these methods according to artifi-
cial interval-type data sets 1 and 2 and the fish data set (see section 3).

The non-adaptive dynamic cluster algorithm uses a suitable extension of the
(Chebyshev) metric to compare the vectors of intervals and

where is given by equation 3.
The evaluation of the clustering results is based on the corrected Rand (CR)

index [7]. The CR index assesses the degree of agreement (similarity) between
an a priori partition (i.e., the partition defined by the seed points of data sets 1
and 2) and a partition furnished by the clustering algorithm. We used the CR
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index because it is neither sensitive to the number of classes in the partitions
nor to the distributions of the items in the clusters [8].

For the artificial data sets, the CR index is estimated in the framework of a
Monte Carlo experience with 100 replications for each interval-type data set, as
well as for each predefined interval where the parameters and are selected.
For each replication a clustering method is run 50 times and the best result
according to the corresponding adequacy criterion is selected. The average of
the corrected Rand (CR) index among these 100 replications is calculated.

Table 2 shows the values of the average CR index according to adaptive and
non-adaptive methods, as well as artificial interval-type data sets 1 and 2. From
these results it can be seen that the average CR indices for the adaptive method
are greater than those for the non-adaptive method.

The comparison between the proposed clustering methods is achieved by a
paired Student’s t-test at a significance level of 5%. Table 3 shows the suitable
(null and alternative) hypothesis and the observed values of the test statistics
following a Student’s t distribution with 99 degrees of freedom. In this table,

and are, respectively, the average of the CR index for the non-adaptive
and adaptive method. From these results, we can reject the hypothesis that the
average performance (measured by the CR index) of the adaptive method is
inferior or equal to the non-adaptive method.
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Concerning the fish interval-type data set, Table 4 shows the clusters (indi-
vidual labels) given by the a priori partition according to the categorical variable,
as well as the clusters obtained by the non-adaptive and adaptive methods.

The CR indices obtained from the comparison between the a priori partition
and the partitions given by the adaptive and non-adaptive methods (see Table
4) are, respectively, 0.49 and -0.02. Therefore, the performance of the adaptive
method is superior to the non-adaptive method for this data set also.

5 Concluding Remarks

In this paper, a clustering method for interval-type data using a dynamic clus-
ter algorithm with adaptive Chebyshev distances was presented. The algorithm
locally optimizes an adequacy criterion that measures the fitting between the
classes and their representatives (prototypes). To compare classes and proto-
types, adaptive distances based on a weighted version of the (Chebyshev)
metric for interval data are introduced.

With this method, the prototype of each class is represented by a vector of
intervals where the lower bounds of these intervals for a variable are the difference
between the median of midpoints of the intervals of the objects belonging to the
class. The median of their half-lengths and the upper bounds of these intervals
for a variable are the sum of the median of midpoints of the intervals of the
objects belonging to the class plus the median of their half-lengths.

Experiments with real and artificial symbolic interval-type data sets showed
the usefulness of this clustering method. The accuracy of the results furnished
by the adaptive clustering method is assessed by the CR index and compared
with results furnished by the non-adaptive version of this method. Concerning
the artificial symbolic interval-type data sets, the CR index is calculated in the
framework of the Monte Carlo experience with 100 replications. Statistical tests
support the evidence that this index for the adaptive method is superior to the
non-adaptive method. In regards to the fish interval-type data set, it is also
observed that the adaptive method outperforms the non-adaptive method.
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Abstract. Most clustering methods for data mining applications do not work ef-
ficiently when dealing with large, high-dimensional data. This is caused by so-
called ‘curse of dimensionality’ and the limitation of available memory. In this
paper, we propose an efficient clustering method for handling of large amounts
of high-dimensional data. Our clustering method provides both an efficient cell
creation and a cell insertion algorithm. To achieve good retrieval performance
on clusters, we also propose a filtering-based index structure using an approxi-
mation technique. We compare the performance of our clustering method with
the CLIQUE method. The experimental results show that our clustering method
achieves better performance on cluster construction time and retrieval time.

1 Introduction

Data mining is concerned with extraction of information of interest from large
amounts of data, i.e. rules, regularities, patterns, constraints. Data mining is a data
analysis technique that has been developed from other research areas such as Ma-
chine Learning, Statistics, and Artificial Intelligent. However, data mining has three
differences from the conventional analysis techniques. First, while the existing tech-
niques are mostly applied to a static dataset, data mining is applied to a dynamic data-
set with continuous insertions and deletions. Next, the existing techniques manage
only errorless data, but data mining can manage data containing some errors. Finally,
unlike the conventional techniques, data mining generally deals with large amounts of
data.

The typical research topics in data mining are classification, clustering, association
rule, and trend analysis, etc. Among them, one of the most important topics is cluster-
ing. The conventional clustering methods have a critical drawback that they are not
suitable for handling large data sets containing millions of data units because the data
set is restricted to be resident in a main memory. They do not work well for clustering
high-dimensional data because their retrieval performance is generally degraded as
the number of dimensions increases. In this paper, we propose an efficient clustering
method for dealing with a large amount of high-dimensional data. Our clustering
method provides an efficient cell creation algorithm, which makes cells by splitting
each dimension into a set of partitions using a split index. It also provides a cell inser-

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 276–285, 2004.

© Springer-Verlag Berlin Heidelberg 2004
TEAM LinG



An Efficient Clustering Method for High-Dimensional Data Mining 277

tion algorithm to construct clusters of cells with more density than a given threshold
as well as to insert the clusters into an index structure. By using an approximation
technique, we also propose a new filtering-based index structure to achieve good
retrieval performance on clusters.

The rest of this paper is organized as follows. The next section discusses related
work on clustering methods. In Section 3, we propose an efficient clustering method
to makes cells and insert them into our index structure. In Section 4, we analyze the
performances of our clustering method. Finally, we draw our conclusion in Section 5.

2 Related Work

Clustering is the process of grouping data into classes or clusters, in such a way that
objects within a cluster have high similarity to one another, but are very dissimilar to
objects in other clusters [1]. In data mining applications, there have been several
existing clustering methods, such as CLARA(Clustering LARge Applications) [2],
CLARANS(Clustering Large Applications based on RANdomized Search) [3],
BIRCH(Balanced Iterative Reducing and Clustering using Hierarchies) [4],
DBSCAN(Density Based Spatial Clustering of Applications with Noise) [5],
STING(STatistical INformation Grid) [6], and CLIQUE(CLustering In QUEst) [7].
In this section, we discuss a couple of the existing clustering methods appropriate for
high dimensional data. We also examine their potential for clustering of large
amounts of high dimensional data.

The first method is STING(STatistical INformation Grid) [6]. It is a method which
relies on a hierarchical division of the data space into rectangular cells. Each cell is
recursively partitioned into smaller cells. STING can be used to answer efficiently
different kinds of region-oriented queries. The algorithm for answering such queries
first determines all bottom-level cells relevant to the query, and constructs regions of
those cells using statistical information. Then, the algorithm goes down the hierarchy
by one level. However, when the number of bottom-level cells is very large, both the
quality of cell approximations of clusters and the runtime for finding them deterio-
rate.

The second method is CLIQUE(CLustering In QUEst) [7]. It was proposed for
high-dimensional data as a density-based clustering method. CLIQUE automatically
finds subspaces(grids) with high-density clusters. CLIQUE produces identical results
irrespective of the order in which input records are presented, and it does not presume
any canonical distribution of input data. Input parameters are the size of the grid and
a global density threshold for clusters. CLIQUE scales linearly with the number of
input records, and has good scalability as the number of dimensions in the data.

3 An Efficient Clustering Method

Since the conventional clustering methods assume that a data set is resident in main
memory, they are not efficient in handling large amounts of data. As the dimensional-
ity of data is increased, the number of cells increases exponentially, thus causing the
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dramatic performance degradation. To remedy that effect, we propose an efficient
clustering method for handling large amounts of high-dimensional data. Our cluster-
ing method uses a cell creation algorithm which makes cells by splitting each dimen-
sion into a set of partitions using a split index. It also uses a cell insertion algorithm,
which constructs clusters of cells with more density than a given threshold, and stores
the constructed cluster into the index structure. For fast retrieval, we propose a filter-
ing-based index structure by applying an approximation technique to our clustering
method. The figure 1 shows the overall architecture of our clustering method.

Fig. 1. Overall architecture of our clustering method.

3.1 Cell Creation Algorithm

Our cell creation algorithm makes cells by splitting each dimension into a group of
sections using a split index. Density based split index is used for creating split sec-
tions and is efficient for splitting multi-group data. Our cell creation algorithm first
finds the optimal split section by repeatedly examining a value between the maximum
and the minimum in each dimension. That is, it finds the optimal value while the
difference between the maximum and the minimum is greater than one and the value
of a split index after splitting is greater than the previous value. The split index value
is calculated by Eq. (1) before splitting and Eq. (2) after splitting.

Using Eq. (1), we can determine the split index value for a data set S in three steps:
i) divide S into C classes, ii) calculate the square value of the relative density of each
class, and iii) subtract from one all the square values of the densities of C classes.
Using Eq. (2), we compute a split index value for S after S is divided into and
If the split index value is larger than the previous value before splitting, we actually
divide S into and Otherwise, we stop splitting. Secondly, our cell creation algo-
rithm creates cells being made by the optimal split sections for n-dimensional data.
As a result, our cell creation algorithm creates fewer cells than the existing clustering
methods using equivalent intervals. Figure 2 shows our cell creation algorithm. Here,
the subprogram called ‘Partition’ is one that partitions input data sets according to
attributes. The subprogram is omitted because it is very easy to construct it by slightly
modifying the procedure ‘Make_Cell’.
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In Figure 3, we show an example of our cell creation algorithm. We show the
process of splitting twenty records with two classes in two-dimensional data. The
split index value for S before splitting is calculated as
A bold line represents a split index of twenty records in the X-axis. First, we calculate
all the split index values for ten intervals. Secondly, we choose an interval with the
maximum value among them. Finally, we regard the upper limit of the interval as a
split axis. For example, for an interval between 0.3 and 0.4, the split index value is
calculated as For
an interval between 0.4 and 0.5, the split index value is calculated as

Fig. 2. Cell creation algorithm.

Fig. 3. Example of cell creation algorithm.

We determine the upper limit of the interval (=0.5) as the split axis, because the
split index value after splitting is greater than the previous value. Thus, the X axis can
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be divided into two sections; the first one is from 0 and 0.5 and the second one is
from 0.5 to 1.0. If a data set has n dimensions and the number of the initial split sec-
tions in each dimension is m, the conventional cell creation algorithms make cells,
but our cell creation algorithm makes only cells

3.2 Cell Insertion Algorithm

Using our cell creation algorithm, we obtain the cells created from the input data set.
Figure 4 shows an insertion algorithm used to store the created cells. First, we con-
struct clusters of cells with more density than a given cell threshold and store them
into a cluster information file. In addition, we store all the sections with more density
than a given section threshold, into an approximation information file.

Fig. 4. Cell insertion algorithm.

The insertion algorithm to store data is as follows. First, we calculate the frequency
of a section in all dimensions whose frequency is greater than a given section thresh-
old. Secondly, in an approximation information file, we set to ‘1’ the corresponding
bits to sections whose frequencies are greater than the threshold. We set other bits to
‘0’ for the remainder sections. Thirdly, we calculate the frequency of data in a cell.
Finally, we store cell id and cell frequency into the cluster information file for cells
whose frequency is greater than a given cell threshold. The cell threshold and the
section threshold are shown in Eq. (3).

3.3 Filtering-Based Index Scheme

In order to reduce the number of I/O accesses to a cluster information, it is possible to
construct a new filtering-based index scheme using the approximation information
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Fig. 5. Two-level filtering-based index scheme.

file. Figure 5 shows a two-level filter-based index scheme containing both the ap-
proximation information file and cluster information file.

Let assume that K clusters are created by our cell-based clustering method and the
numbers of split sections in X axis and Y axis are m and n, respectively. The follow-
ing equation, Eq.(4), shows the retrieval times (C) when the approximation informa-
tion file is used and without the use of it. We assume that is an average filtering
ratio in the approximation information file. D is the number of dimensions of input
data. P is the number of records per page. R is the average number of records in each
dimension. When the approximation information file is used, the retrieval time de-
creases as decreases. For high-dimension data, our two-level index scheme using
the approximation information file is an efficient method because the K value in-
creases exponentially in proportion to dimension D.

i)

ii)

Retrieval time without the use of an approximation information file

Retrieval time with the use of an approximation information file

When a query is entered, we first obtain sections to be examined in all the dimen-
sions. If all the bits corresponding to the sections in the approximation information
file are set ‘1’, we calculate a cell number and obtain its cell frequency by accessing
the cluster information file. Otherwise, we can improve retrieval performance without
accessing the approximation information file. Increase in dimensionality may cause
high probability that a record of the approximation information file has zero in at
least one dimension.

Figure 5 shows a procedure used to answer a user query in our two-level index
structure when a cell threshold and a section threshold are 1, respectively. For a query
Q1, we determine 0.6 in X axis as the third section and 0.8 in Y axis as the fourth
section. In the approximation-information file, the value for the third section in X axis
is ‘1’ and the value for the 4-th section in Y axis is ‘0’. If there are one or more sec-
tions with ‘0’ in the approximation-information file, a query is discarded without
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searching the corresponding cluster information file. So, Q1 is discarded in the first
phase. For a query Q2, the value of 0.55 in X axis and the value of 0.7 in Y axis be-
long to the third section, respectively. In the approximation information file, the third
bit for X axis and the third bit for Y axis have ‘1’, so we can calculate a cell number
and obtain its cell frequency by accessing the corresponding entry of the cluster in-
formation file. As a result, in case of Q2, we obtain the cell number of 11 and its
frequency of 3 in the cluster information file.

4 Performance Analysis

For our performance analysis, we implemented our clustering method on Linux
server with 650 MHz dual processors and 512 MB of main memory. We make use of
one million 16-dimensional data created by Synthetic Data Generation Code for Clas-
sification in IBM Quest Data Mining Project [8]. A record in our experiment is com-
posed of both numeric type attributes, like salary, commission, age, hvalue, hyears,
loan, tax, interest, cyear, balance, and categorical type attributes, like level, zipcode,
area, children, ctype, job. The factors of our performance analysis are cluster con-
struction time, precision, and retrieval time. We compare our clustering method
(CBCM) with the CLIQUE method, which is one of the most efficient conventional
clustering method for handling high-dimensional data. For our experiment, we make
use of three data sets, one with random distribution, one with standard normal distri-
bution (variation=1), and one with normal distribution of variation 0.5. We also use 5
and 10 for the interval of numeric attributes. Table 1 shows methods used for per-
formance comparison in our experiment.

Figure 6 shows the cluster construction time when the interval of numeric attrib-
utes equals 10. It is shown that the cluster construction time increases linearly in
proportion to the amount of data. This result is applicable to large amounts of data.
The experimental result shows that the CLIQUE requires about 700 seconds for one
million items of data, while our CBCM needs only 100 seconds. Because our method
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creates smaller number of cells than the CLIQUE, our CBCM method leads to 85%
decrease in cluster construction time. The experimental result with the maximal inter-
val (MI)=5 is similar to that with MI=10.

Fig. 6. Cluster Construction Time.

Figure 7 shows average retrieval time for a given user query after clusters were
constructed. When the interval of numeric attributes equals 10, the CLIQUE needs
about 17-32 seconds, while our CBCM needs about 2 seconds. When the interval
equals 5, the CLIQUE and our CBCM need about 8-13 seconds and 1 second, respec-
tively. It is shown that our CBCM is much better on retrieval performance than the
CLIQUE. This is because our method creates a small number of cells by using our
cell creation algorithm, and achieves good filtering effect by using the approximation
information file. It is also shown that the CLIQUE and our CMCM require long re-
trieval time when using a data set with random distribution , compared with normal
distribution of variation 0.5. This is because as the variation of a data set decreases,
the number of clusters decreases, leading to better retrieval performance.

Fig. 7. Retrieval Time.

Figure 8 shows the precision of the CLIQUE and that of our CBCM, assuming that
the section threshold is assumed to be 0. The result shows that the CLIQUE achieves
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about 95% precision when the interval equals 10, and it achieves about 92% precision
when the interval equals 5. Meanwhile, our CBCM achieve over 90% precision when
the interval of numeric attributes equals 10 while it achieves about 80% precision
when the interval equals 5. This is because the precision decreases as the number of
clusters constructed increases.

Because both retrieval time and precision have a trade-off, we estimate a measure
used to combine retrieval time and precision. To do this, we define a system effi-
ciency measure in Eq. (5). Here is the system efficiency of methods (MD) shown

in Table 1 and and are the weight of precision and that of retrieval time, re-

spectively. and are the precision and the retrieval time of the methods

(MD). and are the maximum precision and the minimum retrieval time,

respectively, for all methods.

Fig. 8. Precision.

Fig. 9. System efficiency.
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Figure 9 depicts the performance results of methods in terms of their system effi-
ciency when the weight of precision are three times greater than that of retrieval time

It is shown from our performance results that our CBCM out-
performs the CLIQUE with respect to the system efficiency, regardless of the data
distribution of the data sets. Especially, the performance of our CBCM with MI=10 is
the best.

5 Conclusion

The conventional clustering methods are not efficient for large, high-dimensional
data. In order to overcome the difficulty, we proposed an efficient clustering method
with two features. The first one allows us to create the small number of cells for
large, high-dimensional data. To do this, we calculate a section of each dimension
through split index and create cells according to the overlapped area of each fixed
section. The second one allows us to apply an approximation technique to our cluster-
ing method for fast clustering. For this, we use a two-level index structure which
consists of both an approximation information file and a cluster information file. For
performance analysis, we compare our clustering method with the CLIQUE method.
The performance analysis results show that our clustering method shows slightly
lower precision, but it achieves good performance on retrieval time as well as cluster
construction time. Finally, our clustering method shows a good performance on sys-
tem efficiency which is a measure to combine both precision and retrieval time.
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Abstract. Most of the work in machine learning assume that exam-
ples are generated at random according to some stationary probability
distribution. In this work we study the problem of learning when the
distribution that generate the examples changes over time. We present a
method for detection of changes in the probability distribution of exam-
ples. The idea behind the drift detection method is to control the online
error-rate of the algorithm. The training examples are presented in se-
quence. When a new training example is available, it is classified using
the actual model. Statistical theory guarantees that while the distribu-
tion is stationary, the error will decrease. When the distribution changes,
the error will increase. The method controls the trace of the online error
of the algorithm. For the actual context we define a warning level, and
a drift level. A new context is declared, if in a sequence of examples, the
error increases reaching the warning level at example and the drift
level at example This is an indication of a change in the distribu-
tion of the examples. The algorithm learns a new model using only the
examples since The method was tested with a set of eight artificial
datasets and a real world dataset. We used three learning algorithms: a
perceptron, a neural network and a decision tree. The experimental re-
sults show a good performance detecting drift and with learning the new
concept. We also observe that the method is independent of the learning
algorithm.

Keywords: Concept Drift, Incremental Supervised Learning, Machine
Learning

1 Introduction

In many applications, learning algorithms acts in dynamic environments where
the data flows continuously. If the process is not strictly stationary (as most
of real world applications), the target concept could change over time. Never-
theless, most of the work in machine learning assume that training examples
are generated at random according to some stationary probability distribution.
Examples of real problems where change detection is relevant include user mod-
eling, monitoring in biomedicine and industrial processes, fault detection and
diagnosis, safety of complex systems, etc [1].

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 286–295, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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In this work we present a direct method to detect changes in the distribution
of the training examples. The method will be presented in the on-line learning
model, where learning takes place in a sequence of trials. On each trial, the
learner makes some kind of prediction and then receives some kind of feedback.
A important concept through out this work is the concept of context. We define
context as a set of examples where the function generating examples is stationary.
We assume that the data stream is composed by a set of contexts. Changes
between contexts can be gradual - when there is a smoothed transition between
the distributions; or abrupt - when the distribution changes quickly. The aim of
this work is to present a straightforward and direct method to detect the several
moments when there is a change of context. If we can identify contexts, we can
identify which information is outdated and re-learn the model only with relevant
information to the present context.

The paper is organized as follows. The next section presents related work in
detecting concept drifting. In section 3 we present the theoretical basis of the
proposed method. Section 4 we evaluate the method using several algorithms
on artificial and real datasets. Section 5 concludes the paper and present future
work.

2 Tracking Drifting Concepts

There are several methods in machine learning to deal with changing concepts [7,
6,5,12]. In machine learning drifting concepts are often handled by time windows
or weighted examples according to their age or utility. In general, approaches
to cope with concept drift can be classified into two categories: i) approaches
that adapt a learner at regular intervals without considering whether changes
have really occurred; ii) approaches that first detect concept changes, and next,
the learner is adapted to these changes. Examples of the former approaches are
weighted examples and time windows of fixed size. Weighted examples are based
on the simple idea that the importance of an example should decrease with time
(references about this approach can be found in [7,6,9,10,12]). When a time
window is used, at each time step the learner is induced only from the exam-
ples that are included in the window. Here, the key difficulty is how to select
the appropriate window size: a small window can assure a fast adaptability in
phases with concept changes but in more stable phases it can affect the learner
performance, while a large window would produce good and stable learning re-
sults in stable phases but can not react quickly to concept changes. In the latter
approaches,with the aim of detecting concept changes, some indicators (e.g. per-
formance measures, properties of the data, etc.) are monitored over time (see [7]
for a good classification of these indicators). If during the monitoring process a
concept drift is detected, some actions to adapt the learner to these changes can
be taken. When a time window of adaptive size is used these actions usually lead
to adjusting the window size according to the extent of concept drift [7]. As a
general rule, if a concept drift is detected the window size decreases, otherwise
the window size increases. An example of work relevant to this approach is the
FLORA family of algorithms developed by Widmer and Kubat [12]. For instance,
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FLORA2 includes a window adjustment heuristic for a rule-based classifier. To
detect concept changes the accuracy and the coverage of the current learner are
monitored over time and the window size is adapted accordingly.

Other relevant works are the works of Klinkenberg and Lanquillon, both of
them in information filtering. For instance, Klinkenberg [7], to detect concept
drift, propose monitoring the values of three performance indicators: accuracy,
recall and precision over time, and then, comparing it to a confidence interval of
standard sample errors for a moving average value (using the last M batches) of
each particular indicator. Although these heuristics seem to work well in their
particular domain, they have to deal with two main problems: i) to compute
performance measures, user feedback about the true class is required, but in
some real applications only partial user feedback is available; ii) a considerable
number of parameters are needed to be tuned. Afterwards, in [6] Klinkenberg
and Joachims present a theoretically well-founded method to recognize and han-
dle concept changes using support vector machines. The key idea is to select
the window size so that the estimated generalization error on new examples is
minimized. This approach uses unlabeled data to reduce the need for labeled
data, it doesn’t require complicated parameterization and it works effectively
and efficiently in practice.

3 The Drift Detection Method

In most of real-world applications of machine learning data is collected over
time. For large time periods, it is hard to assume that examples are independent
and identically distributed. At least in complex environments its highly provable
that class-distributions changes over time.

In this work we assume that examples arrive one at a time. The framework
could be easy extended to situations where data comes on batches of examples.
We consider the online learning framework. In this framework when an example
becomes available, the decision model must take a decision (e.g. an action). Only
after the decision has been taken the environment react providing feedback to
the decision model (e.g. the class label of the example).

Suppose a sequence of examples, in the form of pairs For each exam-
ple, the actual decision model predicts that can be or True or False

For a set of examples the error is a random variable from Bernoulli
trials. The Binomial distribution gives the general form of the probability for
the random variable that represents the number of errors in a sample of exam-
ples. For each point in the sequence, the error-rate is the probability of observe
False, with standard deviation given by

In the PAC learning model [11] it is assumed that if the distribution of the
examples is stationary, the error rate of the learning algorithm will decrease
when the number of examples (i) increases1. A significant increase in the error
of the algorithm, suggest a change in the class distribution, and that the actual
decision model is not appropriate. For a sufficient large number of example, the

For an infinite number of examples, the error rate will tend to the Bayes error.1
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Binomial distribution is closely approximated by a Normal distribution with
the same mean and variance. Considering that the probability distribution is
unchanged when the context is static, then the confidence interval for
with examples is approximately The parameter depends on
the confidence level. The drift detection method manages two registers during
the training of the learning algorithm, and Every time a new example

is processed those values are updated when is lower than
We use a warning level to define the optimal size of the context window. The
context window will contain the old examples that are on the new context and a
minimal number of examples on the old context. Suppose that in the sequence of
examples that traverse a node, there is an example with correspondent and

In the experiments described below the confidence level for warning has been
set to 95%, that is, the warning level is reached if The
confidence level for drift has been set to 99%, that is, the drift level is reached
if Suppose a sequence of examples where the error of
the actual model increases reaching the warning level at example and the
drift level at example This is an indication of a change in the distribution
of the examples. A new context is declared starting in example and a new
decision model is induced using only the examples starting in till It is
possible to observe an increase of the error reaching the warning level, followed
by a decrease. We assume that such situations corresponds to a false alarm,
without changing the context. Figure 1 details the dynamic window structure.
With this method of learning and forgetting we ensure a way to continuously
keep a model better adapted to the present context.

This method could be applied with any learning algorithm. It could be di-
rectly implemented inside online and incremental algorithms, and could be im-
plemented as a wrapper to batch learners. The goal of the proposed method
is to detect sequences of examples with a stationary distribution. We denote
those sequences of examples as context. From the practical point of view, what
the method does is to choose the training set more appropriate to the actual
class-distribution of the examples.

4 Experimental Evaluation

In this section we describe the evaluation of the proposed method. We used three
distinct learning algorithms with the drift detection algorithm: a Perceptron, a
neural network and a decision tree [4]. These learning algorithms use different
representations to generalize examples. The simpler representation is linear, the
Perceptron. The neural networks example representation is a non linear combi-
nation of attributes. The decision tree uses DNF to represent generalization of
the examples.

We have used eight artificial datasets, previously used in concept drift detec-
tion [8] and a real-world problem [3]. The artificial datasets have several different
characteristics that allow us to assess the performance of the method in various
conditions - abrupt and gradual drift, presence and absence of noise, presence of
irrelevant and symbolic attributes, numerical and mixed data descriptions.
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Fig. 1. Dynamically constructed Time Window. The vertical line marks the change of
concept.

4.1 Artificial Datasets

The eight artificial datasets used are briefly described. All the problems have
two classes. Each class is represented by 50% of the examples in each context.
To ensure a stable learning environment within each context, the positive and
negative examples in the training set are interchanged. Each dataset embodies at
least two different versions of a target concept. Each context defines the strategy
to classify the examples. Each dataset is composed of 1000 random generated
examples in each context.

SINE1. Abrupt concept drift, noise-free examples. The dataset has
two relevant attributes. Each attributes has values uniformly distributed in
[0,1]. In the first context all points below the curve are classified
as positive. After the context change the classification is reversed.
SINE2. The same two relevant attributes. The classification function is

After the context change the classification is reversed.
SINIRREL1. Presence of irrelevant attributes. The same classifica-
tion function of SINE1 but the examples have two more random attributes
with no influence on the classification function.
SINIRREL2. The same classification function of SINE2 but the examples
have two more random attributes with no influence on the classification
function.
CIRCLES. Gradual concept drift, noise–free examples. The same
relevant attributes are used with four new classification function. This data-
set has four contexts defined by four circles:

1.

2.

3.

4.

5.

GAUSS. Abrupt concept drift, noisy examples. Positive examples
with two relevant attributes from the domain R×R are normally distributed
around the center [0,0] with standard deviation 1. The negative examples

6.

center
radius

[0.2,0.5]
0.15

[0.4,0.5]
0.2

[0.6,0.5]
0.25

[0.8,0.5]
0.3
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are normally distributed around center [2,0] with standard deviation 4. After
each context change, the classification is reversed.
STAGGER. Abrupt concept drift, symbolic noise–free examples.
The examples have three symbolic attributes - size (small, medium, large),
color (red, green), shape (circular, non-circular). In the first context only
the examples satisfying the description are classi-
fied positive. In the second context, the concept description is defined by
two attributes, With the third context, the
examples are classified positive if
MIXED. Abrupt concept drift, boolean noise-free examples. Four
relevant attributes, two boolean attributes and two numeric attributes
from [0,1]. The examples are classified positive if two of three conditions
are After each context change the
classification is reversed.

7.

8.

4.2 Results on Artificial Domains

The propose of this experiments is to study the effect of the proposed drift
detection method on the generalization capacity of each learning algorithm. We
also show the method independence of the learning algorithm. The results of
different learning algorithms are not comparable.

Figure 2 compare the results of the application of the drift detection method
with the results without detection. These are the results for the three learning
algorithms used and two artificial datasets. The use of artificial datasets allow
us to control the points where the concept drift. The points where the concept
drift are signaled by a vertical line. We can observe the performance curve of the
learning algorithm without drift detection. During the first concept the learning
algorithm error systematically decreases. After the first concept drift the error
strongly increases and never drops to the level of the first concept. When the
concept drift is detected the error rate grows dramatically compared to the grad-
ual growth of the model without drift detection. But the drift detection method
overcomes this and with few examples can achieve a much better performance
level, as can be seen with figure 2, than the method without drift detection.
While the error rate still grows with the non detection algorithm, the drift de-
tection curve falls to a lower error rate. Both with the neural network and the
decision tree it is relevant the application of the detection method over the flat
application of the learning algorithm on the learning efficiency.

Table 1 shows the final values for the error rate by dataset and learning
algorithm. There is a significant difference of results when the drift detection is
used. We can observe that the method is effective with all learning algorithms.
Nevertheless, the differences are more significant with the neural network and
the decision tree.

4.3 The Electricity Market Dataset

The data used in this experiments was first described by M. Harries [3]. The
data was collected from the Australian New South Wales Electricity Market. In
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Fig. 2. Abrupt Concept Drift, noise-free examples. Left column: STAGGER dataset,
right column: MIXED dataset.

this market, the prices are not fixed and are affected by demand and supply
of the market. The prices in this market are set every five minutes. Harries [3]
shows the seasonality of the price construction and the sensitivity to short-term
events such as weather fluctuations. Another factor on the price evolution was
the time evolution of the electricity market. During the time period described
in the data the electricity market was expanded with the inclusion of adjacent
areas. This allowed for a more elaborated management of the supply. The excess
production of one region could be sold on the adjacent region. A consequence
of this expansion was a dampener of the extreme prices. The ELEC2 dataset
contains 45312 instances dated from 7 May 1996 to 5 December 1998. Each
example of the dataset refers to a period of 30 minutes, i. e. there are 48 instances
for each time period of one day. Each example on the dataset has 5 fields, the
day of week, the time stamp, the NSW electricity demand, the Vic electricity
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demand, the scheduled electricity transfer between states and the class label.
The class label identifies the change of the price related to a moving average of
the last 24 hours. The class level only reflect deviations of the price on a one
day average and removes the impact of longer term price trends. The interest of
this dataset is that it is a real-world dataset. We do not know when drift occurs
or if there is drift.

Experiments with ELEC2 Data. We have considered two problems. The
first problem consists in short term prediction: predict the changes in the prices
relative to the last day. The other problem consists in predicting the changes
in the prices relative to the last week of examples recorded. In both problems
the learning algorithm, the implementation of CART available in R, learns a
model from the training data. We have used the proposed method as a wrapper
over the learning algorithm. After seeing all the training data, the final model
classifies the test data.

As we have pointed out we don’t know if and when drift occurs. In a first set
of experiments we run a decision tree using two different training sets: all the
available data (e.g. except the test data), and the examples relative to the last
year. These choices corresponds to ad-hoc heuristics. Our method makes an in-
telligent search of the appropriate training sets. These heuristics have been used
to define upper bounds to the generalization ability of the learning algorithm.

A second set of experiments was designed to find a lower bound for the
predictive accuracy. We made an extensive search to look for the segment of
the training dataset with the best prediction performance on the test set. There
should be noted that this is not feasible in practice, because we are looking for the
class in the test set. This result can only be seen as a lower bound. Starting with
all the training data, the learning algorithm generates a model that classifies the
test set. Each new experiment uses a subset of the last dataset which excludes
the data of the oldest week, that is, it removes the first 336 examples of the
previous experiment. In each experiment, a decision tree is generated from the
training set and evaluated on the test set. The smallest test set error is chosen
as a lower bound for comparative purposes. We made 134 experiments with the
1-day test set problem, and 133 with the 1-week test set problem, using in each
a different partition of the train dataset. The figure 3 presents the trace of the
error rate of the drift detection method using the full ELEC2 dataset. The figure
also presents the trace of the decision tree without drift detection. The third set
of experiments was the application of the drift detection method with a decision
tree to the training dataset defined for each of the test datasets, 1-day and 1-
week test dataset. With the 1-day dataset the trees are built using only the
last 3836 examples on the training dataset. With the 1-week dataset the trees
are built with the 3548 most recent examples. This is the data collected since
1998/09/16. Table 2 shows the error rate obtained with the 1-day and 1-week
prediction for the three set of experiments. We can see that the 1-day prediction
error rate of the Drift Detection Method is equal to the lower bound and the
1-week prediction is very close to the lower bound. This is a excellent indicator
of the drift detection method performance.
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Fig. 3. Trace of the on-line error using the Drift Detection Method applied with a
Decision Tree on ELEC2 dataset.

We have also tested the method using the dataset ADULT [2]. This dataset
was created using census data in a specific point of time. The concept should be
stable. Using a decision tree as inducer, the method never detects drift. This is
an important aspect, because it presents evidence that the method is robust to
false alarms.

5 Conclusions

We present a method for detection of concept drift in the distribution of the
examples. The method is simple, with direct application and is computation-
ally efficient. The Drift Detection Method can be applied to problems where the
information is available sequentially over time. The method is independent of
the learning algorithm. It is more efficient when used with learning algorithms
with greater capacity to represent generalizations of the examples. This method
improves the learning capability of the algorithm when modeling non-stationary
problems. We intend to proceed with this research line with other learning algo-
rithms and real world problems. We already started working to include the drift
detection method in an incremental decision tree. Preliminary results are very
promising. The algorithm could be applied with any loss-function given appro-
priate values for Preliminary results in regression domain using mean-squared
error loss function confirm the results presented here.
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Abstract. One of the main objectives of a Machine Learning – ML –
system is to induce a classifier that minimizes classification errors. Two
relevant topics in ML are the understanding of which domain character-
istics and inducer limitations might cause an increase in misclassifica-
tion. In this sense, this work analyzes two important issues that might
influence the performance of ML systems: class imbalance and error-
prone small disjuncts. Our main objective is to investigate how these
two important aspects are related to each other. Aiming at overcoming
both problems we analyzed the behavior of two over-sampling methods
we have proposed, namely Smote + Tomek links and Smote + ENN.
Our results suggest that these methods are effective for dealing with
class imbalance and, in some cases, might help in ruling out some un-
desirable disjuncts. However, in some cases a simpler method, Random
over-sampling, provides compatible results requiring less computational
resources.

1 Introduction

This paper aims to investigate the relationship between two important topics
in recent ML research: learning with class imbalance (class skews) and small
disjuncts. Symbolic ML algorithms usually express the induced concept as a
set of rules. Besides a small overlap within some rules, a set of rules might be
understood as a disjunctive concept definition. The size of a disjunct is defined
as the number of training examples it correctly classifies. Small disjuncts are
those disjuncts that correctly cover only few training cases. In addition, class
imbalance occurs in domains where the number of examples belonging to some
classes heavily outnumber the number of examples in the other classes. Class
imbalance has often been reported in the ML literature as an obstacle for the
induction of good classifiers, due to the poor representation of the minority class.
On the other hand, small disjuncts have often been reported as having higher
misclassification rates than large disjuncts. These problems frequently arise in
applications of learning algorithms in real world data, and several research papers
have been published aiming to overcome such problems. However, these efforts
have produced only marginal improvements and both problems still remain open.
A better understanding of how class imbalance influences small disjuncts (and
of course, the inverse problem) may be required before meaningful results might
be obtained.

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 296–306, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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Weiss [1] suggests that there is a relation between the problem of small dis-
juncts and class imbalance, stating that one of the reasons why small disjuncts
have a higher error rate than large disjuncts is due to class imbalance. Fur-
thermore, Japkowicz [2] enhances this hypothesis stating that the problem of
learning with class imbalance is potentiated when it yields small disjuncts. Even
though these papers point out a connection between such problems, the true
relationship between them is not yet well-established. In this work, we aim to
further investigate this relationship.

This work is organized as follows: Section 2 reports some related work and
points out some connections between class imbalance and small disjuncts. Sec-
tion 3 describes some metrics for measuring the performance of ML algorithms
regarding small disjuncts and class skews. Section 4 discusses the experimental
results of our work and, finally, Section 5 presents our concluding remarks and
outlines future research directions.

2 Related Work

Holt et al. [3] report two main problems when small disjuncts arise in a concept
definition: (a) the difficulty in reliably eliminating the error-prone small disjuncts
without producing an undesirable net effect on larger disjuncts and; (b) the
algorithm maximum generality bias that tends to favor the induction of good
large disjuncts and poor small disjuncts.

Several research papers have been published in the ML literature aiming to
overcome such problems. Those papers often advocate the use of pruning to draw
small disjuncts off the concept definition [3,4] or the use of alternative learning
bias, generally using hybrid approaches, for coping with the problem of small
disjuncts [5]. Similarly, class imbalance has been often reported as an obstacle for
the induction of good classifiers, and several approaches have been reported in
the literature with the purpose of dealing with skewed class distributions. These
papers often use sampling schemas, where examples of the majority class are
removed from the training set [6] or examples of the minority class are added
to the training set [7] in order to obtain a more balanced class distribution.
However, in some domains standard ML algorithms induce good classifiers even
using highly imbalanced training sets. This indicates that class imbalance is not
solely accountable for the decrease in performance of learning algorithms. In [8]
we conjecture that the problem is not only caused by class skews, but is also
related to the degree of data overlapping among the classes.

A straightforward connection between both themes can be traced by ob-
serving that minority classes may lead to small disjuncts, since there are fewer
examples in these classes than in the others, and the rules induced from them
tend to cover fewer examples. Moreover, disjuncts induced to cover rare cases are
likely to have higher error rates than disjuncts that cover common cases, as rare
cases are less likely to be found in the test set. Conversely, as the algorithm tries
to generalize from the data, minority classes may yield some small disjuncts to
be ruled out from the set of rules. When the algorithm is generalizing, common
cases can “overwhelm” a rare case, favoring the induction of larger disjuncts.
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Nevertheless, it is worth noticing the differences between class imbalance
and small disjuncts. Rare cases exist in the underlying population from which
training examples are drawn, while small disjuncts might also be a consequence
of the learning algorithm bias. In fact, as we stated before, rare cases might have
a dual role regarding small disjuncts, either leading to undesirable small disjuncts
or not allowing the formation of desirable ones, but rather small disjuncts might
be formed even though the number of examples in each class is naturally equally
balanced. In a nutshell, class imbalance is a characteristic of a domain while
small disjuncts are not [9].

As we mentioned before, Weiss [1] and Japkowicz [2] have suggested that
there is a relation between both problems. However, Japkowicz performed her
analysis on artificially generated data sets and Weiss only considers one aspect
of the interaction between small disjuncts and class imbalances.

3 Evaluating Classifiers with Small Disjuncts
and Imbalanced Domains

From hereafter, in order to facilitate our analysis, we constrain our discussion
to binary class problems where, by convention, the minority is called positive
class and the majority is called negative class. The most straightforward way
to evaluate the performance of classifiers is based on the confusion matrix anal-
ysis. Table 1 illustrates a confusion matrix for a two-class problem. A number of
widely used metrics for measuring the performance of learning systems can be
extracted from such a matrix, such as error rate and accuracy. However, when
the prior class probabilities are very different, the use of such measures might
produce misleading conclusions since those measures do not take into consider-
ation misclassification costs, are strongly biased to favor the majority class and
are sensitive to class skews.

Thus, it is more interesting to use a performance metric that disassoci-
ates the errors (or hits) that occur in each class. Four performance metrics
that directly measure the classification performance on positive and negative
classes independently can be derived from Table 1, namely true positive rate

(the percentage of correctly classified positive exam-
ples), false positive rate (the percentage of incorrectly
classified positive examples), true negative rate (the
percentage of correctly classified negative examples) and false negative rate

(the percentage of incorrectly classified negative examples).
These four performance metrics have the advantage of being independent of class
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costs and prior probabilities. The aim of a classifier is to minimize the false pos-
itive and negative rates or, similarly, to maximize the true negative and positive
rates. Unfortunately, for most real world applications there is a tradeoff between

and and similarly between and
ROC (Receiver Operating Characteristic) analysis enables one to compare

different classifiers regarding their true positive rate and false positive rate. The
basic idea is to plot the classifiers performance in a two-dimensional space, one
dimension for each of these two measurements. Some classifiers, such as the
Naïve Bayes classifier and some Neural Networks, yield a score that represents
the degree to which an example is a member of a class. For decision trees, the
class distributions on each leaf can be used as a score. Such ranking can be used to
produce several classifiers by varying the threshold of an example to be classified
into a class. Each threshold value produces a different point in the ROC space.
These points are linked by tracing straight lines through two consecutive points
to produce a ROC curve. The area under the ROC curve (AUC) represents the
expected performance as a single scalar. In this work, we use a decision tree
inducer and the method proposed in [10] with Laplace correction for measuring
the leaf accuracy to produce ROC curves.

In order to measure the degree to which errors are concentrated towards
smaller disjuncts, Weiss [1] introduced the Error Concentration (EC) curve. The
EC curve is plotted starting with the smallest disjunct from the classifier and
progressively adding larger disjuncts. For each iteration where a larger disjunct is
added, the percentage of test errors versus the percentage of correctly classified
examples is plotted. The line Y = X corresponds to classifiers having errors
equally distributed towards all disjuncts. Error Concentration is defined as the
percentage of the total area above the line Y = X that falls under the EC
curve. EC may take values from between 100%, which indicates that the smallest
disjunct(s) covers all test errors before even a single correctly classified test
example is covered, to -100%, which indicates that the largest disjunct(s) covers
all test errors after all correctly classified test examples have been covered.

In order to illustrate these two metrics Figure 1 shows the ROC (Fig. 1(a))
and the EC (Fig. 1(b)) graphs for the pima data set and pruned trees – see
Table 3. The AUC for the ROC graph is 81.53% and the EC measure from the
EC graph is 42.03%. The graphs might be interpreted as follows: from the ROC
graph, considering for instance a false positive rate of 20%, one might expect a
true positive rate of nearly 65%; and from the EC graph, the smaller disjuncts
that correctly cover 20% of the examples are responsible for more than 55% of
the misclassifications.

4 Experimental Evaluation

The aim of our research is to provide some insights into the relationship be-
tween class imbalances and small disjuncts. To this end, we performed a broad
experimental evaluation using ten data sets from UCI [11] having minority class
distribution spanning from 46.37% to 7.94%, i.e., from nearly balanced to skewed
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Fig. 1. ROC and EC graphs for the pima data set and pruned trees.

distributions. Table 2 summarizes the data sets employed in this study. It shows,
for each data set, the number of examples (#Examples), number of attributes
(#Attributes), number of quantitative and qualitative attributes and class dis-
tribution. For data sets having more than two classes, we chose the class with
fewer examples as the positive class, and collapsed the remainder classes as the
negative class.

In our experiments we used the release 8 of the C4.5 symbolic learning al-
gorithm to induce decision trees [12]. Firstly, we ran C4.5 over the data sets
and calculated the AUC and EC for pruned (default parameters settings) and
unpruned trees induced for each data set using 10-fold stratified cross-validation.
Table 3 summarizes these results, reporting mean value results and their respec-
tive standard deviations. It should be observed that for two data sets, Sonar and
Glass, C4.5 was not able to prune the induced trees. Furthermore, for data set
Flag and pruned trees, the default model was induced.

We consider the results obtained for both pruned and unpruned trees because
we aim to analyze whether pruning is effective for coping with small disjuncts
in the presence of class skews. Pruning is often reported in the ML literature as
a rule of thumb for dealing with the small disjuncts problem. The conventional
wisdom beneath pruning is to perform significance and/or error rate tests aiming
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to reliably eliminate undesirable disjuncts. The main reason for verifying the
effectiveness of pruning is that several research papers indicate that pruning
should be avoided when target misclassification costs or class distributions are
unknown [13,14]. One reason to avoid pruning is that most pruning schemes,
including the one used by C4.5, attempt to minimize the overall error rate.
These pruning schemes can be detrimental to the minority class, since reducing
the error rate on the majority class, which stands for most of the examples,
would result in a greater impact over the overall error rate. Another fact is
that significance tests are mainly based on coverage estimation. As skewed class
distributions are more likely to include rare or exceptional cases, it is desirable
for the induced concepts to cover these cases, even if they can only be covered
by augmenting the number of small disjuncts in a concept.

Table 3 results indicate that the decision of not pruning the decision trees
systematically increases the AUC values. For all data sets in which the algorithm
was able to prune the induced trees, there is an increase in the AUC values. How-
ever, the EC values also increase in almost all unpruned trees. As stated before,
this increase in EC values generally means that the errors are more concentrated
towards small disjuncts. Furthermore, pruning removes most branches respon-
sible for covering the minority class, thus not pruning is beneficial for learning
with imbalanced classes. However, the decision of not pruning also leaves these
small disjuncts in the learned concept. As these disjuncts are error-prone, since
pruning would remove them, the overall error tends to concentrate on these dis-
juncts, increasing the EC values. Thus, concerning the problem of pruning or not
pruning, a trade-off between the increase we are looking for in the AUC values
and the undesirable raise in the EC values seems to exist.

We have also investigated how sampling strategies behave with respect to
small disjuncts and class imbalances. We decided to apply the sampling meth-
ods until a balanced distribution was reached. This decision is motivated by the
results presented in [15], in which it is shown that when AUC is used as per-
formance measure, the best class distribution for learning tends to be near the
balanced class distribution. Moreover, Weiss [1] also investigates the relationship
between sampling strategies and small disjuncts using a Random under-sampling
method to artificially balance training sets. Weiss’ results show that the trees
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induced using balanced data sets seem to systematically outperform the trees
induced using the original stratified class distribution from the data sets, not
only increasing the AUC values but also decreasing the EC values. In our view,
the decrease in the EC values might be explained by the reduction in the num-
ber of induced disjuncts in the concept description, which is a characteristic of
under-sampling methods. We believe this approach might rule out some interest-
ing disjuncts from the concept. Moreover, in previous work [16] we showed that
over-sampling methods seem to perform better than under-sampling methods,
resulting in classifiers with higher AUC values. Table 4 shows the AUC and EC
values for two over-sampling methods proposed in the literature: Random over-
sampling and Smote [7]. Random over-sampling randomly duplicates examples
from the minority class while Smote introduces artificially generated examples
by interpolating two examples drawn from the minority class that lie together.

Table 4 reports results regarding unpruned trees. Besides our previous com-
ments concerning pruning and class imbalance, whether pruning can lead to a
performance improvement for decision trees grown over artificially balanced da-
ta sets still seems to be an open question. Another argument against pruning
is that if pruning is allowed to execute under such conditions, the learning sys-
tem would prune based on false assumption, i.e., that the test set distribution
matches the training set distribution.

The results in Table 4 show that, in general, the best AUC result obtained by
an unpruned over-sampled data set is similar (less than 1% difference) or higher
than those obtained by pruned and unpruned trees grown over the original data
sets. Moreover, unpruned over-sampled data sets also tend to produce higher
EC values than pruned and unpruned trees grown over the original data sets.
It is also worth noticing that Random over-sampling, which can be considered
the simplest method, produced similar results to Smote (with a difference of less
than 1% in AUC) in six data sets (Sonar, Pima German, New-thyroid, Satimage
and Glass); Random over-sampling beats Smote (with a difference greater than
1%) in two data sets (Bupa and Flag) and Smote beats Random over-sampling
in the other two (Haberman and E-coli). Another interesting point is that both
over-sampling methods produced lower EC values than unpruned trees grown
over the original data for four data sets (Sonar, Bupa, German and New-thyroid),
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and Smote itself produced lower EC values for another one (Flag). Moreover, in
three data sets (Sonar, Bupa and New-thyroid) Smote produced lower EC values
even if compared with pruned trees grown over the original data.

These results might be explained observing that by using an interpolation
method, Smote might help in the definition of the decision border of each class.
However, as a side effect, by introducing artificially generated examples Smote
might introduce noise in the training set. Although Smote might help in over-
coming the class imbalance problem, in some cases it might be detrimental re-
garding the problem of small disjuncts. This observation, allied to the results we
obtained in a previous study that poses class overlapping as a complicating factor
for dealing with class imbalance [8] motivated us to propose two new methods
to deal with the problem of learning in the presence of class imbalance [16].
These methods ally Smote [7] with two data cleaning methods: Tomek links [17]
and Wilson’s Edited Nearest Neighbor Rule (ENN) [18]. The main motivation
behind these methods is to pick up the best of the two worlds. We not only
balance the training data aiming at increasing the AUC values, but also remove
noisy examples lying in the wrong side of the decision border. The removal of
noisy examples might aid in finding better-defined class clusters, allowing the
creation of simpler models with better generalization capabilities. As a net effect,
these methods might also remove some undesirable small disjuncts, improving
the classifier performance. In this matter, these data cleaning methods might be
understood as an alternative for pruning.

Table 5 shows the results of our proposed methods on the same data sets.
Comparing these two methods it can be observed that Smote + Tomek produced
the higher AUC values for four data sets (Sonar, Pima, German and Haberman)
while Smote+ENN is better in two data sets (Bupa and Glass). For the other
four data sets they produced compatible AUC results (with a difference lower
than 1%). However, it should be observed that for three data sets (New-thyroid,
Satimage and Glass) Smote+Tomek obtained results identical to Smote – Ta-
ble 4. This occurs when no Tomek links or just a few of them are found in the
data sets.

Table 6 shows a ranking of the AUC and EC results obtained in all ex-
periments for unpruned decision trees, where: O indicates the original data set
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(Table 3) R and S stand respectively for Random and Smote over-sampling
(Table 4) while S+E and S+T stand for Smote + ENN and Smote + Tomek
(Table5). indicates that the method is ranked among the best and among
the second best for the corresponding data set. Observe that results having a dif-
ference lower than 1% are ranked together. Although the proposed conjugated
over-sampling methods obtained just one EC value ranked in the first place
(Smote + ENN on data set German) these methods provided the highest AUC
values in seven data sets. Smote + Tomek produced the highest AUC values
in four data sets (Sonar, Haberman, Ecoli and Flag), and the Smote + ENN
method produced the highest AUC values in another three data sets (Satimage,
New-thyroid and Glass). If we analyze both measures together, in four data sets
where Smote + Tomek produced results among the top ranked AUC values, it
is also in second place with regard to lower EC values (Sonar, Pima, Haber-
man and New-thyroid). However, it is worth noticing in Table 6 that simpler
methods, such as the Random over-sampling approach (R) or taking only the
unpruned tree (O), have also produced interesting results in some data sets. In
the New-thyroid data set, Random over-sampling produced one of the highest
AUC values and the lowest EC value. In the German data set, the unpruned
tree produced the highest AUC value, and the EC value is almost the same as
in the other methods that produced high AUC values. Nevertheless, the results
we report suggest that the methods we propose in [16] might be useful, specially
if we aim to further analyze the induced disjuncts that compound the concept
description.

5 Conclusion

In this work we discuss results related to some aspects of the interaction be-
tween learning with class imbalances and small disjuncts. Our results suggest
that pruning might not be effective for dealing with small disjuncts in the pres-
ence of class skews. Moreover, artificially balancing class distributions with over-
sampling methods seems to increase the number of error-prone small disjuncts.
Our proposed methods, which ally over sampling with data cleaning methods
produced meaningful results in some cases. Conversely, in some cases, Random
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over-sampling, a very simple over-sampling method, also achieved compatible re-
sults. Although our results are not conclusive with respect to a general approach
for dealing with both problems, further investigation into this relationship might
help to produce insights on how ML algorithms behave in the presence of such
conditions. In order to investigate this relationship in more depth, several further
approaches might be taken. A natural extension of this work is to individually
analyze the disjuncts that compound each description assessing their quality
concerning some objective or subjective criterium. Another interesting topic is
to analyze the ROC and EC graphs obtained for each data set and method.
This might provide us with a more in depth understanding of the behavior of
pruning and balancing methods. Last but not least, another interesting point
to investigate is how alternative learning bias behaves in the presence of class
skews.
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Abstract. In recent years, recommender systems have achieved great
success. Popular sites give thousands of recommendations every day.
However, despite the fact that many activities are carried out in groups,
like going to the theater with friends, these systems are focused on recom-
mending items for sole users. This brings out the need of systems capable
of performing recommendations for groups of people, a domain that has
received little attention in the literature. In this article we introduce
a novel method of making collaborative recommendations for groups,
based on models built using techniques from symbolic data analysis. Af-
ter, we empirically evaluate the proposed method to see its behaviour for
groups of different sizes and degrees of homogeneity, and compare the
achieved results with both an aggregation-based methodology previously
proposed and a baseline methodology.

1 Introduction

You arrive at home and turn on your cable TV. There are 150 channels to choose
from. How can you quickly find a program that will likely interest you? When
one has to make a choice without full knowledge of the alternatives, a common
approach is to rely on the recommendations of trusted individuals: a TV guide,
a friend, a consulting agency. In the 1990s, computational recommender sys-
tems appeared to automatize the recommendation process. Nowadays, we have
(mostly in the Web) various recommender systems. Popular sites, like Ama-
zon.com, have recommendation areas where users can see which items would be
of their interest.

One of the most successfully technologies used by these systems has been
collaborative filtering (CF) (see e.g. [1]). The CF technique is based on the as-
sumption that the best recommendations for an individual are those given by
people with preferences similar to his/her preferences.

However, until now, these systems have focused only on making recommen-
dations for individuals, despite the fact that many day-to-day activities are per-
formed in groups (e.g. watching TV at home). This highlights the need of devel-
oping recommender systems for groups, that are able to capture the preferences
of whole groups and make recommendations for them.
* The authors would like to thank CNPq and CAPES (Brazilian Agencies) for their

financial support.

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 307–316, 2004.
© Springer-Verlag Berlin Heidelberg 2004

TEAM LinG



308 Sérgio R. de M. Queiroz and Francisco de A.T. de Carvalho

When recommending for groups, the utmost goal is that the recommenda-
tions should be the best possible for the group. Thus, two prime questions are
raised: What is the best suggestion for a group? How to reach this suggestion?

The concept of making recommendations for groups has received little at-
tention in the literature of recommender systems. A few works have developed
recommender systems capable of recommending for groups ([2–4]), but none of
them have delved into the difficulties involving the achievement of good recom-
mendation for groups (i.e., the two fundamental questions previously cited).

Although little about this topic has been studied in the literature of recom-
mender systems, how to achieve good group results from individual preferences
is an important topic in many research areas, with different roots. Beginning in
the XVIII century motivated by the problem of voting, to modern research areas
like operational research, social choice, multicriteria decision making and social
psychology, this topic has been treated by diverse research communities.

Developments in these research fields are important for a better understand-
ing of the problem and the identification of the limitations of proposed solutions;
as well as to the development of recommender systems that achieve similar re-
sults to the ones groups of people would achieve during a discussion.

A conclusion that can be drawn from these areas is that there is no “per-
fect” way to aggregate individual preferences in order to achieve a group result.
Arrow’s impossibility theorem [5] which showed that it is impossible for any pro-
cedure (termed a social function in social choice parlance) to achieve at the same
time a set of simple desirable properties is but one of the most known results in
social choice to show that an ideal social function is unattainable. Furthermore,
many empirical studies in social psychology have noted that the adequacy of
a decision scheme (the mechanism used by a group of people to combine the
individual preferences of its members into the group result) to the group deci-
sion process is very dependent to the group’s intrinsic characteristics and the
problem’s nature (see e.g. [6]). Multi-criteria decision making strengthens the
view that the achievement of an “ideal configuration” is not the most important
feature when working with decisions (in fact, this ideal may not exist in most
of the times) and highlights the importance of giving the users interactivity and
permit the analysis of different possibilities.

However, the nonexistence of an ideal does not mean that we cannot compare
different possibilities. Based on good properties that a preference aggregation
scheme should have, we can define meaningful metrics to quantify the goodness
of group recommendations. They will not be completely free of value judgments,
but these will reflect desirable properties.

In this article we introduce a novel method of making recommendations for
groups, based on the ideas of collaborative filtering and symbolic data analy-
sis [7]. To be used to recommend for groups, the CF methodology has to be
adapted. We can think of two different ways to modify it with this goal. The
first is to use CF to recommend to the individual members of the group, and
then aggregate the recommendations in order to achieve the recommendation for
the group as a whole (we will call this approaches “aggregation-based method-

TEAM LinG



Making Collaborative Group Recommendations 309

ologies”). The second is to modify the CF process so that it directly generates
a recommendation for the group. This involves the modeling of the group as a
single entity, a meta-user (we will call this approaches “model-based methodolo-
gies”). Here we take the second approach, using techniques from symbolic data
analysis to model the users. After, we experimentally evaluate the proposed
method to see its behaviour under groups of different sizes and degrees of ho-
mogeneity. For each group configuration the behaviour of the proposed method
is compared with both an aggregation-based methodology we have previously
proposed (see [8]) and a baseline methodology. The metric used reflects good
social characteristics for the group recommendations.

2 Recommending for Groups

2.1 The Problem

The problem of recommendations for groups can be posed as follows: how to
suggest (new) items that will be liked by the group as a whole, given that we have
a set of historical individual preferences from the members of this group as well
as preferences from other individuals (who are not in the group).

Thinking collaboratively, we want to know how to use the preferences (eval-
uations over items) of the individuals in the system to predict how one group
of individuals (a subset of the community) will like the items available. Thence,
we would be able to suggest items that will be valuable for this group.

2.2 Symbolic Model-Based Approach

In this section we develop a model-based recommendation strategy for groups.
During the recommendation process, it uses models for the items – which can be
pre-computed – and does not require the computation of on-line user neighbor-
hoods, not having this scalability problem present in many collaborative filtering
algorithms (for individuals). To create the models and compare them techniques
from symbolic data analysis are used.

The intuition behind our approach is that for each item we can identify the
group of people who like it and the group of people that do not like it. We
assume that the group for which we will make a recommendation will appreciate
an item if the group has similar preferences to the group of people who like the
item and is dissimilar to the group of people who do not like it.

To implement this, first the group of users for whom the recommendations
will be computed is represented by a prototype that contains the histogram
of rates for each item evaluated by the group. The target items (items that
can be recommended) are also represented in a similar way, but now we create
two prototypes for each target item: a positive prototype, that contains the
histogram of rates for (other) items evaluated by individuals who liked the target
item; and a negative prototype that is analogous to the positive one, but the
individuals chosen are those who did not like the target item. Next we compute
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the similarity between the group prototype and the two prototypes of each target
item. The final similarity between a target item and a group is given by a simple
linear combination of the similarities between the group prototype and both item
prototypes using the formula: where is the final
similarity value, is the similarity between the group prototype and the
positive item prototype and analogously for the negative one. Finally,
we order the target items by decreasing order of similarity values. If we want to
recommend items to the users, we can take the first items of this ordering.
Figure 1 depicts the recommendation process. Its two main aspects, the creation
of prototypes and the similarity computation will be described in the following
subsections.

Fig. 1. The recommendation process

Prototype Generation. A fundamental step of this method is the prototype
generation. The group and the target items are represented by the histograms
of rates for items. Different weights can be attributed to each histogram that
make up the prototypes. In other words, each prototype is described by a set of
symbolic variables Each item corresponds to a categorical modal variable
that may also have an associated weight. The modalities of are the different
rates that can be given to items. In our case, we have six modalities.

Group Prototype. In the group prototype we have the rate histograms for every
item that has been evaluated by at least one member of the group. The rate his-
togram is built by computing the frequency of each modality in the ratings of the
group members for the item being considered. The used data has a discrete set of
6 rates: {0.0, 0.2, 0.4, 0.6, 0.8, 1.0}, where 0.0 is the worst and 1.0 is the best rate.
For example, if an item was evaluated by 2 users in a group of 3 individuals
and they gave the ratings 0.4 and 0.6 for the item, the row in the symbolic data
table corresponding to the item would be:
assuming the weight as the fraction of the group that has evaluated the item.

Item Prototypes. To build a prototype for a target item, the first step is to decide
which users will be selected to have their evaluations in the prototype. This users
have the role of characterizing the profile of those who like the target item, for
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the positive profile; and of characterizing the profile of those who do not like the
target item, for the negative profile. Therefrom, for the positive prototype only
the users that evaluated the target item highly are chosen. Users that have given
rates 0.8 or 1.0 were chosen as the “positive representatives” for the group. For
the negative prototype the users that have given 0.0 or 0.2 for the target item
were chosen. One parameter for the building of the models is how many users
will be chosen for each target item. We have chosen 300 users for each prototype,
after experimenting with 30, 50, 100, 200 and 300 users.

Similarity Calculation. To compute the similarity between the prototype of
a group and the prototype of a target item, we only consider the items that are
in both prototypes. As similarity measure we tried Bacelar-Nicolau’s weighted
affinity coefficient (presented in [7]) and two measures based on the Euclidean
distance and the Pearson correlation, respectively. At the end we used the affinity
coefficient, as it achieved slightly better results. The similarity between two
prototypes and based on the affinity coefficient is given by:

where:

is the number of items present in both prototypes;
is the weight attributed to item
is the number of modalities (six, for the six different rates);
and are the relative frequencies obtained by rate in the prototypes

and for the item respectively.

3 Experimental Evaluation

We carried on the experiments with the same groups that were used in [8]. To
make this article more self-contained, we describe in the next subsections how
these groups were generated.

3.1 The EachMovie Dataset
To run our experiments, we used the Eachmovie dataset. Eachmovie was a rec-
ommender service that run as part of a research project at the Compaq Systems
Research Center. During that period, 72,916 users gave 2,811,983 evaluations to
1,628 different movies. Users’ evaluations were registered using a 6-level numer-
ical scale (0.0, 0.2, 0.4, 0.6, 0.8, 1.0). The dataset can be obtained from Compaq
Computer Corporation1. The Eachmovie dataset has been used in various ex-
periments involving recommender systems.

We restricted our experiments to users that have evaluated at least 150
movies (2,551 users). This was adopted to allow an intersection (of evaluated
movies) of reasonable size between each pair of users, so that more credit can be
given to the comparisons related to the homogeneity degree of a group.

1 Available at the URL: http://www.research.compaq.com/SRC/eachmovie/
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3.2 Data Preparation: The Creation of Groups

To conduct the experiments, groups of users with varying sizes and homogeneity
degrees were needed. The EachMovie dataset is only about individuals, therefore
it was needed to build the groups first.

Four group sizes were defined: 3, 6, 12 and 24 individuals. We believe that
this range of sizes includes the majority of scenarios where recommendation for
groups can be used. For the degree of homogeneity factor, 3 levels were used:
high, medium and low homogeneity. The groups don’t need to be a partition of
the set of users, i.e. the same user can be in more than one different group. The
next subsections describe the methodology used to build the groups.

Obtaining a Dissimilarity Matrix. The first step in the group definition was
to build a dissimilarity matrix for the users. That is, a matrix of size
is the number of users) where each contains the dissimilarity value between
users and To obtain this matrix, the dissimilarity of each user against all the
others was calculated.

The dissimilarities between users will be subsequently used to construct the
groups with the three desired homogeneity degrees. To obtain the dissimilarity
between two users and we calculated the Pearson correlation coefficient
between them (which is in the interval [–1, 1]) and transformed this value into
a dissimilarity using the formula: The Pearson
correlation coefficient is the most common measure of similarity between users
used in collaborative filtering algorithms (see e.g. [1]). To compute between
two users we consider only the items that both users have rated and use

the formula: where is the rate that user has

given for item and is the average rate (over the items for user (analogously
for user

For our experiments, the movies were randomly separated in three sets: a
profile set with 50% of the movies, a training set with 25% and a test set with
25% of the movies. Only the user’s evaluations which refer to elements of the
first set were used to obtain the dissimilarity matrix. The evaluations that refer
to movies of the other sets were not used at this stage. The rationale behind
this procedure is that the movies from the test set will be the ones used to
evaluate the behavior of the model (Section 3.3). That is, it will be assumed
that the members of the group did not know them previously. The movies from
the training set were used to adjust the model parameters.

Group Formation

High Homogeneity Groups. We wanted to obtain 100 groups with high homo-
geneity degree for each of the desired sizes. To this end, we first randomly gen-
erated 100 groups of 200 users each. Then the hierarchical clustering algorithm
divisive analysis (diana) was run for each of these 100 groups. To extract a high
homogeneity group of size from each tree, we took the “lowest” branch with
at least elements. If the number of elements of this branch was larger than
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we tested all combinations of size and selected the one with lowest total
dissimilarity (sum of all dissimilarities between the users). For groups of size
24, the number of combinations was too big. In this case we used a heuristic
method, selecting the users which have the lowest sum of dissimilarities in the
branch (sum of dissimilarities between the user in consideration and all others
in the branch).

Low Homogeneity Groups. To select a group of size with low homogeneity
from one of the groups with 200 users, we first calculated for each user its sum of
dissimilarities (between this user and all the other 199). The elements selected
were the ones with the largest sum of dissimilarities.

Medium Homogeneity Groups. To select a group of size with medium homo-
geneity degree, elements were randomly selected from the total population of
users. To avoid surprises due to randomness, after a group was generated, a test
to compare a single mean (the one of the extracted group) to a specified value
(the mean of the population) was done (using

3.3 Experimental Methodology

For each of the 1200 generated groups (4 sizes × 3 homogeneities × 100 rep-
etitions) recommendations for items from the test set were generated. We also
generated recommendations using two other strategies: a baseline model, inspired
by a “null model” used in group experiments in social psychology (e.g. [6]); and
an aggregation-based method using fuzzy majority we have previously proposed
in [8].

Null Model. The null model takes the opinion of one randomly chosen group
member as the group decision (random dictator). Taking this to the domain of
recommender systems, we randomly selected one group member and make rec-
ommendations for this individual (using traditional neighbourhood-based col-
laborative filtering). These recommendations are taken as the group recommen-
dations.

Aggregation-Based Method Using Fuzzy Majority. This method works
in two steps: first individual recommendations are generated for the members
of the group, and after the individual recommendations are aggregated to make
the group recommendation.

For the first step, a traditional neighborhood-based collaborative filtering
algorithm was used (see [8] for the details). For the second one, a classification
method of alternatives using fuzzy majority (introduced in [9]) was adopted.
The rationale for using a method based on fuzzy majority for the aggregation
of recommendations was that given the impossibility of having an ideal method
for the aggregation, one that offered some degree of “human meaning” was a
good choice. The kind of human meaning of the fuzzy majority aggregation is
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provided by the use of fuzzy linguistic operators that model the human discourse
(like as many as possible, most and at least half). This could make possible to the
users specify in what general terms they would like the aggregation, for example:
“show me the alternatives that are ‘better’ than most of the others according to
the recommendations for as many as possible persons in the group”.

The fuzzy majority procedure follows two phases to achieve the classifica-
tion of alternatives: aggregation and exploitation. The aggregation phase defines
an outranking relation which indicates the global preference (in a fuzzy major-
ity sense) between every pair of alternatives, taking into consideration different
points of view. Exploitation compares the alternatives, transforming the global
preference information into a global ranking, thus supplying a selection set of
alternatives. Each phase uses a fuzzy linguistic operator, resulting in a classifi-
cation of alternatives with an interpretation like the one cited in the previous
paragraph (assuming that the operator as many as possible was used in the
aggregation phase and the operator most in the exploitation phase).

Evaluating the Strategies. To evaluate the behaviour of the strategies for
the various sizes and degrees of homogeneity of the groups, a metric is needed.
As we have a set of rankings as the input and a ranking as the output, a rank-
ing correlation method was considered a good candidate. We used the Kendall’s
rank correlation coefficient with ties (see [10]). For each generated recom-
mendation, we calculated between the final ranking generated for the group
and the users’ individual rankings (obtained from the users’ rates available in
the test set). Then we calculated the average for the recommendation. The
has a good social characteristic. One ranking with largest is a Kemeny optimal
aggregation (it is not necessarily unique). Kemeny optimal aggregations are the
only ones that fulfill at the same time the principles of neutrality and consis-
tency of the social choice literature and the extended Condorcet criterion [11],
which is: if a majority of the individuals prefer alternative to then should
have a higher ranking than in the aggregation. Kemeny optimal aggregations
are NP-hard to obtain when the number of rankings to aggregate is [11].
Therefore, it is not possible to implement an optimal strategy in regard of the

making it a good reference for comparison.
The goal of the experiment was to evaluate how is affected by the variation

on the size and homogeneity of the groups, as well as by the strategy used
(symbolic approach versus null model versus fuzzy aggregation-based approach).
To verify the influence of each factor, we did a three-way (as we have 3 factors)
analysis of variance (ANOVA). After the verification of significant relevance, a
comparison of means for the levels of each factor was done. To this end we used
Tukey Honest Significant Differences test at the 95% confidence level.

4 Results and Discussion

Figure 2 shows the observed for the three approaches.
For low homogeneity groups, the symbolic approach outperformed by a large

difference the other two in groups of 3 and 6 people (in these configurations
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Fig. 2. Observed by homogeneity degree for the null, symbolic and fuzzy ap-
proaches. Fuzzy results refer to the use of the linguistic quantifiers as many as possible
followed by most. Other combinations of quantifiers achieved similar results.

the null model was statistically equivalent to the fuzzy approach). This shows
that for highly heterogeneous groups, trying to aggregate individual preferences
is not a good approach. All results were statistically equivalent for groups of
12 people, and the fuzzy approach had a better result for groups of 24 people,
followed by the null model and the symbolic approach. It is not clear if the sym-
bolic model is inadequate for larger heterogeneous groups, or if this result is due
to the biases present in the data used. Due to the process of group formation,
larger heterogeneous groups (even in the same homogeneity degree) are more
homogeneous than smaller groups, as it is much more difficult to find a large
strongly heterogeneous group than it is to find a smaller one. Experiments us-
ing synthetic data where the homogeneity degree was more carefully controlled
would be more useful to do this comparisons.

Under medium and high homogeneity levels, the null model shows that for
more homogeneous groups it may be a good alternative. Under medium homo-
geneity, it was statistically equivalent to the other two for groups of 3 people
and second-placed after the fuzzy approach for the other group sizes. Under high
homogeneity, the null model was statistically equivalent to the fuzzy approach
for all group sizes (indicating that taking the opinion of just one member of a
highly homogeneous group is good enough) and the symbolic approach lagged
behind (by a small margin) in these cases. This suggests that the symbolic
strategy should be improved to better accommodate these cases, as well that
aggregation-based approaches have a good performance for more homogeneous
groups.

Making comparisons for the factor homogeneity, in all cases the averages of
the levels differed significantly. Besides, we had: average tau under high homo-
geneity > avg. tau under medium homogeneity > avg. tau under low homo-
geneity, i.e. the compatibility degree between the group recommendation and
the individual preferences was proportional to the group’s homogeneity degree.
These facts were to be expected if the strategies were coherent.

For the group size, in many cases the differences between its levels were
not significant, indicating that the size of a group is less important than its
homogeneity degree for the performance of recommendations.
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Abstract. The regression-by-discretization approach allows the use of
classification algorithm in a regression task. It works as a pre-processing
step in which the numeric target value is discretized into a set of intervals.
We had applied this approach to the Hidden Markov Model for Regres-
sion (HMMR) which was successfully compared to the Naive Bayes for
Regression and two traditional forecasting methods, Box-Jenkins and
Winters. In this work, to further improve these results, we apply three
discretization methods to HMMR using ten time series data sets. The
experimental results showed that one of the discretization methods im-
proved the results in most of the data sets, although each method im-
proved the results in at least one data set. Therefore, it would be better
to have a search algorithm to automatically find the optimal number and
width of the intervals.

Keyword: Hidden Markov Models, regression-by-discretization, time-
series forecasting, machine learning

1 Introduction

As discussed in [5], the effective handling of continuous variables is a central
problem in machine learning and pattern recognition. In statistics and pattern
recognition the typical approach is to use a parametric family of distributions,
which makes strong assumptions about the nature of the data; the induced model
can be a good approximation of the data, if these assumptions are warranted.
Machine learning, on the other hand, deal with continuous variables by discreti-
zing them, which can lead to information loss. When the continuous variable is
the target this approach is known as regression-by-discretization [13, 4, 15, 14],
which allows the use of more comprehensible models.

Naive Bayes for Regression (NBR) [4] uses the regression-by-discretization
approach in order to apply Naive Bayes Classifier (NBC) [3] to predict numerical
values. In [4], it was pointed out that NBR “...performed comparably to well
known methods for time series predictions and sometime even slightly better.”. In
[2], it was argued that although in the theory of supervised learning the training
examples are assumed independent and identically distributed (i.i.d), this is
not the case in applications where a temporal dependence among the examples

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 317–325, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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exists. An example was given in [2] for a classification task comparing NBC
and Hidden Markov Model (HMM). While NBC ignored temporal dependence
HMM took it into account. Consequently, HMM performed better than NBC.
Similar results were found in [10] when Hidden Markov Model for Regression
(HMMR), using the regression-by-discretization approach, was applied to the
task of monthly electric load forecasting of real world data from Brazilian utilities
and successfully compared to NBR and two traditional forecasting methods,
Box-Jenkins[1] and Winters [7].

In this work, to further improve these results we apply to HMMR the three
alternative ways of transforming a set of continuous values into a set of intervals
described in [13] using ten time series data sets.

The paper is organized as follows. In section 2 HMM, HMMR and misclas-
sification cost are reviewed and the methods used for discretizing the numeric
target value are described. In section 3 the experimental results are presented.
Finally, in section 4 our work is concluded.

2 Background Knowledge

Throughout this paper, we use capital letters, such as Y and Z, for random
variables names and lowercase letters such as and to denote specific values
assumed by them. Sets of variables are denoted by boldface capital letters such
as Y and Z, and assignments of values to the variables in these sets are denoted
by boldface lowercase letters such as y and z. The probability of a possible value
of a random variable is denoted by and the probability distribution of a
random variable is denoted by p(.); this can be generalized for sets of variables.

2.1 Discretization Methods

A discretization method divides a set of numerical values into a set of intervals.
Three discretization methods are described as follows:

Equal width intervals (EW): the set of numerical values is divided into equal
width intervals.
Equal probable intervals (EP): the set of intervals is created with the same
number of elements. It can be said that this method has the focus on class
frequencies and that it makes the assumption that equal class frequencies is
best for a classification problem.
K-means clustering (KM): this method starts with the EW approximation
and then moves the elements of each interval to contiguous intervals if these
changes reduce the sum of the distances of each element of an interval to its
gravity center1. Each interval must have at least one element.

Table 1 shows the intervals found for these three methods considering that
the best number of intervals is 5 when applied to the task of monthly electric
load forecasting using real world data from Brazilian utilities (Serie 1).

1 We used the median of the elements in each interval as the gravity center.
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Fig. 1. First-order Dynamic Bayesian Network

2.2 Hidden Markov Model

For a classification task, as discussed in section 1, if the training examples have a
temporal dependence then HMM performs better than NBC. HMM is a partic-
ular Dynamic Bayesian Network (DBN) [6,8,9]. A DBN is a Bayesian Network
(BN) that represents a temporal probability model like the one seen in figure 1:
in each slice, is a set of hidden state variables (discrete or continuous) and
is a set of evidence variables (discrete or continuous). Two important inference
tasks in a DBN are: filtering (computes where p(.) is a probability
distribution of the random variables and denotes and smoothing
(computes for Normally, it is assumed that the parame-
ters do not change, that is, the model is time-invariant (stationary):
and are the same for all t. In the HMM, each is a single discrete
random variable.

For a classification task if the training examples are fully observable, have
a temporal dependence such that each is observed in the training data and
hidden (and hence predicted) in the test data and the model structure is known
we can use Maximum Likelihood (ML) Estimation (we do not need to use EM
[6]) for learning.

In order to use this approach in HMM, each example is given by a class
(representing and a conjunction of attributes (repre-
senting (see figure 2). Additionally, it is also assumed that the attributes are
conditionally independent given the class. The ML estimation for the HMM must
compute the probabilities, using the formulas showed in 1, by counting the dis-
crete values from the training examples. For each
and we compute
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where N is the total number of training examples, is the number of training
examples with the class and is the number of training examples
with the attribute and the class

Fig. 2. Hidden Markov Model

Let be the representation of At any time t the HMM can
choose a class by

where (filtering - computing
if then
if then
where is a normalization constant.

2.3 Hidden Markov Model for Regression

Hidden Markov Model for Regression (HMMR) [10] uses the regression-by-
discretization approach in order to apply HMM (see figure 2) to predict a nu-
merical value given a conjunction of attributes which
can also be numerical.

In this approach, for each target there is a correspon-
ding discrete value (pseudo-class representing the interval that
contains the numerical value. In this way the HMM can be applied to the dis-
cretized data. The predicted numerical value by HMMR is the sum of the means
of each of the pseudo-classes that were output by HMM, weighted according to
the pseudo-class probabilities assigned by HMM:

where is the mean of the pseudo-class
Figure 3 sketches the HMMR’s forecasting of a numerical value, where

First, the discretization of a new input is done producing a
conjunction of discrete attributes, Then this conjunction
uses the prior distribution of the pseudo-classes to produce a
posterior distribution of pseudo-classes. Finally, the prediction of
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Fig. 3. HMMR’s prediction of a numerical value

the numerical value is calculated by the weighted average of the means of pseudo-
classes, where the weights are the probabilities from the posterior distribution.
This posterior distribution will be the prior distribution for the next input.

2.4 Misclassification Costs

Decreasing the classification error does not necessarily decreases the regression
error [13]. In order to ensure that, the absolute difference between the pseudo-
class that was output by NBC and the true pseudo-class should be minimized.
Towards this objective, [13] has shown the accuracy benefits of using misclassifi-
cation costs. Considering m(.) as the median of the values that were discretized
into the interval w, the cost of classifying a pseudo-class v instance as pseudo-
class w is defined by

Using this approach, the predicted numerical value by a classifier (C) is:

3 Experimental Results

For each discretization method HMMR is applied to ten time series data sets,
including two well-known benchmarks, the Wölfer sunspot number and the
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Mackey-Glass chaotic time series, and two real world data of monthly electric
load forecasting from Brazilian utilities (Serie 1 and Serie 2). These series are
differentiated and then the values are rescaled linearly to between 0.1 and 0.9.
Using measurements of these time series a forecast model needs
to be constructed in order to predict the value immediately posterior

For HMMR, the target and attribute values are set to and
respectively. A different version of HMMR, considering misclassification

costs with m(.) as a median of each of the pseudo-classes, is also used (HMMR-
mc). To select the best model, forward validation [16] is applied considering
as parameters the number of discretized regions and the number of
atributes considered.

Forward validation begins with training examples is considered as
a sufficient number of training examples) and as the validation set the example

where In the next step, is included in the training set and the
validation set is the example This procedure continues until is equal to
N. The decision measure is defined as a weighted average of the losses
for

The chosen model will be the one that minimizes
This paper has considered as the loss function:

The weights are defined as:

where is the number of parameters used for the model associated with
The error metric used is MAPE (Mean Absolute Percentage Deviation):

where N in this case is the number of examples in the test set.
For the two time series data of monthly electric load forecasting (Serie 1 and

Serie 2) we consider 12 months in the test set, the measured load values of the
previous 10 years for the training set and

In the Wölfer sunspot time series, the values for the years 1770-1869 are used
as the training set with and the years 1870-1889 as the test set.

The data set for the Mackey-Glass chaotic time series is a solution of the
Mackey-Glass delay-differential equation
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where initial conditions                 for
and sampling rate This series is obtained by integrating the equation (10)
with the 4th order Runge-Kutta method at a step size of 1, and then down-
sampling by 6. The training set consists of the first 500 samples with
and as the test set the next 100 samples.

The others time series were mentioned in [17] except the last two which were
used in a competition sponsored by the Santa Fe institute (time series A [18])
and in the K.U. Leuven competition (time series Leuven [19]). For all these time
series the training set consists of the first 600 samples with and the test
set the next 200 samples.

Table 2 indicates the MAPE for the 3 discretization methods when applying
HMMR and HMMR_mc to the ten time series. The boldface numbers indicate
the discretization method that provides the lowest error and the italic numbers
indicate that the difference between each of them and the correspond lowest
error is statistically significant (paired t-test at 95% confidence level). The table
3 shows the parameters chosen

4 Conclusion and Future Work

To further improve the successful results already obtained with the Hidden
Markov Model for Regression [10] we applied the three discretization methods
described in [13] to it and to a version of HMMR considering misclassification
costs using ten time series data sets. A summary of the wins and losses of the
three methods can be seen in table 4.

The experimental results (see table 2) showed that the KM discretization
method improved the results in most of the data sets considered confirming our
expectation that better results can be found when a better discretization method
is used.
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Since each discretization method improved the results in at least on data set,
if time allows, it is better to have a search based system to automatically find
the optimal number and width of the intervals.

As future work, we intend to extend this experiments to the Fuzzy Bayes and
Fuzzy Markov Predictors [11], since they used the EW discretization method.
Furthermore, HMMR will be applied to multi-step forecasting [12].

Acknowledgments

The authors would like to thank João Gama and Luis Torgo for giving us the
Recla code, Marcelo Andrade Teixeira for useful discussions and Ana Luisa de
Cerqueira Leite Duboc for her help in the implementation. We are all partially
financially supported by the Brazilian Research Council CNPq.

References

Box G.E.P. , Jenkins G.M. and Reinsel G.C.. Time Series Analysis: Forecasting &
Control. Prentice Hall, 1994.
Dietterich T.G.. The Divide-and-Conquer Manifesto. Proceedings of the Eleventh
International Conference on Algorithmic Learning Theory. pp. 13-26, 2000.
Domingos P. and Pazzani M.. On the Optimality of the Simple Bayesian Classifier
under Zero-One Loss. Machine Learning Vol.29(2/3), pp.103-130, November 1997.

1.

2.

3.

TEAM LinG



Search-Based Class Discretization for Hidden Markov Model for Regression 325

Frank E., Trigg L., Holmes G. and Witten I.H.. Naive Bayes for Regression. Ma-
chine Learning. Vol.41, No.l, pp.5-25, 1999.
Friedman N., Goldszmidt M. and Lee T.J.. Bayesian network classification with
continuous attributes: Getting the best of both discretization and parametric fit-
ting. In 15th Inter. Conf. on Machine Learning (ICML), pp.179-187, 1998.
Ghahramani Z.. Learning Dynamic Bayesian Networks. In C.L.Giles and M.Gori
(eds.). Adaptive Processing of Sequences and Data Structures, Lecture Notes in
Artificial Intelligence. pp.168-197, Berlin, Springer-Verlag, 1998.
Montgomery D.C., Johnson L.A. and Gardiner J.S.. Forecasting and Time Series
Analysis. McGraw-Hill Companies, 1990.
Roweis S. and Ghahramani Z.. A Unifying Review of Linear Gaussian Models.
Neural Computation Vol.11, No.2, pp.305-345, 1999.
Russell S. and Norvig P.. Artificial Intelligence: A Modern Approach, Prentice Hall,
2nd edition, 2002.
Teixeira M.A. and Revoredo K. and Zaverucha G.. Hidden Markov Model for
Regression in Electric Load Forecasting. In Proceedings of the ICANN/ICONIP-
2003, Turkey, v.l, pp.374-377.
Teixeira M.A. and Zaverucha G.. Fuzzy Bayes and Fuzzy Markov Predictors. Jour-
nal of Intelligent and Fuzzy Systems, Amsterdam, The Netherlands, V.13, n.2-4,pp.
155-165, 2003.
Teixeira M.A. and Zaverucha G.. Fuzzy Markov Predictor in Multi-Step Electric
Load Forecasting. In the Proceedings of the IEEE/INSS International Joint Con-
ference on Neural Networks (IJCNN’2003), Portland, Oregon, v.l pp.3065-3070.
Torgo L., Gama J.. Regression Using Classification Algorithms. Intelligent Data
Analysis. Vol.1, pp. 275-292, 1997.
Weiss S. and Indurkhya N.. Rule-base Regression. In Proceedings of the 13th In-
ternationa Joing Conference on Artificial Intelligence. pp. 1072-1078. 1993.
Weiss S. and Indurkhya N.. Rule-base Machine Learning Methods for Functional
Prediction. Journal of Artificial Intelligence Research (JAIR). Vol. 3, pp. 383-403.
1995.
Urban Hjorth J.S.. Computer Intensive Statistical Methods. Validation Model Se-
lection and Bootstrap. Chapman &; Hall. 1994.
Keogh E. and Kasetty S.. On the Need for Time Series Data Mining Benchmarks:
A Survey and Empirical Demonstration. Data Mining and Knowledge Discovery,7,
349-371,2003.
http://www-psych.stanford.edu/%7Eandreas/Time-Series/SantaFe
ftp://ftp.esat.kuleuven.ac.be/pub/sista/suykens/workshop/datacomp.dat

4.

5.

6.

7.

8.

9.

10.

11.

12.

13.

14.

15.

16.

17.

18.
19.

TEAM LinG



SKDQL: A Structured Language
to Specify Knowledge Discovery Processes and Queries

Marcelino Pereira dos Santos Silva1 and Jacques Robin2

1 Universidade do Estado do Rio Grande do Norte
BR 110, Km 48, 59610-090, Mossoró, RN, Brasil

mpss@dpi.inpe.br
2 Universidade Federal de Pernambuco, Centro de Informática, 50670-901, Recife, PE, Brasil

jr@cin.ufpe.br

Abstract. Tools and techniques used for automatic and smart analysis of huge
data repositories of industries, governments, corporations and scientific insti-
tutes are the subjects dealt by the field of Knowledge Discovery in Databases
(KDD). In MATRIKS context, a framework for KDD, SKDQL (Structured
Knowledge Discovery Query Language) is the proposal of a structured lan-
guage for KDD specification, following SQL patterns within an open and ex-
tensible architecture, supporting heterogeneity, interaction and increment of
KDD process, with resources for accessing, cleaning, transforming, deriving
and mining data, beyond knowledge manipulation.

1 Introduction

The high availability of huge databases, and the eminent necessity of transforming
such data in information and knowledge, have demanded valuable efforts from the
scientific community and software industry. The tools and techniques used for smart
analysis of large repositories are the subjects dealt by Knowledge Discovery in Data-
bases (KDD). However, the KDD process has challenges related to the specification
of queries and processes, once several tools are often used to extract knowledge. It is
generally a problem, because the complexity of the process itself is augmented by the
heterogeneity of tools employed.

An approach to face the problems that arise in such context must provide resources
to specify queries and processes, avoiding common bottlenecks and respecting KDD
requirements. This article presents as contribution SKDQL (Structured Knowledge
Discovery Query Language) [12], which contains specific clauses for KDD tasks. In
order to use the language and validate the concepts of this work, part of the SKDQL
specification was implemented. This prototype of SKDQL was effectively tested on
the log database of the RoboCup domain. Such domain contains the real problems
that arise in KDD tasks, once its logs offer a wide and detailed data repository about
the teams behavior.

The paper is organized as follows: the next section presents the KDD process and
its bottlenecks; the third topic is about a case study of SKQL; the next section de-
scribes SKDQL specification; in the fifth part a prototype of the language is pre-
sented; the following section brings related work, finishing with conclusions.

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 326–335, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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2 Knowledge Discovery in Databases

Knowledge Discovery in Databases is the nontrivial process of identifying valid,
novel, potentially useful and ultimately understandable patterns in data, aiming to
improve the understanding of a problem or a procedure of decision-making. The KDD
process is interactive, iterative, cognitive and exploratory, involving many steps (Fig-
ure 1) with many decisions being taken by the analyst, according to the following
description [3]:

Definition of the kind of knowledge to be discovered, what demands a good com-
prehension of the domain and the kind of decision such knowledge can improve.
Selection - in order to create a target dataset where discovery will be performed.
Preprocessing - including noise removal, manipulation of null/absent data fields,
data formatting.
Transformation – data reduction and projection, aiming to find useful features to
represent data and reduce variables or instances considered in the process.
Data Mining – selection of methods that will be used to find patterns in data, fol-
lowed by the effective search for patterns of interest, in a particular representation
or set of representations.
Interpretation/Evaluation of the mined patterns, with possible returns to steps 2-6.
Implantation of the discovered knowledge, incorporating it to the system perform-
ance or reporting it to interested parts.

1.

2.
3.

4.

5.

6.
7.

Fig. 1. KDD steps [3].

2.1 Bottlenecks in KDD Process

In KDD systems, bottlenecks are generally characterized by the absence of:

Support for heterogeneous platforms: wrappers to integrate legacy systems, im-
plemented in platform independent language; the lack of this resource hinders the
reuse of the components.
Efficiency and performance: basic requirements, once KDD deals with huge
amounts of data for pattern extraction.
Modularity and integration: KDD systems must present modularity in its compo-
nents, in order to facilitate the resources addition, removal or update.
This way, an interesting feature in KDD systems is the interactive and ad hoc sup-

port of data mining tasks, providing flexibility and efficiency in knowledge discovery,
through an open and extensible environment. An intuitive and declarative query and
process definition language comes to this direction, which is the SKDQL proposal.
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3 Case Study
The Robot World Cup Soccer (RoboCup) [10] is an international initiative to stimu-
late research in artificial intelligence, robotics and multi agents systems. The envi-
ronment models a hypothetic robot system, combining features of different systems
and simulating human soccer players. This simulator, acting like a server, provides a
domain and supports users that want to construct their own agents/players.

In order to get relevant knowledge related to the behavior (play, attitude and pecu-
liarity of the players and the teams), logs were extracted from RoboCup games,
through Soccer Monitor, a software that using binary logs presents the matches in its
simulated environment, allowing to visualize the context of the players and its move-
ments. This software also converts binary logs into ASCII code. Processed logs of the
Soccer Server originated two important behavior data tables (Figure 2).

Primitive flat table – constituted by minimal granularity statistics, information
about each player’s action and position at each cycle of the simulator.
Derived flat table – constituted by higher granularity statistics, demonstrating dif-
ferent actions (pass, goal, kickoff, offside, and so on), and relevant data about them
(the moment it started and finished, players involved, relative positions, and so on).

Fig. 2. RoboCup data model.

Among the performed experiments, it was verified that in classification cases with
Id3 and J48, algorithms confirm in a reciprocal way their results, presenting a game
tendency in specific areas of the game field for continuous activity. It was also ob-
served that the filtering of attribute relevance improves the information quality, avoid-
ing mistakes related, for example, to area hierarchy. It was verified that in many cases
it’s not generated an immediately comprehensible pattern, what indicates that data, its
format or mining algorithm must be modified in the KDD task. Further results and
experiments may be found in [13].

This RoboCup case study provided relevant experience in the use of different tools
and paradigms for data mining, and outlined the need of open and integrated KDD
environments with languages for a set of integrated resources and functionalities.
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4 SKDQL Specification
The MATRIKS project (Multidimensional Analysis and Textual Summarizing for
Insight Knowledge Search) [2, 4, 6] aims the creation of an open and integrated envi-
ronment for decision support and KDD. This project intends to fill KDD environment
lacks, related to tools integration, knowledge management of the mined model, lan-
guage for query/process specification, and to the variety of input data, models and
mining algorithms.

In MATRIKS environment, a set of resources will be accessed through a declara-
tive language of KDD queries and processes specification which, in a transparent
way, will provide all the tools in an integrated manner, using the open, multi platform
and distributed power of this KDSE (Knowledge Discovery Support Environment)
proposal. Based on the natural flow of data and results manipulation, SKDQL (Struc-
tured Knowledge Discovery Query Language) is the language proposal for KDD with
clauses that access in an integrated and transparent way the resources in MATRIKS.

The knowledge discovery in databases demands tasks for data manipulation and
analysis. Each task includes sequences of steps to perform selection, cleaning, trans-
formation and mining, beyond presentation and storage of results and knowledge.
Considering the manipulation of data and results, SKDQL has four kinds of clauses:

Resources to access, load and store data during the knowledge discovery process.
Clauses to preprocess the selected data, including cleaning, transformation, deduc-
tion and enrichment of these data.
Commands to visualize, store and present the knowledge.
Data mining algorithms for classification, association, clustering.

4.1 SKDQL High Level Grammar

The initial symbol of the language is the non-terminal <SKDQLtask>, which defines
recursively a task as a sequence of data treatment steps (SKDQLstep):

where <Conj> is the terminal “and” or “then”, depending on the semantics that must
be represented between the proposed tasks (serial or parallel).

<SKDQLstep> is defined as a step of data preparation (Prepare), followed by an
optional activity of previous knowledge (PriorKnowledge). A data mining step follow
it, with a subsequent result presentation (Present) for interpretation and evaluation:

<Present> allows information visualization (previously stored) through the
clause <Display> . The junction of different files of this type can be performed
with <JoinDisplay>.
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4.1.1 Clause for Data Access and Storage Task Specification
The clause <Prepare> has two clauses to be considered, <Pick> and <Pre-
process>:

The initial step in a KDD task is the specification of the dataset to be explored dur-
ing the whole process. This step demands the indication of data source (servers, data-
base, and so on). An example follows:

It can also perform a peculiar data selection (with sampling, for example):

4.1.2 Clause for Data Preprocessing Task Specification
In the clause <Prepare>, right after <Pick>, follows <Preprocess> which
deals with cleaning, transformation, derivation, randomization and data recovery:

For example (“4” is the position of the attribute in the dataset):

4.1.3 Clause for Knowledge Presentation Task Specification
The previous knowledge of a domain may indicate good ways and solutions that ef-
fectively improve the KDD process in terms of quality and speed. It can modify com-
pletely the chosen approach over a dataset. Therefore, SKDQL has clauses to specify
the previous knowledge, and present knowledge discovered in the task.

<PriorKnowledge> has resources to access a database, to verify a dataset sam-
pling, and to previously define the layout of association rules, according to its syntax:

<AssociationPriorKnowledge> allows the definition of a meta-rule that
will determine the layout of the association rules that will be created.

<PriorKnowledge> uses the structure previously described to connect a data-
base and query it. Moreover, it is also possible to visualize a dataset sampling previ-
ously stored using the clause <ViewSampleOf Dataset >, when it is informed the
percentage of the sample to be visualized. For example:

4.1.4 Clause for Data Mining Task Specification
SKDQL has resources to mine many kinds of knowledge (or models) through differ-
ent methods and algorithms using validation, testing and other options. The relevant
attributes, classification models, association rules and clustering mining tasks are
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present in this specification [17]. <Mine> is defined according to the following syn-
tax:

In a dataset, there are attributes that has a higher influence in data mining tasks.
For example: to classify a good or bad loan client, certainly his income will be much
more relevant than his birthplace. The income and other attributes with highly influ-
ence in the task are called relevant attributes, which can be mined through the
<MineRelevantAttributes> clause.

Classification methods in data mining are used to determine and evaluate models
that classify or foresee an object or event. The syntax of the classification task is
specified in <MineClassification>.

The classification, as well as the relevance attribute, must be performed according
to an attribute called class, where the prototype default is the last attribute of the data-
set. An example of this task follows:

Association rules are similar to classification rules, except that the former can fore-
see any attribute, not only the one that must be previously determined (class), allow-
ing this way that different combinations of attributes occur in the rules through <Mi -
neAssociations>.

Clusters mining (<MineClusters>) presents, following criterions, the format of
a diagram, which reveals how instances of a dataset are distributed in groups/clusters.

The entire specification of the language is available at [13]. The example below
gives an idea of the usage of SKDQL:

After connecting the RoboCup database through a SQL query, a dataset is selected.
Right after, a sampling task of 50% is performed on this dataset, with a subsequent
application of Naïve Bayes classification algorithm. This task aims to acquire gen-
eral knowledge about the context of the dataset using a basic classifier:
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5 SKDQL Implementation

SKDQL was implemented through a prototype that has the main functionalities of the
language. In this implementation, Java [14] was chosen because MATRIKS already
adopts Java as a pattern development platform. Moreover, the developed interfaces
support heterogeneous platforms, very common in KDD. This way, distribution, ex-
tensibility, interoperability and modularity adopted for MATRIKS are supported via
Java. Different software, components and API’s were used for the implementation of
SKDQL functionalities (Figure 3 and Table 1).

Fig. 3. System Architecture.

To access relational databases, JDBC [15] was used, an API that supports connec-
tion to tables of datasets from Java programs. In this implementation, the DBMS
(Database Management System) Microsoft SQL Server [8] was used.

For preprocessing and data mining functionalities, WEKA [17] components were
used, a collection of algorithms for data manipulation and data mining (filtering, nor-
malization, classification, association, clustering, and others), which were written in
Java and modularized in components called by SKDQL.

The XSB Prolog [19] is a programming language and a deductive database used in
derivation tasks of SKDQL, once WEKA has many resources for preprocessing and
mining, while nothing for deduction. It is accessed through JB2P [11], an API that
allows Java programs make calls and receive results from XSB.

For code generation of SKDQL, functionalities of access, preprocessing, data min-
ing and data presentation were selected. Via JDBC, the SKDQL code generated by
JavaCC [18] performs the relational data access, when it requires URL, database,
login and password. The preprocessing and data mining tasks are performed via calls
to Prolog and WEKA components, which are also implemented in Java.
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6 Related Work

6.1 DMQL

In Simon Fraser University (Canada) DMQL (Data Mining Query Language) [5] was
developed with clauses for relevant dataset, kind of knowledge to be mined, prior
knowledge used in the KDD process, interest measures, limits to evaluate patterns,
and visualization representation of the discovered patterns.

However, the language does not have resources for data preprocessing. The speci-
fication presents a limited and invariable set of mining algorithms. DMQL isn’t im-
plemented, once its single practical application is found in DBMiner [1], where it is
used as a task description resource.

6.2 OLE DB for DM

OLE DB for Data Mining (OLE DB for DM) [7] is an extension of Microsoft OLE
DB, which supports data mining operations on OLE DB providers. As an OLE DB
extension, it introduces a new virtual object called Data Mining Model (DMM), as
well commands to manipulate this virtual object. DMM is like a relational table, ex-
cept that it contains special columns that can be used for pattern training and discov-
ery allowing, for example, the creation of a prediction model and the generation of
predictions.

While a relational table stores data, DMM stores the patterns discovered by the
mining algorithm. The manipulation of a DMM is similar to the manipulation of a
table. However, this approach is not adequate, once tables are not flexible enough to
represent data mining models (for example, decision tables or bayesian networks).

6.3 CWM

Common Warehouse Metamodel (CWM) [9] is a recent pattern defined by the Object
Management Group (OMG) for data interchange in different environments: data
warehousing, KDD and business analysis. CWM provides a common language to
describe metadata (based on a generic metamodel, but semantically complete) and
facilities data interchange and specification of KDD classes and processes.

The scope of CWM specification includes metamodels definitions of different do-
mains, what imposes CWM a high complexity, demanding knowledge of its princi-
ples. Moreover, there is a lack of tutorials, documents and cases enough for a wide
comprehension of the specification and techniques to use it in practical problems.

6.4 KDDML-MQL

KDDML-MQL [16] is an environment that supports the specification and execution
of complex KDD processes in the form of high-level queries.

KDDML (KDD Markup Language) is XML-based, i.e. both data, meta-data, min-
ing models and queries are represented as XML documents. Query tags specify data
acquisition, preprocessing, mining and post-processing algorithms taken from possi-
bly distinct suites of tools. MQL (Mining Query Language) is an algebraic language,
in the style of SQL. The MQL system compiles an MQL query into KDDML queries.
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7 Conclusions

The SKDQL proposal provides a specification language and its prototype for the
application of different tasks of knowledge discovery in databases, taking into ac-
count features of the KDD process, overcoming most of the KDD bottlenecks and
limitations of alternative approaches. This work contributes in the following points:

Iteration – application and reapplication of resources and tools in the process.
Interaction – SKDQL allows the analyst perform tasks in an interactive manner,
requesting tasks and chaining operations to results previously reached.
Systematization of KDD tasks – resources are available to users in a style very
similar to SQL, with specific clauses for each task, freeing the “miner” of imple-
mentation details of the tools.
Support to heterogeneous resources – SKDQL proposal supports the access to
different data models widely used, increasing the user autonomy regarding to the
manipulation of different databases in the same environment.
Integration – due to KDD requirement in the points above, the language integrates
resources of different tools.
Considering the wide scope, evolution and dynamics of KDD, the extension of the

language is a consequence of the continuity of this work, once the present specifica-
tion supports resources for a limited and open set of steps in a knowledge discovery
process. Although sequences of tests have been performed, it is necessary to apply
SKDQL to a wider set of tasks to improve resources and validate functionalities.
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Symbolic Communication in Artificial Creatures:
An Experiment in Artificial Life
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Abstract. This is a project on Artificial Life where we simulate an
ecosystem that allows cooperative interaction between agents, including
intra-specific predator-warning communication in a virtual environment
of predatory events. We propose, based on Peircean semiotics and in-
formed by neuroethological constraints, an experiment to simulate the
emergence of symbolic communication among artificial creatures. Here
we describe the simulation environment and the creatures’ control archi-
tectures, and briefly present obtained results.

Keywords: symbol, communication, artificial life, semiotics, C.S.Peirce

1 Introduction

According to the semiotics of C.S.Peirce, there are three fundamental kinds of
signs underlying meaning processes: icons, indexes and symbols (CP 2.2751).
Icons are signs that stand for their objects through similarity or resemblance
(CP 2.276, 2.247, 8.335, 5.73); indexes are signs that have a spatio-temporal
physical correlation with its object (CP 2.248, see 2.304); symbols are signs
connected to O by the mediation of I. For Peirce (CP 2.307), a symbol is “A
Sign which is constituted a sign merely or mainly by the fact that it is used and
understood as such, whether the habit is natural or conventional, and without
regard to the motives which originally governed its selection.”

Based on this framework, Queiroz and Ribeiro [2] performed a neurosemiotic
analysis of vervet monkeys’ intra-specific communication. These primates use
vocal signs for intra-specific social interactions, as well as for general alarm
purposes regarding imminent predation on the group [3]. They vocalize basically
three predator-specific alarm calls which produce specific escape responses: alarm
calls for terrestrial predators (such as leopards) are followed by a escape to the
top of trees, alarm calls for aerial raptors (such as eagles) cause vervets to hide
under bushes, and alarm calls for ground predators (such as snakes) elicit careful
scrutiny of the surrounding terrain. Queiroz and Ribeiro [2] identified the different
signs and the possible neuroanatomical substrates involved. Icons correspond to
neural responses to the physical properties of the visual image of the predator

The work of C.S.Peirce[l] is quoted as CP, followed by the volume and paragraph.1

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 336–345, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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and the alarm-call, and exist within two independent primary representational
domains (visual and auditory). Indexes occur in the absence of a previously
established relationship between call and predator, when the call simply arouses
the receiver’s attention to any concomitant event of interest, generating a sensory
scan response. If the alarm-call operates in a sign-specific way in the absence
of an external referent, then it is a symbol of a specific predator class. This
symbolic relationship implies the association of at least two representations of a
lower order in a higher-order representation domain.

2 Simulating Artificial Semiotic Creatures

The framework (above) guided our experiments of simulating the emergence of
symbolic alarm calls2. The environment is bi-dimensional having approximately
1000 by 1300 positions. The creatures are autonomous agents, divided into preys
and predators. There are objects such as trees (climbable objects) and bushes
(used to hide), and three types of predators: terrestrial predator, aerial predator
and ground predator. Predators differentiate by their visual limitations: terres-
trial predators can’t see preys over trees, aerial predators can’t see preys under
bushes, but ground predators don’t have these limitations. The preys can be
teachers, which vocalizes pre-defined alarms to predators, or learners, which
try to learn these associations. There is also the self-organizer prey, which is a
teacher and a learner at the same time, able to create, vocalize and learn alarms,
simultaneously.

The sensory apparatus of the preys include hearing and vision; predators
have only a visual sensor. The sensors have parameters that define sensory areas
in the environment, used to determine the stimuli the creatures receive. Vision
has a range, a direction and an aperture defining a circular section, and hearing
has just a range defining a circular area. These parameters are fixed, with ex-
ception to visual direction, changed by the creature, and visual range increased
during scanning. The received stimuli correspond to a number, which identifies
the creature or object seen associated with the direction and distance from the
stimulus’ receiver.

The creatures have interactive abilities, high-level motor actions: adjust vi-
sual sensor, move, attack, climb tree, hide on bush, and vocalize. These last three
actions are specific to preys, while attacks are only done by predators. The crea-
tures can perform actions concomitantly, except for displacement actions (move,
attack, climb and hide) which are mutually exclusive. The move action changes
the creature position in the environment and takes two parameters velocity (in
positions/interaction, limited to a maximum velocity) and a direction (0-360 de-
grees). The visual sensor adjustment modifies the direction of the visual sensor
(and during scanning, doubles the range), and takes one parameter, the new
direction (0-360 degrees). The attack action has one parameter that indicates
the creature to be attacked, that must be within action range. If successful the

The simulator is called Symbolic Creatures Simulation. For more technical details,
see http://www.dca.fee.unicamp.br/projects/artcog/symbcreatures

2
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attack increases an internal variable, number of attacks suffered, from the at-
tacked creature. The climb action takes as a parameter the tree to be climbed,
that must be within the action range. When up in a tree, an internal variable
called ‘climbed’ is set to true; when the creature moves it is turned to false and
it goes down the tree. Analogously, the hide action has the bush to be used to
hide as a parameter, and it uses an internal variable called ‘hidden’. The vocalize
action has one parameter the alarm to be emitted, a number between 0 and 99,
and it creates a new element in the environment that lasts just one interaction,
and is sensible by creatures having hearing sensors.

To control their actions after receiving the sensory input, the creatures have
a behavior-based architecture [4], dedicated to action selection [5]. Our control
mechanism is composed of various behaviors and drives. Behaviors are indepen-
dent and parallel modules that are activated at different moments depending on
the sensorial input and the creature’s internal state. At each iteration, behaviors
provide their motivation value (between 0 and 1), and the one with highest value
is activated and provides the creature actions at that instant. Drives define basic
needs, or ‘instincts’, such as ‘fear’ or ‘hunger’, and they are represented by nu-
meric values between 0 and 1, updated based on the sensorial input or time flow.
This mechanism is not learned by the creature, but rather designed, providing
basic responses to general situations.

Predators’ Cognitive Architecture

The predators have a simple control architecture with basic behaviors and drives.
The drives are hunger and tiredness, and the behaviors are wandering, rest and
prey chasing. The drives are implemented as follows:

where is the creature’s velocity at the current instant (t).

The wandering behavior has a constant motivation value of 0.4, and makes
the creature basically move at random direction and velocity, directing its vi-
sion toward movement direction. The resting behavior makes the creature stop
moving and its motivation is given by
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The behavior chasing makes the predator move towards the prey, if its out
of range, or attack it, otherwise. The motivation of this behavior is given by

Preys’ Cognitive Architecture

Preys have two sets of behavior: communication related behaviors and general
behaviors. The communication related behaviors are vocalizing, scanning, asso-
ciative learning and following, the general ones are wandering, resting and fleeing.
Associated with these behaviors, there are different drives: boredom, tiredness,
solitude, fear and curiosity. The learner and the teacher don’t have the same
architecture, only teachers have the vocalize behavior and only learners have
the associative learning behavior, the scanning behavior and the curiosity drive
(figure 1). On the other hand, the self-organizer prey has all behaviors and drives.

The prey’s drives are specified by the expressions

The tiredness drive is computed by the same expression used by predators.
The vocalize behavior and associative learning behavior can run in parallel

with all other behaviors, so it does not undergo behavior selection. The vocalize
behavior makes the prey emit an alarm when a predator is seen. The teacher
has a fixed alarm set, using alarm number 1 for terrestrial predator, 2 for aerial
predator and 3 for ground predator. The self-organizer uses the alarm with the
highest association value in the associative memory (next section), or chooses
randomly an alarm from 0 to 99 and places it in the associative memory, if none
is known. (The associative learning behavior is described in the next section.)
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Fig. 1. Preys’ cognitive architecture: (a) learners have scanning and associative learn-
ing capabilities and (b) teachers have vocalizing capability. The self-organizer prey is
a teacher and a learner at the same time and has all these behaviors.

The scanning behavior makes the prey turn towards the alarm emitter di-
rection and move at this direction, if an alarm is heard, turn to the same vision
direction of the emitter, but still moving towards the emitter, if the emitter is
seen, or keep the same vision and movement direction, if the alarm is not heard
anymore. The motivation is given by if an alarm is heard or if

This behavior also makes the vision range double, simulating a
wide sensory scanning process.

To keep preys near each other and not spread out in the environment, the fol-
lowing behavior makes the prey keep itself between a maximum and a minimum
distance of another prey, by moving towards or away from it. This was inspired
by experiments in simulation of flocks, schools and herds. The motivation for
following is equal to if another prey is seen.

The fleeing behavior has its motivation given by It makes the prey
move away from the predator with maximum velocity, or in some situations,
perform specific actions depending upon the type of prey. If a terrestrial predator
is or was just seen and there’s a tree not near the predator (the difference between
predator direction and tree direction is more than 60 degrees), the prey moves
toward the tree and climbs it. If it is an aerial predator and there’s a bush not
near it, the prey moves toward the bush and hides under it. If the predator is not
seen anymore, and the prey is not up on a tree or under a bush, it keeps moving
in the same direction it was before, slightly changing its direction at random.

The wandering behavior makes the prey move at a random direction and
velocity, slightly changing it at random. The vision direction is alternately turn
left, forward and right. The motivation is given by if the prey is
not moving and or zero, otherwise. The rest behavior makes the
prey stop moving, with a motivation as for predators.

Associative Learning

The associative learning allows the prey to generalize spatial-temporal relations
between external stimuli from particular instances. The mechanism is inspired on
the neuroethological and semiotic constraints described previously, implementing
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Fig. 2. (a) Associative learning architecture. (b) Association adjustment rules.

a lower-order sensory domain through work memories and a higher order multi-
modal domain by a associative memory (figure 2a).

The work memories are temporary repositories of stimuli: when a sensorial
stimulus is received from either sensor (auditory or visual), it is placed on the
respective work memory with maximum strength, at every subsequent iteration
it is lowered and when its strength gets to zero it is removed. The strength of
stimuli in the work memory (WM) varies according to the expression

The items in the work memory are used by the associative memory to produce
and update association between stimuli, following basic Hebbian learning (figure
2b). When an item is received in the visual WM and in the auditory WM, an
association is created or reinforced in the associative memory, and changes in
its associative strength are inhibited. Inhibition avoids multiple adjustments in
the same association caused by persisting items in the work memory. When
an item is dropped from the work memory, its associations not inhibited, i.e.
not already reinforced, are weakened, and the inhibited associations have their
inhibition partially removed. When the two items of an inhibited association
are removed, the association ends its inhibition, being subject again to changes
in its strength. The reinforcement and weakening adjustments for non-inhibited
associations, with strengths limited to the interval [0.0; 1.0], are done as follows:

reinforcement, given a visual stimulus and a hearing stimulus present in
the work memories
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weakening, for every association related to the dropped visual stimuli

weakening, for every association related to the dropped hearing stimuli

As shown in figure 1, the associative learning can produce a feedback that in-
directly affects drives and other behaviors. When an alarm is heard and it is
associated with a predator, a new internal stimulus is created composed of the
associated predator, the association strength, and the direction and distance of
the alarm, which is used as an approximately location of the predator. This new
stimulus will affect the fear drive and fleeing behavior. The fear drive is changed
to account for this new information, which gradually changes fear value:

This allows the associative learning to produce an escape response, even if
the predator is not seen. This response is gradually learned and it describes a
new action rule associating alarm with predator and subsequent fleeing behavior.
The initial response to an alarm is a scanning behavior, typically indexical. If the
alarm produces an escape response due to its mental association with a predator,
our creature is using a symbol.

3 Creatures in Operation

The virtual environment inhabited by creatures works as a laboratory to study
the conditions for symbol emergence. In order to evaluate our simulation ar-
chitecture, we performed different experiments to observe the creatures during
associative learning of stimuli. We simulate the communicative interactions be-
tween preys in an environment with the different predators and objects, varying
the quantity of creatures present in the environment.

Initially, we used teacher and learner preys and change the number of teach-
ers, predators and learners (figure 3). Results show that learners are always able
to establish the correct associations between alarms and predators (alarm 1 -
terrestrial predator, alarm 2 - aerial predator, alarm 3 - ground predator). The
number of interactions decreased whereas the amount of competition among
associations increased, as the number of teachers or predators increased. This
is due to an increase in the numbers of vocalizing events from teachers, what
corresponds to more events of reinforcement and less of weakening. Placing two
learners in the environment, we could also notice that the trajectories described
by the association values in each prey are quite different, partially because of
random properties in their behavior.
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Fig. 3. Evolution of association strength values using Teachers and Learners (associ-
ation value x iteration). Exp. A (1 learner (L), 5 teachers (T) and 3 predators (P)):
associations with (a) alarm 1, (b) alarm 2 and (c) alarm 3. Exp. B (1 L, 5 T, 6 P): (d)
winning associations for alarms. Exp. C (1 L, 10 T, 3 P): (e) winning assoc. for alarms.
Exp. D (2 L, 5 T, 3 P): (d) winning associations in each creature.

Using self-organizers, all preys can vocalize and learn alarms. Therefore, the
number of alarms present in the simulations is not limited to three as before.
Each prey can create a different alarm to the same predator and the one mostly
used tends to dominate the preys’ repertoire at the end (figure 4). Increasing
the number of preys, tends to increase the number of alarms, the number of
interactions and also the amount of competition, since there are more preys
creating alarms and also alarms have to disseminate among more preys.

In a final experiment, we wanted to evaluate the adaptive advantage of using
symbols instead of just indexes (figure 5). We adjusted our simulations by mod-
elling an environment where visual cues are not always available, as predators,
for instance, can hide themselves in the vegetation to approach preys unseen.
This was done by including a probability of predators been actually seen even
if they are in the sensory area. We then placed learner preys that responded to
alarms by just performing scanning (indexical response) and preys that could
respond to alarms using their learned associations (symbolic response). Results
show that the symbolic response to alarm provides adaptive advantage, as the
number of attacks suffered is consistently lower than otherwise.

4 Conclusion

Here we presented a methodology to simulate the emergence of symbols through
communicative interactions among artificial creatures. We propose that symbols
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Fig. 4. Evolution of association strength values for Self Organizers (mean value in
the preys population). Exp. A (4 self-organizers (S) and 3 predators (P)): associations
with (a) terrestrial predator, (b) aerial predator and (c) ground predator. Exp. B (8 S,
3 Ppredators): associations with (d) terrestrial pred., (e) aerial pred. and (f) ground
pred.

Fig. 5. Number of attacks suffered by preys responding indexically or symbolically to
alarms. We simulated an environment where preys can’t easily see predators, introduc-
ing a 25% probability of a predator being seen, even if it is within sensorial area.

can result from the operation of simple associative learning mechanisms between
external stimuli. Experiments show that learner preys are able to establish the
correct associations between alarms and predators, after exposed to vocalization
events. Self-organizers are also able to converge to a common repertoire, even
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though there were no pre-defined alarm associations to be learned. Symbols
learning and use also provide adaptive advantage to creatures when compared
to indexical use of alarm calls.

Although there have been other synthetic experiments simulating the devel-
opment and evolution of sign systems, e.g. [4,6], this work is the first to deal
with multiple distributed agents performing autonomous (self-controlled) com-
municative interactions. Different from others, we don’t establish a pre-defined
‘script’ of what happens in communicative acts, stating a sequence of fixed task
to be performed by one speaker and one hearer. In our work, creatures can be
speakers and/or hearers, vocalizing and hearing from many others at the same
time, in various situations.
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What Makes a Successful Society?
Experiments with Population Topologies

in Particle Swarms
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Abstract. Previous studies in Particle Swarm Optimization (PSO)
have emphasized the role of population topologies in particle swarms.
These studies have shown that a relationship between the way individu-
als in a population are organized and their aptitude to find global optima
exists. A study of what graph statistics are relevant is of paramount im-
portance. This work presents such a study, which will provide guidelines
that can be used by researchers in the field of PSO in particular and in
the Evolutionary Computation arena in general.

Keywords: Particle Swarm Optimization, Swarm Intelligence, Evolu-
tionary Computation

1 Introduction

The field of Particle Swarm Optimization (PSO) is evolving fast. Since its cre-
ation in 1995 [1, 2], researchers have proposed important contributions to the
paradigm in the field of parameter selection [3,4]. Lately, the field of population
topologies has also been object of study, as its importance has been demon-
strated [5, 6]. The study of topologies has also triggered the development of a very
successful algorithm, Fully Informed Particle Swarm (FIPS), that has demon-
strated to perform better than the canonical particle swarm, widely accepted by
researchers as the state-of-the-art algorithm, in a well-known benchmark of hard
functions [7, 8].

Due to the fact that FIPS has demonstrated superior results and its close
relationship to the structure of the population, a study to understand the rela-
tionship between the population structure and the algorithm was conducted.

2 Canonical Particle Swarm

The standard algorithm is given in some form resembling the following:

The work of Rui Mendes is sponsored by the grant POSI/ROBO/43904/2002.

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 346–355, 2004.
© Springer-Verlag Berlin Heidelberg 2004

*

TEAM LinG



What Makes a Successful Society? 347

where denotes point-wise vector multiplication, U[min, max] is a function that
returns a vector whose positions are randomly generated, following the uniform
distribution between min and max, is called the inertia weight and is less
than 1, and represent the speed and position of the particle at time
refers to the best position found by the particle, and refers to the position
found by the member of its neighborhood that has had the best performance so
far. The Type constriction coefficient is often used [4]:

The two versions are equivalent, but are simply implemented differently. The
second form is used in the present investigations. Other versions exist, but all
are fairly close to the models given above.

A particle searches through its neighbors in order to identify the one with
the best result so far, and uses information from that source to bias its search in
a promising direction. There is no assumption, however, that the best neighbor
at time actually found a better region than the second or third-best neigh-
bors. Important information about the search space may be neglected through
overemphasis on the single best neighbor.

When constriction is implemented as in the second version above, lighten-
ing the right-hand side of the velocity formula, the constriction coefficient is
calculated from the values of the acceleration coefficient limits, and impor-
tantly, it is the sum of these two coefficients that determines what to use. This
fact implies that the particle’s velocity can be adjusted by any number of terms,
as long as the acceleration coefficients sum to an appropriate value. For instance,
the algorithm given above is often used with and
The coefficients must sum, for that value of to 4.1.

3 Fully Informed Particle Swarm

The idea behind FIPS is that social influence comes from the group norm, i.e.,
the center of gravity of the individual’s neighborhood. Contrary to canonical
particle swarm, there is no individualism. That is, the particle’s previous best
position takes no part in the velocity update.

In the canonical particle swarm, each particle explores around a region de-
fined by its previous best success and the success of the best particle in its
neighborhood. The difference in FIPS is that the individual should gather infor-
mation about the whole neighborhood. For that, let us define as the set of
neighbors of and as the best position found by individual
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This formula is a generalization of the canonical version. In fact, if is
defined to contain only itself and its best neighbor, this formula is equivalent to
the one presented in equation 4. Thus, in FIPS the velocity update is performed
according to a stochastically weighted average of the difference between the
particle’s current position and each of its neighbors’ previous best.

As can be concluded from equation 5, the algorithm uses neither information
about the relative quality of each of the solutions found by its neighbors nor
about the particle’s previous best position. The particle simply oscillates around
the stochastic center of gravity of its neighbors’ previous findings.

4 Population Structures and Graph Statistics

In particle swarms, individuals strive to improve themselves by imitating traits
found in their successful peers. Thus, “social norms” emerge because individuals
are influenced by their neighbors. The definition of the social neighborhood of
an individual, i.e., which individuals influence it, is very important. As practice
demonstrates, the topology that is most widely used – gbest, where all individuals
influence one another – is vulnerable to local optima.

Social influence is dictated by the information found in the neighborhood of
each individual, which is only a subset of the population. The relationship of
influence is defined by a social network – represented as a graph – that we call
population topology or sociometry.

The goal of sociometries is to control how soon the algorithm converges. The
goal is find which aspects of the graph structure are responsible for the infor-
mation “spread”. It does not make sense to study topologies where there are
isolated subgroups, as they would not communicate among themselves. There-
fore, all graphs studied are connected, i.e., there is a path between any two
vertices. Results reported by researchers confirm that PSO performs well with
small populations of 20 individuals.

4.1 Degree and Distribution Sequence

Degree determines the scale of socialization: An individual without neighbors is
an outsider; an individual with few neighbors cannot gather information from
nor influence others in the population; an individual with many neighbors is
both well informed and i possesses a large sphere of influence.

One of the most interesting measures of the spread of information seems to
be the distribution sequence. In fact it can be seen as an extension of the degree.
In short, this sequence, named gives the number of individuals that can only
be reached through a path of edges.

This is the degree of vertex It represents the number of individuals
immediately influenced by

This is the number of neighbor’s neighbors. To influence these indi-
viduals, must influence its neighbors for a sufficiently long period of time.

TEAM LinG



What Makes a Successful Society? 349

This is the number of individuals three steps away from To influence
these individuals, has to transitively influence its neighbors and its neigh-
bors’ neighbors.

Besides the degree, this study also investigates the effects of is not used
because it is not defined on most of the graphs used.

4.2 Average Distance, Radius and Diameter

In a sparsely connected population, information takes a long time to travel. The
spreading of information is an important object of study. Scientists study this
effect in many different fields, from social sciences to epidemiology. A measure
of this is path length. Path length presents a compromise between exploration
and exploitation: If it is too small, it means that information spreads too fast,
which implies a higher probability of premature convergence. If it is large, it
means that information takes a long time to travel through the graph and thus
the population is more resilient and not so eager to exploit earlier on.

However, robustness comes at a price: speed of convergence. It seems impor-
tant to find an equilibrium. This statistic correlates highly with degree: a high
degree means a low path length and vice-versa. The radius of a graph is the
smallest maximal difference of a vertex to any other. The diameter of a graph is
the largest distance between any two vertices.

4.3 Clustering

Clustering measures the percentage of a vertex’s neighbors that are neighbors
to one another. It measures the degree of “cliquishness” of a graph. Overlap-
ping plays an important part in social networks. We move in several circles of
friends. In these, almost everyone knows each other. In fact we act as bridges
or shortcuts between the various circles we frequent. Clustering influences the
information spread in a graph. However, its influence is more subtle. The de-
gree of homogenization forces the cluster to follow a social norm. If most of the
connections are inside the cluster; all individuals in it will tend to share their
knowledge fairly quickly. Good regions discovered by one of them are quickly
passed on to the other members of the group. Even a partial degree of clustering
helps to disseminate information. It is easier to influence an individual if we
influence most of its neighbors.

5 Parallel Coordinates and Visual Data Analysis

Parallel coordinates provide an effective representation tool to perform hyper-
dimensional data analysis [9]. Parallel coordinates were proposed by Inselberg
[10] as a new way to represent multi-dimensional information. Since the original
proposal, much subsequent work has been accomplished, e.g., [11]. In traditional
Cartesian coordinates, all axes are mutually perpendicular. In parallel coordi-
nates, all axes are parallel to one another and equally spaced. By drawing the
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axes parallel to one another, one can represent points, lines and planes in hyper-
dimensional spaces. Points are represented by connecting the coordinates on each
of the axes by a line.

Parallel coordinates are a very useful tool in visual analysis. It is very easy to
identify clusters visually in high dimensional data by using color transparency.
Color transparency is used to darken less clustered areas and brighten highly
clustered ones. By using brushing techniques, it is possible to examine subsets
of the data and to identify relationships between variables.

In this study, parallel coordinates were used to identify the graph statistics
present in all highly successful population topologies. By using brushing, it is
possible to identify highly successful groups and identify what characteristics are
shared by all topologies belonging to them.

6 Parameter Selection and Test Procedure

The present experiments extracted two kinds of measures of performance on
a standard suite of test functions. The functions were the sphere or parabolic
function in 30 dimensions, Rastrigin’s function in 30 dimensions, Griewank’s
function in 10 and 30 dimensions (the importance of the local minima is much
higher in 10 dimensions, due to the product of co-sinuses, making it much harder
to find the global minimum), Rosenbrock’s function in 30 dimensions, Ackley’s
function in 30 dimensions, and Schaffer’s f6, which is in 2 dimensions. Formulas
can be found in the literature (e.g., in [12]).

The experiments conducted compare several conditions among themselves.
A condition is an algorithm paired with a topology. To have a certain degree of
precision as to the value of a certain measure pertaining to a given condition,
50 runs were performed per condition.

6.1 Mean Performance

One of the measures used is the best function result attained after a fixed num-
ber of function evaluations. This measure reports the expected performance an
algorithm will have on a specific function. The mean performance is a measure
of sloppy speed. It does not necessarily indicate whether the algorithm is close
to the global optimum. A relatively high score can be obtained on some of these
multi-modal functions simply by finding the best part of a locally optimal region.

When using many functions, results are usually presented independently on
each of the functions used and there is no methodology to conclude which of
the approaches has a good performance over all the functions. However, this
considerably complicates the task of evaluating which approach is the best. It
is not possible to combine raw results from different functions, as they are all
scaled differently. To provide an easier way of combining the results from different
functions, uniform fitness is used, instead of raw fitness. A uniform fitness can
simply be regarded as a proportion: a uniform fitness of less than 0.1 can be
interpreted as being one of the top 10% solutions. In this study, the number of
iterations elapsed before performance is recorded is of 1,000.
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6.2 Proportion of Successes

While the measure of mean performance gives an indication of the quality of the
solution found, an algorithm can achieve a good result while getting stuck in a
local optimum. The proportion of successes shows the percentage of times that
the algorithm was able to reach the globally optimal region. The proportion of
successes validates the results of the average performance. It may be possible
for good results to be achieved by combining an extremely good result in a
function (e.g. the Sphere, with an average result in a more difficult function).
The algorithm is left to run until 3,000 iterations have elapsed and then its
success is recorded.

6.3 Parameter Selection

As the goal of this study is to verify the impact of the choice of social topologies
in the behavior of the algorithm, the tuning parameters are fixed. They are set
to the values that are widely used by the community and that are deemed to
be the most appropriate ones, as demonstrated in [4]. The value of was set to
4.1, which is one of the most used in the community of particle swarms. This
value is split equally between and The value of was set to 0.729. All
the population topologies used in this study comprise 20 individuals.

6.4 Topology Generation

The graphs representing the social topologies were generated according to a
given set of constraints. These were representative of several parameters deemed
important in the graph structure. Preliminary studies of the graph statistics
indicated that by manipulating the average degree and average clustering, along
with the corresponding standard deviations, it was possible to manipulate the
other statistics over the entire range of possible values. These parameters were
used to create a database of graphs with average degrees ranging from 3 to 10
and clustering from 0 to 1. A database of graph statistics of these topologies was
collected, to be used in the analysis. The total number of population topologies
used amounts to 3,289.

7 Analysis of the Results

The results obtained are analyzed visually using Parvis, a tool for parallel coor-
dinates visualization of multidimensional data sets. To allow for an easier inter-
pretation of the figures, the name of each of the axes is explained:

Alg 1 for Canonical Particle Swarm, 2 for FIPS.
Prop Proportion of successes.
Perf Average performance.
Degree Average degree of the population topology.
ClusteringCoefficient Clustering coefficient of the population topology.
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Fig. 1. Experiments with a proportion of successes higher than 93%. All the experi-
ments belong to the FIPS algorithm.

AverageDistance Average distance between two nodes in the graph.
DistSeq2 The distribution sequence of order 2.
Radius The radius of the graph.
Diameter The diameter of the graph.

First, the experiments responsible for a proportion of successes higher than
93% are isolated (Figure 1). All the results belong to the FIPS algorithm. None of
the canonical experiments was this successful. However, some of the experiments
have low quality average performance. The next step is to isolate the topologies
with both a high proportion of successes and a high quality average performance
(Figure 2). Fortunately, all of these have some characteristics in common:

the average degree is always 4;
the clustering coefficient is low;
the average distance is always similar.

As most of the graph statistics are related to some degree, it seems interesting
to display the graph statistics of all graphs with degree 4 (Figure 3). This shows
that the average distance is similar for graphs with a somewhat low clustering
coefficient. Thus, it makes sense to concentrate the efforts in just the average
degree and clustering coefficient.

Figure 4 shows the experiments of FIPS, using topologies with average degree
4 and clustering lower than 0,5. This figure is similar to Figure 2. As a further
exercise, Figure 5 shows what happens when the clustering is restricted to values
lower than 0,0075. This set identifies very high quality solutions, according to
both measures.

8 Conclusions and Further Work

This study corroborates the results reported in [7,8] that FIPS shows superior
results to the ones of the canonical particle swarm. It showed that the successful
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Fig. 2. Experiments with a high proportion of successes and a high quality average
performance. The following conclusions can be drawn: the average degree is always 4;
the clustering coefficient is low; the average distance is always similar.

Fig. 3. Graph statistics of all topologies with average degree 4.

topologies had an average of four neighbors. This result can be easily rationalized:
The use of more particles triggers the possibility of crosstalk effects encountered
in neural network learning algorithms. In other words, the pulls experienced in
the directions of multiple particles will mostly cancel each other and reduce the
possible benefits of considering their knowledge.

Parallel coordinates proved to be a powerful tool to analyze the results. The
capabilities of the tool used allowed for a very straightforward test of different
hypothesis. The visual analysis of the results was able to find a set of graph
statistics that explains what makes a good social topology.

To validate the conjectures concluded by this work, a large number of graphs
with the characteristics found should be generated and tested to see if all the
graphs in the set have similar characteristics when interpreted as a population
topology. Further tests with other problems should also be performed, especially
with real-life problems, to validate the results found.
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Fig. 4. Experiments of FIPS with topologies with average degree 4 and clustering lower
than 0, 5.

Fig. 5. Experiments of FIPS with topologies with average degree 4 and clustering lower
than 0, 0075.

References

Eberhart, R., Kennedy, J.: A new optimizer using particle swarm theory. In: Pro-
ceedings of the Sixth International Symposium on Micro Machine and Human
Science, Nagoya, Japan, IEEE Service Center (1995) 39–43
Kennedy, J., Eberhart, R.: Particle swarm optimization. In: Proceedings of
ICNN’95 - International Conference on Neural Networks. Volume 4., Perth, West-
ern Australia (1995) 1942–1948
Shi, Y., Eberhart, R.C.: Parameter selection in particle swarm optimization. In
Porto, V.W., Saravanan, N., Waagen, D., Eiben, A.E., eds.: Evolutionary Pro-
gramming VII, Berlin, Springer (1998) 591–600 Lecture Notes in Computer Science
1447.
Clerc, M., Kennedy, J.: The particle swarm: Explosion, stability, and convergence
in a multi-dimensional complex space. IEEE Transactions on Evolutionary Com-
putation 6 (2002) 58–73

1.

2.

3.

4.

TEAM LinG



What Makes a Successful Society? 355

Kennedy, J.: Small worlds and mega-minds: Effects of neighborhood topology on
particle swarm performance. In: Proceedings of the 1999 Conference on Evolution-
ary Computation, IEEE Computer Society (1999) 1931–1938
Kennedy, J., Mendes, R.: Topological structure and particle swarm performance.
In Fogel, D.B., Yao, X., Greenwood, G., Iba, H., Marrow, P., Shackleton, M., eds.:
Proceedings of the Fourth Congress on Evolutionary Computation (CEC-2002),
Honolulu, Hawaii, IEEE Computer Society (2002)
Mendes, R., Kennedy, J., Neves, J.: Watch thy neighbor or how the swarm can learn
from its environment. In: Proceedings of the Swarm Intelligence Symposium (SIS-
2003), Indianapolis, IN, Purdue School of Engineering and Technology, IUPUI,
IEEE Computer Society (2003)
Mendes, R., Kennedy, J., Neves, J.: The fully informed particle swarm: Simpler,
maybe better. IEEE Transactions of Evolutionary Computation (in press 2004)
Wegman, E.: Hyperdimensional data analysis using parallel coordinates. Journal
of the American Statistical Association 85 (1990) 664–675
Inselberg, A.: n-dimensional graphics, part I–lines and hyperplanes. Technical Re-
port G320-2711, IBM Los Angeles Scientific Center, IBM Scientific Center, 9045
Lincoln Boulevard, Los Angeles (CA), 900435 (1981)
Inselberg, A.: The plane with parallel coordinates. The Visual Computer 1 (1985)
69–91
Reynolds, R.G., Chung, C.: Knowledge-based self-adaptation in evolutionary pro-
gramming using cultural algorithms. In: Proceedings of IEEE International Con-
ference on Evolutionary Computation (ICEC’97). (1997) 71–76

5.

6.

7.

8.

9.

10.

11.

12.

TEAM LinG



Splinter: A Generic Framework
for Evolving Modular Finite State Machines

Ricardo Nastas Acras and Silvia Regina Vergilio

Federal University of Parana (UFPR), CP: 19081
CEP: 81531-970, Curitiba, Brazil

ricardo@acras.net, silvia@inf.ufpr.br

Abstract. Evolutionary Programming (EP) has been used to solve a
large variety of problems. This technique uses concepts of Darwin’s the-
ory to evolve finite state machines (FSMs). However, most works develop
tailor-made EP frameworks to solve specific problems. These frameworks
generally require significant modifications in their kernel to be adapted
to other domains. To easy reuse and to allow modularity, modular FSMs
were introduced. They are fundamental to get more generic EP frame-
works. In this paper, we introduce the framework Splinter, capable of
evolving modular FSMs. It can be easily configured to solve different
problems. We illustrate this by presenting results from the use of Splinter
for two problems: the artificial ant problem and the sequence of charac-
ters. The results validate the Splinter implementation and show that the
modularity benefits do not decrease the performance.

Keywords: evolutionary programming, modularity

1 Introduction

Evolutionary Computation (CE) techniques have been gained attention in last
years mainly due to the fact that they are able to solve a great number of complex
problems [7, 11]. These techniques are based on Darwin’s theory [4]: The individ-
uals that better adapt to the environment that surrounds them have a greater
chance to survive. They pass their genetic characteristics to their descendents
and consequently, after several generations, this process tends to naturally select
individuals, eliminating the ones that do not fit the environment. The concepts
are usually applied by genetic operators, such as: selection, crossover, mutation
and reproduction. CE techniques are: Genetic Algorithms, Genetic Program-
ming, Evolution Strategies and Evolutionary Programming. This last one is the
focus of this paper. In Evolutionary Programming (EP) the individuals, that
represent the solutions for a given problem, are finite state machines (FSMs).

EP is not a new field. It was first proposed by Fogel for evolving artificial
intelligence in the early 1960’s [6]. Since then, it has been used for the evolution
and optimization of a wide variety of architectures and parameters. According
to Chellapilla and Czarnechi [3] such applications include linear and bilinear
models, neural networks, fuzzy systems, lists, etc. However, most works and EP

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 356–365, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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frameworks found in the literature deal with problem-specific representations [2,
11]. EP frameworks need significant modifications in their kernel to be adapted to
other domains. In this sense, an evolutionary framework capable of implementing
different problem representations is necessary. This generic framework should be
easily configurable and scalable to problems of practical value.

Chellapilla and Czarnechi [3] points that such framework should support au-
tomatic discovery of problem representations. To allow this feature it should
use modular FSMs (MFSMs). The use of MFSMs favors the generation of hi-
erarchical, modular structures that can decompose a difficult task into simpler
subtasks. These subtasks may then be solved with lower computational effort
and they solutions combined to give the general solution. This also allow reuse
to solve similar sub-problems and easy comprehension.

The modularity is an important concept to reach generic solutions. Because
of this, we find in CE some works focusing modularity, such as the evolution
of modules using Genetic Programming [1,9,12,13], and using EP [3]. In this
last work, the authors propose a procedure to evolve MFSMs and present results
showing that the evolution of MFSMs is statistically significant faster. However,
the authors do not implement a generic framework. In [10] a generic EP frame-
work is described. It offers a set of C++ classes to be configured to evolve FSMs
but, it does not allow the evolution of MFSMs.

We introduce Splinter, a generic EP framework, capable of evolving MFSMs.
Splinter implements the procedure described in [3]. Because of this, it supports
modularity and reuse. It can be easily configured to solve different problems and
allows non-expert people to use EP for solving their specific problems, reducing
effort and time.

To illustrate this, we describe two examples of problems solved with Splinter.
The obtained results allow the validation of the Splinter implementation and the
performance evaluation of MFSMs.

The paper is organized as follows. Section 2 presents an overview of MSFMs
and of the evolution process for this kind of machines. Section 3 describes the
framework Splinter. Section 4 shows use examples and results obtained with
Splinter. Section 5 concludes the paper.

2 MFSMs

A finite state machine M is represented as where:
I, O, and S are finite sets of input symbols, output symbols and states

respectively.
is the state transition function, it can be null.
is the output function.

When the machine is in a current state in S and receives an input from
I, it moves to the next state specified by and produces an output given
by S includes a special state called the initial state.

A FSM can be represented by a state transition diagram, a directed graph
whose vertices correspond to the states of the machine and whose edges corre-
spond to the state transitions; each edge is labeled with the input an output
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symbols associated with the transition. For example, consider the diagram of
Figure 1 and the machine in state (initial state with an extra arrow), upon
input the machine moves to state and outputs Equivalently, a FSM can
be represented by a state table1 as given in Table 1. Observe that the initial
state is marked with a and null transitions are represented by –.

Fig. 1. An Example of State Transition Diagram

There are in the literature many extensions to FSM, some of them allow rep-
resentation of guards and actions [15] and of data-flow information [14]. To allow
modularity and reuse a FSM can be extended and have one or more modules.
A modular FSM consists of one main FSM and k sub-modules (which are also
FSMs, that is, are sub-FSMs). In a MFSM transitions between the main FSM
and the sub-FSM are possible. They are represented by hexagons in the state
diagram and by other row in the state table (Control).

For example, Figure 2 represents a MFSM whit one sub-FSM, and the
Main FSM. is the initial state, upon input symbol a, the machine moves to
state and outputs c. Currently in state and upon the input b, the machine
moves to initial state in sub-machine and outputs d. According to the
input received, the sub-machine retains control until the one of the transitions
represented by the hexagon Main is reached. In this case, the control returns to
the Main-FSM in the state

Observe that when control is transferred to a sub-FSM, the processing of the
input symbol always starts in the sub-FSM initial state. However, when control
returns to the main-FSM or to any other sub-FSM, processing continues from
the last state, during a transition to which control was transferred. The control

We will consider only deterministic machines. These machines do not have more
than one transition for each input symbol.

1
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Fig. 2. An Example of State Transition Diagram for a MFSM

transfer is represented in the state table by the number of the sub-FSM, the
main FSM has number 0.

The evolution process for MFSMs is based on the evolutionary procedure
of Fogel [5] and of Chellapila and Czarnecki [3]. This procedure includes the
following steps.

Initialization: a population is randomly created and consists on MFSMs.
Each sub-FSM is initialized at random in a identical manner. First the num-
ber of states is initialized and the initial state is selected. The transitions
are created and after this, based on the provided input and output alphabets,
the symbols are assigned to each transition.
Application of the mutation operators: when the individuals are FSMs only
mutation operators are applied. An individual P is modified to produce one
offspring The mutation operations are:

1.

2.

delete states: one or more states are randomly selected for deletion. The
links in the machine are reassigned randomly to other states. If the initial
state was deleted, a new one is selected.
reassign the initial state: a new initial state is chosen at random.
reassign transitions: randomly selected links in states are randomly
reassigned to different states.
reassign output symbols: output symbols are randomly chosen and
reassigned to different symbols randomly chosen from the alphabet.
change control: control entries in the state table are randomly chosen
and reassigned to different machines.
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add states: a new state is created and its transitions are randomly gen-
erated. This new state will be really connected to the machine if another
mutation occurs, such as, reassign transitions.

Fitness Evaluation: the fitness of each individual is evaluated according to
the objective function for the task.
Selection: to determine the individuals to be modified by the mutation oper-
ators the tournament selection [5] is used. For a machine M, a number of
opponents is randomly chosen. If the machine’s fitness is no lesser than the
opponent’s fitness, it receives a win. The individuals with the most wins
are selected to be mutated for the next generation.
The procedure ends if the halting criterion is satisfied; otherwise, the maxi-
mum number of generations is reached.

3.

4.

5.

Chellapila and Czarnecki [3] used the above procedure to the artificial ant
problem. The results indicate that the proposed EP procedure can rapidly evolve
optimal modular machines in comparison with the evolution of non-modular
FSMs. In 48 of the 50 MFSMs, the perfect machines were found. In 44 of the 50
non-modular FSM evolution trials, the perfect machines were found.

3 The Framework Splinter

The framework Splinter supports the evolution of MFSM. It was implemented in
C++. This language allows the use of containers besides of the object-oriented
concepts, such as: polymorphism, overloading and inheritance. They simplify the
framework implementation.

Fig. 3 shows diagrams illustrating the main modules and classes of Splinter.
They are described as follows.

Population: responsible for maintaining the population during the evolution
process. It is implemented by the class CPopulation that is associated to
several MFSMs, that are the individuals in the population. Each individual
is represented by the class CMFSM, according to the tables presented in
Section 2. This class is composed by a set of n instances of CModule, where
n is the number of modules of the modular machine. Each class CModule
by its turn is composed by a set of states and transitions, implemented
respectively by the classes CState and CTransition.
Fitness: this module is implemented by the class CFitness associated to
CPopulation. This class has a method evaluate that is related to the fitness
function and is dependent on the problem.
Evolver: module responsible for the evolution process and the application
of the genetic operators. The evolution procedure and operators used by
Evolver were described in Section 2.
Creator: creates the initial population. It is implemented by the class CCre-
ator. There are two special class CUtilsRandom and CUtilsSymbols responsi-
ble by the random generation of the individuals, which are randomly created,
according to the initial configuration file.

1.

2.

3.

4.
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Fig. 3. Splinter Diagrams

The configuration file is organized in related sections, delimited by “[”. Each
section defines several parameters. An example of configuration file is presented
in Fig. 4. This figure is explained below.

population and individuals: this section contains information for the ran-
dom generation of the individuals. The number of individuals in the initial
population, the maximum and minimum numbers of individuals during the
process, the maximum and minimum numbers of modules for an individ-
ual, the maximum and minimum numbers of states and transitions. If the
maximum number of modules is 1, non-modular FSMs are evolved.
evolution: this section contains information necessary to the evolution pro-
cess. The maximum number of generations and better fitness are possible
termination criteria. The second one depends on the fitness function im-
plemented. The number of opponents used to select an individual to be
mutated, the maximum and minimum numbers of children and of mutations
to generate a child.
mutation: this section contains information necessary for the mutation op-
erators application. The mutation rate defines the probability of a mutation
occurs. In a population of 100 individuals a mutation rate of 0.7 means
that 70 of the parents will be mutated to compose the next generation. A
probability is also given for each mutation operator.
symbols: this section defines the input and output alphabets.
recursion: this section contains only a boolean information to indicate that
recursion is or not allowed.

To configure Splinter ,it is necessary to define the fitness function adequate
to the problem to be solved. The user should overwrite the method evaluate of
CPopulation. Beside of this, he or she needs to write the configuration file. When
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necessary, all the evolution procedure can be changed. In such case, the method
evolver of CPopulation needs to be overwritten. But this last modification re-
quires more knowledge about CE evolution strategies.

Fig. 4. Splinter Configuration File

4 Using Splinter

This section presents how Splinter was configured to solve two different problems
and shows some preliminary results.

4.1 The Tracker Task

This problem was introduced in [8] and is also known as the artificial ant problem.
The problem consists of an ant placed on a 32x32 toroidal grid. Food packets
are scattered along a trail on the grid. The trail begins on the second square
in the first row near the left top corner. It is 127 squares long, and contains 20
turns and 89 squares with food packets. The ant can sense the presence of a
food packed in the square directly ahead and can take three decisions: turn left
or right or, move forward one square. The goal of the machine is to guide the
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ant to collect all 89 food packets. The ant starts out facing East on the second
square in the first row.

The objective function for evaluation a FSM is the total number of food
packets collected within the allotted time. Each of the ant’s actions cost one
time step. A maximum of 600 time steps were allowed.

As mentioned in Section 2, Chellapilla and Czarnecki [3] used this problem
to evaluate their EP procedure. As Splinter implements that procedure, we used
Splinter to solve this problem too. The goal is to validate our implementation.

To configure Splinter, the input alphabet used is {F,N}, representing respec-
tively that are or not food ahead. The output alphabet consists on {L, R, M},
representing the three movements mentioned above.

We started with a configuration file similar to the one presented in Fig. 4.
After an amount of experimentation, we used the following main parameters:
number of opponents is 10; number of children varying between [1..4]; in each
children was applied [1..6] mutations; number of states in [3..6] and number of
modules in [2..5]. Splinter was run 4 times and 50 trials were obtained in each
run, in a total of 200. Only three of them were not successful. This result is
very similar to the obtained by Chellapila and Czarnecki, described in Section 2.
They obtained two not successful modular machines and six non-modular ones.

4.2 Sequence of Characters

This is a very common problem on the programming language area. The machine
has to identify a specific sequence of characters; in our example, the sequence of
vowels: (a, e, i, o, u). The idea of this second experiment is to evaluate the im-
plementation of Splinter in another context. Beside of this, we run Splinter with
several configuration files to investigate the influence of its different parameters.

The fitness function for evaluating a FSM is given by the number of identified
vowels. The best fitness (of 100%) means that all the sequence was identified.
The input alphabet for this problem is {a, e, i, o, u}. The output alphabet is
{x}, because the output is not significant in this case.

The different configurations are modifications of the file presented in Fig. 4.
These modifications are described below.

configuration of Fig. 4, this configuration does not include modules.
changing the number of modules for the interval [2..4] with [2..5] states.
changing the size of population to 1000
changing the maximum number of transitions for 5 (the same number of
input symbols)
changing the number of opponents to 7 and the number of children to [5..10]
combination of the above modifications.

1.
2.
3.
4.

5.
6.

Splinter was run 10 times for each configuration. Table 3 presents the results
obtained for each run. For example, using Configuration 1 the solution with
best fitness was found in the generation in the first run. This configuration
presents the worst result, that is to find the solution in the run, however
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it always find the best solution. Configuration 2, that includes modules, does
not find the solution in two runs (marked with a ‘-’ in the table). The zero
indicates that the initial population presented the best fitness. Better solutions
were found by increasing the number of transitions and the number of opponents,
represented in the last rows of the table. These parameters really influence on
the result. The best result is found by introducing all the modifications together.
This configuration includes modules. The modularity does not seem to influence
the evolution process in such case.

5 Conclusions

EP is a CE technique that can be used to solve different problems in several
domains. However, for its large application, many in industrial environments
a generic framework is necessary. This work contributes in this direction by
describing Splinter, a generic EP framework, that is capable of evolving MFSMs.

Splinter supports modularity and all its benefits: decomposition of problems,
reduction of complexity and reuse. Beside of this, the structure of Splinter allows
easy and quick configuration for diverse kinds of problems. The evolution kernel,
responsible for the genetic operations, is totally independent on the domain.
The user needs only to provide the configuration file and to write the method
responsible for the fitness function. More expert users can easily overwritten
other methods and even modify the evolution process, if desired.

To validate the implementation of Splinter, we explore its use in two prob-
lems. The tracker task problem, used by other authors and by Chellapila and
Czarnecki to investigate MFSMs and the sequence of characters problem.

To the first problem a very good result was obtained with MFSMs: only three
of the modular machines were not successful. This result are very similar to the
results found in the literature. MFSMs get a better performance.

In the second problem, we compare modular and non-modular machines and
investigate the influence of the configuration parameters of Splinter. We obtained
better solutions by increasing the number of transitions and opponents. The
results show that the use of modularity does not seem to influence the evolution
process and does not imply a lower performance. However, new experiments
should be conducted to better evaluate MFSMs.
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The preliminary experience with Splinter is very encouraging. Due this easy
configuration, we are now exploring Splinter in the context of software engineer-
ing to select and evaluate test data for specifications models. We also intend
to conduct other experiments with Splinter. These new studies should explore
explore other contexts and the performance of MFSMs.
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Abstract. Support Vector Machines constitute a powerful Machine Le-
arning technique originally proposed for the solution of 2-class problems.
In the multiclass context, many works divide the whole problem in mul-
tiple binary subtasks, whose results are then combined. Following this
approach, one efficient strategy employs a Directed Acyclic Graph in the
combination of pairwise predictors in the multiclass solution. However,
its generalization depends on the graph formation, that is, on its se-
quence of nodes. This paper introduces the use of Genetic Algorithms in
intelligently searching permutations of nodes in a DAG. The technique
proposed is especially useful in problems with relatively high number of
classes, where the investigation of all possible combinations would be
extremely costly or even impossible.

Keywords: Support Vector Machines, Directed Acyclic Graphs, Genetic
Algorithms, multiclass classification

1 Introduction

Multiclass classification using Machine Learning (ML) techniques consists of
inducing a function from a dataset composed of pairs where

Some learning methods are originally binary, being able to carry
out classifications where Among these one can mention Support Vector
Machines (SVMs) [2].

To generalize a SVM to multiclass problems, several strategies may be em-
ployed [3,9,10,15]. One common extension consists in generating
classifiers, one for each pair of classes with For combining these
predictors, Platt et al. [15] suggested the use of a Decision Directed Acyclic
Graph (DDAG). Each node of the graph corresponds to one binary classifier,
which decides for a class or Based on this decision, a new node is visited.
In each prediction, nodes are visited, so that the final classification is given
by the node. This technique presents in general fast prediction times
and high accuracies. However, its results depends on the sequence of nodes cho-
sen to compose the graph. Kijsirikul and Ussivakul [9] point out that this causes
high variances in classification results, affecting the reliability of the algorithm.

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 366–375, 2004.
© Springer-Verlag Berlin Heidelberg 2004

TEAM LinG



An Hybrid GA/SVM Approach for Multiclass Classification 367

Based on this observation and also in the fact that the DDAG architecture
requires an unnecessary number of node evaluations for the correct class, these
authors presented a new graph based structure for multiclass prediction with
pairwise SVM classifies, the Adaptive Directed Acyclic Graph (ADAG) [9]. In
the ADAG the graph structure is adaptive, depending on the predictions made
by previous layers of nodes. Although this new approach showed less variance
on results, there were still differences of accuracy between distinct node confi-
gurations in the graph.

The present paper introduces then the use of Genetic Algorithms (GAs),
an intelligent search technique found on principles of genetics and evolution
[12], in finding the ordering of nodes in a DAG (DDAG or ADAG) based on
its accuracy in solving the overall multiclass problem. The coding scheme and
genetic operators definition were adapted from evolutionary strategies commonly
used in the traveling salesman problem solution, in which one wishes to find an
order of cities to be visited at lower cost. Initial experimental results indicate
that the GA approach can be efficient in finding good class permutations for
both DDAG and ADAG structures.

This paper is organized as follows: Section 2 briefly describes the Support
Vector Machine technique. Section 3 presents the graph based extensions of
SVMs to multiclass problems. Section 4 introduces the genetic algorithm ap-
proach for finding the sequence of nodes in a DAG. Section 5 presents some
experimental results. Section 6 concludes this paper.

2 Support Vector Machines

Support Vector Machines (SVMs) represent a learning technique based on the
Statistical Learning Theory [17]. Given a dataset with samples where
each is a data sample and corresponds to label, this
technique seeks an hyperplane able of separating data with a
maximal margin. For performing this task, it solves the following optimization
problem:

where C is a constant that imposes a tradeoff between training error and genera-
lization and the are slack variables. The former variables relax the restrictions
imposed to the optimization problem, allowing some patterns to be within the
margins and also some training errors.

In the case a non-linear separation of the dataset is needed, its data samples
are mapped to a high-dimensional space. In this space, also named feature space,
the dataset can be separated by a linear SVM with a low training error. This
mapping process is performed with the use of Kernel functions, which compute
dot products between any pair of patterns in the feature space in a simple way.
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Thus, the only modification necessary to deal with non-linearity with SVMs is to
substitute any dot product among patterns by a Kernel function. In this work,
the Kernel function used was a Gaussian, illustrated in Equation 1.

3 Multiclass SVMs with Graphs

As described in the previous section, SVMs are originally formulated for the
solution of problems with two classes (+1 and -1, respectively). For extending
this learning technique to multiclass solutions, one common approach consists
of combining the predictions obtained in multiple binary subproblems [8].

One standard method to do so, called all-against-all (AAA), consists of buil-
ding predictors, each differentiating a pair of classes and with

For combining these classifiers, Platt et al. [15] suggested the use of
Decision Directed Acyclic Graphs (DDAG).

A Directed Acyclic Graph (DAG) is a graph with oriented edges and no
cycles. The DDAG approach uses the classifiers generated in an AAA manner in
each node of a DAG. Computing the prediction of a pattern using the DDAG is
equivalent to operating a list of classes. Starting from the root node, the sample
is tested against the first and last elements of the list. If the predicted value is
+1, the first class is maintained in the list, while the second class is eliminated.
If the output is -1, the opposite happens. The node equivalent to the first and
last elements of the new list obtained is then consulted. This process continues
until one unique class remains. For classes, SVMs are evaluated on test.

Figure 1 illustrates an example of DDAG where four classes are present.
It also shows how this DDAG can be implemented with the use of a list, as
described above.

Kijsirikul and Ussivakul [9] observed that the DDAG results have dependency
on its sequence of nodes, adversely affecting its reliability. They also pointed out
that, depending on the position of the correct class on the graph, the number
of node evaluations with it is unnecessarily high, resulting in a large cumulative
error. For instance, if the correct class is evaluated at the root node, it will be
tested against the others classes before generating a response. If there is a
probability of 1% of misclassification in each node, this will cause a
rate of cumulative error.

Based on these observations, these authors proposed a new graph architec-
ture, the Adaptive DAG (ADAG) [9]. An ADAG is a DDAG with a reversed
structure. The first layer has nodes, followed by nodes on the second
layer, and so on, until a layer with one unique node is reached, which outputs
the final class.

In the prediction phase, a pattern is submitted to all binary nodes in the
first layer. These nodes give then outputs of their preferred classes, composing
the next layer. In each round, the number of classes is reduced by half. Like in
DDAG, nodes are evaluated in each prediction. However, the correct class
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Fig. 1. (a) Example of DDAG for a problem with four classes; (b) Implementation of
this DDAG with a list [15]

is tested against others times or less, lower than in DDAG, where this
number is (at most) times.

Figure 2 illustrates an example of ADAG for eight classes. It also shows
how this structure can be implemented with a list. The list is initialized with
a permutation of all classes. A test pattern is evaluated against the first and
last elements of the list. The node’s preferred class is kept in the left element’s
position. The ADAG then tests against the second class and the class before the
last in the list. This process is repeated until one or no class remains untested
in the list. A new round is then initiated, with the list reduced to elements.
A total of rounds are made, when an unique class remains on the list.

Empirically, [9] verified that the ADAG was more advantageous especially for
problems with a relatively large number of classes. However, they also pointed
that, although the ADAG was less dependent on the sequence of nodes in the
graph, its accuracy was also affected by this selection, arising in differences for
distinct combinations of classes.

4 GA-Based Approach for Fiding Node Sequences

Genetic Algorithms (GAs) are search and optimization techniques based on the
mechanisms of genetics and evolution [14]. They aim to solve a particular pro-
blem by investigating populations of possible solutions (also named individuals).
Through several generations, population’s individuals suffer constant evolutions
based on their fitness to solve the problem. In each generation, a new popula-
tion of individuals is produced by genetic operators. The most common genetic
operators are elitism, that maintains copies of the best individuals in the next
generation, cross-over, which combines the structures of pairs of individuals, and
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Fig. 2. (a) Example of ADAG for a problem with eight classes; (b) Implementation of
this ADAG with a list [9]

mutation, that changes the features of selected individuals. The principle of us-
ing various individuals representing possible solutions, allied to the process of
cross-over and mutation, allows a large search space to be swept in multiple
directions, making GAs a global search technique.

Next, the authors show how GAs were applied in finding node orderings in
a DDAG/ADAG.

Individuals Representation. Since the DDAG and ADAG approaches can be
implemented by operating a list of classes, a vector representation was chosen.
Each individual consists of a list (vector) of integers, representing the classes.
Every class has to be present on the list and no repetitions of classes are allowed.
The task is to find the ordering of these classes that leads to higher accuracies
in the multiclass graph operation.

The adopted representation is similar to the path representation commonly
employed in the solution of the traveling salesman problem (TSP), in which one
wants to find the ordering of cities that have minimum traveling cost [12].

However, it should be noticed that, in the present application, a pair of classes
with is equivalent to the pair This leads to a search space of

size for ADAGs and for DDAGs (against a size of for an ordering
problem without the previous restriction), which becomes especially critical for
problems with relatively high number of classes.

Fitness Function. The fitness of each individual was given by its mean accu-
racy in the multiclass solution through cross-validation. The datasets used in the
experiments conduction were then divided following the cross-validation
methodology [13]. According to this method, the dataset is divided in disjoint
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subsets of approximately equal size. In each train/validation round, subsets
are used for training and the remaining is left for validation. This makes a total
of pairs of training and validation sets. The accuracy (error) of a classifier on
the total dataset is then given by the average of the accuracies (errors) observed
in each validation partition.

The standard deviation of accuracies in cross-validation was also considered,
so that among two individuals with the same mean accuracy, the one with lower
standard deviation was considered better. This was accomplished by subtracting
from each individual mean accuracy its standard deviation.

Elistism. The elitism operator was applied, selecting in each next generation a
fraction of the best individuals of the current population.

Cross-over. Given the similarity between the present GA application and the
travelling salesman one, the partially-mapped cross-over (PMX) operator [7]
from the TSP literature was considered. This operator is able of preserving
more the order and position of the parents classes during recombination, and
thus good parent’s graph orderings. For such, in obtaining an offspring it chooses
a subsequence of classes from one parent and maintains the order and position
of as many classes as possible from the other parent [12]. The subsequence is
obtained by choosing at random two cut points.

Since in the ADAG implementation a class in position of the list paires
with the class in position only a random point was generated. The second
point was given by its pair following the above rule, so that pairs of classes (the
graph nodes) of the parents could be further preserved.

For selection of parents in the cross-over process a tournament matching
mechanism was employed [14]. In selecting a parent through the tournament
procedure, initially two individuals of the population are randomly chosen. A
random number in [0,1] is then generated. If this number is less than a constant,
for example 0.75, the individual with highest fitness is selected. Otherwise, the
one with lowest fitness is chosen.

Mutation. The mutation operator applied was the insertion, also borrowed
from the TSP literature. It consists of selecting a class and inserting it in a
random place in the individual [12]. This operator allows large changes in the
graphs nodes configuration.

For each individual suffering mutation, this operator was applied a fixed
number of times (equal to the individuals size) and the best mutation product
was then chosen, constituting a kind of local search procedure.

5 Experiments

Experiments were conducted with the aim of evaluating the GA based approach
performance in obtaining DDAG and ADAG structures. Three datasets were
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employed in these experiments: the UCI dataset for optical recognition of hand-
written digits [16], the UCI letter image recognition dataset [16] and a protein
fold recognition dataset [5]. These datasets are described in Table 1. This table
shows, for each dataset, the number of training and test examples, the number
of attributes and the number of classes.

A scaling step was applied to all training datasets, consisting of a normaliza-
tion of attributes to mean zero and unit variance. The independent test datasets
were also pre-processed according to the normalization factors extracted from
training data.

All experiments with SVMs were conducted with the SVMTorch II tool [1].
The Gaussian Kernel standard deviation parameter was set to 10. Other pa-
rameters were kept with default values. Although the best values for the SVM
parameters may differ for each multiclass strategy, they were kept the same to
allow a fair evaluation of the differences between the techniques considered. The
GA and DDAG/ADAG codes were implemented in the Perl language.

For the GA fitness evaluation, the training datasets were divided according
to the cross validation methodology. For speeding the GA processing, a
number of folds was employed. This procedure was adopted in a stratified
manner, in which each validation partition must have the same class distribution
as the original dataset. In the letter dataset, as such a huge number of examples
would slow the GA processing, only a fraction of it was used in the GA training.
For such, 25 elements of every class were randomly selected to compose each
validation dataset.

Table 2 shows the GA parameters employed in each dataset. It shows the
individuals size (Ind size), the population size (Pop size), elitism rate (Elitism),
cross-over rate (Cross-over), mutation rate (Mutation) and the maximum num-
ber of generations the GA is run (#generations). If no improvement could be
observed in the best fitness for 10 generations, the GA was also stopped. To pre-
vent early stop, this criterion begun to be evaluated only after 20 generations.

After the GA training process (in which the permutation is search), the best
individual obtained in each case was trained on the whole original dataset and
tested on the independent test dataset. As GAs solutions depend on the initial
population provided, a total of 5 runs of the GA were performed and the final
accuracy was then averaged over these runs. In each of these rounds, the same
initial random population was provided for both DDAG and ADAG GA search.

Table 3 presents the results achieved. Best results are detached in boldface.
This table also shows the results of a majority voting (MV) of the pairwise clas-
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sifiers outputs. Following this technique, described in [10], each classifier gives
one vote for its preferred class. The final result is given by the class with most
votes. This method is largely employed in the combination of pairwise classi-
fiers. Nevertheless, it has a drawback. If more than one class receives the same
number of votes, the pattern cannot be classified. The graph integration does
not suffer from this problem and has also the advantage of speeding prediction
time. The numbers of unclassified patterns by MV in each dataset are indicated
in parentheses. The best solutions produced in the GA rounds for ADAG and
DDAG are also shown (B-GA-ADAG and B-GA-DDAG, respectively).

Analyzing the results of Table 3, it can be verified that, although the GA-
ADAG showed slightly better mean accuracies, the results of GA-ADAG and
GA-DDAG were similar in all cases. Comparing the performance of the best
GA solutions obtained by GA-ADAG and GA-DDAG in each case with the
McNemar statistical test [4], it is not possible to detect a significant difference
between the results achieved, at 95% of confidence level.

Besides that, the accuracies of the MV approach were inferior to the GA ones
in all datasets. In the optical dataset, the difference of performance between MV
and the B-GA-ADAG solution can be considered statistically significant, at 95%
of confidence. In the letter dataset, the difference of performance among MV
and both B-GA-ADAG and B-GA-DDAG was significant, at 95% of confidence.
In the protein dataset, no statistical significance (at 95% of confidence) was
found among the mean accuracies of these techniques, which showed then similar
results. In all tests conducted, unknown classifications were considered errors in
the computation of the statistics. This represents a deficiency of MV over DDAGs
and ADAGs, which was reflected on the results verified. Anyway, the analysis
presented indicate that the GA-based strategy was able of finding good and
plausible multiclass solutions.
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In the optical dataset, the GA-ADAG results were more stable than of the
GA-DDAG, showing a lower standard deviation. This situation was opposite
in the letter and protein datasets. In general, however, the GA found similar
results in the distinct rounds, what was reflected in the low standard deviation
rates obtained in the experiments. This suggests a robustness of the proposed
approach.

It was also observed that the graphs generated by the GAs showed good
performance in the distinction of each class composing the multiclass datasets
investigated.

6 Conclusion

This paper presented a novel approach to determine the graph structure in a
Decision Directed Acyclic Graph (DDAG) and an Adaptive Directed Acyclic
Graph (ADAG) for multiclass classification with pairwise SVM predictors. This
can be considered an important task, since the results of these strategies depend
on the sequence of classes in the nodes of the graph. It becomes specially critical
for relatively large numbers of classes. The proposed approach offers an auto-
matic and structured mean of searching good node permutations in these sets.
Besides that, the proposed approach is general and can also employ other base
learning techniques generating binary classifiers.

Future experiments succeeding this work should consider modifying the GAs
and (also) the SVMs parameters, since this procedure can improve the results
obtained in the experiments conducted. The GA algorithm can also be further
improved with the definition and introduction of new genetic operators. In a
recent work, Martí et al. [11] analyzed the performance of GAs in the solution of
various permutation problems and suggested that the combination of GAs with a
local search procedure can improve the results achieved by this technique. Since a
simple GA algorithm implementation was able of finding good class permutations
in this work, its modification with the introduction of a more sophisticated local
search strategy can improve the results verified.

Others modifications being considered include using leave-one-out bounds of
the SVM literature [18] in the GA’s fitness evaluation. Others works using GAs
in conjunction with SVMs have proved that these bounds can be more effective
in evaluating the SVMs fitness than a cross-validation methodology (ex.: [6]).

The GA approach proposed could also be extended to provide a model se-
lection mechanism for SVMs, by incorporating the parameters of this technique
in the GA search process.
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Abstract. In this paper, a new mechanism for automatically obtain-
ing some control parameter values for Genetic Algorithms is presented,
which is independent of problem domain and size. This approach differs
from the traditional methods which require knowing the problem domain
first, and then knowing how to select the parameter values for solving
specific problem instances. The proposed method uses a sample of prob-
lem instances, whose solution allows to characterize the problem and to
obtain the parameter values. To test the method, a combinatorial opti-
mization model for data-object allocation in the Web (known as DFAR)
was solved using Genetic Algorithms. We show how the proposed mech-
anism allows to develop a set of mathematical expressions that relates
the problem instance size to the control parameters of the algorithm.
The expressions are then used, in on-line process, to control the param-
eter values. We show the last experimental results with the self-tuning
mechanism applied to solve a sample of random instances that simulates
a typical Web workload. We consider that the proposed method princi-
ples must be extended to the self-tuning of control parameters for other
heuristic algorithms.

1 Introduction

A large number of real problems are NP-hard combinatorial optimization prob-
lems. These problems require the use of heuristic methods for solving large size
instances. Genetic Algorithms (GA) constitute an alternative that has been used
for solving this kind of problems [1].

A framework used frequently for the study of evolutionary algorithms in-
cludes: the population, the selection operator, the reproduction operators, and
the generation overlap. The GA’s components have control parameters associ-
ated. The choice of appropriate parameters setting is one of the most important
factors that affect the algorithms efficiency. Nevertheless, it is a difficult task to

* This research was supported in part by CONACYT and COSNET.
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devise an effective control parameter mechanism that obtains an adequate bal-
ance between quality and processing time. It requires having a deep knowledge
of the nature of the problem to be solved, which is not usually trivial.

For several years we have been working on the distribution design problem
and the design of solution algorithms. We have carried out a large number of
experiments with different solution algorithms, and a recurrent problem is the
tuning of the algorithm control parameters; hence our interest in incorporating
self-tuning mechanisms for parameter adjustment. In [2], we proposed an on-
line method to set the control parameters of the Threshold Accepting algorithm.
However, in that method we cannot relate algorithm parameters to the problem
size. Now, we want to explore, with genetic algorithms, the off-line automatic
configuration of parameters.

2 Related Work

Diverse works try to establish the relationship between the values of the genetic
algorithm control parameters and the algorithm performance.

The following are some of the most important research works on the appli-
cation of the theoretical results in practical methodologies.

Back uses an evolutionary on-line strategy to adjust the parameter values
[3]. Mercer and Grefenstette use a genetic meta-algorithm to evolve the control
parameter values of another genetic algorithm [4, 5]. Smith uses an equation
derived from the theoretical model proposed by Goldberg [6]. Harik uses a
technique prospection based [7], for tuning the population size using an on-line
process.

Table 1 summarizes research works on parameter adaptation. It shows the
work reference, applied technique and on-line controlled parameters (population
size P, crossover rate C and mutation rate M).

We propose a new method to obtain relationships between the problem size
and the population size, generation number, and the mutation rate. The process
consists of applying off-line statistical techniques to determine mathematical
expressions for the relationships between the problem size and the parameter
values. With this approach it is possible to tune a genetic algorithm to solve
many instances at a lower cost than using the prospection approach.
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3 Proposed Method for Self-tuning GA Parameters

In this work we propose the use of off-line sampling to get the relationship
between the problem size and the control parameters of a Genetic Algorithm.
The self-tuning mechanism is constructed iteratively by solving a set of problem
instances and gathering statistics of algorithm performance to obtain the rela-
tionship sought. With this approach it is possible to tune a genetic algorithm for
solving many problem instances at a low cost. To automate the configuration of
the algorithm control parameters the following procedure was applied:

Iteratively execute next steps:

Step 1. Record instances. Keep a record of all the instances currently solved
with the GA configured manually. For each instance, its size, configuration
used and the corresponding performance are recorded.

Step 2. Select a representative sample. Get a representative sample of re-
corded instances, each one of different size. The sample is built considering
only the best configuration for each selected instance.

Step 3. Determine correlation functions. Get the relationship between
the problem size and the algorithm parameters.

Step 4. Feedback. The established relationships reflect the behavior of the
recorded instances. When new instances with a different structure occur,
the adjustment mechanism can lose effectiveness.

The proposed method allows advancing toward an optimal parameter config-
uration with an iterative and systematic approach. An important advantage of
this method is that the experimental costs are reduced gradually. We can start
using an initial solved instance set and continue adding new solved instances.
In the next section we describe an application problem to explain some method
details.

4 Application Problem

To test the method, a combinatorial optimization model for data-objects allo-
cation in the Web (known as DFAR) was solved using Genetic Algorithms. We
show how the proposed method allows to develop a set of mathematical expres-
sions that relates the problem instance size to the control parameters of the
algorithm. In this section we describe the distribution design problem and the
DFAR mathematical model.

4.1 Problem Description

Traditionally it has been considered that the distributed database (DDB) distri-
bution consists of two sequential phases. Contrary to this widespread belief, it
has been shown that it is simpler to solve the problem using our approach which
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combines both phases [8]. In order to describe the model and its properties, the
following definition is introduced:

DB – object: Entity of a database that requires to be allocated, which can
be an attribute, a relation or a file. They are independent units that must be
allocated in the sites of a network.

The DDB distribution design problem consists of allocating DB-objects, such
that the total cost of data transmission for processing all the applications is
minimized. New allocation schemas should be generated that adapt to changes in
a dynamic query processing environment, which prevent the system degradation.
A formal definition of the problem is the following:

Fig. 1. Distribution Design Problem

Assuming there are a set of DB-objects a computer
communication network that consists of a set of sites where
a set of queries are executed, the DB-objects required by each
query, an initial DB-object allocation schema, and the access frequencies of each
query from each site in a time period. The problem consists of obtaining a new
allocation schema that adapts to a new database usage pattern and minimizes
transmission costs. Figure 1 shows the main elements related with this problem.

4.2 Objective Function

The integer (binary) programming model consists of an objective function and
four intrinsic constraints. The decision about storing a DB-object m in site is
represented by a binary variable Thus, if is stored in and

otherwise.
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The objective function below (1) models costs using four terms: 1) the trans-
mission cost incurred for processing all the queries, 2) the cost for accessing mul-
tiple remote DB-objects required for query processing, 3) the cost for DB-object
storage in network sites, and 4) the transmission cost for migrating DB-objects
between nodes.

where
emission frequency of query from site during a given period of
time;
usage parameter, if query uses DB-object else
number of packets for transporting DB-object for query
communication cost between sites and
cost for accessing several remote DB-objects for processing a query;
indicates if query accesses one or more DB-objects located at site
cost for allocating DB-objects in a site;
indicates if there exist DB-objects at site
indicates if DB-object was previously located in site
number of packets required for moving DB-object to another site.

4.3 Intrinsic Constraints of the Problem

The model solutions are subject to four constraints: each DB-object must be
stored in one site only, each DB-object must be stored in a site that executes at
least one query that uses it, a constraint to determinate for each query where
is the DB-objects required, and a constraint to determinate if the sites contains
DB-objects. The detailed formulation of the constraints can be found in [2, 8].

5 Implementation

In this section we present some application examples of the proposed method,
using the DDB design problem.

5.1 Record Instances

Table 2 shows four entries of the historical record. These correspond to an
instance solved using a manually configured GA. Columns 1 and 2 contain the
instance identifier I and the instance size S in bytes. Columns 3-6 show the
configuration of four GA parameters (population size P, generation number G,
crossover rate C, and mutation rate M). Columns 7 and 8, present the algorithm
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performance (the best solution B found by the GA, and the execution time T in
seconds).

Table 2 shows the best solutions that were obtaining with the specified
configurations.

5.2 Select a Representative Sample

Table 3 presents an example of a sample of instances of different size extracted
from the record, where column headings have the same meaning as those of
Table 2. For each selected instance only its best configuration is included in the
sample.

5.3 Determine Correlation Functions

Population Correlation Functions. To find the relationship between the
problem size and the population size we used two techniques: statistical regres-
sion and estimate based on proportions. Three mathematical expressions (2,3,4)
were constructed to determinate the population P size in function of the problem
size The expressions contain derived coefficients of the lineal and logarithmic
statistical estimates and a constant of proportionality.
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The proportional estimate was adjusted to get the best estimation. As a result
of the fine adjustment the following factors were defined:

Figure 2 shows the graphs of the real data and the adjusted proportional
estimate.

Fig. 2. Correlation functions graphs

Correlation Functions for the Generation Number and Mutation Rate.
Similarly the relationships between the size of the problem, and the number of
generations and the mutation rate were determined. Expressions (6,7) specify
the relationship between the instance size and these algorithm parameters. In
these expressions, G is the number of generations, and M is the mutation rate
and is an adjust factor.

As observed, the parameter tuning mechanism is defined using an offline pro-
cedure. The evaluation and subsequent use of this mechanism should be carried
out online. In this example, for the evaluation of the mechanism a comparative
experiment was carried out using a GA configured manually, according to the
recommendations proposed in the literature, and our self-tuning GA. To carry
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out the evaluation, a sample of 14 random instances was solved using both algo-
rithms. The instances were created in order to simulate a typical Web workload.
In that environment 20% of the queries access 80% of the data-objects and 80%
of the queries only access 20% of the data-objects. The improvement of the qual-
ity solution percentage is calculated, getting the objective value diminution with
respect to the solution with the GA configured using the literature recommen-
dations. In Figure 3 the graph of the improve solution percentage is showed, for
the 14 random instances ordered by size. The graph shows that the self-tuning
mechanism exhibits a tendency to get better results in the large scale instances
range.

Fig. 3. Improvement of quality solution percentage

5.4 Feedback

Since the tuning mechanism requires a periodic refinement, the performance
of the GA configured automatically can be compared versus other algorithms
when solving new instances. If for some instance another algorithm is superior,
the GA will be configured manually to equal or surpass the performance of that
algorithm. The instance and their different configurations must be recorded in
the historical record and the process is repeated from step 2 through step 4.
Hence the experimental cost it is relatively low, because it takes advantage of
all the experimental results stored in the historical record.

6 Conclusions and Future Work

In this work, we propose a new method to obtain relationships between the
problem size and the population size, generation number, and the mutation
rate. The process consists of applying off-line statistical techniques to determine
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mathematical expressions for these relationships. The mathematical expressions
are used on-line to control the values of the algorithm parameters. With this ap-
proach it is possible to tune a genetic algorithm to solve many problem instances
at a lower cost than other approaches.

We present a genetic algorithm configured with mathematical expressions,
designed with the proposed method, which was able to obtain a better solu-
tion than the algorithm configured according to the literature. The self-tuning
mechanism exhibits a tendency to get better results in the large scale instances
range. To test the method, a mathematical model for dynamic allocation of
data-objects in the Web (known as DFAR) was solved using both algorithms
with typical Web workloads.

Currently the self-tuning GA is being tested for solving a new model of the
DDB design problem that incorporates data replication, and the preliminary
results are encouraging.
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Abstract. A challenge in hybrid evolutionary algorithms is to define
efficient strategies to cover all search space, applying local search only in
actually promising search areas. This paper proposes a way of detecting
promising search areas based on clustering. In this approach, an iterative
clustering works simultaneously to an evolutionary algorithm account-
ing the activity (selections or updatings) in search areas and identifying
which of them deserves a special interest. The search strategy becomes
more aggressive in such detected areas by applying local search. A first
application to unconstrained numerical optimization is developed, show-
ing the competitiveness of the method.

Keywords: Hybrid evolutionary algorithms; unconstrained numerical
optimization

1 Introduction

In the hybrid evolutionary algorithm scenario, the inspiration in nature have
been pursued to design flexible, coherent and efficient computational models.
The main focus of such models are real-world problems, considering the known
little effectiveness of canonical genetic algorithms (GAs) in dealing with them.
Investments have been made in new methods, which the evolutionary process
is only part of the whole search process. Due to their intrinsic features, GAs
are employed as a generator of promising search areas (search subspaces), which
are more intensively inspected by a heuristic component. This scenario comes to
reinforce the parallelism of evolutionary algorithms.

Promising search areas can be detected by fit or frequency merits. By fit
merits, the fitness of the solutions can be used to say how good their neighbor-
hood are. On other hand, in frequency merits, the evolutionary process naturally
privileges the good search areas by a more intensive sampling in them. Figure 1
shows the 2-dimensional contour map of a test function known as Langerman.
The points are candidate solutions over fitness surface in a typical simulation.
One can note their agglomeration over the promising search areas.

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 385–394, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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Fig. 1. Convergence of typical GA into fitter areas

The main difficulty of GAs is a lack of exploitation moves. Some promising
search areas are not found, or even being found, such areas are not consistently
exploited. The natural convergence of GAs also contributes for losing the refer-
ence to all promising search areas, implicating in poor performance.

Local search methods have been combined with GAs in different ways to
solve multimodal numerical functions more efficiently. Gradient as well as direct
search methods have been employed as exploitation tool. In the Simplex Genetic
Algorithm Hybrid [1], a probabilistic version of Nelder and Mead Simplex [2] is
applied in the elite of population. In [3], good results are obtained just by apply-
ing a conjugate gradient method as mutation operator, with certain probability.
In the Population-Training Algorithm [4], improvement heuristics are employed
in fitness definition, guiding the population to settle down in search areas where
the individuals can not be improved by such heuristics. All those approaches
report an increase in function calls that can be prohibitive in optimization of
complex computational functions.

The main challenge in such hybrid methods is the definition of efficient strate-
gies to cover all search space, applying local search only in actually promising
areas. Elitism plays an important role towards achieving this goal, once the best
individuals represent such promising search area, a priori. But the elite of popu-
lation can be concentrated in few areas and thus the exploitation moves are not
rationally applied.

More recently, a different strategy was proposed to employ local search more
rationally: the Continuous Hybrid Algorithm (CHA) [5]. The evolutionary pro-
cess run normally until be detected a promising search area. The promising area
is detected when the highest distance between the best individual and other in-
dividuals of the population is smaller than a given radius, i.e., when population
diversity is lost. Thereafter, the search domain is reduced, an initial simplex is
built inside the area around the best found individual, and a local search based
upon Nelder and Mead Simplex is started. With respect to detection of promising
areas, the CHA has a limitation. The exploitation is started once, after diversity
loss, and the evolutionary process can not be continued afterwards, unless a new
population takes place.
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Another approach attempting to find out relevant areas for numerical opti-
mization is called UEGO by its authors. UEGO is a parallel hill climber, not an
evolutionary algorithm. The separated hill climbers work in restricted search ar-
eas (or clusters) of the search space. The volume of the clusters decreases as the
search proceeds, which results in a cooling effect similar to simulated annealing
[6]. UEGO do not work so well as CHA for high dimensional functions.

Several evolutionary approaches have evoked the concept of species, when
dealing with optimization of multimodal and multiobjective functions [6],[7].
The basic idea is to divide the population into several species according to their
similarity. Each species is built around a dominating individual, staying in a
delimited area.

This paper proposes an alternative way of detecting promising search ar-
eas based on clustering. This approach is called Evolutionary Clustering Search
(ECS). In this scenario, groups of individuals (clusters) with some similarities
(for example, individuals inside a neighborhood) are represented by a dominat-
ing individual. The interaction between inner individuals determines some kind
of exploitation moves in the cluster. The clusters work as sliding windows, fram-
ing the search areas. Groups of mutually close points hopefully can correspond
to relevant areas of attraction. Such areas are exploited as soon as they are
discovered, not at the end the process. An improvement in convergence speed
is expected, as well as a decrease in computational efforts, by applying local
optimizers rationally.

The remainder of this paper is organized as follows. Section 2 describes the
basic ideas and conceptual components of ECS. An application to unconstrained
numerical optimization is presented in section 3, as well as the experiments
performed to show the effectiveness of the method. The findings and conclusions
are summarized in section 4.

2 Evolutionary Clustering Search

The Evolutionary Clustering Search (ECS) employs clustering for detecting
promising areas of the search space. It is particularly interesting to find out such
areas as soon as possible to change the search strategy over them. An area can
be seen as an abstract search subspace defined by a neighborhood relationship
in genotype space.

The ECS attempts to locate promising search areas by framing them by
clusters. A cluster can be defined as a tuple where and are the
center and the radius of the area, respectively. There also exists a search strategy

associated to the cluster. The radius of a search area is the distance from its
center to the edge.

Initially, the center is obtained randomly and progressively it tends to slip
along really promising points in the close subspace. The total cluster volume is
defined by the radius and can be calculated, considering the problem nature.
The important is that must define a search subspace suitable to be exploited
by aggressive search strategies.
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In numerical optimization, it is possible to define in a way that all search
space is covered depending on the maximum number of clusters. In combinatorial
optimization, can be defined as a function of some distance metric, such as the
number of movements needed to change a solution inside a neighborhood. Note
that neighborhood, in this case, must also be related with the search strategy
of the cluster. The search strategy is a kind of local search to be employed into
the clusters and considering the parameters and The appropriated conditions
are related with the search area becoming promising.

2.1 Components

The main ECS components are conceptually described here. Details of imple-
mentation are left to be explained later. The ECS consist of four conceptually
independent parts: (a) an evolutionary algorithm (EA); (b) an iterative cluster-
ing (IC); (c) an analyzer module (AM); and (d) a local searcher (LS). Figure 2
brings the ECS conceptual design.

Fig. 2. ECS components

The EA works as a full-time solution generator. The population evolves in-
dependently of the remaining parts. Individuals are selected, crossed over, and
updated for the next generations. This entire process works like an infinite loop,
where the population is going to be modified along the generations.

The IC aims to gather similar information (solutions represented by indi-
viduals) into groups, maintaining a representative solution associated to this
information, named the center of cluster. The term information is used here be-
cause the individuals are not directly grouped, but the similar information they
represent. Any candidate solution that is not part of the population is called
information. To avoid extra computational effort, IC is designed as an iterative
process that forms groups by reading the individuals being selected or updated
by EA. A similarity degree, based upon some distance metric, must be defined,
a priori, to allow the clustering process.

The AM provides an analysis of each cluster, in regular intervals of gener-
ations, indicating a probable promising cluster. Typically, the density of the
cluster is used in this analysis, that is, the number of selections or updatings
recently happened. The AM is also responsible by eliminating the clusters with
lower densities.
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At last, the LS is an internal searcher module that provides the exploitation
of a supposed promising search area, framed by cluster. This process can happen
after AM having discovered a target cluster or it can be a continuous process,
inherent to the IC, being performed whenever a new point is grouped.

2.2 The Clustering Process

The clustering process described here is based upon Yager’s work, which says
that a system can learn about an external environment with the participation
of previously learned beliefs of the own system [8],[9]. The IC is the ECS’s core,
working as an information classifier, keeping in the system only relevant informa-
tion, and driving a search intensification in the promising search areas. To avoid
propagation of unnecessary information, the local search is performed without
generating other points, keeping the population diversified. In other words, clus-
ters concentrate all information necessary to exploit framed search areas.

All information generated by EA (individuals) passes by IC that attempts to
group as known information, according to a distance metric. If the information
is considered sufficiently new, it is kept as a center in a new cluster. Otherwise,
redundant information activates a cluster, causing some kind of perturbation in
it. This perturbation means an assimilation process, where the knowledge (center
of the cluster) is updated by the innovative received information.

The assimilation process is applied over the center considering the new
generated individual It can be done by: (a) a random recombination process
between and (b) deterministic move of in the direction of or (c) samples
taken between and Assimilation types (a) and (b) generate only one internal
point to be evaluated afterwards. Assimilation type (c), instead, can generate
several internal points or even external ones, holding the best evaluated one to
be the new center, for example. It seems to be advantageous, but clearly costly.
These exploratory moves are commonly referred in path relinking theory [10].

Whenever a cluster reaches a certain density, meaning that some information
template becomes predominantly generated by the evolutionary process, such
information cluster must be better investigated to accelerate the convergence
process in it. The cluster activity is measured in regular intervals of generations.
Clusters with lower density are eliminated, as part of a mechanism that will
allow to create other centers of information, keeping framed the most active of
them. The cluster elimination does not affect the population. Only the center of
information is considered irrelevant for the process.

3 ECS for Unconstrained Numerical Optimization

A real-coded version of ECS for unconstrained numerical optimization is pre-
sented in this section. Several test functions can be found in literature related
to such problems. Their general presentation is:
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In test functions, the upper and lower bounds are defined a priori and
they are part of the problem, bounding the search space over the challenger
areas in function surface. This work uses some of well-known test functions,
such as Michalewicz, Langerman, Shekel [11], Rosenbrock, Sphere [12], Schwefel,
Griewank, and Rastrigin [13]. Table 1 shows all test functions, their respective
known optimal solution and bounds.

3.1 Implementation

The application details are now described, clarifying the approach. The compo-
nent EA is a steady-state real-coded GA employing well-known genetic operators
as roulette wheel selection [14], blend crossover (BLX0.25) [15], and non-uniform
mutation [16]. Briefly explaining, in each generation, a fixed number of individ-
uals are selected, crossed over, mutated and updated in the same original
population, replacing the worst individual (steady-state updating). Parents and
offspring are always competing against each other and the entire population
tends to converge quickly.

The component IC performs an iterative clustering of each selected individual.
A maximum number of clusters, must be defined a priori. The cluster
has its own center but a common radius in each generation is calculated
for all clusters by:

where is the current number of clusters (initially, and
are, respectively, the known upper and lower bounds of the domain of variable

considering that all variables have the same domain.
Whenever a selected individual is far away from all centers (a distance

above then a new cluster must be created. Evidently, is a bound value
that prevents a unlimited cluster creation, but this is not a problem because the
clusters can slip along the search space.

The cluster assimilation is a foreseen step that can be implemented by dif-
ferent techniques. The selected individual and the center which it belongs
to, are participants of the assimilation process by some operation that uses new
information to cause some changing in the cluster location. In this work, the
cluster assimilation is given by:

where is called disorder degree associated with assimilation process. In this
application, the center are kept more conservative to new information
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These choices are due to computational requests. Complex clustering algo-
rithms could make ECS a slow solver for high dimensional problems. Considering
the euclidean distance calculated for each cluster, for a n-dimensional problem,
the IC complexity is about

At the end of each generation, the component AM performs the cooling of all
clusters, i.e., they have their accounting of density, reset. Eventually some (or
all) clusters can be re-heated by selections or become inactive, being eliminated
thereafter by AM. A cluster is considered inactive when no selection has occurred
in the last generation. This mechanism is used to eliminate clusters that have
lost the importance along the generations, allowing that other search areas can
be framed. The AM is also evoked whenever a cluster is activated. It starts the
component LS, at once, if

The pressure of density, allows to control the sensibility of the component
AM. The meaning of is the desirable cluster density beyond the normal
density, obtained if was equally divided to all clusters. In this application,
satisfactory behavior has been obtained setting and

The component LS was implemented by a Hooke and Jeeves direct search
(HJD) [17]. The HJD is an early 60’s method that presents some interesting fea-
tures: excellent convergence characteristics, low memory storage, and requiring
only basic mathematical calculations. The method works by two types of move.
At each iteration there is an exploratory move with one discrete step size per
coordinate direction. Supposing that the line gathering the first and last points
of the exploratory move represents an especially favorable direction, an extrap-
olation is made along it before the variables are varied again individually. Its
efficiency decisively depends on the choice of the initial step sizes In this
application, was set to 5% of initial radius.

The Nelder and Mead Simplex (NMS) has been more widely used as a nu-
merical parameter optimization procedure. For few variables the simplex method
is known to be robust and reliable. But the main drawback is its cost. More-
over, there are parameter vectors to be stored. According to the authors, the
number of function calls increases approximately as but these numbers
were obtained only for few variables [2]. On the other hand, the HJD is
less expensive. Hooke and Jeeves found empirically that the number of function
evaluations increase only linearly, i.e., [17].

3.2 Computational Experiments

The ECS was coded in ANSI C and it was run on Intel AMD (1.33 GHz) platform.
The population size was varied in {10,30,100}, depending upon the problem size.
The parameter was set to 20 for all test functions. In the first experiment,
ECS is compared against two other approaches well-known in the literature:
Genocop III [16] and the OptQuest Callable Library (OCL) [18]. Genocop III is
the third version of a genetic algorithm designed to search for optimal solutions
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in optimization problems with real-coded variables and linear and nonlinear
constraints. The OCL is a commercial software designed for optimizing complex
systems based upon metaheuristic framework known as scatter search [10]. Both
approaches were run using the default values that the systems recommend and
the results showed in this work were taken from [18].

The results in Table 2 were obtained, in 20 trials, allowing ECS to perform
10,000 function evaluations, at the same way that Genocop III and OCL are
tested. The average of the best solutions found (FS) and the average of function
calls (FC) were considered to compare the algorithm performances. The average
of execution time in seconds (ET) is only illustrative, since the used platforms
are not the same. The values in bold indicate which procedure yields the solution
with better objective function value for each problem. Note that ECS has found
better solutions in two test functions, while both OCL and Genocop III have
better results in one function.

In the second experiment, ECS is compared against other approach found in
literature that works with the same idea of detecting promising search areas:
the Continuous Hybrid Algorithm (CHA), briefly described in the introduction.
The CHA results were taken from [5], where the authors worked with several
dimensional test functions. The most challenging of them are used for comparison
in this work. The results in Table 3 were obtained allowing ECS to perform up to
100,000 function evaluations in each one of the 20 trials. There is no information
about the corresponding CHA bound. The average of the gaps between the
solution found and the best known one (GAP) and the average of function calls
(FC) were considered to compare the algorithm performances, besides the success
rate (SR) obtained. In the ECS experiments, the SR reflects the percentage
of trials that have reached at least a gap of 0.001. The SR obtained in CHA
experiments is not a classical one, according the authors, because it considers
the actual landscape of the function at hand [5].

One can observe that ECS seems to be better than CHA in all test functions
showed in Table 3, except for the Zakharov, which ECS has not found the best
known solution. It is known that the 2-dimensional Zakharov’s function is a
monomodal one with the minimum lying at a corner of a wide plain. Nevertheless,
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there was not found any reason for such poor performance. In function Shekel,
although ECS have found better gaps, the success rate is not as good as CHA.
The values in bold indicate in which aspects ECS was worse than CHA.

Other results obtained by ECS are showed in Table 4. The gap of 0.001 was
reached a certain number of times for all these functions. The worst performance
was in Michalewicz and Langerman’s functions (SR about 65%).

4 Conclusion

This paper proposes a new way of detecting promising search areas based upon
clustering. The approach is called Evolutionary Clustering Search (ECS). The
ECS attempts to locate promising search areas by framing them by clusters.
Whenever a cluster reaches a certain density, its center is used as start point of
some aggressive search strategy.

An ECS application to unconstrained numerical optimization is presented em-
ploying a steady-state genetic algorithm, an iterative clustering algorithm and
a local search based upon Hooke and Jeeves direct search. Some experiments
are presented, showing the competitiveness of the method. The ECS was com-
pared with other approaches, taken from the literature, including the well-known
Genocop III and the OptQuest Callable Library.

For further work, it is intended to perform more tests on other bench-mark
functions. Moreover, heuristics and distance metrics for discrete search spaces
are being studied aiming to build applications in combinatorial optimization.
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Abstract. A hybrid system was implemented with the combination of
Fractal Dimension Theory and Fuzzy Approximate Reasoning, in order
to analyze datasets. In this paper, we describe its application in the
initial phase of clustering methodology: the clustering tendency analysis.
The Box-Counting Algorithm is carried out on a dataset, and with its
resultant curve one obtains numeric indications related to the features of
the dataset. Then, a fuzzy inference system acts upon these indications
and produces information which enable the analysis mentioned above.

Keywords: Clustering Tendency Analysis, Fractal Dimension Theory,
Fuzzy Approximate Reasoning

1 Introduction

The treatment of high-dimension and large datasets is a critical issue for data
analysis, and necessary for most of the problems in this area. Thecomputational
complexity of the used methods plays an important role when they are applied to
datasets with a high number of descriptive attributes and a high number of data
points. Efforts to find simpler and more efficient alternatives have grown in recent
years. In this paper, we present a new approach (described with details in [13]),
implemented with the aid of the Fractal Dimension Theory (FDT) and Fuzzy
Approximate Reasoning (FAR), to analyze the clustering tendency (CT) of a
dataset. This task, also known as the Clustering Tendency Problem, helps make
decisions about “applying or not applying” a clustering process to a dataset.
The main objective is to avoid excessive computational time and resources in a
poor and more complex data analysis process, as in [3] e [9].

In fact, this hybrid system classifies, in a heuristic way, the “spatial distribu-
tion” of the data points in the dataset1 space by: uniform, normal and clustered.

1 In this context, the dataset is a stochastic fractal.

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 395–404, 2004.
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This discovery is made by the fuzzy analysis of the information obtained from
the measuring process of the dataset’s fractal dimension.

This paper is organized as follows: Section 2 describes the CT analysis and a
classical approach to solve it - the Hopkins approach; the motivation to use FDT
and FAR2 in the conception of our system is discussed in Section 3; in Sections 4
and 5 we describe our hybrid system and compare the complexity of the two
approaches; the tests and results are shown in Section 6. The considerations
about the limitations of our approach and future works are discussed in Section 7
and, finally, the references are listed.

2 Clustering Tendency Analysis

Some methodologies are defined, with different phases and taxonomy, to guide
the clustering process [6]. One of these phases is the CT analysis, which is defined
as a problem of deciding whether the dataset exhibits a “predisposition” to
cluster in natural groups. The information acquired from this phase can avoid
the inappropriate application of clustering algorithms, which could find clusters
where they do not exist. The most common approach to solve it is the Hopkins
approach [6].

The Hopkins approach provides a numeric indicator useful to discover the CT.
It examines if the data points contradict the assertion that they are distributed
uniformly. If the disposition is not similar to a uniform distribution, the CT is
certified. According to [6], the Hopkins index to multi-dimensional datasets is
determined by (1), where: is the set of uniformly spread on the

space of the dataset; is the set of randomly chosen from
the dataset with is the set of minimal distances between each point
of and its nearest neighbor from and is the set of distances between
each point of and its nearest neighbor.

Generally, in clusters, neighbors are closer than the samples of a uniformly
distributed set of points. Thus, if is close to 1, clusters are suggested.
Similarly, values near 0 suggest uniform scattering.

3 Motivation: FDT and FAR

Fractal Theory studies “complex” subsets located inside simple metric space (like
Euclidean space) and generated by simple self-transformations of this space.
The Fractal Dimension of a dataset is the real dimension represented by its
data points, i.e. a dataset can represent an object, which has lower dimensions

2 We presumed that the reader is familiar with FDT and FAR. [1] and [7] has specific
information about them.
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than the dimensions of the space where it is located. One of the ways to obtain
this measure is through the BC algorithm. A classical implementation of this
algorithm is described in [10].

The BC algorithm analyzes the distribution of the data points through suc-
cessive hypercube grid coverings of the dataset space. Every iterations realize
a finer covering than the previous one, by shrinking the sides of all hypercubes
needed to cover all the space. Thus, it is possible to observe the distribution
behavior of the data points under the successive coverings. For datasets with
uniform distributions, this behavior must be uniform, i.e. the number of occu-
pied hypercubes must increase uniformly. Datasets with clusters cause stronger
or weaker changes in the number of occupied hypercubes. This behavior of distri-
bution is reflected on a log/log curve, which is formed by a sequence of straight-
lines, with different slopes, limited by the points that represent the relationship
between the shrinking of the hypercubes and their occupation rates.

The difference of the slopes between successive straight-line segments on the
curve represents the changes in the number of occupied hypercubes in successive
coverings. Bigger or smaller slopes represent the dataset structure, or its spatial
styles of distribution. Thus, it is needed to know how big or how small the
variation must be to indicate a specific spatial distribution. The FAR, which
allows working with linguistic variables and fuzzy values modeled by fuzzy sets
(see some examples in [11]), can make it possible to answer this question.

4 The Fractal Fuzzy Approach – FFA

The FFA is composed of two modules: the former carries out the classical BC
algorithm and the latter makes the fuzzy analysis of the resultant curve. The
output of this system enables the decision about the distribution’s style observed
in the analyzed dataset, and the possible conclusions are: uniform, normal and
clustered distribution. The first option means that the CT is not verified and
the others mean that it is verified. The “normal distribution” can characterise
the presence of clusters or not. This case demands an analysis more specific and
the CT must be considered. However, the conclusion “normal distribution” is
weaker than the conclusion clustered distribution, in relation to the CT. The
outputs are followed by a membership degree (a confidence value between [0,1]),
which allows an evaluation of the strength of each answer.

The curve resultant from the BC module is described by the coordinates3

and The fuzzy module analyzes the information obtained
from this curve (normalized): the difference of slope between each pair of consec-
utive segments and the slope of the second segment of each pair. These values are
mapped to linguistic variables through the fuzzy sets and the Mamdami fuzzy
inference (with the operators mim for implications and max for aggregations) is
triggered (Figure 1). The parameters of the fuzzy system are listed in Tables 1
and 2. They were obtained through a supervised procedure of adjustment, which
3 is used as a precision measurement and is the current iteration of the algo-

rithm.
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Fig. 1. Fractal Fuzzy Approach process. The parameters in this figure are only illus-
trative.

relates the spatial distribution of known datasets to features of their BC curves.
Changes in these parameters can make the system more sensitive or less sensitive
to anomalies in the curve.

The fuzzy rules are based on the relationship between the behavior of occu-
pation of the hypercube and the number of hypercubes on the grid. For example,
the third rule in Table 2 infers the existence of a clustered spatial distribution
(this situation can be observed in Figure 2). The two straight-line segments cre-
ated by the second, third and fourth iterations of the BC process have a negative
difference of slope. The existence of a change in the features of the curve can be
inferred. It specifies an increase of the relative hypercube occupation rate. The
high value of this difference, indicated by the slope of the second segment, reveals
the existence of very close data points4. This situation explains that the hyper-
cube grid was not able to separate some subsets of data points, on second and
third iteration. So, these subsets form clusters with some degree of granularity.

4 There are justifications for the establishment of all the rules. We mentioned just one
as an example, due to space restrictions.
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Fig. 2. Didactal example. (a) second BC iteration; (b) third BC iteration; (c) fourth
BC iteration; (d) resultant curve from a clustered distribution; (e) resultant curve from
a normal distribution. All graphs have the axes normalized in [0,1].

The sequence of conclusions represents the behavior of the BC curve and to
analyse it means to discover the style of the spatial distribution of the datasets
and, consequently, to analyse the CT. For example: if most of the conclusions
in the sequence is “Uniformity”; it means that the curve has a behavior as a
“straight-line”, i.e. the data points are uniformly distributed in the space and
the CT does not exist. We defined some rules of thumb, in order to analyse the
sequence. The algorithm below describes these rules5.

In this context, the sequence of straight-line segments, which determine the
result supplied by the system (for example, the most of the sequence of conclu-
sions that is composed by “Uniformity”), is called “meaningful part”.

5 All possibities of arrangement for the sequence of conclusions are covered by these
rules
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5 Complexity Analysis

The computational complexity of the Hopkins approach is where:
nSS is the number of data points on the sample set; and mUD is the number of
samples on the uniform distribution6; and is the dimensionality of the space
where the dataset is located. Thus, the upper limit of the complexity function
is summarized to

The computational complexity of the FFA approach is determined by the BC
algorithm which is the only process carried out with the data points. Fuzzy map-
pings and fuzzy inferences are carried out with a very short sequence of numbers,
and their running times are not expressive for the whole process. There are sev-
eral implementations of the BC algorithm with different upper limit functions,
as in: [14] with complexity [5], a recursive algorithm with complexity

plus the running time of each iteration (O(N)); and [8] with complexity
where N is the number of data points, D is the dimension of

the dataset space and I is the number of points on the resultant curve. The
algorithm presented by [14] constitutes the best solution for high-dimensional
and large datasets.

6 Test and Results

The tests were done using numerical7 datasets with several characteristics refer-
ring to the spatial distributions, number of instances and dimensionality of the
space8.

6

7

8

I.e.: nSS is equal to mUD.
No numerical datasets must be changed to numerical datasets.
We shown some datasets used on the tests, as a representative set. The others
datasets and the respective results can be obtained with the authors.
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In order to analyze the performance of the Hopkins approach, the tests were
done with different configurations for two parameters: the number of the itera-
tions and the size of the sample set. There were variations in the results obtained
due to the random features of this approach. The tests which presented an aver-
age result had 50 iterations and a sample set with half of the analyzed dataset.

The “uniform spatial distribution” was detected by the FFA when the re-
sultant curve, or its meaningful part, was like an “inclined straight-line”. This
fact was observed with datasets whose distribution occupied all the space, with
few or many data points, without concentrations. Table 39 lists three examples
where the conclusion “uniform distribution” was obtained. It shows the com-
parisons with the Hopkins index and with the expected result10. The dataset
“Space Clusters” is a difficult example for our approach (due to the sparcity of
the data points) and the Hopkins index obtained a low indication of CT. The
conclusion obtained by the FFA for the dataset “Normal Distribution 1” (a nor-
mal distribution with 3000 data points in a 5-dimensional space - mean 0 and
variance 1) showed a weak TC, which was revealed by a decision limit situation.

Table 4 shows the datasets for which the FFA observed the “normal spatial
distribution”. In these cases, the resultant curve was like a “simple curve” (see
Figure 2(e)). This distribution was found in two situations: when the data points
were strongly concentrated in one region of the distribution, with some dispersion
around it12; or when the data points presented ill-defined concentrations.

The datasets Normal Distribution13 2 and 3 (located in a 1-dimensional
and 3-dimensional space, respectively, with 100 data points), 4 (located in a
1-dimensional space, 3000 data points) were classified by the Hopkins Index as
clustered datasets. Our approach was able to identify them as a normal set (with
CT). The dataset Random Distribution has short clusters scattered in the space.
The dataset Spiral has two spirals [4].

9

10

11

12

13

For all tables like this, the marks (Ok) and (Not) assign our evaluation about the
results obtained as the solution to the CT analisys: (Ok) correct result; (Not) not
correct result.
The expected result is determined by the feature of the distribuition used to create
the datasets or by information found on the reference where the dataset was obtained.
The symbol specifies a conclusion obtained on a decision limit region.
Like a cloud of data points.
All uniform distributions were generated with: mean 0 and variance 1.
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The results shown in Table 5 refer to decision limit situations. The datasets
have high dimension, with the exception of the dataset Normal Distribution 4,
that is located in 1-dimensional space (5000 data points). The Hopkins index
was very high for this dataset. The next four datasets are normal distributions
with: 100 points in 4-dimensional space; 100 points in 5-dimensional space; 3000
points in 4-dimensional space; and 3000 points in 5-dimensional space. The others
datasets [2] are: Iris (4-dimensional space), Abalone (8-dimensional space) and
Hungary Heart Diseases (13-dimensional space).

The “clustered spatial distribution” was observed when the resultant curve
presented some style of anomaly (as shown on Figure 2(d)). Table 6 shows the
datasets where this situation was observed. The first four datasets are located
in 2-dimensional space and have groups: well separated, with partial overlap,
stronger overlap forming two groups. The other datasets are located, respectively,
in: 34, 7, 13, 13-dimensional space, and they are available in [2].

In relation to the solutions for the CT, the FFA approach presented 96% of
the correct answers. The same percentual result was obtained by the Hopkins
index. The FFA obtained 76% of the correct results referent to expected an-
swers. The datasets with “normal spatial distribution” were not considered in
evaluating the Hopkins approach, in relation to this resquisite (because answer
“normality” could not be obtained). So, its performance was 100%, under these
restrictive conditions (on 16 datasets, including the random dataset). Others
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considerations about the Hopkins index could be made, and these results could
be changed, for example: a more restrictive, however common, index threshold
to determine the CT is 0.75. Thus, under this condition, the performance of this
approach was: 43.75% in relation to expected answers and 52% in relation to
CT; other possibility (less common) is determine using three indexes (as a politic
of intervals): [0,0.3] - regularity; (0.3, 0.75) - normality; [0.75, 1] - clustered. For
this condition, the performance of the approach was: 48% in relation to expected
answers (now, considering all datasets) and 100% in relation to CT.

7 Conclusions and Trends

In this paper we demonstrated how to solve the preliminary phase of a clustering
methodology - the CT analysis - using a new approach. We implemented a
hybrid system combining FDT and FAR to enable the analysis of the relationship
between the data points and the dataset space. The efficiency of this system
was evaluated in relation to the algorithmic complexity and the quality of the
analysis (with test on synthetic and real datasets). We compared the efficiency
of our approach with the efficiency of the classical Hopkins approach.

The capacity of the FFA, to detect the CT, is similar to the capacity of
the Hopkins approach with the classical parameters. In this question, the FFA
presented 96% of correct answers and the Hopkins approach reached: 96% with
the common index threshold (0.5); 52% with a more restrictive index threshold
(0.75); and 100% with a relaxed index threshold (the politics of intervals). The
FFA is able to supply discriminatory information of the dataset structure, with
more efficiency than the Hopkins approach. The percent of correct answers, in
relation to expected result - uniform, normal and clustered - was better to our
approach (76% against 48%). Moreover, the Hopkins approach is able to supply
these three styles of information only with the use of the politics of intervals. The
upper limit of the complexity function for the Hopkins approach indicates that it
can be slower than some implementations of the BC algorithm (which determines
the complexity of our approach). For large datasets, the implementations for the
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BC algorithms developed by [14] or [8] are good alternatives to implement our
approach, because the upper limit of the complexity function are not dependent
on a quadratic function of the number of used data points.

The studies about FAR are not finished. There are problems in relation to
sparse datasets and we are exploring this problem now. The use of this system to
determine a style of “accurate fractal dimension measure”, and the application
of this measure in others problems of clustering processing also is being explored.
We have reached some interesting preliminary results with the combination of
FAR with Neural Networks [12].
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Abstract. In this work we present a critical analysis of various aspects
associated with the specification of termination conditions for simple ge-
netic algorithms. The study, which is based on the use of Markov chains,
identifies the main difficulties that arise when one wishes to set mean-
ingful upper bounds for the number of iterations required to guarantee
the convergence of such algorithms with a given confidence level. The
latest trends in the design of stopping rules for evolutionary algorithms
in general are also put forward and some proposals to overcome existing
limitations in this respect are suggested.

Keywords: stopping rule, genetic algorithm, Markov chains, conver-
gence analysis

1 Introduction

During the last few decades genetic algorithms (GAs) have been widely employed
as effective search methods in numerous fields of application. They are typically
used in problems with huge search spaces, where no efficient algorithms with low
polynomial times are available, such as NP-complete problems [1].

Although in practice GAs have clearly proved to be efficacious and robust
tools for the treatment of hard problems, the theoretical fundamentals behind
their success have not been well-established yet [2]. There are very few studies
on key aspects associated with how a GA works, such as parameter control and
convergence analysis [3]. More specifically, the answers to the following questions
concerning GA design remain open and constitute subjects of current interest.
How can we define an adequate termination condition for an evolutionary pro-
cess? [4–6]. Given a desired confidence level, how can we estimate an upper
bound for the number of iterations required to ensure convergence? [7–9].

In this work we present a critical review of the state-of-the-art in the design
of termination conditions and convergence analysis for canonical GAs. The main
contributions in the field are discussed, as well as some existing limitations. On
the basis of this analysis, future research lines are put forward. The article has
been organized as follows. In section 2 the traditional criteria typically employed

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 405–413, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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to express GA termination conditions are presented. Then, basic concepts on the
use of Markov chain models for GA convergence analysis are summed up. Section
4 contains a discussion of the results obtained in the estimation of upper bounds
for the number of iterations required for GA convergence. A description of the
present trends as regards termination conditions for evolutionary algorithms in
general is given next. Finally, some conclusive remarks and proposals for further
work are stated in section 6.

2 Termination Conditions for the sGA

A simple Genetic Algorithm (sGA) exhibits the following features: finite popula-
tion, bit representation, one-point crossover, bit-flip mutation and roulette wheel
selection. The sGA and its elitist variation are the most widely employed kinds of
GA. Consequently, this variety has been studied quite extensively. In particular,
most of the scarce theoretical formalizations of GAs available in the literature
are focused on sGAs. The following three kinds of termination conditions have
been traditionally employed for sGAs [10, p. 67]:

An upper limit on the number of generations is reached,
An upper limit on the number of evaluations of the fitness function is reached,
or
The chance of achieving significant changes in the next generations is exces-
sively low.

The choice of sensible settings for the first two alternatives requires some
knowledge about the problem to allow the estimation of a reasonable maximum
search length. In contrast, the third alternative, whose nature is adaptive, does
not require such knowledge. In this case, there are two variants, namely genotyp-
ical and phenotypical termination criteria. The former end when the population
reaches certain convergence levels with respect to the chromosomes in the pop-
ulation. In short, the number of genes that have converged to a certain value of
the allele is checked. The convergence or divergence of a gene to a certain allele
is established by the GA designer through the definition of a preset percentage,
which is a threshold that should be reached. For example, when 90% of the pop-
ulation in a GA has a 1 in a given gene, it is said that that gene has converged
to the allele 1. Then, when a certain percentage of the genes in the population
(e.g. 80%) has converged, the GA ends. Unlike the genotypical approach, phe-
notypical termination criteria measure the progress achieved by the algorithm
in the last generations, where is a value preset by the GA designer. When
this measurement, which may be expressed in terms of the average fitness value
for the population, yields a value beyond a certain limit it is said that the
algorithm has converged and the evolution is immediately interrupted.

The main difficulty that arises in the design of adaptive termination policies
concerns the establishment of appropriate values for their associated parameters
(such as in phenotypical rules), while for the criteria that set a fixed amount of
iterations, the fundamental problem is how to determine a reasonable value for
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that number, so that sGA convergence is guaranteed with a certain confidence
level. In this case, the values not only depend on the dimension of the search
space, but also on the rest of the parameters involved in the sGA, which include
the crossover and mutation probabilities as well as the population size.

The minimum number of iterations required in a GA can be found by means
of a convergence analysis. This study may be carried out from different ap-
proaches, such as the scheme theory [11, Chap. 2] or Markov chains [12–14]. The
usefulness of the schema theorem has been widely criticised [15]. As it gives a
lower bound for the expectation for one generation, it is very difficult to extrap-
olate its conclusions to multiple generations accurately. In this article we have
concentrated on Markov chains because, as pointed out by Bäck et al. [2], this
approach has already provided remarkable insight into convergence properties
and dynamic behaviour.

3 Markov Chains and Convergence Analysis of the sGA

A Markov chain may be viewed as a stochastic process that traverses a sequence
of states through time. The passage from state to state is
called a transition. A distinguishing feature that characterizes Markov chains is
the fact that, given the present state, future states are independent from past
states, though they may depend on time. For a formal definition see, for example,
[16, pp. 106–107].

Nix and Vose [12] showed how the sGA can be modelled exactly as a finite
Markov chain, i.e. a Markov chain with a finite set of states. In their model, each
state represents a population and each transition corresponds to the application
of the three genetic operators. They found exact formulas for the transition prob-
abilities to go from one population to another in one GA iteration as functions
of the mutation and crossover rates. By forming a matrix with these transition
probabilities and computing its powers, one can predict precisely the behaviour
of the sGA in terms of probability, for fixed genetic rates and fitness function.
This approach was taken up by De Jong et al. [17]. Unfortunately, the number
of rows and columns of the corresponding matrices is equal to the number of all
possible populations, which, according to [12], amounts to

This quantity becomes extremely large as the population size or the strings
length grows. Also notice that these matrices are not sparse because their
entries are all non-zero probabilities. Therefore, this method can only be applied
for small values of and

Nevertheless, Nix and Vose’s formulation can lead to an analysis of the sGA
convergence behaviour. For instance, they confirm the intuitive fact that, un-
less mutation rate is zero, each population is reachable from any other in one
transition, i.e. the transition probability is non-zero for any pair of populations.
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According to the theory about finite Markov chains, this simple fact has im-
mediate consequences in the sGA behaviour as the number of iterations grows
indefinitely. More specifically, whatever the initial population the probability
to reach any other population after iterations does not approach 0 as tends
to infinity. It tends to a positive limit probability instead. This limit depends
on but is independent from Then, although the selection process tends to
favour populations that contain high-fitness individuals by making them more
probable, the constant-rate mutation introduces enough diversity to ensure that
all populations are visited again and again. Thus, the sGA fails to converge to
a population subset, no matter how much time has elapsed.

Moreover, Rudolph [14] showed that the same holds for more general cross-
over and selection operators, if a constant-rate mutation is kept. Nevertheless,
reducing mutation rates progressively does not seem to be enough. Davis and
Príncipe [13] presented a variation of the sGA that uses the mutation rate as a
control parameter analogous to temperature in simulated annealing. They show
how the mutation rate can be reduced during execution in order to ensure that
the limiting distribution focuses only on populations consisting of replicas of the
same individual, which is however, not necessarily a globally optimal one.

In contrast, the elitist version of the sGA, which always remembers the best
individual found so far, does converge in a probabilistic sense. In this respect,
Rudolph [14] shows that the probability of having found the best individual
sometime during the process approaches 1 when the number of iterations tends
to infinity, and he points out that this property does not mean that genetic
algorithms have special capabilities to find the best individual. In fact, since any
population has nonzero probability of being visited and there is a finite number
of populations, then each of them will eventually be visited with probability
1 as the number of iterations grows indefinitely. Then, this observation lacks
significance in practice because, for example, the direct enumeration of all the
individuals guarantees the discovery of the global optimum in a finite time.

4 Stopping Criteria for the sGA with Elitism

Aytug and Koehler [7, 8] formulated a stopping criterion for the elitist sGA from
the fact that all populations are visited with probability 1. Given a threshold
they aimed at finding an upper bound for the number of iterations t required to
guarantee that the global optimum has been visited with probability at least
in one of these iterations. Using Nix and Vose’s model [12], they showed [7] that
it is enough to have

to ensure that all the populations, and consequently all the individuals, have
been visited with probability greater or equal to In equation 2, is
the mutation rate, is the length of the chains that represent the individuals,
and is the population size. Later, Aytug and Koehler [8] determined an upper
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bound for the number of iterations required to guarantee, with probability at
least that all possible individuals have been inspected, instead of imposing
the condition on all the populations. In this way, they managed to improve the
bound in (2) significantly, proving that a number of iterations that satisfies

is enough to achieve this objective. Greenhalgh and Marshall [9] obtained simi-
lar results independently on the basis of simpler arguments. In the rest of this
section, we will show that, in spite of being theoretically correct, these criteria
are of little practical interest.

Let us consider a random algorithm (RA) that generates in each iteration a
population of individuals, not necessarily different from each other, chosen at
random and independently. Just like Aytug and Koehler [7,8] did for the elitist
sGA, we shall determine the lowest number of iterations required to guarantee
with probability at least that the RA has generated all the possible individu-
als in the course of the procedure. Let us consider the populations
generated by the RA and an element from the space of individuals (for exam-
ple, a global optimum). Our objective is to find the lowest value for so that

Since the populations are generated independently
from each other, then

The expression in brackets is lower than 1, so the whole expression approaches
1 as tends to infinity. Since is an arbitrary individual, (4) shows that the RA
will visit all individuals with probability 1 if it is allowed to iterate indefinitely.
Moreover, by applying logarithms to (4), we get

This is an upper bound for the number of iterations required to ensure with prob-
ability at least that the RA has examined all the individuals, and consequently
discovered the global optimum.

Since (3) reaches its minimum for then the bound for RAs given in
(5) is always at least as good as the bound for GAs presented in (3). Then, the
latter does not provide a stopping criterion in practice because it always suggests
waiting for the execution of at least as many iterations as the amount that an
RA without heuristics of any kind would require. Moreover, when tends to
0, which constitutes the situation of practical interest, the amount of iterations
required by (3) grows to infinity. Figure 1 depicts the behaviour of (3) and its
relation to (5).
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Fig. 1. This graph illustrates how the lower bound for GA iterations (3) (continuous
line) grows quickly to infinity as mutation rate moves away from 1/2. In this case

and The lower bound for RA iterations (5) for the same
and is also indicated (dashed line) and coincides with the minimum attained by (3)

Due to the way Aytug and Koehler posed their problem, they were theoret-
ically impeded to go beyond the bound for RAs given in (5). In fact, since they
make no hypotheses on the fitness function, they implicitly include the possi-
bility of dealing with a fitness function that assigns a randomly-chosen value to
each individual. When this is the case, only exploration is required and no ex-
ploitation should be carried out. Therefore, the RA exhibits better performance
than the sGA.

5 Present Trends in Stopping Rules
for Evolutionary Algorithms

Whatever the problem, it is nowadays considered inappropriate to employ sets
of fixed values for the parameters in an evolutionary algorithm [3]. Therefore,
it would be unadvisable to choose a termination condition based on a preestab-
lished number of iterations. Some adaptive alternatives have been explored in
the last decade.

Among them we can cite Meyer and Feng [4], who suggested using fuzzy logic
to establish the termination condition, and Howell et al. [5], who designed a new
variant of the evolutionary algorithms called Genetic Learning Automata (GLA).
This algorithm uses a peculiar representation of the chromosomes, where each
gene is a probability. On this basis, a novel genotypical stopping rule is defined.
The execution stops when the alleles reach values close to 0 or 1.
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In turn, Carballido et al. [6] present a representative example of a stopping
criterion designed ad hoc for a specific application, namely the traveling salesman
problem (TSP). In that work, a genotypical termination criterion defined for
both ordinal and path representations is proposed.

Finally, it is important to remark the possibility of increasing efficiency by
using parallel genetic algorithms (pGAs) in particular. As stated in Hart et al.
[18], the performance measurements employed in parallel algorithms, such as the
speed-up, are usually defined in terms of the cost required to reach a solution
with a pre-established precision. For this reason, when you wish to calculate
metrics of parallel performance, it is incorrect to stop a pGA either after a
fixed number of iterations or when the average fitness exhibits little variation.
This constitutes a motivation for the definition of stopping rules based on the
attainment of thresholds. The central idea is to stop the execution of the pGA
when a solution that reaches this threshold is found. For instance, Sena et al. [19]
present a parallel distributed GA (pdGA) based on the master-worker paradigm.
The authors illustrate how this algorithm works by applying it to the TSP,
using a lower bound estimated for the minimum-cost tour as threshold for the
termination condition.

Nevertheless, threshold definition requires a good estimation of the optimum
of the problem under study, which is unavailable in many cases. Unfortunately,
the most recent reviews on pGAs ([20,21]) fail to provide effective strategies to
overcome these limitations.

6 Conclusions

Research work in this field shows that the sGA does not necessarily lead to better
and better populations. Although its elitist version converges probabilistically
to the global optimum, this is due to the fact that the sGA tends to explore
the whole space, rather than to the existence of any special capability in its ex-
ploitation mechanism. This is not, indeed, in contradiction to the interpretation
of sGAs as evolutionary mechanisms because the introduction of a fixed fitness
function implies an assumption that may not be in exact correspondence with
natural environments, whose character is inherently dynamic. As pointed out by
De Jong [22], Holland’s initial motivation for introducing the concept of GAs
was to devise an implementation for robust adaptive systems, without focusing
on the optimization of functions. Furthermore, De Jong makes a clear distinction
between sGA and GA-based function optimizers. The successful results achieved
through the use of the latter for the solution of hard problems often blurs this
distinction.

Until recently, this trend has led researchers to look for a general measure of
elitist sGA efficiency from a theoretical viewpoint, applicable when finding the
solution of any optimization problem on binary strings of length [8,9]. The
smoothness of the fitness function is extremely important when choosing the
most convenient kind of heuristic strategy to adopt when facing a given problem.
The higher the smoothness, the higher the exploitation level and conversely, as
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the function is less smooth, more exploration is required. This fact is so clear
that it should not be overlooked. Since no hypotheses on the fitness function
have been made, and also considering that no measure of its smoothness has
been included in its formula, this approach is overestimating exploration to the
detriment of exploitation, this being just the opposite of what one really wishes
in practice when implementing a heuristic search.

In view of the fact that the sGA is not an optimizer of functions, efforts
should be directed to the devise of adequate modifications to tackle each specific
problem in order to design an optimizer that is really efficient for a determinate
family of functions. Besides, it is important to remark that current trends are
towards the employment of adaptive termination conditions, either genotypical
or phenotypical, instead of using a fixed number of iterations, because for most
applications in the real world the mere estimation of the size of the search space
constitutes in itself an extremely complex problem.
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Abstract. A Genetic Algorithm based learning procedure was proposed
earlier by the authors and the results, advantages and usefulness of the
proposal have been reported in the literature. The procedure is based on
the Pittsburgh approach and is divided in two separate phases: learning
of candidate rules and selection of relevant rules. The learning and the
optimization processes involve an evaluation function that considers the
performance of the candidate rule base, requiring the selection and use of
a particular reasoning method. With the objective of investigating fur-
ther the robustness and usefulness of the previous approach, the authors
developed a comparative study of the GA learning algorithm focusing
on the impact of the reasoning method used. Two different methods
were used: the one based on a single winner rule, and the one based
on the combination of all rules. Following the description of the rules
format and reasoning methods used, the GA learning and optimization
approach proposed before is also reviewed. The comparison of simula-
tion results is presented based on the criteria of correct classification
rates and number of rules in the rule base. The results demonstrate that
the knowledge base performance is similar in both cases, suggesting that
the GA learning procedure derives good rule bases despite the reasoning
method used.

Keywords: Genetic Fuzzy Rule-Based Systems, Pattern Classification,
Learning, Fuzzy Reasoning Methods.

1 Introduction

One of the most important tasks in the development of fuzzy systems is the
design of its knowledge base. An expressive effort has been devised in the re-
cent past to develop or adapt methodologies that are capable of automatically
extracting knowledge from numerical data to generate it: clustering algorithms
[7], gradient-based methods [8], neural networks [6] and genetic algorithms (GA)
[9].

Particularly in the framework of soft computing, significant research work
has been carried out with the objective of developing hybrid or cooperating

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 414–423, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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systems involving different methodologies that provide learning capabilities to
fuzzy systems. In this direction, two successful approaches emerged: the one
combining neural networks and fuzzy systems and the one combining genetic
algorithms and fuzzy systems.

Genetic Algorithms have demonstrated to be a powerful tool to perform tasks
such as [10]: generation of fuzzy rule base, optimization of fuzzy rule bases, gen-
eration of membership functions and tuning of membership functions. All theses
tasks can be considered as optimization or search processes. The combination
Fuzzy Systems + Genetic Algorithms have great acceptance in the scientific
community, once these algorithms are robust and capable of performing a global
search in wide and irregular spaces, finding a good solution [12]. Some examples
of very good results among the ones reported in the literature can be found in
[13] [14].

Genetic-based learning methods when used for rule generation fall into three
categories: Michigan approach, Pittsburgh approach and Iterative approach. In
the first one, each chromosome correspond to a single rule, while in the Pitts-
burgh approach each chromosome encodes a complete set of rules. In the Iterative
approach, like Michigan, each chromosome encodes only one rule, but only the
best rule of the population is returned as solution, discarding the remaining
chromosomes.

In our previous work [15], we investigated the genetic fuzzy rule learning
process based on the Pittsburgh approach and genetic optimization of the fuzzy
rule base. The objective was to demonstrate that, although the Pittsburgh rep-
resentation can make the chromosomes very extensive, increasing the complexity
of the search process and consequently imposing a heavier computational effort,
an advantage compensates and justifies its use: the fact that the complete rules
set is coded in each chromosome, what allows to evaluate the entire rules set
in the fitness function and not only isolated rules. Besides that, the approach
used avoids the problem of competition among individual rules, as occurs in
the Michigan and Iterative approaches. A self-adaptive version of the same al-
gorithm has also been developed and analyzed by the authors, leading to some
important improvements concerning both the classification ability and number
of rules. The obtained results have been reported in [2]. A comparative study
between the described approach and another one that focuses on the genetic
learning of the knowledge database can be found in [3].

The learning process proposed in [15] is divided in 2 stages: The first one is
the Genetic Learning Process for obtaining a set of candidate fuzzy rules. The
other stage is the Genetic Optimization Process for excluding the unnecessary
and redundant rules. In both stages, the fitness function involves an evaluation
of rule base performance with respect to correct classification rate, where a par-
ticular reasoning method has to be selected and plays a relevant role. Aiming at
investigating the impact of the reasoning method adopted during the learning
process in the knowledge base performance, this work describes an study devel-
oped to compare the results of the GA learning algorithm using two different
reasoning methods. The two reasoning methods considered in the present inves-
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tigation were the one based on a single winner rule, also used in the authors
previous works, and the fuzzy reasoning method based on the combination of all
rules.

As before, the application domain is multidimensional fuzzy pattern classifi-
cation, where the class also is fuzzy. The membership functions were defined by
means of fuzzy clustering algorithm FC-Means.

This paper is organized as follows. Section 2 shows the fuzzy classification
rule format and the two fuzzy reasoning methods employed in the comparisons.
Section 3 describes the genetic learning process for fuzzy classification rules
proposed earlier, while section 4 describes the optimization phase. The analy-
ses of learning algorithm behavior under the assumption of different reasoning
methods is presented in section 5 through the description of the computational
simulations developed. The conclusions are discussed in section 6.

2 Fuzzy Classification Rule Format
and Fuzzy Reasoning Methods

Classification is an important task encountered in various fields such as pattern
recognition, decision making, data mining and modeling [16]. The goal of clas-
sification is to assign classes to a set of data instances, called patterns, that are
described by multiple attributes.

In this work, the attributes as well the classes are described by linguistic terms
defined by fuzzy sets. We use fuzzy rules for pattern classification problems of
the following type:

where is the rule identifier , are attributes of the pattern,
are linguistic terms defined by fuzzy sets used to represent the attributes

and is also a linguistic term defined by fuzzy set to represent the class.
In a Fuzzy Classification System, the reasoning method is based on fuzzy

logic. It derives conclusions from a set of fuzzy rules and a pattern. This section
presents two fuzzy reasoning methods: the fuzzy reasoning method based on a
single winner rule and the fuzzy reasoning based on the combination of all rules.

Let be the pattern to be classified, the
attributes of the pattern and the fuzzy rule set. The rea-
soning method based on a single winner rule is performed by the follows
steps, adapted from [17]:

Step 1: Calculate the compatibility degree, between the pattern
and each rule applying a T-norm [18] to the membership degree

of the pattern attribute values, in the corresponding fuzzy sets that appear
in the antecedent part of the rule,
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Step 2: Find the rule with higher compatibility degree with the given pattern,

Step 3: The pattern will be classified in the class such that is the class
of the rule that possess the higher compatibility degree with the pattern.

This reasoning method uses only one rule to classify the pattern and wastes
the information associated with the other rules whose the compatibility degree
is lower than the selected rule. On the other hand, there is another reasoning
method that combines informations provided by all rules to classify the pattern.
The reasoning method which combines all rules is performed by the follows
steps, adapted from [13]:

Step 1: Calculate the compatibility degree, between the pattern
and each rule applying a T-norm to the membership degree of

the pattern attribute values, in the corresponding fuzzy sets that appear in
the antecedent part of the rule,

Step 2: Calculate for each class C, C=1...M, the as follows:

Step 3: The pattern will be classified in the class such that is the
class of that possess the higher value.

For both reasoning methods, if two or more rules present the same compat-
ibility degree with the pattern but different consequent, then the rule that first
appear will be fired. The pattern is considered correctly classified if the class wich
was assigned to it is the class such that the pattern has the highest membership
degree.

3 Genetic Learning Process

This section attempts to describe the genetic fuzzy rule base generating pro-
cess used here. Starting from a data set that represents samples or examples of
the problem and with membership functions previously defined, the proposed
method uses GA to generate a suitable fuzzy rule base that correctly classify
these examples. We present in the sequel the basic mechanisms of GA (cod-
ing, initial population creation, fitness function, genetic operators and stopping
condition), adopted in the present work.

Coding of Fuzzy Rule Base
The rules are coded by integer numbers that represent the index of fuzzy sets
that appear in the antecedent and consequent part of the rule. The number 0 is
utilized to represent the “don’t care” condition.
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Once the learning approach utilized is the Pittsburgh approach, each chro-
mosome encodes a entire fuzzy rule base. For instance, suppose a classification
problem where the patterns have 3 attributes - - and 1 class

The attributes are associated with the domains
and respectively and the class is

associated with the domain
The chromosome of Figure 1 is coded with k rules and each one is

represented by 4 genes, where the 3 first genes indicate the index of the fuzzy
sets of the attributes and the 4th gene represents the index of the
fuzzy set of the class.

Fig. 1. Coding of Fuzzy Rule Bases

The rule base coded by the chromosome of the Figure 1 is as follow:

IF
IF

is
is

and
and

is
is

and
and

is
is

“don’t care”, THEN
THEN

IF is “don’t care” and is and is THEN

The use of “don’t care” condition provides better fuzzy rule base generaliza-
tion capacity to classify new patterns correctly. Besides that, the introduction
of “don’t care” has also an important effect on the rules comprehensibility, once
these rules have fewer attributes on antecedent part. Short rules can be more
easily understood by human that long rules with many attributes.

It is necessary to define previously the number of fuzzy rules to be coded in
the chromosomes.

Initial Population
The initial population is randomly generated. It is formed by random numbers
that can assume values from 0 to where is the number of fuzzy sets utilized
to represent the attribute

Fitness Function
The fitness function is defined based on performance of the fuzzy rule base,
calculated by the number of training patterns correctly classified, using some
fuzzy reasoning method presented in section 2. The fitness function is expressed
by:

-
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where is the Number of Patterns Correctly Classified by the fuzzy
rule base coded in the chromosome

Genetic Operators
The genetic operators utilized in this work are one point crossover, standard
mutation and the stochastic universal sampling selection, together with the elitist
strategy.

Stopping Condition
In computer simulations of this work, we used the maximum number of genera-
tions as the stopping condition. The solution returned is the chromosome with
better fitness value in the last generation.

4 Genetic Optimization Process

As soon as the fuzzy rule base generation process terminates, the rule base
contain some redundant and unnecessary rules. So, a process to eliminate them
is required.

This section describes the genetic process to simplify the fuzzy rule base,
selecting a small number of effective rules from the previous rules obtained. The
final rule base must have a high classification power.

The genetic operators and stopping condition are the same that used in the
previous algorithm. Coding, initial population creation and fitness function are
presented below:

Coding
In this stage the chromosomes are coded with sequence
of binary digits with length where is the number of rules generated in
the previous stage. Each gene (a binary digit) is associated with one rule. If

(rule active), then the rule associated with this gene will be in the final
rule base, otherwise will not.

Initial Population
The initial population is generated by introducing a chromosome that represent
all rules previously obtained, that is, all genes of the chromosome will receive
value 1. The remaining chromosomes are generated at random.

Fitness Function
The fitness function evaluates each chromosome, that is, each sub-set of can-
didate rules based on 2 criteria: Number of Patterns Correctly Classified –

– and Number of active rules contained in this sub-set –
The fitness function is expressed by:

where S is the number of total candidate rules.
When the fitness value of a chromosome is calculated, all given training

patterns are classified by the sub rule set coded in The number of patterns
correctly classified are stored in If a fuzzy rule in not classify
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any pattern, then this rule can be removed from the sub rule set by assigning
value 0 to its associated gene. Thus, we remove all rules that not classify any
pattern. The number of active rules is stored in

5 Experiments

In order to evaluate the presented methodology to automatic generation of fuzzy
rules for pattern classification problems under different fuzzy reasoning methods,
some tests were realized using two data sets obtained from UCI Repository of
Machine Learning Databases [1].

The used data sets are Auto_mpg and Boston Housing. The first one contains
392 examples reporting automobiles fuel consumption in miles per gallon, in
terms of 07 attributes The Boston Housing data set comprises 506 examples
about the price of houses in suburbs of Boston described by 13 attributes.

The domain of each attribute of the data sets are represented by continuous
values and it is necessary to granularize them in a number of fuzzy sets that rep-
resent the linguistic values that each attribute can assume, in order to generalize
the knowledge. The output variables of both data sets, automobile consumption
and house price, also have continuous values. So, it is necessary to granularize
them too.

The membership functions associated to fuzzy sets were defined by fuzzy
clustering algorithm FC-Means [21] [22]. Clustering is a technique to group in
clusters data or objects that have some similarity. The classical clustering al-
gorithm generate partitions such that each object belongs only to one cluster.
Fuzzy clustering allows that an object belongs to many groups simultaneously,
with different membership degree.

The generation of membership functions process using FC-Means was ap-
plied to each attribute as follows: suppose a set of L training examples

is given and each example is composed
by attributes. For each attribute the number of fuzzy sets to be generated is
defined. The FC-Means algorithm is then applied over each attribute domain
separately, generating the fuzzy sets and respective membership functions used
in the algorithm.

Both data sets were partitioned at random in 2 groups: 70% to training and
30% to test. This partitioning was done 5 times, generating 5 pairs of training-
test data. The genetic algorithm is applied to the training data in order to
generate the fuzzy rules. The test data are used to evaluate the performance of
the obtained rule base to classify new patterns.

The genetic algorithm parameters values utilized are as follows. Maximum
number of generations: 1000; Population size: 100; Crossover rate: 0.7 and Mu-
tation rate: 0.015.

We examined the algorithm performance for both data sets using the fuzzy
reasoning method based on a single winner rule, denoted here by FRM1 and
using the fuzzy reasoning method which combines all rules, denoted by FRM2.

It was established that each chromosome will codify a high number of rules
in order to offer a wide covering of the search space. Thus, each chromosome
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represents a fuzzy rule base composed by 50 fuzzy rules but most of them will
be eliminated in the optimization stage.

Table 1 shows the results obtained for Auto_mpg test data set with different
granularization level. We used 3, 4 and 5 fuzzy sets for all variables. The same
test was applied to Boston Housing test data set and the results can be seen in
Table 2.

The results presented in both tables are the average of the results under 5
executions of the algorithm and the number of rules is the average of the number
of rules obtained after the rule base optimization process.

From Table 1 and Table 2 we can see that the algorithm presented good
performance under both reasoning methods. The accuracy of the rule bases and
the number of fuzzy rules did not vary so much for both reasoning method.
Basides that, we can see also that the algorithm is not very sensitive to choice
of data granularization. For 3, 4 or 5 fuzzy sets, the results did not change
significantly in FRM1 neither in FRM2.

6 Conclusions

This paper presented a comparative investigation of a GA learning and optimiza-
tion procedure presented by the authors in a previous work, which reinforced,
from a different point of view, the robustness and usefulness of the learning
method. The learning process is divided into 2 stages. The first one is the ge-
netic learning process based on Pittsburgh approach for obtaining desirable fuzzy
rules that cover a high number of examples. Although this representation form
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increases the complexity of the search process, two advantages justify and vi-
abilize its use: 1) the possibility of evaluating the complete rule base in the
fitness function and 2) avoiding the problem of competition among rules. The
other stage is the genetic optimization process for excluding the unnecessary
and redundant fuzzy rules. By computational experiments in some data sets,
we demonstrated that the performance of proposed methodology under two dif-
ferent fuzzy reasoning methods is very good. The results showed the algorithm
ability to find a compact set of fuzzy rules with high classification rates for both
reasoning methods.
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Abstract. This paper examines a fuzzy logic based method that automates the
review stage of a 4-step Case Based Reasoning system and aids in the process
of obtaining an accurate solution. The proposed method has been derived as an
extension of the Sugeno Fuzzy model, and evaluates different solutions by re-
viewing their score in an unsupervised mode. In addition, this paper proposes
an improvement of the original fuzzy revision method based on the reduction of
the original set of attributes that define a case. This task is performed by a fea-
ture subset selection algorithm based on the Rough Set theory and the minimum
description length principle.

Keywords: CBR, TSK fuzzy models, rough sets, minimum description length,
automated revision stage.

1 Introduction

Case Based Reasoning (CBR) systems have been successfully used in several do-
mains such as diagnosis, prediction, control and planning [1,2]. However, a major
problem of these systems is their difficulty to evaluate the proposed solution and, if it
is necessary, repairing it using domain-specific knowledge [3]. This is usually done
by means of interacting with a human expert and it is highly dependent of the prob-
lem domain. Also there are very few standard techniques to automate their construc-
tion, since each problem may be represented by a different data set and requires a
customised solution [4]. This is a current weakness of CBR systems and one of their
major challenges. For several years we have been working in the identification of
techniques to automate the reasoning cycle of CBR systems [5,6,7]. This paper pre-
sents an improved Takagi Sugeno Kang (TSK) fuzzy based model able to automate
the process of case revision of CBR systems.

First we summarize the automated fuzzy revision method, showing the phases that
need to be executed in order to set up the proposed algorithm. Then we explore the
possibility of improving the method with the use of rough sets as a pre-processing

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 424–433, 2004.
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feature subset selection step. Results from a real biological forecasting problem are
shown and finally, we remark the conclusions and specify the future work.

2 Fuzzy Revision Method

For the last few years, there has been a lot of work employing fuzzy-based methods
to improve CBR systems [2]. The theories of fuzzy sets, neural networks and neuro-
fuzzy techniques are tools of what is known as soft computing. The main application
areas of fuzzy set theory in case based reasoning are (i) maintenance of the case base
(with concepts like competence and coverage) [8,9,10,11] and (ii) fuzzy indexing and
retrieval [12,13], where several real CBR applications have been successfully devel-
oped [14,2].

The use of fuzzy modelling proposed in this paper for the revision stage of CBR
systems, is based on the demonstrated accuracy of fuzzy set theory for dealing with
uncertainties, arising from deficiency in information, in an efficient manner. Apart
from the accuracy of this technique itself, one of the aspects that distinguishes fuzzy
modelling from other black-box approaches like neural networks, is that fuzzy mod-
els are transparent to interpretation and analysis (to some extent). This characteristic
can be used, as we will see later, as a mechanism able to produce an explanation of
the solution generated by the CBR system.

The purpose of the new approach introduced in this paper is twofold. On the one
hand, we try to develop an automated fuzzy revision model with a high degree of
accuracy. On the other hand, we intend that the resulting fuzzy rule system may im-
prove the knowledge that the user has over the problem domain.

2.1 Obtaining the Fuzzy Model and Constructing the Revision Subsystem

The first step in the generation of the fuzzy model is the construction of an
initial fuzzy system [15] able to model the knowledge represented by the case base of
the CBR system. This can be done following the advice of human experts, learning
symbolic rules from artificial neural networks [16], using evolutionary strategies [17],
applying fuzzy clustering to the data or using a hybrid approach.

A novel method of fuzzy clustering able to extract interpretable fuzzy rules from a
Radial Basis Function (RBF) neural network [18] is proposed in [19], and applied
successfully in the work of [20]. Starting from the TSK fuzzy rule base obtained in
the previous step, a measure of similarity is applied with the purpose of reducing the
number of fuzzy sets describing each variable. We use a similarity measure for identi-
fying similar fuzzy sets and replace these by a common fuzzy set representative for
the original ones. If the redundancy in the model is high, merging similar fuzzy sets
for each variable might result in equal rules that also can be merged, thereby reducing
the number of rules as well [21]. As a result, the new fuzzy rule base increments the
capacity of generalisation of the original TSK fuzzy system.

In order to generate several fuzzy rule bases with different generalization degrees,
it is necessary to set up a from which two membership functions can be con-
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sidered analogous and therefore can be joined [22]. In our revision method, the pa-
rameter goes from 0.9 to 0.6 with decrements of 0.1 [23], generating four fuzzy rule
bases corresponding with the TSK fuzzy systems (in this case, is equal to 4).

The algorithm starts in an iterative way grouping membership functions attribute
by attribute. In each iteration, the similarity S between all the membership functions
for a given attribute is calculated, selecting the pair of functions that holds a higher
degree of similarity providing that The selected pair of functions are joined and
the rule base is brought up to date with the new membership function. The algorithm
continues until the maximum similarity between two memberships functions belong-
ing to any attribute is less or equal to Finally, the fuzzy rules with similar antece-
dent part are merged, and the consequent of the new rule is recalculated.

2.2 Training the Fuzzy Revision Subsystem

The process of training the fuzzy revision subsystem can be viewed as a wrapper
algorithm that envelops the whole CBR cycle. We propose the use of a clustering
retrieval method, in order to maintain a local adaptation (importance vector) of each
fuzzy system for each class of identified problems [23].

In this model, the systems are associated with each class identified by the
retrieval stage, mapping each one with its corresponding score in the importance
vector as said before. There is one importance vector for each class or “prototype”.
These fuzzy systems are used to validate and refine the proposed solution. Given a
new problem and a proposed solution for it, each of the fuzzy systems that compose
the revision subsystem generates a solution that is pondered according to the impor-
tance vector associated to the class to which the problem belongs. The importance
value of the fuzzy system that best suits a particular class is increased, whilst the
others are proportionally decreased based on the error percentage with respect to the
real value.

The continuous adaptation of the importance vector belonging to the problem pro-
totype, guarantees that the most accurate fuzzy system will have a higher weight for
each class of problems [21].

2.3 Working Mode: Reviewing the Solution and Generating an Explanation

When a new problem arise, its class and the importance vector for the sys-
tems are identified by the clustering retrieval method. Then the reuse stage of the
CBR proposes a solution for the problem. The parallel solution calculated by the TSK
fuzzy revision method is computed and its difference (in percentage) is calculated.
The proposed revision schema is based on the definition of two revision limits: ac-
ceptance_limit and reject_limit. Although the precise values of these parameters de-
pend on the problem domain, we have identified after carrying out several experi-
ments that a correct initial approximation is to assign values of 10% and 30%
respectively [23].
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Both limits refer to the variation rate between the initial proposed solution and the
solution obtained from the TSK fuzzy system. The adoption of this schema leads to
the definition of three possible behaviors and explanations adopted by the system:

If the variation rate is less or equal than the acceptance_limit, the initial solution is
endorsed by the fuzzy revision subsystem and it is presented as the final solution
for the new problem. The justification is based on the fuzzy rules that belong to the
initial TSK fuzzy system.
If the variation rate is greater or equal than the reject_limit, it means that the fuzzy
revision subsystem contradicts the initial solution, so the CBR system is unable to
solve the problem. The justification is based on the fuzzy rules from the previous
item plus those belonging to the fuzzy system that produced the most distant solu-
tion.
If the variation rate is in the open interval defined by the two limits, then the fuzzy
revision subsystem adapts the initial solution weighting by 50% each possible so-
lution (the initial one and the solution obtained from the TSK fuzzy system). The
output of the CBR system is the modified solution. The justification is based on
the fuzzy rules from the first item plus those fuzzy rules belonging to the fuzzy
system with a high degree of importance for the prototype to which the problem
belongs.

The explanation of the adopted decision is generated keeping in mind the behavior
of the revision subsystem. The justification is based on the evaluated fuzzy rules that
take part on the final decision. An important point in the previous explained opera-
tion, is that the fuzzy revision method is able to identify those situations in which the
CBR system is unable to provide a correct solution for a given problem (cases with
similar features and different answer).

3 Improving the Revision Method with Rough Set Theory

As we show in [21], the method exposed is able to produce accurate results, but the
time needed for generating the fuzzy revision subsystem is high and the explanatory
strength of the fuzzy rule bases is not clear enough.

We propose the use of a feature subset selection algorithm based on the Rough Set
theory in order to improve the construction of the different fuzzy models used by the

fuzzy revision method.
Rough set theory, proposed by Pawlak [24,25], is an attempt to provide a formal

framework for the automated transformation of data into knowledge. It is based on
the idea that any inexact concept (for example, a class label) can be approximated
from below and from above using an indiscernibility relationship. Pawlak [26] points
out that one of the most important and fundamental notions to the rough sets philoso-
phy is the need to discover redundancy and dependencies between features. Briefly,
the relevant rough set terminology is stated below. An information system is a pair

where U is a non-empty, finite set called the universe, and A is a non-empty,
finite set of attributes (or features). An equivalence relation, referred to as indis-
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cernibility relation, is associated with every subset of attributes This relation is
defined as:

Given any subset of features P, any concept can be defined approximately
by the employment of two sets, called lower and upper approximations. The lower
approximation, denoted by PX, is the set of objects in U which can be certainty clas-
sified as elements in the concept X using the set of attributes P, and is defined as:

The upper approximation, denoted by , is the set of elements in U that can be
possibly classified as elements in X, formally:

The degree of dependency of a set of features P on a set of features R is denoted
by and is defined as:

contains the objects of U which can be classified as belonging to one of

the equivalence classes of IND(P), using only features from the set R. If
then R functionally determines P.

P is an independent set of features if there does not exist a strict subset P’ of P
such that IND(P) = IND(P’). A set is a reduct of P if it is independent and
IND(R) = IND(P). Each reduct has the property that a feature can not be removed
from it without changing the indiscernibility relation. Many reducts for a given set of
features P may exists. The set of attributes belonging to the intersection of all reducts
of P is called the core of P:

An attribute is indispensable if The core of P is the
union of all the indispensable features in P. The indispensable attributes, reducts, and
core can be similarly defined relative to a decision attribute or output feature. The
precise definitions of these concepts can be fount in Pawlak’s book on Rough Sets
[25]. Various extensions have been defined from the basic model proposed by Paw-
lak. Among these extensions stands out the Variable Precision Rough Set model
(VPRS) [27] which is a generalisation that introduces a controlled degree of uncer-
tainty within its formalism, which is established by an additional parameter

This paper proposes a process of feature subset selection before the induction
process carried out by the fuzzy revision method. The aim of this proposal is
to reduce the original set of attributes and therefore decrease the computational effort
for the generation of the different fuzzy models. At the same time the understanding
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and interpretation of the models will increase, since they will be less complex than
the models generated without the feature selection step. This pre-processing step is
fitted in the filter approach to the feature subset selection. Filter methods select fea-
tures based on properties of the data itself and are independent of the method used to
construct the models.

In the rough set framework, the natural way to measure the prediction success is
the degree of dependency defined above. However, [28] have shown the weakness of
this measure in order to assess an estimation of the predictive accuracy of a set of
condition attributes Q with regard to a class attribute d. To overcome this deficien-
cies, [29] define the notion of rough entropy. Based on this notion and its adaptation
to the VPRS model (in order to exploit more efficiently the knowledge that is pro-
vided for the observations in the boundary region or the uncertain area of the uni-
verse), we have defined a coefficient that allows to asses the significance of an attrib-
ute within a set of attributes [30]. The significance of an attribute is defined in
a way that its value is greater when the removal of this attribute leads to a greater
diminution of the complexity of the hypothesis Q \ {a}, and simultaneously, to a
lesser loss of accuracy of the hypothesis. Implicitly, the underlying principle used to
evaluate the relevance of an attribute in this way is the Minimum Description Length
principle (MDLP) [31].

The associated complexity of a given set of condition attributes Q can be evaluated
through the entropy of the partition U / IND(Q), which will be denoted by H(Q). On
the other hand, the conditional rough entropy can be used to evaluate the

accuracy that is achieved when the condition attributes Q are used to predict the value
of the condition attribute d. Therefore, the formal definition of the entropy,
denoted by is given by the following expression:

where represents each one of the classes of the partition U / IND(Q), the set

(d) is the positive region of Q with regard to the decision attribute d, and is
the degree of dependence of attribute d on the set of attributes Q.

Then, the of a condition attribute, with regard to the decision
attribute d, denoted by is defined as the variation that the entropy

suffers when the considered attribute is discarded from Q. Namely, it is computed the
term given by the difference between and
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Once is defined the metric that is used to evaluate the significance of an attribute
coefficient), the proposed algorithm for selecting relevant features is de-

scribed according to the view proposed by [32]. These authors state that a convenient
paradigm for viewing feature selection methods is that of heuristic search, with each
state in the search space specifying a subset of the possible features. Following Blum
and Langley viewpoint the four basic issues that characterise this method are:

The starting point in the space, which in turn influences the direction of search and
the operators used to generate successor states. The proposed algorithm starts with
all attributes and successively removes them (backward elimination).
The organisation of the search. Any realistic approach relies on a greedy method to
traverse the space considering that an exhaustive search is impractical. At each
point in the search, the proposed algorithm considers all local changes, namely, it
evaluates the significance of each attribute of the current set of attributes.
The strategy used to evaluate alternative subsets of attributes. In this paper, the
variation of the normalised entropy has been chosen for this purpose. Spe-
cifically, at each decision point the next state that is selected is that one which re-
sults from removing the attribute with the least significant coefficient.
A criterion for halting the search. In the algorithm, the criterion for halting is that
the difference between the degree of dependency at initial state and the current
state (both with respect to the decision) does not go beyond a predefined threshold.

4 Applying the Method: IBR System for Biological Forecasting

Applying the initial revision method summarized in this paper, a forecasting biologi-
cal IBR system capable of predicting, in different water masses and to different
depths, the concentration of diatoms (a type of single-celled algae) has been success-
fully developed [21]. The instance base of the system consists on approximately
6.300 instances, each one represented as a feature vector that holds 56 physical meas-
ures (temperature, PH, oxygen, etc.) and complemented with several indexes derived
from satellite images (cloud and superficial temperature, etc).

Although the experiments carried out showed the effectiveness and the straight-
forward improvement of the upgraded revision IBR system over other ap-
proaches, some issues remained unsolved in order to deploy the application for real
use. The main drawbacks of the proposed system were (i) the time needed for gener-
ating each one of the fuzzy systems and (ii) the explanatory complexity of the
fuzzy rules used for the final solution proposed by the IBR system.

In order to simplify the rule base of the initial fuzzy system maintaining the accu-
racy level, we have applied the feature subset selection algorithm previous to the
construction of the systems. Fig. 1 shows the core of the proposed method.

As we can see in Fig. 1, several values have been tested in order to obtain the
most accurate set of representative features defining each problem case. For the cur-
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rent problem of diatoms forecasting, the optimal number of features was 12
corresponding to the physical magnitudes measured with a smaller level of

depth and those generated from satellite images.
A critical aspect here is the accuracy level of the new revision subsystem and its

comparison with the initial one. Starting from the error series generated by the differ-
ent models, the Kruskall-Wallis test has been carried out. Since the P-value is less
than 0.01, there is a statistically significant difference among the models at the 99.0%
confidence level.

Fig. 1. Applying feature subset selection based on rough sets.

Fig. 2. Mann-Withney test among the models.

Based on the results provided by the Kruskall-Wallis test, Fig. 2 shows a multiple
comparison procedure (Mann-Withney test) used to determine which models are
significantly different from the others. The experiments were made with a data set of
448 instances randomly taken from the instance base. It can be seen that the IBR with

fuzzy revision subsystem presents statistically significant differences with the
rest of the models whilst it is as accurate as the improved method presented here (no
differences are shown).
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5 Conclusion

We have proposed a new technique to improve case revision, which could be used to
automate the revision stage of case/instance based reasoning systems. The basis of the
method is a set of TSK fuzzy models that employs a pre-processed feature subset
selection created by the rough set algorithm.

The simplified fuzzy rule bases allow us to obtain a more general knowledge of the
system and gain a deeper insight into the logical structure of the system to be ap-
proximated. Employing the pre-processed fuzzy rule base as the starting point to
generate the systems leads to a dramatic decrease of the time
needed for this task. The reviewing and adaptation of the initial solutions is a very
simple operation using the proposed method and presents no major computational
obstacles, moreover it can be done in parallel. These benefits are augmented with the
simplicity of the new fuzzy rules used by the IBR as explanation of the final adopted
solution.

An area of ongoing research for us is the automatic identification of the optimal
value for the parameter, as well as the application of the rough set theory in con-
junction with the retrieval phase in order to propose a correct value for in advance.
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Abstract. This paper presents an enhancement of autonomous robot
navigation behaviour by incorporating models of fatigue and forgetting.
These models are inspired in ethology concepts. The robot maintains
itself in a limited range of safe landmarks and sets out to explore new
areas or to revisit places in the map where it has not been for some time.
Places not visited for too long are forgotten. With this model, navigation
is possible in dynamic environments and even when the robot is displaced
by external means. Experimental results in a simulated robot support the
proposed model.

Keywords: Autonomous Mobile Robots, Navigation, Biologically in-
spired models

1 Introduction

Navigation in autonomous mobile robots has several aspects that may be solved
in different ways by a robot [11], [18], [20], [7] and [17]. First we may consider
map learning. The robot may have a map of the environment loaded or it may
learn it from scratch. Mixed forms may also be used, e.g. a supplied partial map
is completed by learning. And if the robot learns a map, when and for how long
should it engage itself in exploring behaviours? A second issue is the dynamics
of map representation. Once a map is known, the robot may consider it as a
static data structure, or may modify it according to its interaction with the
environment. Further features can be considered, such as how to handle porting
the robot from one environment to another. Should it maintain representations
of both or should it be reinitialized in each environment?

It seems natural that we would prefer to build robots as intelligent as possible,
therefore with the capability of learning maps, updating them and identifying
environments. However this poses not only a problem of difficulty in learning
maps from sensory input, but also a problem of memory management. The
robot may not indefinitely keep track of environment changes while maintaining
all the map knowledge previously stored. Moreover, if enough time is elapsed,
previous information is bound to get outdated and may turn out to be useless.

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 434–443, 2004.
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In this paper we present a combination of two behaviour properties - for-
getting and fatigue - as a useful approach to help in solving the problem of
autonomous robot navigation. This solution may handle the somehow delicate
balance between exploring and learning new places, on one hand, and dealing
with outdated information, on the other hand. In particular, we will show that
autonomous exploration and maintenance of a map representation can be easily
achieved in this way. This allows the robot to live in dynamic environments and
to adapt itself easily to new environments altogether, in the case it is ported
by external means. We applied this solution to a behaviour based control archi-
tecture, but it could as well be used in neural network based architectures, for
instance. Actually, the concept of forgetting is common in some types of neural
networks [8] and [15].

The use of fatigue in robot behaviours has been explored as a way to avoid
deadlocks in behaviour based control architectures [6] but, to our knowledge, is
here originally applied to map based navigation. A similar concept, habituation,
was used not for navigation but to obtain a kind of map signature, allowing
detection of new features in a map [10]. The idea of forgetting map locations has
been proposed in [4] for a neural network support and has been also used in [3]
for a behaviour based model, with a primary focus on forgetting as a function of
time. In [14] and [19] two approaches are presented to explore maps, the former
with neural networks and the later with a behaviour based architecture. However
maps are considered static in both cases. They do not change nor are forgotten.
Exploration is not faced as an internal autonomous behaviour of the robot but
only to the extent of reaching a goal. The concept of eligibility trace, similar to
forgetting, is used in reinforcement learning for mobile robots in [13], though it
is not related to map maintenance. Instead, the robot has to learn which actions
take it to a goal in a grid world. Another approach uses forgetting, [9], but, in
that work, behaviour cases used for navigation are forgotten to give space to
newly generated behaviours. It is not a part of the map itself that is forgotten.
The integration of map forgetting with dynamic map exploration, using fatigue,
and active place re-visiting is approached in our work for the first time.

This paper is organized in four more sections besides this one. In Section 2 we
describe the fatigue model used, which is based on animal behaviour features, and
its application to map exploration and maintenance. In Section 3 the forgetting
model is detailed. We also analyse the way outdated map information is deleted
by using the forgetting model. Section 4 is devoted to the presentation of results
of integrating fatigue and forgetting in experiments done with a simulated robot.
Section 5 finishes the paper with comments and a set of ideas on how to proceed
with research in this line of work.

2 Exploring Fatigue

Fatigue is found in animal behaviour as one of the common forms of loosing
capability to respond to a stimulus. Habituation is another form [16] but we are
not too concerned with the specificities. The basic idea we want to retain for
autonomous robots is to use fatigue as the umbrella concept of loosing capability
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to react to a stimulus and regaining that capability again after a recovery period
in the absence of stimulus.

In animal behaviour, when a stimulus appears, the response takes some time
to start (latency) and then to reach its maximum level (warm-up period). Af-
terwards it maintains this level. However, past some time of continued stimulus
presence (fatigue time) the response starts to decrease until it eventually ceases,
(after-discharge period). If that happens, the behaviour is inhibited from further
response, until the stimulus is removed. It stays in a fatigued state. In that mode,
and only after stimulus removal, the behaviour takes some time (recovery time)
to be able to respond normally to a new stimulus. In fig.1 we depict this model.
It should be noticed that, if the stimulus disappears before fatigue time, the be-
haviour is still able to respond to a new stimulus. The response, quantitatively
may not be exactly the same though.

Fig. 1. Animal behaviour fatigue model.

2.1 The Fatigue Model
For the purpose of incorporating fatigue in autonomous robot behaviour, we use
a simplified model with the basic concepts we are interested in.

In the simplified model, we consider latency, warm-up and after-discharge
periods to have duration zero. Therefore, fatigue is defined simply by two pa-
rameters: fatigue time - time from beginning of action in response to a stimulus
till end of action due to fatigue (entering fatigued state) - and recovery time -
taken from stimulus ceasing till action allowed again. This model is depicted in
fig.2.

We also consider that if stimulus is removed before reaching fatigue time the
behaviour resets instantaneously its fatigue state. This model, however simple it
is, is quite useful in avoiding deadlocks in behaviour based control architectures
[6] and, as we will see in the next subsection, in controlling map exploration
behaviour.

2.2 Applying Fatigue in Map Navigation
The work here presented uses a behaviour based control architecture [1] in an
autonomous indoor robot. The type of architecture is not mandatory for this
purpose but we think it turns out easier to apply the idea.
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Fig. 2. Simplified fatigue model used.

The robot has a behaviour dedicated to exploring the environment, Explore
behaviour. It discovers and maintains a map. The map is a global data structure
which can be consulted and modified by other modules. A map is represented by
a graph, where nodes mean salient places found by the robot and arcs mean direct
connections between those places. Further details about the map representation
used can be found in [2]. It should be pointed out that the robot doesn’t have
specific external navigation aids and must determine its position by its own
sensors and odometry.

In our approach we consider a distinct location in the environment, called
home, where the robot is initially placed. The robot is programmed to recognize
home, but doesn’t have any further knowledge of the environment.

The Explore behaviour is triggered by map depletion. This means that when
it detects less then some number of places in the map or when any places are
on the verge of being forgotten (more on this in next section), the behaviour
is activated. As a result of the Explore behaviour the robot explores unknown
regions of the environment in order to find salient places or it tries to get back to
known places not visited for a long time. The idea is twofold: to explore unknown
places and to maintain a representation of a known map as updated as possible.

If the proprioceptive stimulus (few known places, or long-ago-visited places)
disappears along the exploration process, the Explore behaviour will get inactive
and a Get-Back behaviour will navigate the robot back home. However, if the
stimulus of the Explore behaviour is active (the robot still doesn’t know enough
places, or hasn’t visited some of the almost forgotten ones) it will eventually reach
a fatigued state. In that case it will stop exploring and the Get-Back behaviour
will also take the robot back home. Therefore this maintains the robot in a
limited neighbourhood of home, which reduces the probability of getting lost
by accumulation of errors in dead-reckoning navigation. Due to the robustness
of the approach we have implemented a variation of the fatigue function, so
that fatigue is only accumulated when the robot is navigating through unknown
(new) places. This allows an increasing radius of exploration around home. In
fact this radius is unlimited and in large environments the energy level must also
be considered as an input to the fatigue function.
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3 Forgetting Old Places

There are important reasons to consider the use of forgetting in a mapping
strategy. First, we observe that even though the environment is static the robot
does not generate equal trajectories each time it traverses it. This is due to noise
in both sensors and actuators. As a consequence, outlier places are created,
which will disappear due to forgetting. Second, previous information is bound
to get outdated if enough time is elapsed and could therefore be discarded by
the robot. Forgetting also provides the means for those outdated descriptions
to vanish. Forgetting is then a simple mechanism to throw away obsolete space
descriptions, allowing to maintain a constantly updated map. Therefore, it is
also a way to keep the size of the map tractable.

Let represent the weight of some place at time In general we want
to decrease with time and proportionally to itself.

Consider a time interval The weight variation in that in-
terval should then be where  represents a forgetting
constant. Rewriting this equation, we get Considering an

arbitrarily small time interval, i.e., we may write
This implies to be of the form We then have,
In a discrete domain, we get

which is the implementation of forgetting by exponential decay. A new place
gets an initial value of as well as when it is revisited.

Place removal from the map can be advantageous if the corresponding por-
tion of the environment has changed. In case the environment has not changed,
then the place was missed due to a trajectory drift (whatever the cause: in-
cremental errors in odometry or a different trajectory executed due to noise in
perception and/or actuation). In this case, the forgotten place is replaced by
another referring approximately to the same location in the environment, which
means that forgetting does not imply serious flaws.

However, note that an exponential weight decay has the disadvantage of
making it difficult to discover the most frequent places among every place in
the map. In fact, since the decay curve is exponential, the weight of every place
(frequent or not frequent) decreases from a maximum value (i.e., 1) to near its
minimum (i.e., 0) very fast. In other words, it is difficult to differentiate between
a seldom visited place recently visited and a very frequent one visited a while
ago. Both have small weights after some time. This fact was our main motivation
for an improvement. A very frequent place should be harder to forget, while an
infrequent one should be more easily forgotten.

For this we considered, as a better alternative, a weight decay with the shape
of a sigmoid curve, We want that the more frequent the place is,
the more difficult it should be forgotten. In this sense and supposing the basic
sigmoid as depicted in curve A of fig. 3 we can have the shape of the sigmoid to
depend on the number of visits to a place in at least two ways: i) the sigmoid
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changes from A to B with increasing number of visits, or ii) from A to C, in the
same condition. Since the forgetting policy should allow a clear differentiation
between a frequent place that is not visited for a while and an infrequent one that
was recently visited, we chose form ii) corresponding to a sigmoid modification
from A to C, in fig. 3. The approach we followed postpones the forgetting effect
proportionally to the number of place visits.

Fig. 3. Sigmoid weight decay. Postponement of forgetting can be achieved by decreasing
the derivative, from A to B, or by extending the flat zone on the top part of the curve,
from A to C, as the number of visits to the place increases. We chose the later.

The weight decay of a frequent place is thus delayed in time, giving it the
opportunity to keep a maximum weight longer. One now has the means to ob-
serve which places are more frequently visited, possibly electing some of them
to be reliable landmarks (those having weights above a certain threshold value
for some time). Such landmarks have at least two advantages: they can act as
intermediary and momentary homes, and, for the matter of path evaluation,
they constitute highly trustable places. This means that paths across them have
less uncertainty. With respect to the first advantage, we remind that path inte-
gration error is small near home, and that dead-reckoning errors are reset when
the robot arrives at home. So, if there is the chance of having several of these
trustable places throughout the environment, a path between any two far away
places may be composed by a set of small paths linking trustable places. That
feature, however, will not be explored in this paper.

Note that increasing the delay to forget a frequent place is made on the basis
that if the place is frequent its validity in time should be increased. However,
such validity should not be stressed too much. After all, a very frequent place
can refer to a location in the environment that can also change. So, the robot
should maintain the capacity to forget such place. This is done by imposing a
saturation limit on how much the sigmoid is shifted right.

We should also emphasize that discarding known places not visited for some
time is tricky if the robot has learned a large map. A long time may elapse
between two successive passes of the robot by some places and the result would
be an undesirable loss of knowledge about parts of the map. This means that the
forgetting constant  needs to be chosen carefully depending on the environment
the robot is going to live in and on how much information we want it to maintain.
Presently, this value is hand-tuned. Soon we intend to express as a function
of known places.
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4 Experimental Results

To test these ideas, in a preliminary approach, we ran tests on a simulated
Khepera robot [12], performing the previously explained behaviours in a closed
environment, depicted in fig. 4. The Explore behaviour is, in this case, based on
a Follow-Right-Wall behaviour.

Fig. 4. Left - Typical trajectories in test environment. Home is at top left corner and
19 trajectories following right wall are presented. The effect of fatigue is clearly visible
occurring each time later. In the 19th trip the robot eventually completes an entire
lap without fatigue. A string of small light grey squares indicates a passage that can
be closed. Right - Navigation tests. Return home trajectories are overimposed. After
fatigue of the Explore behaviour, the robot returns home using a direct path. It’s always
able to get home with enough precision. Trajectories are plotted with robot computed
coordinates (with errors). That’s the reason why it seems the robot crosses walls.

Overall the robot produced the expected behaviour: it leaves home, exploring
the environment. When it gets fatigued it returns home directly, by using dead-
reckoning (avoiding obstacles if needed). In spite of errors it is always capable
of finding home. In fig. 4-Right we have imposed the return trajectories over the
wall following trajectories of fig. 4-Left.

A place is forgotten by removing it from the map when its weight is residual
The forgetting factor was chosen in such a way that a place is forgotten

if two consecutive laps are executed without visiting it. In fig. 5 we present the
time evolution for a place, with exponential and delayed sigmoid decay. It is
clearly visible the difference between the two forgetting curves and the increase in
decay delay of the sigmoid curve, each time the robot visits the place. Eventually
it is forgotten in both cases. Therefore we use a forgetting function of the form

where is the number of visits to the place.
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Fig. 5. Evolution of a place weight versus time, as a consequence of forgetting by
exponential decay (on the left) and by sigmoid delayed decay (on the right).

Tests were also made to show the effect of forgetting in the behaviour of
the robot. A first test was made without fatigue. After the robot got to run
around the environment for five laps, knowing all places, we closed the small
passage shown in fig. 4-Left. The weights of the places on the area in the bottom
right part of the environment decreased and eventually they were forgotten by
the robot, around trip number 8. In fig. 6-Left that decrease in the number of
known places can be clearly noticed. By trip number 10, the passage is opened
again and the robot quickly reestablishes the total number of salient places of
the environment. We closed the passage again in trip 15 and the same forgetting
behaviour can be observed.

The results of a test with fatigue are also shown in fig. 6-Right. Notice that the
vertical scale is different since the robot acquires new places in a more gradual
way. When the passage is first closed it doesn’t know the whole environment yet.
Therefore the number of known places does not decrease too much because new
places are still available to visit.

Fig. 6. Number of places known as a function of the number of exploration trips leaving
home. A passage is closed on trip 5, then open on trip 10 and then closed again on trip
15. Left - without fatigue. Right - with fatigue.

The duration of the stay at home, when the robot returns, is determined
by the recovery time parameter and the activation of the Explore behaviour. It
leaves home again to refresh memories of the known places, in case their weights
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are low enough to stimulate this behaviour. Exploration of new regions is based
on the rules defined in the Explore behaviour. In a bifurcation it may explore
a branch not travelled before or it may refresh memories of the one it already
knows, if places’ weights on that branch are low enough.

We also observed that a small value (slower forgetting) induces a more
exploratory behaviour, while a larger makes the Explore behaviour more oc-
cupied in refreshing place memories. This is natural since with faster forgetting
the robot will be stimulated sooner due to imminent deletion of some places,
whereas with slower forgetting there will be more time to explore new areas.

5 Conclusions and Future Developments

Using ethology inspired features in robot behaviour is a line of research being
developed for some time now, with important results [5]. In this paper we have
presented an original contribution along those lines, adapting and applying the
concepts of behaviour fatigue and forgetting to enhance autonomous navigation
capabilities for map exploration and maintenance. This is an important basis for
long-term longevity robots. Experimental results, though preliminary they are,
have proved the viability of the ideas proposed.

Besides the identified capabilities of handling dynamic environments, the ad-
vantage of this approach is the possibility of concentrating on three constants,
forgetting factor, fatigue time and recovery time, to define a wide range of nav-
igation behaviour. We can define the area the robot is able to explore, how
persistent is its memory of the environment and how frequently it is engaged in
revisiting the map to refresh its memory, only by tuning those three parameters.

Further work, in a short term, will be focused on tests in real robots (Khepera
and Pioneer). From our experience with previous tests the results will be quali-
tatively similar from the simulator to the robot. The interaction of the Explore
behaviour with different mission oriented behaviours will also be tested.

Development of the model will study modulation of fatigue by the degree of
knowledge the robot has about the places it is in. While the robot is in known
zones, fatigue should be slower (instead of none) than when it is exploring new
ones. This would put a limit in the area of the environment the robot may
explore. Also, rules to define automatic dependencies of the parameters should
be developed. Finally the existence of multiple home places (again in the sense
of a place where the robot can be recharged) will be explored and it should allow
a safe mapping of large environments.
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Abstract. This paper presents a new, simple and efficient texture classification
method using Lempel-Ziv-Welch (LZW) compression algorithm. In the learn-
ing stage, LZW algorithm constructs dictionaries for the horizontal and vertical
structure of each class. In the classification stage, texture samples to be classi-
fied are encoded by LZW in static mode, using the dictionaries constructed in
the learning stage, in vertical and horizontal scanning order. A sample is as-
signed to the class whose dictionaries minimize the average horizontal and ver-
tical coding rate. The classifier was evaluated for various sample sizes and
training set sizes, using 30 Brodatz textures. The proposed method correctly
classified 100% of 3000 Brodatz texture samples, and direct comparisons indi-
cated the superiority of the method over several high performance classifiers.

Keywords: Texture classification; Lempel-Ziv-Welch algorithm; pattern rec-
ognition.

1 Introduction

Texture is one of the most important attributes used by the human visual system and
computer vision systems for segmentation, classification and interpretation of scenes
[1]. There has been a great interest in the development of texture-based pattern recog-
nition methods in many different areas, such as remote sensing [2, 3], image-based
medical diagnosis [4], industrial automation [5] and biometric recognition [6, 7].

Texture classification is a pattern recognition problem that consists in assigning an
unknown input texture sample x to one of N texture classes i = 1, 2, ... N. Dis-
criminating features, or structural or stochastic models, are used to characterize the
texture classes, and then classification is performed according to some measure of
similarity between x and each class.

In supervised classification, texture samples known to belong to class i= 1, 2,
N, are available. These pre-classified samples are used to construct models or to de-
fine discriminating features for each class, in a process known as training or learning.
In order to develop efficient texture classifiers, it is crucial to discover discriminating
attributes or precise models for the texture classes.

Although easily recognized and intuitively understood by the human visual system,
texture is not easy to characterize formally with an acceptable degree of generality. In

This work was supported by CNPQ, a governmental Brazilian institution dedicated to scien-
tific and technological development.
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the very heart of the question lies the intrinsic difficulty to define what is most rele-
vant to characterize texture, as the answer depends on subjective perceptual consid-
erations and on particular applications. Therefore, texture feature extraction and mod-
eling tends to be a difficult and application-driven task. A popular yet rather vague
definition states that textures are spatial patterns formed by more or less accurate
repetitions of some basic subpatterns. The placement of these subpatterns can be peri-
odic, quasi-periodic or random [8].

Selecting inadequate features can degrade classification performance, and selecting
too many features, even appropriate ones, has negative consequences: increase in
processing time and memory requirements, and a potential accuracy degradation due
to the statistical phenomenon known as “curse of dimensionality” [9].

Early feature extraction techniques focused on spatial image statistics, such as im-
age correlation, energy features and gray level co-occurrence matrices (GLCM) [10].
More recently, model-based techniques, such as Markov random fields (MRF) [9, 11],
and signal processing techniques, such as Gabor and quadrature mirrors filters and
wavelet transforms [12] have been widely investigated. An extensive comparison
between various signal processing methods for feature extractions concluded that no
method is consistently superior to the others [12]. Another evaluation including
GLCM, fractal dimension, transform and filter bank features, number of gray level
extrema per unit area and curvilinear integration features also led to the conclusion
that the performance of these methods is generally similar [13].

After choosing the specific features or models that will be used to characterize tex-
ture classes, a classification method must be defined. A large number of classifiers
have also been proposed, including neural networks, learning vector quantization
(LVQ), support vector machine (SVM) and Bayes classifiers [9]. A multiple SVM
classifier, denominate fused SVM, with features generated by discrete wavelet frame
transform, compared favorably with single SVM classifiers, Bayes classifiers using
Bayes distance and Mahalanobis distance, and the LVQ classifier [14].

Based on the analysis of dozens of filtering methods for texture classification,
Randem and Husøy [12] suggest that the development of powerful texture classifica-
tion methods with low computational complexity is a very useful direction of re-
search. In some applications, such as industrial web inspection, the throughput is
enormous and most computer vision solutions require fast methods and special hard-
ware support [5].

Modern lossless data compressors have been applied to classification problems,
due to their ability to construct accurate statistical models, in some cases with low
computational requirements [15]. A solid theoretical foundation for using LZ78 com-
pression algorithm [16] for classification is well established [17, 18]. However, de-
spite its sound theoretical basis, the application of compression schemes in practical
classification problems seems to be rather unexplored and even controversial.

The prediction by partial matching (PPM) lossless compressor [15] was applied to
text categorization [19]. The conclusion was that although correctly categorizing the
majority of the documents, PPM does not compete with the published state-of-the- art
machine learning schemes.

However, another work reported that PPM was successfully applied to various text
classification problems (language identification, authorship attribution, literary genre
categorization and topic categorization) and concluded that PPM performance is
comparable to other state-of-the-art-machine learning methods for text categorization
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[20]. One problem with PPM is the vast amounts of computational resources it re-
quires [15].

A classifier based on the models built by compression algorithms has several po-
tential advantages over classical machine learning methods: since there is no feature
selection, no information is discarded, as the models describe the classes as a whole
[19]; there is no need to make assumptions about the probability distributions of the
texture classes; the adaptive model construction capability of compression algorithms
offers an uniform way to classify different types of sources [19]; the classification
rule is very simple [20].

This paper proposes a new, simple and efficient texture classifier based on Lempel-
Ziv-Welch (LZW) lossless compression algorithm [21]. The rest of this paper is or-
ganized as follows. Section 2 presents the fundamental concepts of entropy and statis-
tical models; section 3 discusses the model construction capability of lossless com-
pression algorithms, which provides a practical way to approximate statistical source
models, and presents LZW algorithm; section 4 describes the proposed classifier;
section 5 presents the empirical evaluation of the proposed classifier; and section 6
presents a discussion of the results and the concluding remarks.

2 Entropy and Statistical Models

Let S be a stationary discrete information source that generates messages over a finite
alphabet The source chooses successive symbols from A accord-
ing to some probability distribution that depends, in general, on preceding selected
symbols. A generic message will be modeled as a stationary stochastic process

with Let represent a message of length n. Since
the source can generate different messages of length n. Let

denote the of these messages, according to some sorting order, and assume
that the source follows a probability distribution P, so that message is produced

with probability
Let

decreases monotonically with n [22] and the entropy of the source is:

An alternative formulation for H(P) uses conditional probabilities. Let
be the probability of sequence i.e., the probability of

concatenated with symbol and let be

the probability of symbol given The entropy of the order approxima-
tion to H(P) [22] is:
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decreases monotonically with n [22] and the entropy of the source is:

Eq. 4 involves the estimation of probabilities conditioned on an infinite sequence
of previous symbols. In practice, finite memory is assumed, and the sources are mod-
eled by an order-(n-1) Markov process, so that
In this case,

The concept of entropy as a measure of information is central to Information The-
ory [22], and data compression provides an intuitive perspective to the concept. De-
fine the coding rate of a coding scheme as the average number of bits per symbol the
scheme uses to encode the output of a source. A lossless compressor is a uniquely
decodable coding scheme whose goal is to achieve a coding rate as small as possible.
The coding rate of any uniquely decodable coding scheme is always greater than or
equal to the source entropy [22]. Optimum coding schemes have a coding rate equal
to the theoretical lower bound H(P), thus achieving maximum compression.

For order-(n-1) Markov processes, optimum encoding is reached if and only if a
symbol occurring after is coded with bits [15, 22].

However, it may be impossible to accurately estimate the conditional distribution
for large values of n, due to the exponential growth of the number of dif-

ferent contexts, which brings well-known problems, such as context dilution [15].

3 The LZW Algorithm

Even though the source model P is generally unknown, it is possible to construct a
coding scheme based upon some implicit or explicit probabilistic model Q that ap-
proximates P. The better Q approximates P, the smaller the coding rate achieved by
the coding scheme.

In order to achieve low coding rates, modern lossless compressors rely on the con-
struction of sophisticated models that closely follows the true source model. Statisti-
cal compressors encode messages according to an estimated statistical model for the
source. Dictionary-based compressors replace strings of symbols from the message to
be encoded with indexes into a dictionary of strings, which is generally adaptively
constructed during the encoding process. When greedy parsing is used, at each step
the encoder searches the current dictionary for the longest string that matches the next
sequence of symbols in the message, and replaces this sequence with the index of the
longest matching string in the dictionary.

Dictionary-based compressors with greedy parsing, such as LZW, are highly popu-
lar because they combine computational efficiency with low coding rates. It has been
proved that each dictionary-based compressor with greedy parsing has an equivalent
statistical coder that achieves exactly the same compression [15]. In dictionary-based
coding, the dictionary embeds an implicit statistical model for the source.
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The LZW algorithm [21], derived from the LZ78 algorithm [16], is one of the most
successful data compression schemes, due to its modest computational requirements
and good compression efficiency [15].

Initially, the LZW dictionary contains all possible strings of length one. The LZW
algorithm finds the longest string, starting from the first symbol of the message, that
is already present in the dictionary. This string is coded with the index for the match-
ing string in the dictionary, and the string is extended with the next symbol in the
message, The extended string is added to the dictionary and the process repeats,
starting from [15].

LZW achieves optimum asymptotic performance for Markov sources, in the sense
that its coding rate tends toward the entropy of the source as the length of the message
to be coded tends toward infinity [23]. It means that LZW algorithm learns a progres-
sively better model for the source during encoding, and a perfect model for the source
is learned when an infinite message has been coded. In practice, since the messages to
be compressed are finite, LZW only learns an approximate model for the source.

4 The Proposed Method

Due to their capability to build accurate models, modern lossless compressors can be
used as model-based classifiers. Any efficient lossless compressor could be used, but
LZW algorithm was chosen for the method here proposed, due to its good compro-
mise between coding efficiency and modest computational requirements [15].

4.1 The Learning Stage

In the learning stage, the number N of classes is defined, and a training set of tex-
ture samples (n x n images) known to belong to class is selected, i = 1,2, ...N. The
LZW algorithm sequentially compresses the samples in following the horizontal
scanning order shown in Fig. 1 .a, and the resulting dictionary is kept as a model for
the horizontal structure of textures in i = 1,2, …N.

LZW algorithm then compresses the samples in following the vertical scanning
order shown in Fig. 1.b, and the resulting dictionary is kept as a model for the ver-
tical structure of textures in i = 1, 2, ...N.

Fig. 1. Scanning orders, (a) Horizontal; and (b) Vertical.

TEAM LinG



Texture Classification Using the Lempel-Ziv-Welch Algorithm 449

4.2 The Classification Stage

In the classification stage, LZW operates in static mode. In this mode, one of the dic-
tionaries generated in the classification stage is used, and no new strings are added to
the dictionary during the encoding process. Classification is done as follows.

An n x n texture sample x from an unknown class is coded by the LZW algorithm
with static dictionary following the horizontal scanning order shown in Fig. 1.a.,
and the corresponding coding rate is registered, i =1,2, ... N. Then the LZW algo-
rithm with static dictionary encodes x, following the vertical scanning order shown
in Fig. 1.b., and the corresponding coding rate is registered, i =1,2, ... N.

Let

Sample x is assigned to if The rationale is that if x is
a sample from class the dictionaries and probably embeds the model that best
describes its horizontal and vertical structure, thus yielding the smallest coding rates.

5 Experimental Results

Thirty natural textures from the Brodatz album [24], obtained from a public archive,
were selected to evaluate the performance of the proposed method. In the experi-
ments, each Brodatz texture constitutes a separate class. All textures have 640 x 640
pixels, with 8 bits/pixel. This corpus is the same used by Li et al. [14], thus allowing
direct comparison with several state-of-the-art texture classifiers from the literature.
The thirty Brodatz textures used are shown in Fig. 2.

Each Brodatz texture was partitioned in n x n non-overlapping subimages, which
were taken as texture samples. The samples were separated in two disjoint sets, one
for training and the other for testing the classifier. It is important to notice that only
with disjoint sets for training and testing it is possible to reach accurate results. Never-
theless, as pointed out by Randen and Husøy [12] and by Li et al. [14], the use of
overlapping sets is common in the texture classification literature. In these cases,
reported results are normally overoptimistic and not attainable in a realistic situation.

Classification accuracy will be assessed by the correct classification rate (CCR):

In the first experiment, the training set comprised the first three quadrants of each
texture, and the test set comprised the last quadrant of each texture. The effect of the
sample size in CCR was then evaluated for n = 4, 8, 16, 32. The results are shown in
Table 1.

In the second experiment, the sample size was fixed in 32 x 32. Consequently,
there are 400 non-overlapping texture samples in each class. The effect of the training
set size in the classifier accuracy was then assessed. For the evaluation, the proportion
of training samples in each class was set to 1.25% (5 samples), 2.5% (10 samples),
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Fig. 2. Brodatz textures used in the experiments. From left to right and from top to bottom: D1,
D3, D6, D11, D16, D17, D20, D21, D24, D28, D29, D32, D34, D35, D46, D47, D49, D51,
D52, D53, D55, D56, D57, D65, D78, DD82, D84, D85, D101, D104.

3.75% (15 samples), 5% (20 samples), 6.25% (25 samples), 7.5% (30 samples),
8.75% (35 samples) and 10% (40 samples). In each case, all samples not used for
training were used for testing. Table 2 summarizes the results of the proposed method,
along with the results [14] for the single and fused SVM classifier, the Bayes classifi-
ers using Bayes distance and Mahalanobis distance, and the LVQ classifier. The fea-
tures used by the SVM, Bayes and LVQ classifiers are local energies computed in the
discrete wavelet frame transform domain, with five decomposition levels. Fig. 3 pre-
sents a graphical comparison of the CCR achieved by the proposed method and by
fused SVM versus training set size.
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Fig. 3. CCR achieved by the proposed method and by fused SVM versus training set size.
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6 Discussion and Conclusion
This paper proposed a new simple and highly accurate texture classification scheme
based on the LZW algorithm.

In the evaluation of the effect of sample size over classification accuracy, Table 1
shows a substantial increase in CCR from n = 4 to n = 8. This should be expected,
since in many cases the structure of the textures is not adequately captured by very
small texture samples. The proposed method achieved CCR = 100% with 32 x 32
texture samples.

From the second experiment, summarized in Table 2 and Fig. 3, the superiority of
the proposed method over the single and fused SVM, the Bayes classifiers using
Bayes distance and Mahalanobis distance, and the LVQ classifier is evident, and it is
still more remarkable for very small training sets. With only five 32 x 32 training
samples for each class the proposed method achieved CCR = 93.8%, while the second
best method in this situation, Bayes classifier with Bayes distance, achieve
CCR = 79.5%. This shows the capability of the proposed method to learn and general-
ize from very small training sets. This is ratified by noticing that the proposed classi-
fier achieved CCR = 99.7% with only 35 training samples.

Future directions of research include making the classifier invariant to rotation,
scale and illumination; adapting the method for other image classification and seg-
mentation problems; and adapting the method for texture synthesis.
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Abstract. This work proposes a general image classification method,
based in possibility theory and clustering. We illustrate our approach
with a CBERS image and compare the results obtained by applying our
method to other classification methods.
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1 Introduction

Image classification is one of the most important tasks in image processing.
When samples of pixels from each of the classes known to exist in an image are
available, the process most often employed is what is called supervised image
classification. When a single band is considered, this process can be usually
decomposed as follows [6]:

An image I, with pixels is selected, where is the position
of the pixel and is the radiometric value of taken from a given scale

(usually or
A set of classes is selected.
A set of input samples is selected, one for each class. Each

is a set of pixels of I, that are classified by an expert as belonging to
class Similarly, a set of validation samples is selected.
Information is extracted from the classified input samples, which is then used
to classify the image.
A post-classification algorithm may be applied to the classified image, re-
classifying pixels according to the classification of its neighbours.
The quality of the classification is verified by checking how many of the pixels
in the validation sample are correctly classified.

1.

2.
3.

4.

5.

6.

The implementation of item 4 may vary enormously. In the probabilistic
method known as maximum likelihood, classification is implemented in the fol-
lowing manner (see [3]). First, an histogram is constructed for each class
from the samples having as domain. Then, a probability distribution is

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 454–463, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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estimated to each from (usually is supposed to be Gaussian, although
other distributions can be used [10]). Based on these distributions, is divided
into intervals one to each class Finally, all pixels of the im-
age are classified using the intervals in such a way that if belongs to
the interval then is classified in class This approach has two
inconvenients worth mentioning. First of all, it is not always possible to find
a parameterized probability density function effectively adequate to each class
histogram. Apart from that, the partitioning of may generate an erroneous
classification of many pixels, to which it is not always possible to obtain the
correct classification through an eventual post-classification.

Other approaches employ possibility and fuzzy sets theories, either directly
[6] or using some kind of expert system [7],[8]. The approach used in [6] for single
band classification derives possibility distributions from the sample histograms
to first create an imprecise classification of the image, which gets more and
more precise as a neighbourhood algorithm is recurrently applied to it. In this
approach, each pixel is labeled with a set, called a simple class if the set is a
singleton, and a compound class, otherwise. At the end of the process, each pixel
is labeled with a singleton, i.e. a precise class. In [8], for multi-band classification,
rules of thumb are used to derive a possibility distribution for each class in each
band. Then, each pixel in each band is associated to a possibility
distribution of classes; the closest to 1 is the degree of in relation to class

the more possible it is that is the correct class of the pixel. Finally, for
each pixel in the image, the possibility distributions related to each band are
aggregated using some kind of fuzzy operator, such as min.

Here we propose a possibilistic approach to multi-band images classification.
First of all, we clusterize the espectral response elements of the sample of each
class. In this way, we obtain a set of centers for each class, which can be seen as
the class prototypes. We then apply a similarity relation to each of these centers,
thus “enlarging” the classes. To classify a pixel in the image, we verify its likeness
to each class, by using the distance of the espectral response of the pixel to the
class prototypes. We then use an heuristics to determine if the pixel should be
labeled with a compound or to a simple class. Finally, we use the neighborhood
algorithm from [6] to obtain the final classification.

This paper is organized as follows. Section 2 brings some basic definitions.
Section 3 presents the proposed general model and Section 4 discusses some of
its possible implementations. Section 5 brings the conclusion.

2 Basic Issues

2.1 Fuzzy Sets and Possibility Theories

In (classical) set theory, each subset A of an universe U can be expressed by
means of a membership function such that (respec.

expresses that belongs (respec. does not belong) to A. A
fuzzy set [11] is useful when one needs to model an ill-defined quantity. The
membership function of a fuzzy set A is a mapping where
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[0,1] can be any bounded scale. A fuzzy set A of U is said to be “precise”
when such that and and “crisp” when

Possibility theory [12] is closely related to fuzzy sets theory and allows to
deal with ill-known quantities. A possibility distribution is a mapping

associated to a variable whose actual value is unknown. When
(respec. it is completely possible (respec. impossible) that is

the actual value of Although very often confounded in the literature, these
theories are not the same; fuzzy sets theory is comparable to sets theory, whereas
possibility theory is comparable to probability theory.

The intersection and union of two fuzzy sets, or two possibility distributions,
are performed respectively by t-norm and t-conorm operators, which are com-
mutative, associative and monotonic mappings from [0,1] to [0,1]. Moreover, a
t-norm (respec. t-conorm has 1 (respec. 0) as neutral element. The most
well-known conjunctive and disjunctive operators are the min (t-norm) and the
max (t-conorm). Other operators are, for instance, the families of means, situ-
ated between the min and max (e.g. the arithmetic mean).

A similarity relation S on a domain U is a binary fuzzy relation, i.e. a mapping
that satisfies the following properties1:

The application of a similarity relation S on a fuzzy term A, denoted by
creates a “larger” term approximately_A. Formally, we have:

The set of similarity relations on a given domain U forms a lattice (not
linearly ordered) with respect to the point-wise ordering (or fuzzy-set inclusion)
relationship. The top of the lattice is the similarity which makes all the
elements in the domain maximally similar: for all The
bottom of the lattice is the classical equality relation: if

otherwise. The higher a similarity is placed in the lattice (i.e. the
bigger are their values), the less discriminating it is.

A frequently used family of similarity functions for U = R is the following:

where This family enjoys a nice property: if A is a trapezoidal fuzzy set
represented by the quadruple then yields the trapezoidal
fuzzy set When A is precise, say a point then

Some authors require similarity relations to also satisfy the T-norm transitivity
property for all and some t-norm

(i)
(ii)

(reflexivity);
(symmetry).

1
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yields the triangular fuzzy set When applied to the
similarity relation:

yields the interval (a crisp fuzzy set)

2.2 Fuzzy c-Means Algorithm

The fuzzy c-means (FCM) algorithm is one of the most widely used methods in
data clustering and was originally introduced in [1] as an improvement on earlier
clustering methods. In this method, each data point belongs to a cluster to some
degree that is specified by a membership grade.

Basically, the algorithm consists of 2 phases: a) a center is identified for each
cluster; b) a membership function for each cluster is calculated, which takes into
account the center of all the clusters. The membership degree of an element to
a cluster is based on a similarity measure, e.g. the Euclidean distance between
the element and the center of that cluster. The algorithm is applied repeatedly
until a satisfactory set of clusters is obtained. The centers of the clusters in the
first iteration of the algorithm are usually chosen at random.

Since the original algorithm is considered very sensible to initial conditions,
some authors have proposed to use optimization algorithms to create the first
set of centers. In [5], an extension of the fuzzy clustering method is proposed,
which starts with an overestimated number of clusters, that is gradually reduced.
This extension attempts to reduce the sensitivity of the clustering algorithm to
the differences in cluster volumes and the data pattern distributions, aiming at
decreasing dependency on the random initialization.

2.3 Test Image

In the remaining of this paper we use a 3-band CBERS satellite image [4] to both
illustrate and validate our approach. The image has 839 × 650 pixels (see Figure
1a)) and and was taken from the northeast of Rio Grande do
Sul, in Brazil (coordinates UTM: 550.350;6.750.119 and 564.089;6.736.050). The
input samples from the 8 classes of interest (areas with Araucaria, Atlantic rain
forest, reforested Pinus, field, bare soil, roads, clouds, shadows) are shown in
Figure 1b). Both the image and the samples have been taken from [9].

3 General Classification Method

In the following, we propose a supervised method to classify a multi-band non-
binary image, based on possibility theory and clustering. We then discuss some
measures that are useful to obtain the parameters for specific implementations.
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Fig. 1. a) Test image. b) Attribute space of the test image.

3.1 Method

Let I be a multi-band non-binary image with pixels
where is the position of the pixel and is the

radiometric value of in band Let be a set of
classes, and let be the sample associated to class Let be the
set of points associated to in the attribute space and obtained from
i.e., for each pixel we have Let be the distance
between points and in according to a given metric.

For each class we clusterize the points in creating centers2 (or
prototypes) Let and
We associate a possibility distribution to each prototype

and for each point we associate a distribution
These distributions are calculated as

where S is a similarity relation.
For each pixel in the image, we obtain the possibility distribution
of its class, defined as and calculated as

where is a t-conorm.
We use some kind of classification criteria to determine a crisp set of classes
to associate to denoted as
We associate a class to each pixel as
We use some kind of neighborhood algorithm to obtain a single class to

using information about the classes associated to pixel
and to the pixels in its neighborhood.
We use some kind of index to verify whether the quality of the classification
is acceptable, if and when validation class samples are available.

1.

2.

3.

4.

5.
6.

7.

To facilitate notation, we here assume, without lack of generality, that a single fixed
number of centers is obtained for all of the classes.

2
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We obtain different specific implementations of this general method as we
use different values for the items above, such as the clustering algorithm, the
similarity relation S, the classification criteria and the neighborhood algorithm.

3.2 Useful Measures and Other Definitions

After the clustering step, some measures can be derived from the clusters, in
order to help produce parameters for the similarity relation in specific imple-
mentations. The following measures, along with useful definitions, have been
used in our work.

To each center we associate a set with the points in
that are closer to than to any other center of according to Formally,

iff
To each center we associate the smallest and largest distance to it,
from the elements in calculated as and

respectively.
We calculate the distance between each pair of centers. Let

Set denotes the centers that have
the highest potential of having points wrongly classified as belonging to class

It is such that iff
Let Set
denotes the centers that have the highest potential of misclassifying points of
class It is such that iff

Ideally, an image should be such that it would be possible to find a small
number of class cluster centers such that

and When that occurs, we can (theo-
retically) safely create a hypersphere around with radius that will
contain all the points that belong to that class, without intersections with the

Table 1 shows the distance measures that were obtained by clusterizing the
points in the attribute space, in Figure 1b) above, using FCM with
the Euclidean distance, random matrix initialization and the fuzziness exponent
equal to 2.
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hyperspheres associated to any center in any class different of (Note that just
drawing such a compact hypersphere around a center corresponds to applying
the similarity relation to that center.)

Most of the time, however, we may be very far from the ideal situation. Ap-
plying this method to the image shown above would probably yield, for no matter
the number of centers taken, a very poor classification, due to a large overlap
between the classes, and the impossibility of ranking the competing hypotheses.
A solution is to use distance metrics that correspond to modeling other kinds
of volumes, what augments the complexity of the problem and the consequent
cost of solving it. Here we have adopted the use of more discriminating, but still
very simple, similarity relations.

4 A Specific Classification Method

In the following, we present a specific classification method that can be derived
from the general one, using the measures presented above to create the similarity
relations.

We have used the original FCM clustering method as described above in item
1 and in item 3. The neighborhood algorithm from [6] was used in
item 6 to obtain the final classification. The kappa index [2], a popular measure
to evaluate classification performance and which varies between 0 and 1, was
employed to assess the quality of the classification (item 7).

Let be a point in the attribute space. Let be the
possibility distribution of p belonging to class according to center Let

and be the centers with the hightest
possibility degrees in and such that Let
and be arbitrary values. The following classification criteria algorithm
has been used for item 4.

To implement item 2 of the general method, we propose to basically use the
following similarity relation:

Note that and that Note also that, if fuzzy set
A represents a point then yields a trapezoidal fuzzy set given by
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Table 2 brings the results of some experiments undertaken using that relation;
kappa’ and kappa” are the indices obtained, respectively, before and after the
neighborhood algorithm is applied. In that table we have

and
All pa-

rameters have been obtained in a trial and error manner.

We see that, in general, reasonably good results have been obtained with-
out the neighborhood algorithm, but that the application of this algorithm has
greatly improved the overall quality.

Table 3 brings the confusion matrix associated with experiment 1, that ob-
tained the best classification. Figure 2 brings the classified image yielded by that
experiment.

An application of the possibilistic method proposed in [8] for the test image
yielded kappa=79%, using min as aggregation operator of the possibility distri-
butions in each band. An approach based on neural networks presented in [9]
uses a system that integrates three neural nets models: a Multi-Layer Percep-
tron - MLP, a Learning Vector Quantization - LVQ, and a Radial Basis Function
- RBF. This implementation for the test image yielded kappa=77.2%. We see
thus that our best parameterization (kappa=84.7%) performed better for this
particular test image.

5 Conclusion

We have presented a general method for image classification, based in possibility
theory and data clustering. We also presented a particular implementation of the
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Fig. 2. Classified image.

method, which was applied to a CBERS image. The results obtained show that
the approach is very promising. More experiments are needed in order to assess
its quality for a large class of images.

We have obtained very good results in the classification of our test image
with the use of a simple linear similarity relation. However, more complex func-
tions (e.g. bell-shaped) may yield even better results, without any further cost.
Moreover, we have based our tests in the application of similarity relations on
class cluster centers, whereas the application of similarity relations to the axis
between two class centers might also bring better results, but with an additional
cost.

The choice of the clustering method can be very important in our frame-
work. Moreover, clusterizing methods are usually randomic, and the classifica-
tion, made using one set of centers may largely differ from another one. In the
application we have used to illustrate our approach, we have obtained good
results by simply using the original FCM, with a small fixed number of repre-
sentative centers for each sample class. However, that might not be the case in
applications in which some classes are much larger or more sparsely distributed
than others. Let us suppose a small fixed number of centers is used. Then a large
and/or sparse class may have radii so large that it would misclassify points of
denser/smaller classes in its vicinity. On the other hand, if a large number of
fixed centers is used, the cost may become prohibitive. In such cases, a clustering
technique that yields a variable number of centers may become more advanta-
geous.

Although we focus in image classification, this approach can in fact be seen
as a general pattern-matching one. In this particular case, the feature space are
the pixels spectral response in the various bands. Should we only look for the
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single prototype that is closer to the pixel spectral response, then the problem
would be a type of 1-nearest neighbour classification. The approach proposed
here is however more complex, and expected to be more effective in real appli-
cations, since characteristics of the clusters themselves are used to help in the
classification.
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Abstract. This paper presents an overview of current work on the
recognition of sign language and a prototype of a simple editor for a
small subset of the Brazilian Sign Language, LIBRAS. Handshape based
alphabetical signs, are captured by a single digital camera, processed
on-line by using computational vision techniques and converted to the
corresponding Latin letter. The development of such prototype employed
a machine-learning technique, based on automata theory and adaptive
devices. This technique represents a new approach to be used in the far
more complex problem of full LIBRAS recognition. As it happens with
spoken languages, sign languages are not universal. They vary a lot from
country to country, and in spite of the existence of many works in Amer-
ican Sign Language (ASL), the automatic recognition of Brazilian Sign
Language has not been extensively studied. ...

1 Introduction

Brazilian census, conducted by IBGE1 in 2000, reveals an absolute number of
166.000 deaf persons. The most used sign language in Brazil is LIBRAS, which
has been officially recognized as a legal communication mean just in 20022.
This same law imposes that teachers, special educators and speech therapists be
trained for using LIBRAS. The delay in the recognition of brazilian deaf sign
language reflects intense and long dated quarrels between oralists and gestual-
ists. Oralists claim that deaf persons should learn the national spoken language,
while gestualists defend a bi-linguistic approach. The dominance of the oralist
approach until recently (80’s) led to extreme measures, as the complete prohi-
bition of sign language in children education [1]. However, two main factors are
gradually changing this scenario toward a bi-linguistic approach: (1) the growing
acceptance of the richness and importance of the deaf culture, which includes
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Statistics)
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their natural sign language, and (2) scientific discoveries in psychology, indi-
cating that sign communication is essential for early language acquisition and
complete development of deaf children [2].

Natural sign languages are not mere transcription of spoken languages. In-
stead, they are evolving systems, as expressive as any other language, encompass-
ing complex lexical, syntactical and semantical substructures, with specificities
absent in oral languages, like spatiality and iconicity [1]. However, as it happens
with spoken languages, natural sign languages are much more comfortable, flex-
ible and expressive than written languages. Deaf persons communicate by signs
much faster than by writing or typing [3]. Hence, all justifications for researches
in computer speech technologies also applies to sign languages, including text-to-
sign and sign-to-text translators and human-computer interaction based on sign
languages. Besides, as sign languages are not universal - they vary from country
to country, sometimes comprising many different dialects inside the same coun-
try - sign languages translators are also important research goals to be pursued:
an estimate of the number of sign languages around the world ranges from 4000
to 20000 [4].

The specific features of gestural languages turns it impossible to fully reuse
algorithms and methods developed for the speech recognition domain. That is
seldom recognized by computer scientists and engineers who neglect the coop-
eration of deaf communities and specialists in this kind of work [1]. The present
work is just a first step toward the construction of a LIBRAS-to-Portuguese
text converter, which will be used, in the future, as a front-end for applications
such as a LIBRAS-to-Speech translator, or to LIBRAS-controlled interfaces. It
comprises a simple prototype editor which may be trained to understand alpha-
betical hand signs corresponding to Latin letters, captured by a single digital
camera, and a software framework allowing the integration of different machine
learning and computer-vision techniques. Such editor is intended to be used
both as a testbed for different techniques and as a dataset capturing tool, where
body signs and corresponding Portuguese text will be collected to form a huge
database of samples, similar to Purdue’s RVL-SLLL ASL database for automatic
recognition of American Sign Language [5].

Our editor is already being used experimentally on a novel machine learning
approach, based on adaptive decision trees (AdapTree [6]), which has as one of its
main advantage the fact of being incremental, allowing the dynamic correction
of errors even after the training phase (by the user himself), unlike many classic
approaches, for instance, traditional feed-forward artificial neural networks with
backpropagation.

The next section presents some previous work on the automatic recognition
of sign language, followed by a brief introduction to the brazilian sign language.
Section 4 introduces the adaptive technology and the machine learning approach
used in our work. The prototype and some related experiments are shown and
commented in sections 5 and 6. Results analysis, conclusions and future works
are discussed in the last section.
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2 Related Work

Despite some recent work on the recognition of head movements, like nods and
shakes [7], which are very important in sign communication, most of works con-
centrates on hand movement and shape tracking. Besides being an important
feature for sign language recognizers, hand tracking has important applications
in human-computer interaction, virtual reality and sign compression. Applica-
tions include hand-controlled computer games [8], TV-set control by hand move-
ments [8], video-conference compression techniques for deaf communication [3]
and pointing devices that replace the traditional mouse.

The two major classes of hand tracking systems are: (1) data-glove-based,
which rely on electromechanical gloves for virtual reality, comprising several sen-
sors for detecting the position of wrists, hands, fingertips and articulations [9]
and (2) vision-based, that works on continuous frames of digital images contain-
ing the hands [10–13]. The first group usually provides faster and more accu-
rate systems, but the non-intrusive vision-based approach experiments growing
interest with recent advances and larger availability of digital cameras, pow-
erful micro-processors and computational vision techniques. Vision-based tech-
niques may also benefit from the use of hand marks (such as colored gloves) [14]
and infra-red cameras, which facilitate the identification of human-body parts
with noisy backgrounds, but in some degree, at the expense of lower non-
obstructiveness and hardware availability.

Works on hand-tracking which are focused on sign language recognition are
also frequent, and are available for several different languages such as Australian,
Chinese, German, Arabic and American Sign Language [9,12]. Most of current
sign language recognition systems typically include four modules: (1) hands seg-
mentation, (2) parameter extraction, (3) posture recognition and (4) dynamic
gesture recognition.

At the segmentation phase, hands are extracted from the background. This
task may be very hard if bare hands are required with complex background, but
techniques based on luminescence-invariant skin color detection [15], pre-stored
background images and subsequent image differencing are showing promising
results [11]. Parameter extraction reduces the size of the searching model by de-
tecting interesting features in the segmented hand, such as position and relative
angle of fingers and fingertips, hand center and direction, vectors from the hand
center to the board, image moments and orientation histograms [16,12,14].

Posture and gesture recognition involves searching for the sign model which
best fits the extracted parameters. Gesture models must deal with temporal in-
formation and much work has been done in the adaptation of speech recognition
techniques, based on Hidden Markov Chains, to such problems [9,15]. Machine
learning techniques are also being used both in posture- and gesture-recognition,
including artificial neural-networks and neuro-fuzzy networks [12]. Some other
recognition techniques include principal component analysis [17], elastic graph
matching and Kalman filters [13].
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Fig. 1. Examples of Iconic Signs used in LIBRAS. (a) Home (b) Small (c) Keep Silent

3 Brazilian Sign Language

The Brazilian Sign Language, LIBRAS, is a complex, structured and natural
Brazilian language, whose origin is found in the French Sign Language [18].
As it happens with spoken languages, sign languages naturally evolve to take
advantage from its basic communication mean, the relation between space and
body gestures in the case of sign languages, in order to make communication
efficient. For instance, different positions in the space in front of a LIBRAS
user may be assigned to different subjects of discourse, which may be referenced
afterward, simply by pointing operations. Another feature of LIBRAS, important
for its visual nature, is the use of symbols with iconic meaning: figure 1 shows
LIBRAS gestures used to represent home, small and keep silent, respectively.

Though full LIBRAS communication includes head, main body, arms and
movements of other body parties; hand shapes, position (with respect to the
body of the signer) and movement are essential to LIBRAS, as they are used as
basic elements from which more complex sentences may be constructed. A set of
46 basic hands shapes, or configurations, are found in LIBRAS. This set includes
the 19 alphabetic “static” symbols presented in figure 2 (signs for letters
and involve hand movements and are not shown). In LIBRAS, fingerspelling,
the use of alphabetic sequences to form words is restricted to special cases,
such as the communication of acronyms and proper nouns. However, alphabetic
symbols appear as components in a variety of other signs. The sentence what is
your name, for instance, is expressed by doing the sign for the letter ( referring
to the interrogation what - “qual”, in Portuguese ) near the mouth followed
by an horizontal hand movement, shaping the letter (referring to name -
“nome”), from left to right, near the chest. The later example also illustrates
the importance of the position and movement of the hands. More information
on LIBRAS, including a LIBRAS-English dictionary, may be found in [18].

4 Adaptive Devices

The prototype editor developed in this work includes a module that learns to rec-
ognize certain hand signs by analyzing a set of examples previously interpreted
by a human. Even during execution, eventual system recognition errors may be
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Fig. 2. Some LIBRAS alphabetic symbols

corrected by the user, simple by typing the letter and showing the corresponding
hand sign. The ability of the system to evolve its recognition capability by dy-
namically changing its internal structure when new examples arrive is modeled,
in the current work, using adaptive device theory. It is out of the scope of this
paper to detail the full complexity of this theory but the next paragraphs give a
brief introduction to the topic, referencing some works where more information
may be found.

A rule-driven adaptive device [19] is a formal tool obtained by empowering
some device whose operation relies on static rules, such as finite state automata,
with an adaptive layer which transforms the former device’s rules into dynamic
ones. Such adaptive layer, which preserves much of the syntax and semantics
of the subjacent mechanism, is based on simple deletion and insertion actions
that operate on the subjacent mechanism’s set of rules and is activated while
the subjacent mechanism operates. In this way, the initially static structure of
the subjacent device becomes dynamic, although the whole device is essentially
expressed in terms of the subjacent formalism.

Figure 3 shows an adaptive automaton that recognizes the context-dependent
language The subjacent mechanism, figure 3.(a), follows the standard
representation for finite-state automata, with the exception of the [.F] label at-
tached to the transition consuming the symbol This label indicates that an
adaptive function, called F (figure 3.(b)), is expected to be executed just af-
ter performing the transition to which it is attached. Adaptive functions are
described using a notation inherited from semantic nets, with variables being
denoted by a question mark prefix and The asterisk prefix indicates
generators: new, unique, symbols that should be reinstantiated each time the
adaptive function is executed and Vertical parallel arrows give the
function execution direction, from the pattern that should be matched and ex-
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tracted to the pattern that should be included into the subjacent structure. The
illustrating example works as follows: each time some symbol is consumed, the
adaptive function F finds the single empty transition in the automaton, removes
it and inserts two new transitions for consuming the substring bc, with an empty
transition strategically placed between them.

Fig. 3. Adaptive Automaton for (a) Subjacent Mechanism (b) Adaptive Layer

The adaptive technique is already being applied in the solution of prob-
lems in areas as diverse as grammatical inference, automatic music composition,
natural language processing, robotics and computer vision [20,19] with sub-
jacent mechanisms that includes context-free grammars, structured pushdown
automata, Markov chains, decision tables, Petri-nets and decision trees3. In the
work reported in the present paper, adaptive decision trees, which are basically
an adaptive automata that grows on a tree-like structure, have been used in the
implementation of our machine learning strategy. The main features of adap-
tive decision trees, which elect it as a good alternative are: (1) efficient learning
phase, even with large training sets and (2) incremental learning capabilities [6].

5 Development

We have implemented a prototype fingerspelling LIBRAS editor in Java by inte-
grating to our algorithms three auxiliary software packages: an image processing
environment, the ImageJ4; SUN library for time-based devices, the Java Media
Framework (JMF); and a toolkit that support the development and confronta-
tion of different machine learning and data-mining algorithms, WEKA5. The
choice of reusing existing packages, all of them freely available from Internet,
besides facilitating future maintenance and integration to other systems, allowed
a very short and cheap development schedule for the whole environment.

Our prototype works as follows: initially, there is a training phase, when users
must hand-sign letters to a camera, with one hand, and use the other-hand to

Extensive information on adaptive technology may be found at
http://www.pcs.usp.br/~lta. A free graphical IDE for experimenting adaptive au-
tomata may be downloaded from the same site.
ImageJ is available at http://rsb.info.nih.gov/ij/
WEKA is available at http://www.cs.waikato.ac.nz/~ml/WEKA/

3

4

5
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Fig. 4. Parameters extracted from two different handshapes

type the same letter. Training image capture keeps running until a second click
is issued. This procedure is then repeated, several times, for all desired letters:
usually, the more examples are input, the higher the achieved accuracy. After
a special reserved key is pressed, the system enters the next phase, where an
adaptive decision tree is induced (learned), and the user may start the finger-
spelling section, in which no typing is needed. The learning module may be
recalled whenever a wrong guess is detected by the user (the system types a
wrong symbol - different from that which is being signed), just by typing (two
times - one to start and other to stop collecting image frames) and simultane-
ously signing the correct symbol. The ability of the system to incorporate new
training instances and improve its performance during its operation phase is a
differentiated feature of our incremental learning approach.

Besides the simple editor and the learning module, the prototype comprises
a further digital image processing unit that pre-processes the image and extracts
some attributes. The first image processing step involves the application of a So-
bel edge detector. More sophisticated edge detectors, like Canny’s, has also being
tried, but limitations, due to real-time processing requirements, lead us to choose
Sobel. Next, the image is binarized by using the iterative threshold technique,
proposed by Riddler and Calvard [21]. An homogeneous, white, background (as
in figure 2) and a fixed hand position were provided so that handtracking was
not the issue in the current work.

Parameters extraction is based on image moments [16] with a novel approach
that consists in dividing the image in equal-sized rectangular regions, and iter-
atively calculating the image moments for each region. This strategy increases
the parameter set with some local information, which may be important for dis-
criminating some handshapes. Figure 4 illustrate 12 parameters that our method
extracts from three different hand signs. The grid, in red, is placed in the center
of mass of the image and a new center of mass (red rectangle), calculated on
the points inside the grid, delivers the first two parameters (x and y coordinates
of the center). The next parameters capture the direction of the hand (illus-
trated as green arrows) and may easily be calculated as the standard deviation
of the points with respect to the center of mass. The blue rectangles complete
the parameter set, and correspond to the center of mass of each grid region.
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Fig. 5. Cumulative training time for an increment of 10 instances

6 Experiments

For a first test of the learning algorithm performance, we collected a few images
from 9 different signs and created some datasets in WEKA’s file format (arff).
Using the WEKA benchmark utilities, our machine learning algorithm, Adap-
Tree, has been compared to Quinlan’s C4.5, an state-of-art decision tree learning
algorithm. Table 1 presents the ratio of correctly classified instances (RCC) for
both algorithms, using WEKA’s random split test, with a 66% cut, for a dataset
containing 270 instances (30 for each sign). This test randomly chooses 66% of
the dataset instances for training the learning scheme and applies the learned
model to the remaining 34% instances. Table 1 also shows the average training
time. These experiments indicates that the performance of AdapTree and C4.5
is not significantly different, in a non-incremental environment.

The graphic in figure 5 shows the cumulative training time when a set of
10 new training instances are presented to each of the compared algorithms.
In contrast to C4.5, AdapTree does not need to rebuild the tree, from scratch,
each time new instances are obtained. The superiority of AdapTree over C4.5,
regarding incremental learning, becomes evident in the graphic.

7 Conclusion

In this work we presented a prototype for a fingerspelling LIBRAS editor, an in-
novative way for parameter extraction based on the iterative calculation of image

TEAM LinG



472 Hemerson Pistori and João José Neto

moments and a new machine learning approach. Such learning schema was cho-
sen because this work is part of a larger project that aims to develop incremental
learning approaches, mixing symbolic and sub-symbolic learning strategies. The
current solution still lacks some robustness in face of different context training in-
stances, although, it has the advantage of being incremental allowing continuous
training and adjustments. An indirect result of this project was the integration
of different free-software packages into a single framework for the application
of machine learning techniques into machine vision tasks, involving time-based
devices (like webcams). Changing the learning algorithm is very easy, due to the
integration with WEKA. A prototype based on artificial neural networks, for
instance, may be easily achieved, using WEKA’s implementation.

The prototype should now be enhanced with a handtracking phase, possibly
based on skin-color and image differencing [11]. The next version of the proto-
type will be developed with the help of deaf specialists in order to determine
a representative LIBRAS dataset of training instances to be captured from dif-
ferent signalers, and in several environment conditions, in order to form a huge
database for the brazilian sign language, similar to the one already available for
the american sign language [5].
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Abstract. Patrolling is a complex multi-agent task, which usually requires
agents to coordinate their decision-making in order to achieve optimal perform-
ance of the group as a whole. In previous work, many patrolling strategies were
developed, based on different approaches: heuristic agents, negotiation mecha-
nisms, reinforcement learning techniques, techniques based on graph-theory
and others. In this paper, we complement these studies by comparing all the ap-
proaches developed so far for this domain, using patrolling problem instances
that were not dealt with before (i.e. new map topologies). The final results con-
stitute a valuable benchmark for this domain, as well as a survey of the strate-
gies developed so far for this task.

Keywords: autonomous agents and multi-agent systems, coordination and pa-
trolling

1 Introduction

Patrolling is the act of walking around an area in order to protect or supervise it [1].
Informally, a good patrolling strategy is one that minimizes the time lag between two
visits to the same location. Patrolling can be useful for domains where distributed
surveillance, inspection or control is required. For instance, patrolling agents can help
administrators in the surveillance of failures or specific situations in an Intranet [2] or
detect recently modified or new web pages to be indexed by search engines [3]. Pa-
trolling can be performed by multiple agents, requiring coordinated behavior and
decision-making in order to achieve optimal global performance.

Despite its high potential utility and scientific interest, only recently multi-agent
patrolling has been rigorously studied. In the context of an international AI project,
we initiated pioneering work on this issue, proposing different agent architectures and
empirically evaluating them [4, 5, 6]. In this paper, we put together, summarize and
compare the recent advances, pointing out the benefits and disadvantages of each one,
as well as the situations where they are most appropriate. This kind of comparative
study of different AI paradigms for multi-agent patrolling has not yet been done.
Moreover, in order to provide a more precise and richer comparison of the current
approaches, we introduce novel patrolling scenarios corresponding to some environ-
ment topologies, which are thought to be representative instances of the task.

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 474–483, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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Section 2 of this paper describes the patrolling task; section 3 presents various ap-
proaches to this task. The experimental results and comparative study are described in
section 4. Finally, section 5 presents conclusions and discusses future research.

2 The Patrolling Task

In order to obtain a generic, yet precise, definition of the patrolling task, we represent
the terrain being patrolled as a graph, where the nodes correspond to specific loca-
tions and the edges to possible paths, as illustrated in Fig. 3. The main advantage of
adopting this abstract representation is that it can be easily mapped to many different
domains, from terrains to computer networks. Given a graph, the patrolling task stud-
ied in the remainder of this paper consists in using agents moving at an equal speed to
continuously visit its nodes, in a way that minimizes the interval between the visits to
any node.

One of the contributions of our previous work [4] was the identification of evalua-
tion criteria for patrolling, since no patrolling related works [7, 8] have proposed
performance measures. Considering that a cycle is a simulation step, the instantane-
ous node idleness (or simply idleness) for a node n at a cycle t is the number of cycles
elapsed since the last visit before t (i.e. the number of cycles the node n remained
unvisited). The instantaneous graph idleness is the average idleness over all nodes in
a given cycle. Finally, the average idleness is the mean of the instantaneous graph
idleness over a t-cycle simulation. Another interesting measure is the worst idleness:
the highest value of the instantaneous node idleness encountered during the whole
simulation. In order to better evaluate the contribution of each agent when the popula-
tion size varies, the idleness can be normalized by multiplying its absolute value by
the number of agents divided by the number of nodes in the graph.

There are some variations in the patrolling task. For instance, the terrain may con-
tain mobile obstacles or assign different priorities to some regions. In some cases,
such as military simulations, agent communication can be forbidden.

3 Survey on Current Approaches

In this section, we give an overview of the approaches taken by our research groups in
the investigation of the patrolling task. The current approaches for multi-agent patrol-
ling are based on three different techniques: (1) Operations research algorithms, in
particular those used for the Traveling Salesman Problem (TSP); (2) Non-learning
Multi-Agent Systems (MAS), involving classic techniques for agent coordination and
design; and (3) Multi-Agent Learning which, using Reinforcement Learning, allows
the agents to continuously adapt their patrolling strategies . In this work we will not
compare our findings to the results obtained in robot patrolling [9], since the latter
results were rather concerned with dealing with challenges inherent to the complexity
of the real world, such as the necessity for robots to recharge.

3.1 Pioneer Agents

The pioneer work on the patrolling problem, as formulated above, has been done by
Machado et al. [4]. In their article, they proposed several multi-agent architectures
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varying parameters such as agent type (reactive vs. cognitive), agent communication
(allowed vs. forbidden), coordination scheme (central and explicit vs. emergent),
agent perception (local vs. global), decision-making (random selection vs. goal-
oriented selection). The choice of the next node to visit is basically influenced by two
factors: (1) node idleness, which can be either shared (generated by all agents) or
individual (based on the visits of a single agent); (2) field of vision, which can be
local (agent’s neighborhood) or global (entire graph). The experiments they con-
ducted showed two interesting facts: first, agents moving randomly achieved very bad
results. Second, agents with absolutely no communication ability (and whose strate-
gies consisted in moving towards the node with the highest idleness) performed
nearly as well as the most complex algorithm they implemented.

In our experiments (Section 4), we will the compare the most efficient architecture
of each approach with the following two agents: (a) Conscientious Reactive, whose
next node to visit is the one with the highest individual idleness from its neighbor-
hood; (b) Cognitive Coordinated, whose next node to visit is the one with the highest
shared idleness from the whole graph, according to the suggestions given by a central
coordinator. This coordinator is responsible for avoiding that more than one agent
chooses the same next node.

3.2 TSP-Based Single-Cycle Approach

Consider a single agent patrolling over an area. The simplest strategy which comes to
mind would be to find a cycle covering all the area, and then to make the agent travel
around this cycle over and over. In our case, in which areas are represented by nodes
in a graph, the cycle is defined as a closed-path starting and ending on the same node
and covering all nodes possibly more than once. It was shown in [6, 10] that, for a
single agent, the optimal strategy in terms of worst idleness is this cyclic-based one,
where each cycle is calculated as the optimal solution for the Traveling Salesman
Problem. The idea is then to reuse all the classic and solid results from the operations
research and graph theory in determining the cycle.

One way to extend the single-agent cyclic strategy to the multi-agent case is to ar-
range agents on the same closed-path such that, when they start moving through it, all
in the same direction, they keep an approximately constant gap between them. Al-
though this multi-agent extension is not optimal, it can be shown [6, 10] that a group
of agents performing it can achieve a performance, according to the worst idleness
criterion, which is lower or equal to where opt is the optimal
value for the worst idleness and is the length of the edge connecting nodes i and j.
Fig. 1 illustrates two agents patrolling two graphs according to this TSP single-cycle
approach. It is expected that this strategy will perform better in topologies like (a)
than in (b), since the worst idleness is influenced by the longest edge

We call Single-Cycle the agents following this TSP single-cycle strategy. They will
be compared with other agents in Section 4.

3.3 Heuristic Agents

In our initial work [4], a cognitive agent reaches a node using the shortest path. How-
ever, the average idleness of the graph would be lower if the agent had taken longer
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paths, which passed through idler nodes instead. Suppose an agent is located in node v
(Fig. 2), and has chosen node w as objective. The shortest path is v-a-w (length of
100), which passes through node a, whose idleness is 10. However, the path v-b-w,
which is just slightly longer (length of 101), passes through the idler node b (with
idleness 99). This second path, which is much idler, should be chosen. That is the idea
behind the Pathfinder Agents [5].

Fig. 1. TSP Single-cycle patrolling strategy.

Fig. 2. Example of idleness vs. distance dilemma.

Besides improving the path-finding technique, we have also enhanced the agent’s
decision making. In previous work [5], the next-node choice criteria could be either
random or based on node idleness, where an agent chose the node with the highest
idleness. However, if the node with the highest idleness was too far from the agent, it
would be better to choose a nearer node with high idleness. In other words, the choice
of the goal node should be guided by a utility function that takes into account the cost
(distance) and the reward (idleness). Imagine an agent located at node v. In this case,
the node with the highest idleness (w with idleness 100) is relatively far from the
agent (distance of 100). However, b (with idleness of 99) is much nearer (distance of
11). Node b should be chosen. This is the idea behind the Heuristic Agents [5]. These
new variations of the decision-making process and the path-finding were applied to
the previous pioneer agents [5].

In the experiments section we will compare other agents with the Heuristic Path-
finder Cognitive Coordinated Agent, which uses both advanced decision-making and
path-finding, as well as the guidance of a central coordinator.

3.4 Negotiation Mechanisms for Patrolling

We removed the communication restrictions of the previous works [4], allowing the
patrolling agents to exchange messages freely. These agents may need to interact to
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reach their objectives, either because they do not possess enough ability or resources
to solve their problem, or because there are interdependences (both of resources and
of results) between them [11]. In this approach, negotiations have been implemented
as market-based auctions [11]. They are simple interaction scenarios, which makes
them a good choice for reaching agreements [12].

In this light, a typical patrolling scenario has each agent randomly receiving graph
nodes to patrol. Each agent tries to get a set of nodes very near to each other (to
minimize the gap between two visits, and increase the agent’s utility). When the agent
detects a node that it cannot visit within a reasonable amount of time, it initiates an
auction. The other agents (bidders) then check whether there is a node in their own set
that can be traded by the offered one. If such a node is found, the corresponding
bidder offers it as a bid. The auctioneer then chooses the best bid (i.e. the node that is
nearest from the others in its set) and makes the deal with the bidder.

Following the incremental process suggested in [4], we developed new agents
whose utility function only considers the distance between nodes. The main diference
between them is the way the agents perform their auction. In our work, auctions are
either one or two shot, private value and sealed-bid. We have investigated various
market-based MAS architectures; the most eficient are detailed below:

Two-Shot-Bidder Agent (TSBA) – only bids for nodes that increase its utility func-
tion. It promotes a two-shot auction, and thus increases the chances of getting bet-
ter offers.
Mediated Trade Bidder Agent (MTBA) – in this architecture, there is a broker
agent, which informs the auctioneer which agents can be good bidders and which
nodes they can trade.

1.

2.

We then enhanced these agents with the decision-making process for choosing the
next node and the path finding algorithm presented in 3.3. This has resulted in the
following architectures: Heuristic Cooperative Bidder, Heuristic Mediated Trade
Bidder and Heuristic Two-shots. We have also developed the Heuristic Pathfinder
Cooperative Pathfinder Bidder, Heuristic Pathfinder Mediated Trade Bidder, and
Heuristic Pathfinder Two-shots Bidder. Section 4 shows the results obtained with
these most efficient architectures.

3.5 Reinforcement Learning in Patrolling

Reinforcement learning (RL) is often characterized as the problem of learning how to
map situations to actions, in order to maximize some numerical rewards [13]. In [14],
we developed adaptive agents that learn to patrol using RL techniques. In order to
enable these agents to adapt their patrolling strategies automatically via RL, we
mapped the patrolling problem into the standard RL framework, namely the Markov
Decision Process (MDP) formalism [13]. This consisted in defining a state and action
space for each agent individually, and in developing proper models of instantaneous
rewards which could lead to a satisfactory long term performance. Then, a standard
RL algorithm, Q-Learning [13], was used to train individual agents.

Two different agent architectures were considered in this study: the Black-Box
Learner Agent (BBLA), in which the agents do not communicate explicitly, and the
Gray-Box Learner Agent (GBLA), in which the agents may communicate their
intentions for future actions. The action space is the set of actions that let the agent
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navigate between adjacent nodes in the graph. For the BBLA, the state space is
represented by: a) the node where the agent is located; b) the edge where it came
from; c) the neighbor node which has the highest idleness; d) the neighbor node
which has the lowest idleness. The GBLA has the same state representation, plus the
information from the communication of intentions: e) the neighbor nodes which other
agents intend to visit. These simple state definitions (comprising 10.000 and 200.000
possible states for BBLA and GBLA respectively for the maps studied) are feasible
even with traditional Q-Learning implementations.

A function for the instantaneous reward, which showed to be particularly well
suited for the average idleness criterion, was the idleness of the node visited by the
agent. We showed that this reward model implements the concept of selfish utility,
and we compared it with other utility models, such as the team-game utility and the
wonderful life utility [14], that try to take into account indication of the global
(systemic) performance. The selfish model, combined with the GBLA architecture,
showed the best performance among the RL architectures so far.

In the experiments section we will compare GBLA with the other agents.

4 Experimental Results

This section presents the methodology used in order to make possible comparisons
between the best MAS of each subsection of section 3. It details the set-up of the
experiments, the proposed scenarios, the results obtained and a discussion about them.

4.1 Experimental Set-Up

All experiments were carried out using the same simulator, previously developed by
our research groups. The experiments were performed on six maps, which are shown
in Fig 3. Black blocks in the maps represent obstacles. White blocks are the nodes to
be visited. The edges of the graphs are shown in blue. The best architectures of each
approach, indicated in the last paragraph of sections 3.1 to 3.5, were compared for
each Map. Each MAS was simulated with populations of five and fifteen agents. For
each pair (map, architecture) we ran 10 experiments. At each experiment, all the
agents start at the same node, but this starting node varies across the 10 experiments.

Regarding the problem of choosing the appropriate number of cycles for a
simulation, a reasonable approach is to visit each node k times. In the worst case, a
node will stay WI iterations without being visited, where WI is the worst idleness of
the simulation. Hence, each simulation run for 15000 cycles, 15 times the
experimentally observed WI (1000).

4.2 Results

Fig. 4 and Fig. 5 show the results for all maps and agent architectures, for populations
of 5 and 15 agents, respectively. The y-axis indicates the average graph idleness: the
smallest the idleness, the better is the performance of the architecture.

It is clear from these graphics that Single Cycle (SC) obtains the best performance
for all cases, except in the islands map with 15 agents (where Heuristic Pathfinder
Cognitive Coordinated (HPCC) wins) and in the corridor with 15 agents (where there
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Fig. 3. Maps with different corresponding graph topologies on our simulator.

Fig. 4. Results for a population of five agents (where CR = Conscientious Reactive, CC =
Cognitive Coordinated, HPCC = Heuristic Cognitive Coordinated, GBLA = Gray-Box Learner
Agent, HPTB = Heuristic Pathfinder Two-shots Bidder, HPMB = Heuristic Pathfinder Medi-
ated Trade Bidder, SC = Single-Cycle).

is a draw). On the other extreme, the pioneer agents, Conscientious Reactive (CR) and
Cognitive Coordinated (CC), have the worst performances. Regarding the remaining
architectures, for 5-agent population and all graphs, HPCC and Gray-Box Learner
Agent (GBLA) have the second best performance (followed by Heuristic Pathfinder
Two-shots Bidder (HPTB)). For 15 agents and all graphs, HPCC, HPTB and GBLA
have an equivalent performance.
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It is also interesting to analyze the influence of graph topologies and population
size on architectures’ performance. To understand these points, Fig. 6 shows the re-
sults using the normalized average idleness (Cf. Section 2), as well as its standard
deviation. These results are the mean of the results of all maps.

Fig. 5. Results for a population of fifteen agents. For sake of readability, we have hidden the
first two results of CR, which were 73,71 and 107,01, respectively.

Fig. 6. Normalized average idleness with their standard deviations. These results are the mean
of all maps.

With respect to graph topology influence, SC, GBLA and HPCC exhibit the best,
and equivalent, performance variation (the standard deviation varies from 0.77 to
0.99). The negotiating agents’ performance varies more according to the population
size: HPTB has a standard deviation of 1.26 for 5 agents, and Heuristic Pathfinder
Mediated Trade Bidder (HPMB), 1.63 for 15 agents. CC and CG are still the worst
architectures from this perspective (their standard deviations go from 1.79 to 10.24).
Finally, regarding population variation, SC and GBLA exhibit the most stable behav-
ior, i.e., the same performance no matter the number of agents. The others vary their
performance (for the best or the worse): adding agents to the population improves the
normalized performance, but retracting agents, worsens it.
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4.3 Discussion

The most striking finding is the outstanding performance of SC for the three discussed
points of view (the only exception occurred in the island map, as theoretically ex-
pected, since this graph contains long edges). This excellent performance can be ex-
plained by its centralized and explicit coordination scheme (one agent following an-
other in an optimum line and maintaining an equal distance between them), which is
intuitively very effective. However, since this scheme is centralized, predefined and
fixed, this kind of architecture will have problems in some situations such as: dy-
namic environment, as shown in the case of robots needing to recharge their batteries
[9]; huge graphs (thousands of nodes), because of the TSP complexity; and patrolling
task where different regions have different patrolling priorities.

Another interesting finding is the bad performance of the pioneer agents (CR and
CC), indicating that without more sophisticated architectures it is not possible to
tackle such a complex problem as patrolling.

Concerning the other agents, HPCC exhibits the overall second best performance.
It is more adaptive than SC, but it needs tuning for each situation (map and popula-
tion), to balance the weight of distance and idleness in path finding and decision-
making. Like SC, HPCC has also limitations in huge graphs because of pathfinding
complexity. GBLA, which has the third overall best performance (even slightly loos-
ing for HPTB with 15 agents), shows a great adaptation capacity, even when the
population size varies. Moreover, it is the only architecture using local information,
which is a plausible scenario for some applications. The drawback of GBLA is its
training cost, which can be prohibitive in huge graphs. The negotiating agents (HPTB
and HPMB) do not show such a good performance, except in corridor and circular
maps. However, they do not suffer from the problems mentioned above.

5 Conclusions and Further Work

Despite its vast applicative potential and scientific interest, patrolling has only fairly
recently begun to be addressed. In particular, our research groups had been working
on this task using different approaches [4, 5, 6, 10, 13], but had not yet compared
them with a richer benchmark. This article presents an overview of the recent ad-
vances in patrolling and it introduces an original comparative study among them,
pointing out benefits and disadvantages of each one. Such comparison serves not only
as a benchmark and guideline for new multi-agent patrolling approaches, but also for
improving the current ones.

In the near future, we intend to deepen our comparative study, finding better ex-
planations for the current architecture behaviors. We also plan to introduce new sce-
narios and MAS architectures, in particular more dynamic scenarios, huge graphs, and
graphs containing regions with different priorities.
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Abstract. The delegation of decision making to distributed control
agents has been a standard approach to operating large, complex sys-
tems. The performance of these multi-agent systems depends as much on
the decomposition of the overall operating task as on the interplay be-
tween the agents. To that end, game theory has served as a formalism to
model multi-agent systems, understand the innerworking of their agents,
and analyze issues of convergence (stability) and location of attractors
(optimality). This paper delivers simple transformations and algorithms
that allow altruistic agents to induce convergence to Nash equilibrium
points, and draw these attractors closer to the set of Pareto efficient solu-
tions, of dynamic games whose agents’ problems cannot be anticipated.

1 Motivation

Having its roots in the pioneering research of Von Neumann and the insightful
notion of equilibria later introduced by Nash, game theory has played a part in
a number of scientific fields, ranging from the analysis of economic markets to
the understanding of population growth [1,2]. More recently, it has served as a
tool to specify control policies for robots in dynamically changing environments
[7], a model to design multi-agent systems and understand the interplay of their
agents [3], and a formalism to analyze the operation of dynamic networks with
networks of distributed control agents, in which the tasks of agents are specified
separately rather than obtained from the decomposition of an overall task [4,6].

Either in application domains or within the formalism of game theory, issues
such as the existence of equilibria (Nash or fixed point) and algorithms for the
agents that draw their decisions to these attractors are recurring themes. To that
end, this paper extends our preceding work [8,5] to the domain of uncertain,
dynamic games, that is, dynamic games where the problems of the decision
makers evolve in time. Section 2 presents the formalism of uncertain dynamic
games, introducing simple yet effective problem transformations to i) stimulate
convergence of the agents’ iterative solutions to Nash equilibria (the altruistic
factors for convergence) and ii) draw these attractors to optimal operating points
known as Pareto efficient solutions (the altruistic factors for attractor location).
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Section 3 narrows the focus to games whose agents’ objectives are quadratic
functions and looks into the issue of convergence. Section 4 tackles the issue of
attractor location in uncertain quadratic games, providing a thorough analysis
of convergence and rate of convergence of an algorithm that altruistic agents can
implement to draw the attractor towards Pareto optimal solutions.

2 Background

This section introduces the essentials of (infinite) uncertain, dynamic games
to pave the way for the following developments. In these games, the players
can choose their decisions from an infinite set, their goals or pay-off functions
cannot be fully anticipated, and their decisions evolve in time, in part due to
the time-varying nature of their goals but also as a consequence of the iterative
processes that they use to reach their goals. Time is divided in a sequence of
non-overlapping time intervals or windows, indexed by variable during which
the agents’ goals are time-invariant, so switching between goals can occur only at
the extremes of the time windows. Each of a set of M agents is told what has to
be done but not how to reach its goal, i.e. the behavior of the agent is specified as
an optimization problem. The agents’ iterative search for the optimal solutions
to their problems gives rise to a dynamic game. Thus, two issues of concern
are stability, which refers to the convergence of the agents’ decisions to fixed
points (Nash equilibria), and optimality, which refers to the distance between
the location of these attractors and the globally optimal solutions (the Pareto
solutions). Hereafter, is the vector with the decisions under the
authority of the agent, where is the dimension of agent decision
vector, and is the vector of all decisions.

Definition 1. is agent family of problems, each of
which has the form:

where: is the vector with the decisions under control of the agent;
is the vector with the decisions of the other agents; is a twice continuously
differentiable function; and is the number of problems.

Definition 2. is agent set of cost functions.

Definition 3. is a random variable with the problem being solved
by agent during time window and whose probability of taking on a partic-
ular value is given by the distribution (Thus, is the
probability that agent behaves according to for the duration of interval
Correspondingly, is a variable with the objective function of

Definition 4. is the random variable that results from the aggregation of
the elements of  that is,
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Assumption 1 The reaction set of agent to the decisions of the
others consists, for the length of window of the solutions to that satisfy
the first-order optimality conditions, i.e.

Further, the agent’s reaction function arises from the choice of one
element from thus is the resulting iterative
process, where is the iterate of (within time window and

is a function such that

Definition 5. is the parallel, iteration function in-
duced by the reactions of M agents, within time window implying that the
parallel iterative process is where denotes the

iterate of the decisions of the agents.

From the above definitions, a Nash equilibrium point can be defined as a
vector such that meaning that no agent has any incentive
to deviate from its decision provided that the other agents stick to their
decisions. Often we will use the time index as a superscript rather than a
function parameter, e.g. might be used in place of Convergence depends
as much on the agents’ problems as on the iterative processes they use to solve
their problems. One or more agents can promote, possibly induce, convergence
to a Nash point by performing simple transformations to their problems. The
factors that render these transformations are henceforth referred to as altruistic
factors for convergence and the agents that implement them, altruistic agents.

Definition 6. A vector is referred to as agent altru-
istic factor for convergence. Agent is competitive if

Definition 7. is the vector of all convergence factors.

Proposition 1. If agent uses convergence factor during time window
so as to replace by where
is a diagonal matrix of dimension whose diagonal corresponds to
the entries of  then the agent’s reaction becomes

Definition 8. is agent iteration function
under altruism.

Proposition 2. Let be a vector with the altruistic factors.
If the agents modify their problems according to Proposition 1, is Lipschitz
continuous, and then the iterative process effective within window

becomes more contractive by a factor of at least

In view of the above developments, the altruistic agent can promote con-
vergence and increase the rate of convergence by choosing a suitable factor
Not unlike the convergence factors, altruistic agents can play a part in the issue
of optimality by transforming their problems with altruistic factors for location.

Definition 9. For the agent, a vector is referred to as its
altruistic factor for attractor location. Agent remains competitive if
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Definition 10. is the vector with the factors for attractor
location of all the agents.

Proposition 3. If the agent applies the altruistic factor  to replace its

Definition 11. is agent iteration function
under altruism for attractor location.

Proposition 4. Let be a vector with the altruistic factors
for attractor-location within time window (The competitive agent keeps

If the agents modify their problems as delineated in Proposition 3,
then the resulting iterative process inherits the same contraction properties of
the original process while, on the other hand, the attractor is relocated at the
point that solves the equation

According to the above proposition, the convergence properties of the iter-
ative process are invariant to the influence of the altruistic factors for location.
This allows an altruistic agent to search within the space of for improved
solutions without meddling with convergence.

3 Uncertain, Quadratic Games

Quadratic games are a special case of the general class of games where the agents’
objectives are quadratic functions, whose definition and specifics follow below.

Definition 12. In the domain of uncertain, quadratic games, each element of
is of the form:

where: is the vector with agent decision variables; is the
vector with all of the decisions; is a symmetric and positive definite matrix;

is a vector; and is a scalar.

The decomposition of into submatrices and into subvectors allow us to
put (2) into the form:

With the aim of facilitating the developments, the random variable with
the problem for window will be replaced by the triple
Then the iterative process of agent for the length of window becomes:

objective function  by then its reaction becomes
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By aggregating the iterative processes of all the agents we obtain the overall
iterative process which consist of the iterative solution of the linear equation:

where:
and The

solution to (5) leads to the iterative process:

3.1 Inducing Convergence

In the event of agent becoming altruistic, its iterative process takes the form:

The aggregation of the iterative processes induced by altruistic agents, where the
competitive agent sets consists of solving the equation

which leads to the overall iterative process

Proposition 5. If has for a matrix norm
induced by some vector norm then the iterative process (7) induces

a contraction mapping that converges linearly to an attractor

This proposition asserts that the agents can induce convergence, for the sake
of stability, by setting sufficiently small values to their altruistic factors

4 Relocating Attractors in Quadratic Games

This section focuses on the issue of moving the attractor of a convergent,
quadratic game towards Pareto efficient solutions. It looks into the specifics
of altruistic factors, analyzes the influence of these factors on the attractor’s
location, and then delivers an algorithm to draw an attractor to the closest loca-
tion to the Pareto optimal set, according to a criterion that quantifies closeness.
An altruistic agent for attractor location will solve a variant of its original
problem:

where is the vector with agent altruistic factor and
for all and the remaining variables and parameters are identical to those
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of The iterative solution of problem gives rise to the agent’s
iterative process, namely:

As in the previous section, the full iterative process which spells out the
way the altruistic agents behave assuming that any competitive agent holds

can be obtained from the equation
where and were defined in the preceding section, and

The corresponding iterative process is:

For every we will assume that the corresponding and
satisfy for some matrix norm induced by some vector
norm which ensures that as well as are contraction mappings. In
turn, this assumption guarantees that the agents’ iterative processes are conver-
gent within any time window.

4.1 Predicting the Location of the Attractor

By rearranging the terms of (10), the location of the attractor can be
expressed as a linear function of its original location (when and the
elements of Formally, the location of the attractor is:

Notice that admits an inverse because Let
denote the set with the ids of the agents that behave altruis-

tically. These agents can organize themselves to learn their individual influence
on the attractor’s location: for each agent can systematically per-
turb the value of each entry of sense the location of the resulting attractor

and then compute from these measurements. (Notice that the al-
truistic agents can identify (11) by just sensing the location of the attractor,
without having to be informed about the other agents’ prevailing problems.)

4.2 Minimizing the Expected Value of the Agents’ Objectives

Because multi-objective problems do not have one optimal value, but rather a
set of nondominated solutions, the choice between Pareto efficient solutions is up
to the decision-maker. One way of improving the location of the attractor is to
minimize the expected value of a function of the agents’ objectives, another is the
maximization of the minimum decrease of their objectives. We have conducted
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full-fledged analyses of both criteria, including algorithms and conditions for
convergence, but herein we focus on the former metric. The task of minimizing
the expected value of the agents’ cost functions can be expressed as:

where: is a vector with non-negative weights spelling
out the relative importance of the agents’ objectives; is the variable with
agent problem, whose probability of being during time window is

is the vector with altruistic factors; and
is the location of the attractor according to (11). Through algebraic

manipulation of(12), can be recast as:

where For a suitable matrix vector and scalar
can be put in a more compact form:

It is worth pointing out that has full column rank—notice that that
is a subset of the columns of This remark and the fact that

is positive definite, for all and lead us to conclude that is positive
definite.

Two standing issues are the computational cost to put together from
the elements of and its distributed solution by altruistic agents. With respect
to the first issue, it is simple to deduce that the number of arithmetic operations
(additions and multiplications) to obtain and is of the order
where If the altruistic agents employ Strassen’s
algorithm for matrix multiplication and share the computational burden, the
cost can be reduced to per altruistic agent.

After obtaining the altruistic agents can solve this problem by coordi-
nating their effort: in turns, each agent computes to reduce and then
implements the revised altruistic factor in its iterative process, thereby drawing
the attractor to an improved location. To compute agent solves a reduced
form of
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In what follows, we formalize the procedure outlined above and demonstrate that
the series of solutions yielded by the agents, as they solve the set of problems

converges to a solution to Theoretical insights into
the rate of converge are also established.

Procedure 1: Solving

The proposition and its corollary that follows establish the rate at which the
solution iterates produced by the altruistic agents converge to a solution to

Proposition 6. Consider a dynamic game whose iteration function is con-
tractive. Let be the sequence of iterates produced by the altruistic agents as
they follow Procedure 1, but in which they schedule their iterations so that agent

runs if and only if If the agents use
the steepest-descent algorithm and compute the optimal step to solve then

where is the minimum eigenvalue of

and is its maximum eigenvalue.

Proof. The altruistic agents succeed in following Procedure 1 since is con-
tractive, rendering (11) a precise prediction of the attractor’s location. Thus
the value of predicted by will be the same attained at the attractor

This allows the analysis to be confined to the sequence Without
loss of generality, we can drop the index and assume for the sake of simplicity
that as defined in is minimized at and that Thus:

where is symmetric and positive definite. Let correspond to the
agent of the turn. Its iteration can be described by:

where: is an diagonal matrix, such that
(i.e., projects the gradient onto the space of

and is the step in the direction For this problem, (15) becomes:
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Denote and If then agent cannot improve the
current solution So we assume that making this iteration an element
of First, we compute the optimal step as follows:

which implies that the optimal step is From the step the
value of the objective at the next iterate can be computed:

Because Q is symmetric, it admits a decomposition where
and with being an eigenvalue of for each
agent and Substituting the decomposition for Q in (17) we obtain:

where and We can deduce from (18) that
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where is the minimum eigenvalue of Q and is its maximum.

Corollary 1. The altruistic agents produce a sequence of iterates that
induces linear convergence of the sequence to the optimal objective

at the rate

The corollary shows that the rate of convergence depends on and its de-
composition in convergence speed increases as the agents’ influences on

become more homogeneous; and the relative effort of each altruistic agent
tends to decrease as the number of agents increases, if compared to the effort of
solving with a single agent, but the price is slower convergence rate.

5 Final Remarks

The developments heretofore have addressed the issues of convergence to and
location of attractors in uncertain, dynamic games with emphasis on quadratic
games. Simple, but effective problem transformations have been designed for
altruistic agents that intend to induce convergence and improve the location of
attractors, in particular an algorithm was designed for quadratic games whose
convergence speed was examined. For quadratic games, we have already devel-
oped but not yet published a convergent algorithm that maximizes the minimum
decrease in the objective of all or a subset of the agents, and also provided ap-
plications in model predictive control. For general games, we have conceived a
trust-region-based algorithm whose convergence properties are under investiga-
tion.
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Abstract. We elaborate on the verification of properties of electronic
institutions, a formalism to define and analyse protocols among agents
with a view to achieving global and individual goals. We formally define
two kinds of norms, viz., the integrity norms and obligations, and provide
a computational approach to assess whether an electronic institution
is normatively consistent, that is, we can determine whether its norms
prevent norm-compliant executions from happening. For this we strongly
rely on the analysis of the dialogues that may occur as agents interact.

1 Introduction

An important aspect in the design of heterogeneous multiagent systems concerns
the norms that should constrain and influence the behaviour of its individual
components [1–3]. Electronic institutions have been proposed as a formalism to
define and analyse protocols among agents with a view to achieving global and
individual goals [4, 5]. Norms are a central component of electronic institutions.
As such, it is fundamental to guarantee that they are not wrongly specified,
leading to unexpected executions of electronic institutions, and that an electronic
institution indeed complies with its norms.

In this paper we propose a definition for norms and a means of assess-
ing whether an electronic institution is normatively consistent. In other words,
given an electronic institution specification, we want to determine whether its
norms prevent norm-compliant executions from taking place. For this purpose
we strongly rely on the analysis of the dialogues that may occur as agents in-
teract by exchanging illocutions in an electronic institution. Since the execution
of an electronic institution can be regarded as a multi-agent dialogue, we can
analyse such dialogue to assess whether it abides by the institutional norms.
Hence, execution models of electronic institutions can be obtained as dialogue
models. Thus, our approach can be regarded as a model checking process based
on the construction of models for the enactment of electronic institutions. Here-
after, the purpose of the verification process is to evaluate whether such models
satisfy the institutional norms.

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 494–505, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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In the next section we define the components of an electronic institution. In
Section 3 we introduce a precise definition of norms and subsequently show how
they can be verified. Finally in Section 4 we present our conclusions, compare
our research with related work and give directions for future work.

2 Electronic Institutions

Electronic institutions (EIs) structure agent interactions, establishing what
agents are permitted and forbidden to do as well as the consequences of their
actions. Next, we put forth definitions of the components of an EI – these
are more thoroughly described in [6]. We assume in this paper the existence
of a finite and non-empty set of unique agent identifiers

2.1 Dialogic Frameworks and Dialogues

In the most general case, each agent immersed in a multi-agent environment
is endowed with its own inner language and ontology. In order to allow agents
to interact with other agents we must address the fundamental issue of putting
their languages and ontologies in relation. For this purpose, we propose that
agents share, when communicating, what we call the dialogic framework that
contains the elements for the construction of the agent communication language
expressions. Furthermore the dialogic framework also defines the roles that par-
ticipating agents can play.

Definition 1. A dialogic framework is a tuple where O
stands for an ontology (vocabulary); stands for a content language to express
the information exchanged between agents using ontology O; P is the set of
illocutionary particles; and R is the set of internal roles.

Within a dialogic framework the content language allows for the encoding of the
knowledge to be exchanged among agents using the vocabulary offered by the
ontology. The expressions of the agent communication language are defined as
below:

Definition 2. The language of a dialogic framework
is the set of expressions such that the set
of agent identifiers; a variable-free expression of is
a time tag.

That is, the language of a dialogic framework is the collection of all the grounded,
variable-free expressions that agents employing the dialogic framework may ex-
change. Intuitively, denotes that agent ag incorporating role

sent to agent incorporating role contents at instant
We also need to refer to expressions which may contain variables. We provide

the following definition with this aim:
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Definition 3. The pattern language of a dialogic framework
is the set of expressions such that

are agent variables or agent identifiers from the set are role
variables or role identifiers in is an expression which may contain
variables; and is either a time variable or a value in

Henceforth we shall refer to expressions as illocutions, represented generi-
cally as i, and to expressions as illocution schemes, represented generically
as i*. It follows from the definitions above that

Although a dialogic framework defines a set of illocutions that agents may
exchange, we consider that agents, as human beings, engage in conversations.
Conversations structure agents’ interactions, by imposing an order on the illo-
cutions exchange and represent the context where exchanged illocutions must
be interpreted. As a conversation evolves, a dialogue, an ordered sequence of all
illocutions exchanged among agents, is generated.

Dialogues represent the history of conversations and the analysis of the prop-
erties of a conversation can be conducted on the basis of its dialogues. We hence
formally introduce the notion of dialogue as a core element upon which we carry
out the analysis of conversations and, ultimately, of dialogic institutions:

Definition 4. Given a dialogic framework DF and its language we define
a dialogue over as any non-empty, finite sequence such that

and

From the definition above we obtain all the possible dialogues that a group of
agents using a dialogic framework may have. We next define the set of all possible
dialogues of a dialogic framework:

Definition 5. Given a dialogic framework DF, we define the dialogue set over
represented as as the set containing all possible dialogues over

Clearly, the set of all possible dialogues is infinite, even though the com-
ponents of the corresponding dialogic framework DF are finite – the very same
illocution can be uttered an infinite number of times with different time stamps.

A single dialogue solely contains only grounded illocutions. If we consider in-
stead a sequence of illocution schemes i*,  the very same sequence may produce
multiple dialogues as values are bound to the free variables in the illocution
schemes. Therefore, we can employ a sequence of illocution schemes for repre-
senting a whole set of dialogues that may occur. And thus, we can think of
undertaking the analysis of a set of dialogues from the sequence of illocution
schemes that generates them.

Definition 6. Given a dialogic framework DF and its pattern language
we define a dialogue scheme over as any non-empty, finite sequence

such that

In order to relate dialogue schemes and dialogues we rely on the concept of
substitution, that is, the set of values for variables in a computation [7,8]:
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Definition 7. A substitution is a finite and possibly
empty set of pairs being a first-order variable and an arbitrary first-
order term.

A dialogue scheme and a dialogue are thus related:

Definition 8. Given a dialogic framework DF, we say that a dialogue scheme
is a scheme of a dialogue iff there is a

substitution that when applied to  yields (or unifies with)
that is,

The application of a substitution to a dialogue scheme is defined
as the application of the substitution to each that is,

The application of a substitution to follows the usual definition [8]:
1.
2.
3.

for a constant

for a variable such that if then
The first case defines the application of a substitution to a constant Case 2
describes the application of a substitution to a generic illocution scheme

the result is the application of to each component of
the scheme. Case 3 describes the application of to a generic variable the
result is the application of to the term T to which is associated (if
or itself if is not associated to terms in

2.2 Scenes

Within the framework of an electronic institution, agent conversations are ar-
ticulated through agent group meetings, called scenes, that follow well-defined
interaction protocols. In other words, not all sequences in make sense, so
some structure upon dialogues seems unavoidable.

A scene protocol is specified by a directed graph whose nodes represent the
different states of a dialogic interaction among roles. From the set of states we
differentiate an initial state (non reachable once left) and a set of final states
representing the different dialogue ends. In order to capture that final states
represent the end of a dialogue they do not have outgoing arcs. The arcs of the
graph are labelled with illocution schemes (whose sender, receiver, content, and
time tag may contain variables). We formally define scenes as follows:

Definition 9. A scene is a tuple where
R is the set of scene roles; DF is a dialogic framework; W is the set of scene
states; is the initial state; is the set of final states;
is a set of directed edges; is a labelling function, which maps
each edge to an illocution scheme in the pattern language of the DF dialogic
framework; min, Max : and return the minimum and
maximum number of agents that must and can play role

We formally define the dialogue schemes of a scene:
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Definition 10. The dialogue schemes of a scene
is the set of sequences

where is the identifier for scene S or a variable, and
and

The dialogue schemes of a scene are the sequence of labels of all paths
connecting its initial state to a final state The and are
required to precisely identify the context in which an illocution was uttered –
this is essential to our notion of norms, as we shall see below.

The dialogue schemes of a scene allow us to obtain all the concrete dialogues
accepted by the scene via appropriate substitutions assigning values to all vari-
ables of the illocutions. We define the set of all (concrete) dialogues of a scene
as follows:

Definition 11. The dialogues of a scene
is the set of sequences

where is the identifier for scene and and is a
substitution providing values to all variables of the illocution schemes

The dialogues accepted by a scene are the ground versions of its dialogue schemes,
that is, the sequence of labels of a path through the scene with all variables re-
placed with constants. Given a dialogue scheme we can derive infinite ground
versions of it – however, as we shall see below, we provide means to express con-
straints on the values that the illocutions’ variables may have. Extra constraints
limit the number of possible applicable substitutions and, hence, concrete dia-
logues.

2.3 Performative Structures

While a scene models a particular multi-agent dialogic activity, more complex
activities can be specified by establishing networks of scenes (activities), the so-
called performative structures. These define how agents can legally move among
different scenes (from activity to activity). Agents within a performative struc-
ture can participate concurrently in different scenes.

Definition 12. Performative structures are recursively defined as:

A scene S is a performative structure.
If and are performative structures, is a performative
structure, where means that the execution of is followed by
the execution of
If and are performative structures, is a performative
structure, where stands for the interleaved execution of and

If PS is a performative structure, is a performative structure, where
stands for executions of PS, where
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A performative structure defines all the dialogues that agents may have within
an electronic institution, by fixing the scenes in which agents can be engaged and
how agents can move among them. Notice that the execution of a performative
structure must be regarded as the execution of its different scenes. Moreover,
executions of different scenes can occur concurrently.

We can define the dialogues accepted by performative structure PS, denoted
by using the definition of performative structures above. For that we must
define the operator that given two input dialogues

and merges their illocutions taking into account their time stamps.
More formally, given dialogues and

where for some
Furthermore, for any two illocutions and

such that then The concatenation
operator  over sequences is defined in the usual fashion.

We can now define the dialogues accepted by each performative structure.

Definition 13. The dialogues of a performative structure PS are thus
obtained:

If PS = S, i.e., a scene, then as in Def. 11.
If then
If then
If PS is of the form then

3 Norms in Electronic Institutions

Agents’ actions within scenes may have consequences that either limit or enlarge
their future acting possibilities. Some actions may create commitments for fu-
ture actions, interpreted as obligations, and some actions can have consequences
that modify the valid illocutions or the paths that a scene evolution can follow.
These consequences are captured by a special type of rules called norms which
contain the actions that will activate them and their consequences. Notice that
we are considering dialogic institutions, and the only actions we consider are the
utterance of illocutions. In order to express actions within norms and obligations
we set out two predicates:

denoting that a grounded illocution unifying with the illo-
cution scheme i* has been uttered at state of scene S identified by

denoting that a grounded illocution unifying with the illocution
scheme i*  has been uttered at some state of scene S identified by

Therefore, we can refer to the utterance of an illocution within a scene or when
a scene execution is at a concrete state.

3.1 Boolean Expressions

In some cases the activation of a norm will depend on the values bound to the
variables in the illocution schemes and on the context of the scene (the previous

or
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bindings) where the illocution is uttered. With this aim, we incorporate boolean
functions over illocution schemes’ variables as antecedents and consequents of
norms.

The expressions over illocution schemes variables have the following syntax:
op where and are expressions of the appropriate type. The types of

variables must be of any basic type: string, numeric and boolean, a type defined
in the ontology, or a multi-set of them. We are currently using this reduced set
of operators:

where represents a basic type or any type defined
in the ontology.

where represents a basic type or any
type defined in the ontology that may have equality.

where represents a basic type
of any type defined in the ontology.

Notice that illocutions are tagged with the time at which the illocution is ut-
tered. We consider such tags as numeric, and so, we can apply to them the
same operations as to numeric expressions. Hence, order among the utterance of
illocutions can be expressed via numeric operators over them.

Moreover, when a scene is executed we keep all the bindings produced by
the uttered illocutions. Therefore, we can make reference to the last one or to a
set of bindings for a giving variable(s) and use this in the expressions mentioned
above. We can apply the following prefix operators to obtain previous bindings:

stands for the last binding of variable
stands for the multi-set of all the bindings of variable in the

last subdialogues between and is represented as for
simplicity.

stands for the multiset of the bindings of variable in all subdialogues
between and

(cond): stands for the multi-set of all the bindings of variable in the
last sub-dialogues between and such that the substitution where

the binding appears satisfies the cond condition.

3.2 Integrity Norms and Obligations

We now put forth formal definitions for two types of norms in electronic institu-
tions, the integrity norms and obligations. In both definitions below we can also
have subformulae.

Definition 14. Integrity norms are first-order formulae of the form

where are scene identifiers, is a state of scene is an illocution
scheme of scene and are boolean expressions over variables from illocution
schemes
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Integrity norms define sets of actions that must not occur within an institu-
tion. The meaning of these norms is that if grounded illocutions matching the
illocution schemes are uttered in the corresponding scene states, and
expressions are satisfied, then a violation occurs

Definition 15. Obligations are first-order formulae of the form

where are scene identifiers, are states of and respectively,
are illocution schemes of scenes and respectively, and are

boolean expressions over variables from the illocution schemes and respec-
tively.

The intuitive meaning of obligations is that if grounded illocutions matching
are uttered in the corresponding scene states, and the expressions
are satisfied, then, grounded illocutions matching satisfying

the expressions must be uttered in the corresponding scene states.
Obligations assume a temporal ordering: the left-hand side illocutions must

have time stamps which precede those of right-hand side illocutions. Rather than
requiring that engineers manually encode such restrictions, we can automatically
add them – given our definition above, we can add the extra boolean expressions

to our obligations, where
and are the time stamps of, respectively, and being the greatest
value of time stamp on the left-hand side illocutions (that is, the time stamp of
the latest illocution) and the lowest value of time stamp on the right-hand
side illocutions (that is, the time stamp of the earliest illocution).

3.3 Semantics of Norms

In order to define the semantics of our norms and obligations we need first to
define the meaning of the predicates and We shall
employ a function that maps illocution schemes,
dialogues and substitutions to true and false1.

Definition 16. The semantics of or wrt
a set of dialogues and a substitution is:
1.

2.

iff there is a dialogue

Our predicates are true if there is at least one dialogue
in with an element (an illocution of the dialogue without its

1 We distinguish between the constants and which are part of the syntax
of formulae and the truth-values true and false. Clearly, and

for any and

with for some
iff there is a dialogue

with for some
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substitution applied to it) in it that is syntactically equal to In the
case of we do not care what the value of is.

In the definition above, we can understand as parameter whose value is
determined, confirmed or completed by the function. The substitution plays
an essential role in finding the truth value of our boolean expressions.

We also need to define a semantic mapping for our boolean expressions
over illocution scheme variables. We shall use the same K function introduced
above, extending it to cope with expressions as introduced previously.

Definition 17. The semantics of a boolean expression wrt a set of dialogues
and a substitution is

The “op” operators are all given their usual definition. For instance,
iff that is, the expression is true iff

the value of variable in belongs to the set of values comprising set Ag. The
auxiliary mapping where is the union of all types in the
ontology, is defined below.

Definition 18. The value of a non-boolean expression wrt a substitution
is:

1.
2.
3.
4.

for a constant

Case 1 defines the value of a constant as the constant itself. Case 2 describes
how to obtain the value of an arbitrary variable appearing in illocution schemes.
Case 3 describes how functions are evaluated: the meaning of a function is given
by the application of the function to the value of its arguments. Finally, case 4
defines the value of a set as the set of values associated with the set name in the
substitution – sets are treated like any other ordinary constant.

We finally define the meaning of our norms, depicting how the logical opera-
tors and are handled in our formalisation. Our atomic formulae are
or denoted generically as Atf; Atfs denotes a conjunction of atomic formulae,

The logical operators are defined in the usual way:

Definition 19. The semantics of a norm is given by
1.

2.

iff or

Case 1 depicts the semantics of the operator: it yields true if the formulae
on its left and right side evaluate to the same truth-value. Case 2 captures the
semantics of the conjunction it yields true if its subformulae yield true.
The base cases for the formulation above are and whose semantics are
represented in Defs. 16 and 17 above.

iff
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3.4 Verification of Norms

We want to verify that the set of dialogues of a performative structure PS
satisfies a set of norms that is, One option is to verify that there
exists at least one dialogue in such that

All integrity norms are satisfied, that is, the performative structure does not
contain situations in which a violation occurs.
There are no pending obligations, that is, all acquired obligations (right-hand
side of an obligation) are fulfilled.

We notice that the verification of norms in e-institutions as formalised in this
work amounts to a restricted kind of first-order theorem proving. The restric-
tion however does not affect the complexity of the task and attempts to auto-
mate it are limited by the semi-decidability of first-order theorem proving [9,
8]. Notwithstanding this theoretical result, we can adopt some practical sim-
plifications to make the verification decidable: if we assume the sets from our
ontology are all finite, then the verification process amounts to theorem proving
with propositional logics, which is decidable. Our previous formalisation nat-
urally accommodates the proposed simplification: an initial substitution

formally represents all sets from
our ontology – it is essential to our approach that all sets be finite collections
of constants. We can define our finite verification of a norm N wrt the set of
dialogues of a performative structure as that is, we
would like to obtain a substitution which (added to the initial makes N
hold in Since the value of all variables should ultimately come from a set
in our ontology and given that all these sets are finite and part of the initial sub-
stitution then we can obtain that assign values to each illocution scheme
variables – provided there are such values that satisfy the boolean expressions
in N. We can extend this definition to cover sets of norms

iff
The substitution functions as a model: by using its values for the

illocution scheme variables, we can construct a subset
(i.e. exactly one dialogue scheme), such that The only dialogue
scheme in consists of a single path through the scenes of the performative
structure. This dialogue, together with its substitution sigma provides a norm-
compliant execution for the institution.

The complexity of our verification is an exponential function on the number
of values for each variable, in the worst case. The verification works by choosing
a value for the illocution scheme variables from the appropriate sets and then
checking the boolean expressions which might relate and constrain such values. A
similar technique has been employed in [10] to obtain models for the enactment
of e-institutions. This process can be made more efficient by using standard
techniques from constraint logic programming [11].

We can now define means to obtain models for a given perfor-
mative structure and set of norms. We employ the relationships D and K:

That is, we obtain individual dialogue schemes from (one at a time) and
then check via K if it satisfies the set of norms
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The correctness of our definitions can be formulated as: if
then Whereas the completeness can be stated as: if

then It is important to notice that if contains only finite
sets, then our model relationship is correct and complete, and its complexity is
an exponential function on the number of illocution scheme variables and their
possible values.

4 Conclusions, Related Work and Directions of Research

We have presented a formal definition of norms and shown how norms can be
employed to verify electronic institutions. We provide a computational approach
to assess whether an electronic institution is normatively consistent, that is,
whether there is at least one possible enactment of it (by heterogeneous agents)
in which norms will not be subverted. Given an electronic institution we can
also determine whether its norms prevent any norm-compliant executions from
happening.

Electronic institutions provide an ideal scenario within which alternative def-
initions and formalisations of norms can be proposed and studied. In [12] we find
an early account of norms relating illocutions of an e-institution. In [13] we find
a first-order logic formulation of norms for e-institutions: an institution conforms
to a set of norms if it is a logical model for them. Our work is an adaptation and
extension of [12] but our approach differs in that we do not explicitly employ any
deontic notions of obligations [1]. Our norms are of the form Pre Obls, that
is, if Pre holds then Obls ought to hold. The components of Pre and Obls are
utterances, that is, messages the agents participating in the e-institution send.
This more pragmatic definition fits in naturally with the view of e-institutions
as a specification of virtual environments which can be checked for properties
and then used for synthesising agents [14, 15].

We are currently investigating means to automatically verify our norms,
building dialogue schemes and sets of substitutions that can be used to re-
strict the behaviour of agents taking part in the enactment of an institution.
We describe in [16] an initial approach to implementing our verification.

Work is also underway to fully define the operational semantics of an elec-
tronic institution using our notion of norms. A team of administrative agents
(the so-called “governors”) will interface external agents with the institution,
thus ensuring that norms are complied to. An enactment of an institution con-
sists on the dialogues taking place among the external agents (interfaced by the
governors) and that conform to the norms.
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Abstract. Reorganisation within a multi-agent system may be managed by the
agents themselves by adapting the organisation to both environmental changes
and their own goals. In this paper, we propose an organisation-centred model for
controlling this process. Using the organisation model, we are able to
define an organisational structure bearing on a reorganisation process along four
phases: monitoring (when to reorganise), design (ways of building a new organ-
isation), selection (how to choose an organisation), and implementation (how to
change the current running organisation). The proposed reorganisation scheme
is evaluated in the robot soccer domain where we have developed players that
follow the team organisation specified in A special group of agents
may change this organisation, and thus the team behaviour, using reinforcement
learning for the selection phase.

Keywords: Autonomous Agents and Multi-Agent Systems, MAS organizations,
groups, and societies; reoranization.

1 Introduction

The organisation of a Multi-Agent System (MAS) can be seen as a set of constraints that
a group of agents adopts in order to easily achieve their social purposes [3]. The Fig. 1
briefly shows how an organisation could explain or constrain the agents’ behaviour in
case we consider an organisation as having both structural and functional dimensions.
In this figure, it is supposed that an MAS has the purpose of maintaining its behaviour in
the set P, where P represents all behaviours which draw the MAS’s social purposes. In
the same figure, the set E represents all possible behaviours in the current environment.
The MAS’s organisational structure is formed, for example, by roles, groups, and links
that constrain the agents’ behaviour to those inside the set S, so the set of possible
behaviours becomes closer to P. It is a matter of the agents, and not of the
organisation, to conduct their behaviours from a point in to a point in P.
In order to help the agents in this task, the functional dimension contains a set of global
plans F that has been proved efficient ways of turning the P behaviours active.

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 506–515, 2004.

© Springer-Verlag Berlin Heidelberg 2004
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Being well organised is a valuable
property of an MAS, since it helps the
system to assure its efficacy and effi-
ciency [5]. Our general view of the or-
ganisation for an MAS, depicted in the
Fig. 1, allows us to state a minimal con-
dition for an MAS to be well organised:

i.e., the behaviours
which lead to the social purpose achieve-
ment are allowed by the organisation in

Fig. 1. The organization effects on a MAS

the current environment. However it is almost impossible (indeed undesirable) to spec-
ify an organisation where the allowed agents’ behaviours fit exactly the set P, since this
set also depends on the environment. Different environments require different sets of P
behaviours. Moreover, if the sets S and F are too small, the MAS will have adaptation
problems to little environmental changes due to the extinction of the agents autonomy
by the organisation. On the other side, if S and F are too big, the organisation will not
be effective since the agent’s behaviours are not sufficiently constrained.

Identifying a good size for the set of organisational allowed behaviours is indeed
another way of conceiving one important MAS problem: how to conciliate collective
constraints with the agent autonomy. Normally MAS methodologies are concerned with
this problem in the MAS design phase (e.g. [14]). However, even if the MAS has an ini-
tial good organisation, dynamic changes either in the environment or in the global pur-
poses may cause the looseness of the organisation suitability. Moreover, if we consider
the organisation unchangeable, the agents which have several experience and informa-
tion about the organisation can not contribute to its adaptation. They loose the autonomy
regarding its organisation. In other words, this problem could be expressed as how to
conciliate an agent centered (AC) point of view with an organizational centered (OC)
point of view [8]. This situation brings the reorganisation problem up: how the agents
themselves might change their current organisation [10].

If we assume that (i) there is no better organisation for a context [4] and (ii) differ-
ent organisations will give different performances for a system [5], an MAS needs to be
capable of reorganising itself in order to well suit in its environment and to efficiently
achieve its goals. Our objective is therefore to propose a reorganisation model and its
specification (Sec. 3) based on the (Sec. 2). We will thus show how the re-
organisation itself could be expressed and controlled in an OC point of view. Before
comparing this proposition to related works (Sec. 5), we give a short description of a
case study related to soccer robot simulation (Sec. 4).

2 Reorganisation Within

The (Model of Organisation for multI-agent SystEms) follows the general
view of the organisation depicted in the Fig. 1 and therefore considers the organisa-
tional structure and functioning. However, this model adds an explicit deontic relation
among these first two dimensions to better explain how an MAS’s organisation collab-
orates for the social purpose and make the agents able to reason on the fulfilment of

TEAM LinG



508 Jomi Fred Hübner, Jaime Simão Sichman, and Olivier Boissier

their obligations or not [7]. These three dimensions form the Organisational Specifica-
tion (OS). When a set of agents adopts an OS they form an Organisational Entity (OE)
and, once created, its history starts and runs by events like other agents entering and/or
leaving the OE, group creation, role adoption, mission commitment, etc. The reorgan-
isation is therefore a process which changes the current state of the OS or OE into a
new one. Notice that there is a wide spectrum of change types. It can be, for instance,
the adoption of a role by an agent (which changes only the OE) or a change in some
group’s set of roles (a change in the OS).

While we can identify two kinds of changing objects (OS or OE), we can also
identify some types of changing processes:

1.

2.

3.

Predefined changes: the reorganisation is already planed and is expressed, for ex-
ample, as a temporal organisation model [2]. For example, a soccer team has pre-
viously accorded to change its formation at the 30 minutes of the match.
Controlled (top-down): the system does not know when it will reorganise, but when
the reorganisation is necessary, it will be carried out by a known process (e.g. the
team has an expert system that controls the reorganisation). This process might
be performed in two ways: (i) an endogenous approach where the system’s agent
(centralised) or agents (decentralised) will carry out the reorganisation; or (ii) an
exogenous approach: the MAS user will control the reorganisation process.
Emergent (bottom-up): there is not any kind of explicit control on the reorganisa-
tion. The reorganisation is performed by some agent according to its own methods.

Since we are concerned with a controlled reorganisation, the reorganisation process
is composed by four phases: monitoring, design, selection, and implementation [10].
The problems inherent of these phases are detailed hereafter in sequence.

The Monitoring Phase. The monitor-
ing phase identifies a situation where
the current organisation does not satisfy
the needs of the MAS. In other words,
the current organisation constrains the
agents’ behaviours to those which do not
fit the behaviours that draw the social
purpose. Such situations may happen,
for instance, when the environment has
changed, the MAS purpose has changed,
the performance requirements are not
satisfied, the agents are not capable of
well playing their roles, a new task re-
quest arrives and the current organisation
is not appropriate, etc.

In the Fig. 2, the characterisation of some of these situations are depicted. Given
that a well organised system is characterised by and it is not con-
sidered changing either P (the purpose) or E (the environment), this figure depicts four
fail situations. In the Fig. 2 situation (a), the purpose behaviours are not allowed neither
by the environment nor by the organisation. In (b), the P’s behaviours are allowed by

Fig. 2. Some organisational fails
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the organisation, but the environment does not allow them; the reorganisation does not
solve this two first fails. In (c), it is possible to achieve the social propose in the current
environment, but the organisation does not allow it; thus the reorganisation process can
solve this problem. In (d), the social purpose can be achieved in the current configura-
tion, but the functional specification does not collaborate to it; again the reorganisation
process can solve the problem.

The main problem in this phase is how to identify whether the social purpose is
not being achieved because the current organisation does not allow it. Many other
reasons may cause the unaccomplishment of the MAS purpose (e.g. the social purpose
is impossible to be achieved, In some cases to change the organisation is not
helpful (e.g. situations (a) and (b) of the Fig. 2).

The Design Phase. Once a modification need is identified during the monitoring phase,
the next step intends to develop a set of possible alternatives for the current organisation.

The Selection and Implementation Phase. This phase selects one of the alternatives
generated by the previous phase. The main problem is the definition of the criteria to
evaluate which proposal is more promising. The problem in the implementation phase
is how to change the current running organisation without causing many drawbacks. For
example, how an agent will deal with the fact that the role it is playing was removed
in the new organisation? What it will do with the commitments adopted under this
extinguished role? As far as we know, there is no current work in progress addressing
these problems.

As we briefly see, the reorganisation process is a complex and multi-faceted prob-
lem. Moreover, each application domain has its own set of problems leading to different
technical solutions for the reorganisation phases (case based reasoning, learning, nego-
tiation, etc). In the next section we present a reorganisation model that could express
the logic of the reorganisation process and constrains the agents participating to the
reorganisation to follow this logic.

3 Reorganisation upon

The reorganisation model proposed here does not solve all the problems presented in
the previous section. However it attempts to be an open proposal for the reorganisation
process with the following assumptions: i) a organisation type is assumed; ii)
only reorganisation at the specification level is considered (nevertheless many proper-
ties of this proposal can be applied on the entity level reorganisation); iii) the reorgani-
sational phases are performed in an endogenous and decentralised approach.

As we conceive the reorganisation as one cooperative process among others in an
MAS, we may thus describe it by the specification support given by itself.
Following this trend, the next sections describe a group and a social scheme where the
reorganisation process is performed.

Reorganisation Group. The reorganisation process is performed by a set of agents that
play roles inside a group created from the group specification defined in the Fig. 3, this
group is identified by ReorgGr (the graphical notation of the specification
language is not detailed here, the reader is referred to [7] for more information). The soc
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role is the root of the role hierarchy, thus every role defined in a organisation
inherits its properties.

The agent that assumes the OrgManager role is to be in charge of managing the
reorganisation process, it is able to change the current state of the MAS’s organisation
(OS and OE). It also has authority on the soc agents and so on all agents.

Monitored is an abstract role1 which is specialised by roles defined in the applica-
tion organisation. All agents that will be monitored must play a Monitored sub-role and
thus are under the Monitor agent authority since the Monitor role has authority on the
Monitored role.

Reorg is also an abstract role which allows us to easily distinguish the OrgManager
from the other roles in this group. Thus we can state, for example, that the Reorg and
therefore all its sub-roles has permission to communicate with the OrgManager.

The Historian agent maintains the
history of the organisation – a kind of
useful information for the monitoring
and design phases. Every change either
in the OE (role adoption, commitment
with missions, goal achievement, etc.) or
in the OS (role creation, link creation,
change in the cardinalities, etc.) is reg-
istered by this agent. The Historian will
ask the OrgManager to inform him all
changes it has executed. The agent which
adopts this role could be the same that
adopts the OrgManager role, since they
are compatible.

The Designer role contains the com-
mon properties for designers. Agents

Fig. 3. The reorganisation group

playing ReorgExpert role have the ability (and the obligation) to analyse the current
organisation, identify its problems, and propose alternatives. They are invited to partic-
ipate to the ReorgGr just for the reorganisation process as a kind of outside analysts
which are able to see the organisation from a global point of view. Conversely, every
agent that plays a role in the MAS is also permitted to play the OrgParticipant role, since
OrgParticipant is compatible with the soc role. These agents have practical knowledge
about the way the organisation works. They are inside analysts and see the organisation
from a local point of view.

Finally, the agent that plays the Selector role is responsible for the selection of one
proposal from the reorganisation proposals developed by the Designer agents.

The set of agents that will play these roles is called reorgConf. While some of the
reorgConf agents must be developed for each specific domain (such as the monitor,
selector, and designers), some of them can be used in many applications (such as the
OrgManager and the Historian). All of them must follow the behaviour constraints de-
fined by the ReorgGr group and the reorganisation scheme defined in the next section.

1 Abstract roles have only a specification purpose, no agent can play them.
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Reorganisation Scheme. The reorgConf that has instantiated the ReorgGr will per-
form the reorganisation as defined in the scheme shown in the Fig. 4. This scheme is
controlled by the OrgManager agent which has the obligation for the scheme’s root
goal. The reorganisation scheme decomposes the root goal in four sub-goals (monitor-
ing, design, selection, and implementation) that have to be achieved in sequence by the
agents compromised with the scheme’s missions In the
when an agent assumes a role (ReorgExpert, for instance) and some scheme is created
(the reorganisation scheme, for instance), this agent has obligation or permission for
this scheme’s missions as stated in the deontic specification (the table of the Fig. 4, for
instance).

Monitoring Phase. The method
that Monitor agents will use to
achieve their monitoring goal
(in the mission is a do-
main dependent matter. Never-
theless, the may help
this phase since the organisa-
tion description comprises the
following useful information for
monitoring: the social purpose
is explicitly defined and can be
verified by some monitor, the
schemes are defined by goals
which can also be checked, the
global plans have a success rate,
the well formed status of the
structure can be checked, and it
is possible to define roles like
Historian and Monitored – and the power these roles have/give – which are useful
to collect information for the monitoring.

Once one Monitor has decided that a reorganisation is required, the monitoring goal
holds and the next goal (design) is allowed. The Monitor must send a message to the
OrgManager telling him the problem that has been identified. This problem description
will replace the Fault argument of the design goal.

Design Phase. In order to achieve the design goal, the OrgManager will firstly in-
vite some agents to play the Designer roles (its inviteDes goal). The agents which
accept the ReorgExpert role ought to commit to the mission and therefore try to
achieve the expertDes goal (design a new organisation by expertise). Conversely,
the agents which accept the OrgParticipant role are permitted (not obligated) to commit
to the mission In case the OrgParticipant commits to the mission it ought to try
to achieve the goals practiceDes (design new organisation by experimental knowledge).

Designer agents may use many methods and tools to achieve their goals. In the
ReorgGr, each method can be implemented as an agent and the OrgManager can
invite as many Designers as it thinks is enough. In other words, the proposed approach is

Fig. 4. The reorganisation scheme
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open: as many agents can play the Designer role, many tools (eventually very different)
can be used in the reorganisation process. Rather than stating how the Designers will
make their proposals, this group states the social conditions for participating in the
reorganisation process.

In order to achieve its goal, a Designer has to write a plan of changes and send
it to the OrgManager. The plan of changes have to modify, step by step, the current
organisation to a new organisation. It is formed by actions like add/remove a role, a
mission, an obligation, or a group specification. The plan of changes also have one
of the following focus (the part of the current OS the plan intends to modify): all the
current OS, a specific group or role belonging to the Structural Specification (SS), a
specific scheme or mission belonging to the Functional Specification (FS), or relations
in the Deontic Specification (DS).

The concept of plan of changes has two main advantages. Firstly, it defines step by
step how the OS will be changed. Thus, when a Designer proposes a plan of changes
it also has to deal with implementations issues like “add the role and after remove
the role or remove the role and after add the role The second advantage is the
possibility of change only some part of the OS (the plan of changes focus), for instance
the Designer may change the schemes without changing the roles.

The Selection and Implementation Phases. As in the two previous phases, the se-
lection is also domain dependent. In the next section, a selection strategy is suggested.
Once the Selector agent has selected one plan of changes, the OrgManager will perform
this plan in order to reorganise the system.

Although implementation issues are not covered in this paper, the implementa-
tion of the reorgConf agents is helped by the architecture, available at
http://www.lti.pcs.usp.br/moise. This architecture is composed by some
general propose agents (as OrgManager), a communication infrastructure, and an agent
architecture that follows the organisational specification and can be extend
for specific applications. However, it is important to note that the agents must follow
the organisation constraints and not be implemented based on it (as suggested by some
MAS methodologies) since the organisation may change during the agent’s life.

4 Case Study

In order to evaluate the implementability of the proposal, we have done some reorgan-
isation experiments on a small size robot soccer league using the TeamBots simula-
tor [1]. A robot team that follows a specification was developed. The agent
architecture is based on a multi-layer approach. The top layer is the organisational
layer which links the agent to the organisation. It enables the agent (a) to know the OS
(groups, roles, schemes, ...); (b) to produce organisational events like group creation,
role adoption, and mission commitment; and (c) to know its obligations and permission
regarding position on the organisation. The deliberative layer is responsible for choos-
ing a role and a mission for the agent. Having a mission and therefore its goals, this
layer set the motor schema of the reactive layer that achieves the selected goal. The
reactive layer perceives the environment and reacts to it according to its current motor
schema [9].
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Roughly, the initial organisational structure of this team is formed by five possible
roles and their field area (Fig. 5). The team also has a reorganisation sub-group as
defined in Sec. 3. The FS is formed by schemes that describe how to score a soccer
goal. The agents missions is a set of goals associated to motor schemas that defines
the robots’ behaviour [9]. The team environment is composed by the match score, the
match time, and the opponent. This team starts each match with a predefined OS and,
during the match, is able to change its OS in order to better fit to the environment.

The reorgConf of the team is composed by one monitor, nine designers, and one
selector. The monitor agent is very simple, it starts a reorganisation each 24,000 sim-
ulation steps. Since a match has 120,000 steps, we have 5 reorganisations each match.
This monitoring strategy is justified by the exploration property of the Reinforcement
Learning (RL) algorithm used by the selector agent.

The design phase is performed by 9
designer agents playing the ReorgExpert
role. For instance, one designer always
proposes a plan to change the current OS
to a new OS where the players area is
increased; other designer also focus on
the SS and proposes to change the team
formation to 1x1x3 (1 back, 1 middle
field, and 3 attackers); another designer
chooses to focus on the FS and proposes
to change the players goals; etc.

The problem is therefore to find out the best sequence of reorganisations that lead
the team to win, for instance “in the begin, select the proposal of the 1x1x3 designer,
after select the proposal of the designer that use to decrease the area of the goalkeeper,
..., and, near the end of the game, if we are winning, select the proposal of the 1x4
designer”. Since this problem can be seen as a Markov Decision Process (MDP) where
the environment transition model is unknown, we can use the Q-Learning algorithm to
find out the decision policy [12], i.e, in each reorganisation which designer proposal
must be selected. After learning this policy, it can be used in the selection phase to
choose the reorganisation plan with maximum expected reward.

For the Q-Learning specification, a state    is a pair formed by the game score and the
reorganisation time (first, second, ..., fifth reorganisation). The opponent, the TeamBots
package best team, is fixed, so it is not included in the state representation. The actions
set A is composed by the action of selecting the proposal of designer
and not change the organisation. The reward of choosing a designer proposal is the
number of goals the team scored minus the number of suffered goals after this proposal
has been implemented. At each reorganisation, the selector agent updates the Q-values
by the following rule:
where and represent the last reorganisation state and action, is the learning rate
(the initial value is 0.2 and decays 0.0001 each match), is the future discount rate
(we use 0.9), and is the next state in case the action is performed (see [12] for
RL algorithm’s parameters). Based on the current state the selector then chooses the
next action by the following function

Fig. 5. Example of the team structure
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rv is a random value and is the exploration rate (it starts
with 0.5 and decays 0.0001 each match).

The Fig. 6 shows the team final score
along 2000 matches when using Q-Learning
to learn to select the designer proposals. It
takes about 480 matches to learn a good se-
lection policy, i.e., a good sequence of reor-
ganisations during a match. Thus, with this
particular reorgConf, we have an MAS that
learns to reorganise itself according to its
environment (the opponent). The selection
and implementation problems presented at
the Sec. 2 are solved in our proposal by the
RL and the concept of plan of changes. Of
course, this case study does not aim at the soccer problems, but it has exemplified how
the proposed reorganisational model could be successfully applied.

Fig. 6. Learning results

5 Related Work

Lots of work has been done on reorganisation in MAS. Some, as in [13], use an ex-
ogenous approach where the user itself reorganise the whole system. Other, like our
proposal, use an endogenous approach where the agent themselves modify the organ-
isation. To our knowledge, none of these approaches make clear and explicit the or-
ganisation controlling the reorganisation process itself. The reorganisation process is
usually hard coded in the MAS itself.

For example, the proposal of [6], a centralised reorganisation process with change
focus on the FS (described by TÆMS), uses a diagnostic expert system to identify organ-
isational fails and to propose a solution. Its monitoring phase identifies those fails when
the system does not behave as expected by its functional model. Our proposal does not
have a specific monitoring approach and thus we can have an MAS that explores new
organisations even in cases no organisational fails occurs (Sec. 4).

The proposal of [11] has a more flexible monitoring phase. Any agent, a soccer
player, can identify in the environment the opportunity for reorganisation. The reorgan-
isation is composed by a change in the team formation (a structural reorganisation in

terms) and in the current plan (functional level). Our proposal, besides the
explicit organisational model, enable us to consider another modification objects, the
deontic specification for instance (our proposal can maintain the same roles and change
only their obligations to plans).

6 Conclusions

This paper has presented a general view of the reorganisation problem under the
point of view. The main contribution is a reorganisation model where the
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agents have autonomy to change their organisations. This process is based on an OC
point of view throughout the specification of a dedicated reorganisation group.

The organisational model has been shown as a good support for the spec-
ification of an MAS’s organisation which intends to reorganise itself because (i), as
an organisational description, it gives useful information for the monitoring and design
phases and (ii), as a specification tool, it allows us to define the reorganisation process
with valuable properties: (a) the openness for many types of monitoring, design, and
selection; (b) the definition of special roles like the OrgManager and Monitored; and
(c) the specification of the reorganisation through the enable any
agent to understand and participate in the reorganisation.
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Abstract. The mission of an organization stands for its goals and also
leads corrections likely to occur in the posture adopted by the organiza-
tion before the society. In order to fulfill the goals of the organization,
this one needs to interact with other components of the society. Within
an organization each individual responsible for the sale and purchase
of either commodities or services detains knowledge concerning possible
values of the criteria used to represent a determined commodity or ser-
vice which may be either offered or accepted in a negotiation. So, an offer
may be seen as an inconsistency aroused between the previous knowledge
owned by the negotiator and the offer. This article presents a Paracon-
sistent Approach based on a heuristic of multi-value decrement followed
by formalization into Evidential Paraconsistent Logic to assess offers in
a negotiation session. When compared to the Utility Value Approach, the
Paraconsistent one converges toward the negotiation ending with fewer
interactions.

1 Introduction

Within an organization, each individual responsible for the sale and purchase
of commodities or services detains knowledge concerning possible values of the
criteria used to represent a determined commodity or service which may be either
offered or accepted in a negotiation. This knowledge is part of the organizational
knowledge that stands for the “truth” about the world, the world from the
organization’s point of view.

In a negotiation, an offer may arouse a conflict with the previous knowledge
owned by the negotiator. This conflict may be seen as an intra-case inconsistency.
Racine and Yang [1] have identified two types of inconsistencies that may occur
in a case base. The inter-case inconsistency occurs when two or more similar
cases in the same base arouse contradictions. In the intra-case inconsistency the
case which is stored in a base arouses contradiction with the previous knowledge
of such case.

This work describes a new approach based on a multi-value heuristic followed
by formalization into Evidential Paraconsistent Logic (EPL) [2, 3] to evaluate the
offers in a negotiation. The EPL is used to represent the rules and offers that
describe how consistent the offer is according to the individual knowledge of the

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 516–525, 2004.
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negotiator. If an offer is consistent and is “true” for the negotiator, it is then
accepted. The ARTOR – ARTificial ORganizations [4] – is a Multiagent Sys-
tem (MAS) which simulates a society of organizations – each organization owns
agents responsible for the operations of purchasing and selling either commodi-
ties or services. Within this MAS a new approach is undertaken by the supply
executor and by the selection executor agents which are, respectively, responsible
for the operations of purchase and sale.

Section 2 presents how a negotiation using the Utility Value Approach is
achieved in the ARTOR. In section 3 the Paraconsistent Approach is detailed
and explained. Section 4 presents the results of tests as well as the comparison
between the Paraconsistent Approach and the Utility Value Approach. Finally,
in section 5 some conclusions are inferred.

2 Negotiation in ARTOR

The ARTOR provides an environment which simulates a society of artificial orga-
nizations by accounting for both the intra-organizational and inter-organizational
dimensions [4]. Each organization is composed of three classes of agents: the cover
agent which stands for the organization, the administrator agent responsible for
planning and coordination and the executor agent responsible for operational
tasks. Another important component of the society is the Newsstand, a pub-
lic blackboard known by every organization. The Newsstand is used for news
exchanging – about business – among organizations.

2.1 Offer Evaluation

In the ARTOR, the commodity or service the organization is willing to sell is
represented by a Criteria List (CL) [4]. The CL composed of Selection Crite-
ria (SC) which determines the dimensions used to describe and evaluate the
commodity or service. The CL is defined by1:

Each SC has a weight according to its utility for the organization – a type of
SC may be more important than other. The utility, in Economics, is an analytical
concept which represents a subjective pleasure, the advantage or the satisfac-
tion derived from the consumption of commodities, and explains how consumers
divide their limited resources among the commodities consumed [5].

The offer utility value is used to evaluate the offer and according to the result
it will be either accepted or not, and it is defined by the sum of all utility values
of the dimension instances of the CL:

The instance utility value is obtained as follows:
1 This representation of the CL was modified to bear continuous values.
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It is possible to obtain from the the Contradiction Degree (CtD) and
the Certainty Degree (CD) in which the preposition lies [2]. The CtD stands
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The relative instance value for a continuous SC is the relative position of the
value in the domain of values of the If the relative instance value is posi-
tioned on the side that better satisfies – the side indicated by {left, right, none}
in relation to the value that satisfies – the relative value will be positive, other-
wise it will be negative. The relative instance value of a discrete value will be 1
if it exists in the domain of the values, otherwise the relative value will be –1.

3 Paraconsistent Approach for Offer Evaluation

The [6, 7] is an interpreter of EPL based on Annotated Paraconsistent
Logic [2, 3, 8]. The EPL is infinitely valued and its truth values belong to the
lattice where:

In the EPL a preposition owns two annotated values The
annotated value is the favorable evidence to and the value is the contrary
evidence to

for the distance between the inconsistent and the undetermined truth
values. The CD stands for the distance between the true and the false
truth values.

3.1 Paraconsistent Approach Architecture

The offer evaluation by using the Paraconsistent Approach – see Figure 1 –
begins when an offer is received by the agent executing the selection. First the
offer is translated into facts that use the representation formalism of the EPL –
Subsection 3.2. after this operation the rules of evaluation are created, having
as a basis the facts – Subsection 3.2. So it is obtained as output a text file that
contains the facts that represent the offer and the rules of evaluation. The text
file is loaded in the and a query of the rules is made. The outcome
of this query is the favorable evidence and the contrary evidence in
relation to the offer. The CD and the CtD are obtained from and they
are converted into discrete values by the algorithm Para-Analyzer – Subsection
3.3 – into resulting logical status. The resulting logical status is used to assess
the offer. If the resulting logical status is    then the offer is accepted. Otherwise,
a decrement value is chosen according to the resulting logical status and used in
the creation of a counter-offer.

3.2 Translating Offers to the EPL Representation Formalism

The paraconsistent_mapping module is responsible for translating the SC’s of an
offer into evidential facts. It is also responsible for creating the rules that will
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Fig. 1. Offer evaluation architecture through Paraconsistent Approach.

evaluate the offer. The value of a SC is mapped into evidential values
according to the organization PS and the restrictions2.

If the SC belongs to a discrete domain so the SC instance value is mapped
into evidential values as follows:

SC_ID(Value) : [1,0] if
SC_ID(Value) : [0,0] if
SC_ID(Value) : [0,1] if the value fits a restriction for the SC.

If the SC belongs to the continuous domain then the SC instance value is
mapped into evidential values as follows3:

SC_ID(Value) : is equal to where according
to the index obtained by the function
SC_ID(Value) : [1, 0] if S_less S_more and Value > S_less and Value >
S_more;

2

3

The restrictions indicate, for a determined SC, which values are not accepted. The
restriction may be applied to bigger, smaller or equal values to a determined value.
The S_less is the value that less satisfies and S_more is the value that more satisfies.
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SC_ID(Value) : [0, 1] if and Value < S_less and Value <
S_more;
SC_ID(Value) : [1, 0] if S_less > S_more and Value < S_less and Value <
S_more;
SC_ID(Value) : [0, 1] if S_less > S_more and Value > S_less and Value >
S_more;
SC_ID(Value) : [0, 1] if the value fits a restriction for the SC.

The function returns the index which is associated to the element
– belonging to the set E – which corresponds to the evidential

values, of the instance value, in relation to the PS contained in the individual
knowledge base of the negotiator agent. The function is defined by4:

if
if

if:

if

The evidential values contained in the set E 5 were created through an id-
iosyncratic heuristic. The offer evaluation in the Paraconsistent Approach uses a
set of rules which are composed of the facts that represent the SC’s of an offer. As
in the facts, a rule represented on the formalism of the LPE also owns associated
evidential values. The facts are grouped in the rules according to their utility
for the organization. Three zones of utility that group the facts were defined by
the utility_zone/2 predicate:

utility_zone(high,[10,9,8]).
utility_zone(mid,[7,6,5]).
utility_zone(low,[4,3,2,1]).

Thus, the respect for the utility of the facts is guaranteed. For instance, a fact
that represents a SC with low utility and fulfills perfectly what the organizations
seeks, will not have much influence on the offer acceptance.

After grouping of the facts in the rules, the evidential values of the rules are
obtained in a similar manner to the one used to find the evidential values of the
facts. The rule_evidences(Utl, L) predicate represents all possible combinations
of evidential values that may be used in the rules.

There are ten rule_evidences(Utl, L) predicates and each one corresponds to
a utility (Utl)6 associated to a set L, which contains the evidential values7 to be

4

5

6

7

Un stands for the value of an unit, for instance 30 for value type date.
E = {–1 – 0 : 1, 0 – 0 : 0, 1 – 0.1 : 0.0, 2 – 0.2 : 0.8, 3 – 0.3 : 0.7, 4 – 0.4 : 0.6, 5 – 0.5 :
0.5, 6 – 0.6 : 0.4, 7 – 0.7 : 0.3, 8 – 0.8 : 0.2, 9 – 0.9 : 0.1, 10 – 1 : 0}.
In this work it was assumed that the minimum utility is 1 and the maximum one is
10.
The values of the evidential values contained in the set L were also created from a
idiosyncratic heuristic.
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mapped into a rule. The set L, used for the mapping of a determined rule, will
be chosen according to the SC of bigger utility.

Once the set L – associated to a utility – was chosen, the rule will take
the evidential values indicated by the element of the set L. The
element is found through the index through the function

In N indicates the quantity of facts the rule owns, and is the
favorable evidence of each fact belonging to this rule.

The output of the paraconsistent_mapping module is a temporary text file8

which contains the SC’s of an offer and the respective evaluation rules.

3.3 Offer Evaluation Through the Para-analyser Algorithm

The offer evaluation is made by the Para-analyser algorithm [2], the Para-
analyser algorithm input is the Ctd and the CD and the output is a logical
status. It is possible to define a lattice with more logical statuses than the basic
set – The more logical statuses the greater the precision in
the analysis of the CtD and of the CD. This work uses a lattice with 12 logical
statuses – Figure 2.

Fig. 2. Lattice with 12 logical status represented in the CtD and CD graphic.

8 Every time the negotiator agent receives an offer the file is erased.
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Where:

inconsistent;
inconsistent toward truth;
inconsistent toward false;

truth;
almost truth toward inconsistent;
almost truth toward indeterminate;

false;
almost false toward inconsistent;
almost false toward indeterminate;

indeterminate;
indeterminate toward truth;
indeterminate toward false;

The Para-Analyser algorithm transform the CtD and the CD into discrete
values, interpolating them in the lattice and the convergence point is the resulting
logical status. The sensibility of extreme values may be regulated by using the
control limits. There are four limit values:

Sccv: Superior Certainly Control Value limits the CD next to the truth;
Iccv: Inferior Certainly Control Value limits the CD next to the false;
Sctcv: Superior Contradiction Control Value limits the CtD next to the in-
consistent;
Ictcv: Inferior Contradiction Control Value limits the CtD next to the inde-
terminate;

In this work the value used for the Sccv was 0.6, and for the other superior and
inferior limits 0.5 and –0.5, respectively. According to tests, the increase of the
Sccv corresponds to an increase of the minimum utility so that the organization
accepts the offer. The increase of the Iccv corresponds to a decrement in the
relaxation when an organization offer anew.

Each resulting logical status may be used to generate either simple or complex
actions in the agent. In this work the resulting logical status determines the
decrement value which will be used to generate a new offer or counter-offer.
The closer a resulting logical status of an offer is to the state    the smaller the
decrement to be used in the counter-offer will be.

4 Tests

The scenario used in the tests describes an organization that wishes to buy a
determined product in the market. To achieve it the organization broadcasts an
announcement urging the society and all organizations interested in providing
such a product to contact and begin negotiations. There are two situations that
were approached in the tests:

An organization responds to the announcement;
Two organizations respond to the announcement.
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In the situations presented above, both offer evaluation approaches were used
for the organization that wishes to buy the product as well as for the supplier
ones.

The values9 contained in the PS’s of the organizations were the same ones
used in both approaches. The Consumer organization (CO) uses the following
values:

CS: Size, Possible Values: {M, L}, Priority: 1;
CS: Model, Possible Values: {sport, regular}, Priority: 1;
CS: Color, Possible Values: {blue, black}, Priority: 1;
CS: Price, Possible Values: {5, 30}, Priority: 10;
CS: Payment Term, Possible Values: {0, 120}, Priority: 7;
CS: Quantity, Possible Values: {50, 80}, Priority: 4;

The Supplier organizations (SO) uses the following values:

CS: Size, Possible Values: {S, M}, Priority: 4;
CS: Model, Possible Values: {sport, regular}, Priority: 4;
CS: Color, Possible Values: {blue, black}, Priority: 4;
CS: Price, Possible Values: {5, 40}, Priority: 4;
CS: Payment Term, Possible Values: {0, 120}, Priority: 5;
CS: Quantity, Possible Values: {50, 80}, Priority: 10;

According to the strategy used, the initial offer made by the CO is the max-
imization of the continuous values contained in its PS. For discrete values the
choice is at random, once any value of the set satisfies the CO. The values used
in the initial offer made by the CO is (Size: M, Model: sport, Color: blue, Price:
5, Payment Term: 120, Quantity: 80).

In the tests, the negotiation session was limited to a number of 50 interac-
tions. If at the end of a session a SO does not make an offer that the CO accepts,
so the negotiation is closed without winners.

The decrement value of the CO chosen for the Utility Value Approach was
5 and for the paraconsistent one 5 – 15 because they presents a better gain in
relation to price and term for payment term that have the two highest utilities
for the CO. For the SO (SOU) which uses the Utilitity Value Approach the decre-
ment value chosen was 15 and for the SO (SOP) which uses the Paraconsistent
Approach the range of values was 4 – 20. Both values of the SO’s present a gain
in quantity which is the SC the one which has more utility.

4.1 Results from Tests

In the tests carried out one could observe that the selection agent that used
the Utility Value Approach obtained a bigger utility for itself when it negotiated

9 For SC’s that belong to the continuous domain, the first value corresponds to the
value that satisfies less and the second value corresponds to the value that satisfies
more.
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with a supplier agent which used the same approach – see Table 1. However, the
same agent obtained an even better result when it negotiated with a supplier
agent which used the Paraconsistent Approach – see Table 3, in this case both
organizations succeeded because the negotiation was ended with fewer interac-
tions and both the CO and SO reaches a good utility value in the last offer, the
same happens when both agents uses the Paraconsistent Approach – see Table 2.

5 Conclusions

The Paraconsistent Approach converges toward the end of negotiation with fewer
interactions when compared to the Utility Value Approach – see Table 4. Due to
the very nature of a negotiation, it is impossible to infer that the result obtained
was the best one.

The use of the EPL in this work is due to the formalism representation offered
to the problem. The gain in the approach is due to the use of a list of decrement
values instead of a set one. The EPL allows using the list of decrements in a
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suitable manner, according to the logical interpretation represented in the lattice
– which could be customised.

The time of an offer evaluation using the Paraconsistent Approach is 654
milliseconds and the average time of an offer evaluation using the Utility Value
Approach is 2 milliseconds. As this work aimed at developing a new approach,
there was not interest in optimizing the time.
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Abstract. For some B2C or B2B market places, such as electronic shopping
malls, agents representing the buyers could “go shopping” and negotiate with
several stores looking for the best deal. To develop agents capable to act in a
scenario like this one, it is necessary to deal with several issues that go beyond
the bilateral negotiation or auction. In the agent mediated e-commerce litera-
ture, there are no in-depth studies on this kind of negotiation, which we call se-
quential bilateral negotiations (SBNs). The related works provide only superfi-
cial insights on multiple bilateral negotiations or are rather concerned with
auction models. In this paper, we characterize SBNs, showing the differences
between them and auctions or simple bilateral negotiations. We also discuss the
main issues on defining a negotiation protocol and designing agents for SBN. In
order to achieve a better understanding on SBN and its practical implications,
we present a particular implementation of a SBN protocol and an ensemble of
agents capable of carrying negotiations under this protocol. This implementa-
tion provides experimental results illustrating some nuances of this kind of ne-
gotiation model.

1 Introduction

E-commerce enables situations where a user configures an agent to go shopping in the
Internet, sequentially negotiating with different Internet seller agents. After each bi-
lateral negotiation (i.e, situation where seller and buyer with contradictory demands
must exchange proposals in order to reach an agreement) [4,5,12], this agent should
decide whether to make a deal or to continue looking for a better one, probably using
the information collected in previous negotiations. We call this kind of negotiation
Sequential Bilateral Negotiation (SBN). For instance, in a first negotiation, a buyer
agent could reach an agreement (let us say $ 10.00) for the price of a CD with a seller

Despite the fact that this value is lower than $12.00, which is the maximum value
the buyer is able to pay, the buyer asks to commit to the agreement for a while and
moves to a second negotiation trying to improve its payoff. The negotiation with is
not that successful, reaching the value $11.00 for the CD. Then, the buyer discards
this outcome and starts a third negotiation with a seller reaching an agreement on
$ 9.50. Since the buyer agent do not want to spend more time on additional negotia-
tions, it warns that it found a better offer and closes the transaction with

Until now, in agent-mediated e-commerce (AMEC) area, multilateral negotiations
are modeled mainly as auctions [1,11,17]. The works that could deal with multiple
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bilateral negotiations do not consider some important issues regarding this type of
game [3,5,11]. As discussed later, SBN issues go beyond auction and simple bilateral
negotiation.

This paper aims at discussing SBN, presenting questions such as: which interaction
protocol is appropriate for SBNs? How can a buyer agent take full advantage of the
negotiation history? How does time influence the interactions and the decision-
making?

In Section 2, we characterize SBNs, showing the differences between it and auc-
tions or simple bilateral negotiations. In Sections 3 and 4, we introduce, respectively,
the main issues on defining a negotiation protocol for SBN, as well as the issues on
designing agents capable of acting under this protocol. A particular implementation of
a protocol and some agents is presented in Section 5. The experimental results ob-
tained with this implementation are discussed in Section 6, while last Section summa-
rizes the main conclusions and future work.

2 Multiple and Sequential Bilateral Negotiations

In e-commerce, as in the real world, a buyer should be able to negotiate bilaterally
with different sellers, offering the same product or service with different conditions,
in order to find the best possible deal. A possible model for this scenario, where bilat-
eral negotiations can be performed sequentially or simultaneously is, what we call,
multiple bilateral negotiation (MBN). In this model, according to the final outcome or
partial results of a bilateral negotiation, the buyer can close the deal or try to negotiate
with other seller (possibly using the information concerning this and other previous
negotiations), until making a better deal or depleting all available sellers.

The simplest way to implement a MBN is through sequential bilateral negotiation
(SBN), where the buyer agent only starts a new negotiation after having the outcome
of the previous one. In fact, the simultaneous model is far more complex than the
sequential one and involves issues such as: what to do when there is an imminent deal
with a seller and the other negotiations are in different states? How to compare differ-
ent negotiation’s states?

The difference between multiple and simple bilateral negotiations is clear and par-
ticularly focused on the fact that, in MBN, the buyer can compare sellers’ conditions.
Concerning multilateral negotiations such as auctions [1,7,8,15,17], the difference is
that they have a protocol defining the game rules considering more than two players.
In other words, there is a single negotiation process with more than two players. Al-
ternatively, in a MBN there are several independent (bilateral) negotiation processes,
each of them being ruled by a bilateral negotiation protocol.

Moreover, the economic role of auctions is usually to determine the value for rare
products and/or maximize the value of the good being offered, favoring one party. On
the other hand, MBN concern interaction between opponent parts exchanging propos-
als to reach an agreement that is good enough for both. This model does not favor any
party (sellers or buyers) a priori, making it easier to implement a competitive market.

3 Issues on SBN Protocol

In order to build an environment where agents can perform SBN, it is necessary to
deal with some issues involving the definition of a negotiation protocol. In simple
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bilateral negotiation, when agents reach an agreement (concerning the values under
negotiation), they immediately make a deal, starting then the payment procedures
[4,6,14]. In SBN, it is necessary to separate the notions of agreement and deal in order
to allow the buyer to continue negotiating with the subsequent seller agents of the
market. This is possible with the use of the notion of Commitment: when the players
reach an agreement, they can make a commitment to keep the negotiated conditions
(issue values) until a given deadline. After this deadline, the commitment is automati-
cally canceled. Before the deadline, the seller can either cancel the commitment (be-
cause it reached or intends to reach a better agreement) or confirm it, concluding the
transaction.

The manner and moment to establish the commitment deadline may vary. The
commitment deadline can be either negotiated by the players, informed by the seller
agent, or imposed externally by the market. It is also important to consider when the
commitment takes place. This can happen before the negotiation begins; when a deal
is reached; or through the negotiation process (as one of the issues being negotiated).
This has an impact in the agent decision-making, because, if the deadline is prede-
fined by the sellers, the agent may consider this information to decide with whom to
negotiate.

4 Issues on SBN Agents

There are several issues to take into account when building agents for SBN, both on
the seller and on the buyer sides. From a methodological point of view, we have de-
cided to first focus our studies on the buyers, leaving the sellers for future work. So,
we will discuss here the different aspects related to the buyer’s decision-making. For
instance, the buyer could use the negotiation history to get better deals in the future
negotiations. There are at least two approaches to achieve that: machine learning and
heuristics. Even though there have been some works (e.g. [2,10,16]) dealing with
machine learning in agent negotiation, they have tackled environments that are sim-
pler than the SBN one, since they not consider the information from previous negotia-
tion processes. Our study considered preliminarily only the heuristic-based decision-
making, exploring the notion of ultimatum as a bargaining mechanism.

4.1 Using Ultimatum in SBN

In order to get better results in subsequent negotiations, an agent could use the ultima-
tum or change its reservation value. An ultimatum is used to indicate that the agent
will leave the negotiation if the opponent does not accept its proposal. In SBN, the
ultimatum could be used, as a bluff, to force the seller to accept a value lower or equal
to the one the buyer obtained in a previous negotiation. Going back to the example in
the introduction, the buyer, having already obtained an agreement of $11.00 with
seller could give an ultimatum of $10.00 to seller Of course, if the agent uses
the ultimatum, it takes the risk of having its offer rejected. The higher the expected
results are, the higher the possibility that the ultimatum is rejected.

The alternative to ultimatum is to set the agent’s reservation value ($ 12.00 in the
case of our example) to the one obtained in best agreement so far ($11.00), or even to
a lower value (e.g., $10.00). This procedure guarantees that the buyer will not pay
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more than the best offer obtained. However, it is not assured that this approach will
lead to future successful negotiations, since negotiations may vary a lot from oppo-
nent to opponent. For instance, given that the buyer will cede less, an agreement may
not be reached with a tough opponent. Moreover, the change in the reservation value
has necessarily an impact on proposal generation tactics [5] that may not be desired,
for instance, in the case the buyer has a winner tactics for the market.

Thus, we think that the ultimatum approach is more adequate than reservation
value change, because it does not impose changes in the buyer behavior and allows a
more precise estimation of the risks, since they depend basically on the expected pay-
off improvement. Despite these advantages, the use of ultimatum also raises various
issues such as: How to determine the expected gain for a future negotiation? How to
decide whether to continue negotiating or to confirm a commitment? How to choose
the best commitment available? How to manage time appropriately? The following
sections discuss some of these problems, which require a good balance between risk
and payoff.

4.2 Time Management and Best Commitment Evaluation

In most models of simple bilateral negotiation, the user can set the maximum negotia-
tion time available to the agent to reach an agreement (with a single opponent). The
agent acting on the behalf of the user incorporates this time information in the pro-
posal generation tactics and/or in the decision of accepting a proposal. In SBN, the
management of time is much more complex, since the given time must be used for the
entire negotiation round, i.e., the negotiations the agent participates in either until it
closes a deal or there are no more sellers available. Each SBN the agent participates in
is called a negotiation round. The buyer must then manage the time carefully, since
the longer the simple bilateral negotiations take, the smaller is their number.

Another impact of time constraint regards the choice of the agreement to be kept
under commitment. This occurs when the buyer must choose the best commitment
amongst those whose deadline has not expired yet. In fact, it is not enough to consider
only the commitment with the best associated payoff. The deadlines should be also
taken into account. If there is only a small difference in the payoffs, commitments
with longer deadlines may be preferred.

4.3 Expected Gain and Future Negotiations

When there are still sellers to negotiate with after an agreement is reached, the buyer
needs to decide how much more it expects to gain from the subsequent negotiations.
We think that three main factors should influence this decision. The first is the evalua-
tion of the best agreement under commitment: the closest the agreement to the reser-
vation value is, the smaller the expected gain. The second is the number of remaining
sellers to negotiate with: the smaller the number of remaining sellers is, the smaller
the chances of reaching a better deal, and the smaller the expected gain. The third
factor is? the market value of the negotiated item, in the case the buyer is able to infer
this information from previous negotiations.

From time to time, especially when a commitment is about to expire, the buyer
needs to decide whether to continue looking for better agreements or to confirm the
best commitment available so far. This decision may be influenced by four factors: (a)
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the odds of getting better agreements; (b) the available negotiation time (for closing a
deal in the round); (c) the cost of negotiating; and (d) the evaluation of the market
profile. The first factor depends on the same elements considered in the estimation of
the expected gain (i.e., evaluation of the agreement under commitment, number of
remaining sellers and item’s market value), although their weights or the calculation
procedure may vary. The second factor must be always observed, since the agent
cannot violate the time constraint. Concerning the third factor, the cost, it is mainly
related to the cases where time is a resource, i.e. where the utility of the agreement
might decrease as time goes by [13]. A classical example is buying an ice cream,
which tends to melt. Finally, the last factor concerns a possible dynamic evaluation of
the progress of the negotiation in the given market place. The buyer may infer
whether its negotiation tactics are working well or not. For instance, if the buyer is
being tough and the agreements have not been reached, the tactics should change.

5 EmallBargainer

In order to study some practical implications of SBN and achieve a better understand-
ing on the very SBN model, we defined a protocol and agents capable of carrying
negotiations under it. Next, we enumerate only some choices and restrictions we im-
posed, considering the several possible protocols and agents.

We have implemented a protocol that includes the basic actions for bilateral nego-
tiation [5,4], i.e. make a proposal, reject a proposal, make a counterproposal, accept a
proposal, give an ultimatum, and abandon a negotiation without reaching an agree-
ment. Besides these actions, the protocol also deals with the notion of commitment,
adding the following actions: send a commitment confirmation or cancellation, and
accept or reject a commitment confirmation.

Concerning the agents, we have built two types: the agent, called EmallBargainer,
which acts on behalf of a buyer; and the other agents representing the sellers. The
sellers follow the same strategies for bilateral negotiation proposed by [5] and ex-
tended by De Paula et al. [4], but also dealing with the commitment state. It is not in
the scope of this paper to detail EmallBargainer’s architecture, but let us enumerate
the main design choices (most of them simplifications) concerning the issues intro-
duced in Section 4.

EmallBargainer improves its payoff using the ultimatum mechanism. Due to the
complexity of the use of ultimatum in multi-issue negotiations [5,12] (there are an
infite number of proposals for a given payoff), EmallBargainer deals only with the
price of the product. The best commitment is chosen based only on the payoff, disre-
garding the duration of its deadline. For EmallBargainer, the moment for deciding to
confirm or cancel a commitment always occur when the commitment is about to ex-
pire. Finally, we determine a maximum duration for each bilateral negotiation, with
time constraints on the entire negotiation round.

Besides the basic decision functions involved in a simple bilateral negotiation (e.g.,
received proposal interpretation, proposal to offer, proposal evaluation) [4,5], Emall-
Bargainer implement two functions: FExpectPayoff, to determine the expected
gain; and FAbandon, to decide whether to confirm a commitment or to continue
trying better deals, and as discussed in Section 4.3. Intuitively, we defined fex-
pectPayoff as an increment on the payoff obtained in the best agreement so far.
This increment depends only on (a) how far the payoff is to the reservation value (as
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discussed in Section 4.3) and (b) the risk profile of the buyer, the more aggressive the
buyer, the greater the expected gain. The ultimatum value is determined by fex-
pectPayoff just after establishing a commitment (before starting the next negotia-
tion), fabandon, whose output is a binary decision, is also based on the buyer pro-
file, the evaluation of the best obtained commitment and a reference value (ct)
determining the desired result (payoff) for the deal. The buyer profiles and the value
of ct are given by the user.

6 Experiments with EmallBargainer

6.1 Experimental Setup

We have defined 5 profiles for EmallBargainer (notbluffer, moderate, conservative,
bold and agreessive). notbluffer does not use ultimatums and closes a deal as soon as
the first agreement is reached. The other buyers bargain based on a parameterization
of the functions fexpectPayoff and fabandon, going from lesser to greater
risk-taking behaviors. It is important to stress that all risk-taking agents (from moder-
ate to aggressive) adopt the same proposal generation tactics, i.e. they concede in the
same speed. The difference is the value proposed as the ultimatum and in the decision
of abandoning previous commitments. The performance of the buyers corresponds,
naturally, to the payoff obtained at the end of each round.

Moreover, we have set up 18 different negotiation rounds in order to obtain more
representative data and avoid any bias (i.e., the chances of getting a good deal should
be the same, in average, at the end or at the beginning of the rounds). Each round
contains 6 sellers with different agreement ranges (i.e. the interval between agents’
reservation values), which are a key factor for a negotiation to succeed [4].

For each negotiation round, 9 SBN market scenarios were defined according to
two variables: commitment deadlines (long, medium and short, set to 100, 20 and 5
proposals) and sellers’ profile (conceder, linear and boulware). The maximum time
for the buyer to finish each bilateral negotiation was set to 16 proposal exchanges.
Hence, in short deadline scenarios, a commitment is likely to expire before the end of
the next negotiation, whereas, in long deadline ones, the buyer can perform virtually
all negotiations of the round. Concerning sellers negotiation profiles, their tactics are
50% imitative and 50% time-dependent, varying the latter, which can be boulware,
linear or conceder [5]. In summary, the experiments involve 5 buyers negotiating in 9
market scenarios, each one containing 18 rounds (810 simulations in total).

6.2 Results and Discussion

Fig. 1 shows the average payoff obtained by the different buyers for all rounds and
scenarios. From the results it is clear that the notBluffer buyer has the lowest perform-
ance, indicating that in average it is worthwhile to take risks in SBN. Among the risk-
takers, the moderate buyer obtained the highest average payoff, as well as the most
stable performance. It can also be seen the aggressive exhibits the worst average pay-
off among risk-takers, with a highly instable behavior. All these results correspond to
the behavior that is intuitively expected for SBN: taking no risk is a bad strategy,
whereas risking too much is sometimes good, but it can also lead to great losses.
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Fig. 1. Average Payoff in all rounds (y-axis indicates buyer’s payoff and standard deviation,
and x-axis shows the different profiles).

Fig. 2. Results by market scenarios (y-axis indicates buyer payoff and x-axis, the scenario).

Results tabulated by market scenario (Fig. 2) show that, independently of their
buying profile, agents get better results in scenarios with longer commitment dead-
lines, as well as against conceder sellers, as intuitively expected. This figure also
shows that, even using simple decision functions (as fabandon and fexpectPay-
off), the behavior of EmallBargainer is sensitive to their parameterization, since
some buyers perform significantly better than others in some scenarios.

In order to help identify the scenarios that are more favorable to risky behavior,
Table 1 shows the difference between the payoff of the most risk-taker agents (bold
and aggressive) and the least risk-taker ones (moderate and conservative). Form this
table it is clear that risky behaviors are better than moderate ones in scenarios with
long commitment deadlines and boulware sellers. Moderate behaviors are better
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suited to two opposite scenarios: long deadlines with conceder sellers, and short dead-
lines with boulware sellers. In the scenario with short deadlines and conceder sellers,
the difference between risky and moderate behaviors is not significant.

To understand these results, it is important to bear in mind that in scenarios with
short commitment deadlines, fexpectPayoff is irrelevant, since the buyers
hardly ever get the time to conclude a negotiation before the previous commitments
expire. In other words, the ultimatum mechanism is useless in these scenarios. On the
other hand, in scenarios with long commitment deadlines, fabandon is irrelevant,
since the buyers conclude all negotiations of the round before the previous commit-
ments expire. In other words, the buyers have enough time to compare all the com-
mitments and choose the best one.

For scenarios with long commitment deadlines and conceder sellers, risky behav-
iors are worse than moderate ones because good agreements are naturally reached
against these sellers for all buyers. When risky buyers force agreements, some of the
ultimatums are rejected, decreasing their payoff.

For scenarios with long commitment deadlines and boulware sellers, risky behav-
iors are better than moderate since the only manner of getting good agreements
against these sellers is by bargaining (i.e., by sending ultimatums, even though some
might be rejected).

For scenarios with short commitment deadlines and boulware sellers, risky behav-
iors are worse than moderate ones. In fact, since it is difficult to reach good agree-
ments against boulware sellers and since the buyers have no time to send ultimatums,
it is not a good strategy to discard good commitments as risky buyers tend to do.

The main findings of the experiments can be summarized as follows:
1.
2.

3.

4.

The commitment deadline severely restricts the agent’s decision-making process;
Although they may be refined, the definitions of fexpectPayoff and faban-
don already provide a range of different negotiation behaviors;
It is always better for buyers to take some risk in SBN; however, high risks should
only be taken in specific scenarios, whereas moderate risks are the best in average;
Adaptive mechanisms for adjusting fexpectPayoff and fabandon inde-
pendently may improve buyers’ performance.

7 Conclusions and Further Work

Despite being very common in the real world and feasible for e-commerce B2B or
B2C market places, SBN has not yet been studied in depth by the agent community.
In this paper, we have characterized SBN and introduced some issues that need to be
considered in its implementation. With the aim of better understanding SBN’s intrica-
cies, we developed an agent and a protocol for it. This agent, called EmallBargainer,
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uses ultimatum as a bargain mechanism to take advantage of the information from
previous bilateral negotiations. We carried out several experiments in which we could
observe the performance of different EmallBargainer profiles in various negotiation
scenarios. The results obtained allowed us to draw interesting conclusions about agent
profiles and the very SBN model. One of these conclusions is the importance of the
commitment deadline as a mechanism for adjusting the competition among sellers.

However, there are still many avenues that the AMEC community could explore in
SBN, which is a realistic scenario in e-commerce. As discussed in Sections 3 and 4,
one can explore different variations of the negotiation protocol, buyer profiles and
strategies. Other open issues concern seller agents, their profiles and strategies. Fi-
nally, one could also investigate regulation mechanisms pertaining to markets based
on SBN.
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Abstract. Enterprise delegates Agents’ Negotiation is a simpler task if the en-
terprises involved in the transaction have homogeneous representation struc-
tures as well as the same domain of discourse, thus the use of a common ontol-
ogy eases semantic problems. However, in real-life situations, real problems
involve heterogeneity and different ontologies often developed by several per-
sons and tools. Moreover, domain evolution, or changes in the conceptualisa-
tion might cause modifications on the previous ontologies once there is no for-
mal mapping between high-level ontologies. We are proposing a method to be
used by an Ontology-Services Agent to make Agents to understand each other
despite their different ontologies. The method uses the natural language
description of each involved item/product/service and combining statistical,
clustering and suffix stripping algorithms finds out similarities between differ-
ent concepts represented in different ontologies.

Keywords: ontologies, multi-agent systems, similarity identification, negotia-
tion.

1 Introduction

In a decentralized and distributed approach, interoperability refers to the way we
communicate with people and software agents, the problems which hampers the
communication and collaboration between agents. In B2B transactions, it is a simpler
task if the enterprises involved in the transaction have homogeneous representation
structures as well as the same domain of discourse, thus the use of a common ontol-
ogy makes the communication problem easy. The use of a common ontology guaran-
tees the consistency and the compatibility of the shared information in the system.
However, in real-life situations, real problems involve heterogeneity and ontologies
often developed by several persons continue to evolve over time. Moreover, domain
changes or changes in the conceptualisation might cause modifications on the ontol-
ogy. This will likely cause incompatibilities [1] and makes the negotiation and coop-
eration process difficult.

A.L.C. Bazzan and S. Labidi (Eds.): SBIA 2004, LNAI 3171, pp. 536–545, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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By making the enterprises agents interoperable, we enable them to meet the basic
requirement for multilateral cooperation. There are two major types of cooperative
interaction which may be identified in a multi-agent system: the first concerns which
agents perform which tasks (the task allocation problem) and the second concerns the
sharing of information (both results and observations on the outside world) between
agents. Purpose heterogeneity is primarily concerned with the former type and se-
mantic heterogeneity with the latter [2].

In B2B transactions, due to the nature of the goods/services traded, these
goods/services are described through multiple attributes (e.g. price and quality),
which imply that negotiation process and final agreements between seller and sup-
plier must be enhanced with the capability to both understand the terms and condi-
tions of the transaction (e.g. vocabularies semantics, currencies to denote different
prices, different units to represent measures or mutual dependencies of products).

A critical factor for the efficiency of the future negotiation processes and the suc-
cess of the potential settlements is an agreement among the negotiating parties about
how the issues of a negotiation are represented in the negotiation and what this repre-
sentation means to each of the negotiating parties.

Our objective is to help in the interoperability problem, enhancing agents with
abilities to provide services to and accept services from other agents, and to use these
services so exchanged to enable agents to effectively negotiate together. We are using
Multi-Agent System as the paradigm for the system architecture since enterprises are
independent and have individual objectives and behavior. The focus here, in this
paper, is on ontologies, whose specification includes a term (item/product) that de-
notes the concept, their characteristics (attributes) with the correspondent types, a
description explaining the meaning of the concept in natural language, and a set of
relationships among concepts. It is a really weak form of integration, because integra-
tion is not the objective of our work. Our approach aims at creating a methodology
that assesses semantic similarity among concepts from different ontologies without
building on a priori shared ontology. It is one of the services provided [3] by an On-
tology-Services Agent (OSAg) for trying to help during the agents’ negotiation proc-
ess.

Next section discusses heterogeneity, interoperability and ontology, including par-
tial ontology examples. Section 3 presents the architecture of the proposed system.
The similarity identification method is explained in the section 4 and finally we con-
clude the paper in section 5.

2 Heterogeneity, Interoperability and Ontology

Heterogeneity is both a welcome and an unwelcome feature for system designers. On
the one hand heterogeneity is welcomed because it is closely related to system effi-
ciency. On the other hand, heterogeneity in data and knowledge systems is considered
an unwelcome feature because it proves to be an important obstacle for the interop-
eration of systems. The lack of standards is an obstacle to the exchange of data be-
tween heterogeneous systems [4] and this lack of standardization, which hampers
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communication and collaboration between agents, is known as the interoperability
problem [5].

Heterogeneity here, in this paper, means agents communicating using different on-
tologies. Four types of heterogeneity are distinguished by [4]: (i) paradigm hetero-
geneity, occurs if two systems express their knowledge using different modeling
paradigms, (ii) language heterogeneity, occurs if two systems express their knowl-
edge in different representation languages, (iii) ontology heterogeneity occurs if two
systems make different ontological assumptions about their domain knowledge, (iv)
content heterogeneity, occurs if two systems express different knowledge.

Paradigm and language heterogeneity are types of non-semantic heterogeneity and
the ontology and content heterogeneity are types of semantic heterogeneity.

In our proposed system each agent has its own private ontology although about the
same knowledge domain, but each ontology was developed by different designers and
may expresses knowledge differently.

In literature, ontologies are classified into different types based on different ideas.
[6] presents two typologies, according to the level of formality and according to the
level of granularity. According to the level of formality, three ontologies types are
specified: (i) informal ontology is the simplest type; it is comprised of a set of con-
cept labels organized in a hierarchy, (ii) terminological ontology consists of a hierar-
chy of concepts defined by natural language definitions, (iii) formal ontology further
includes axioms and definitions stated in a formal language. According to the level of
granularity, six ontologies types are specified: (i) top-level ontology defines very
general concepts such as space, time, object, event, etc., which are independent of a
particular domain. (ii) general ontology defines a large number of concepts relating
to fundamental human knowledge. (iii) domain ontology defines concepts associated
with a specific domain, (iv) task ontology defines concepts related to the execution
of a particular task or activity. (v) application ontology defines concepts essential for
planning a particular application. (vi) meta-ontology or generic or core ontology
defines concepts, which are common across various domains; these concepts can be
further specialized to domain – specific concepts.

In our proposed system, the ontologies are classified in the level of formality as
terminological ontologies because they include concepts organized in a hierarchy and
the concept definitions are expressed in natural language. According to level of
granularity they are classified as domain ontologies, in our case in the specific cars’
assembling domain.

Cars’ assembling domain is a suitable scenario because it involves several services
suppliers’ enterprises and consequently several different negotiations. To make it
possible the cars’ assembly, the service supplier enterprise (cars’ assembler) needs to
buy several parts/components. For each one of these parts/components there are sev-
eral potential suppliers, which offer different prices, facilities, quality, delivery time,
and others attributes. It is necessary to select among all the interested enterprises the
ones which send the best offers and furthermore, it is mandatory a negotiation based
on several criteria.

Even with terminology standards used by cars’ factories, the same term may have
different meanings, or the same meaning may be associated with different terms and
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different representations. A scenario using this domain will be explored as a study-
case. The ontology creation process for our particular domain (cars’ assembling do-
main) involved searching literature on cars’ assembling domain and discussion with
experts. After careful consideration and test of several different ontology building
tools, we have selected the appropriated ones. First we have modeled our ontology by
means of UML and then ontology-building tools WebODE [7], Protégé [8] and On-
toEdit [9] have been used.

Fig. 1 and Fig. 2 show a part of a UML diagram of the built ontologies. Fig. 1
represents the Customer Enterprise Agent Ontology and Fig. 2 represents the Supplier
Enterprise Ontology. Though example we may observe some differences causing
interoperability problem during the negotiation process. For example, in the ontology
A there are wheel and handwheel concepts and in the ontology B there is only the
wheel concept, here meaning handwheel. Other differences as Motor x Engine and
Tire x Tyre may be observed. The ontologies are composed by concepts, each con-
cept has a set of characteristics, each one of the attributes has a type (not showed in
this diagram) and each one of the concepts has relationship with other concepts. The
way the Ontology-Services Agent, using a similarity-based algorithm, solves the
problem is presented in Section 4.

Fig. 1. Ontology A: Part of the Customer Enterprise Agent Ontology.

Fig. 2. Ontology B: Part of the Supplier Enterprise Agent Ontology.
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3 System Architecture

This framework includes 4 types of agents: facilitator agent, enterprise agents
(good/product/services suppliers and customer), and ontology-services agent. The
facilitator agent and enterprise agents - suppliers and customers, are cooperating to-
gether through a website with the objective of providing or getting
goods/products/services, in collaboration, but keeping their own preferences and
objectives. An ontology-services agent is involved in all the process for monitoring
and facilitating the communication and negotiation between agents.

The Facilitator Agent (FAg) is the entity that matches the right agents and sup-
ports the negotiation process. The enterprise (customer and suppliers) agents and
ontology-services agent have to register themselves to be able to communicate. Each
agent has its own private ontology, built in a private and unknown (to the overall
system) process. Customer Enterprise Agents (CEAg) represent enterprises inter-
ested in buying components to build a final product. Several suppliers in the world
may have these components with different prices and conditions. Each CEAg sends a
message (Identification of Needs) to the facilitator announcing which composed
product/service is needed to configure. Supplier Enterprise Agents (SEAg) repre-
sent enterprises interested in providing some kind of product/service/good. Whenever
a needed product, the facilitator agent conveys this announcement to all registered
interested supplier enterprise agents. Ontology-Services Agent (OSAg) keeps moni-
toring the whole conversation trying to help when some message is not fully under-
stood by some of the participants. The OSAg service for helping in the similarity
identification is explained in the next section. Fig. 3 shows an instance of the multi-
agent system. Each Enterprise Agent (Supplier or Customer) has its own architecture
and functionalities (some developer will design and build the ontology with some tool
and, later, the agent will access the generated file/database).

Fig. 3. System Architecture.
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4 Similarity Identification

Several different tools and techniques for mapping, aligning, integration, merging
[10], [11], [12], [13], [14] of ontologies are available but there is no automatic way to
do that. It is still a difficult task and for the success of these processes it is necessary
to detect ontology mismatches and solve them. Recent research about ontological
discrepancies have been done [4], [15], however none of the available tools tackle all
the types of discrepancies [16].

Some problems in finding similarity are related to the following facts: (i) the on-
tologies use different concept/term names for the same meaning and description.
Example: tyre and tire; (ii) the ontologies use the same concept/term name for differ-
ent meaning and description. Example: wheel and wheel (where one of them means
hand wheel), (iii) the ontologies use the same concept/term name for the same mean-
ing. However, the description includes different characteristics (attributes) and rela-
tions.

Similarity evaluations among ontologies may be achieved if their representations
share some components. If two ontologies have at least one common component
(relations, hierarchy, types, etc) then they may be compared. Usually characteristics
provide the opportunity to capture details about concepts. In our approach we are
using relations and characteristics’ types as common components in all the ontolo-
gies. There are a set of relations and characteristics that have to be known and used
by all the ontologies for initial tests. The concepts are also linked by a number of
relations.

The relations used in our approach are: (i) part_of relationship, organizes the con-
cepts according to a decomposition hierarchy (composed_by), (ii) is_a relationship, a
concept is a generalization of the concept being defined, (iii) equivalent relationship,
the concepts are similar, (iv) use relationship, a concept uses functionalities from
other concept.

The value types of characteristics used are: (i) integer, represents positive and
negative integer values (ii) string, represents text information (iii) discrete domain,
represents a set of fixed values (iv) material, represents information about what sub-
stance the object is made of (v) numeric, represents the not integer values.

The OSAg will be monitoring all the communication and negotiation and for help-
ing it will search information in its own ontology, which is a basic ontology built with
basic structures in the cars’ assembling domain, which will be updated whenever a
new concept is discovered. OSAg has also to get additional information from the
agents using exchanged messages (see Fig. 4). An example of the structure of one
exchanged message between OSAg and SEAg may be observed below, based on the
ontologies showed in Fig. 1 and Fig. 2. In the message “ask-about”, the OSAg is
asking information about the engine concept, and in the “reply” message, the CEAg is
answering the questions, filling the template. Each agent has to be able to read its
own ontology and understand the template.
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Fig. 4. Exchanged messages to get aditional information.

The process is described as follow:

1.

2.

3.

4.

5.

6.

7.

8.

CEAg sends a KQML message to the FAg informing about the basic requirement
for that particular item/product/service.
FAg sends an announcement to the registered SEAg, which probably provide the
required item.
Each one of the SEAg that provides the item/service required send an advertise-
ment to the CEAg.
Some of the SEAg may have the announced item but may not understand it be-
cause SEAg may have a different ontology and the item may be specified in a dif-
ferent way. If the SEAg does not understand the announced item, it will send an
“unknown” message to FAg. The OSAg, which is monitoring the communication,
detects the message and try to help.
If 4 occurs, OSAg sends a message to CEAg asking for detailed information about
the item required, as showed in the ask-about message example above.
After 5, OSAg will exchange messages with the correspondent SEAg asking for
the concepts descriptions.
Using appropriated algorithms OSAg will find the correspondent concept to the
announced item. This process is explained in the subsection 4.1.
If some description was not found or more than one was found as similar, new
tests are needed to try to find proof of similarity. OSAg will exchange messages
with the correspondent SEAg sending and asking for new informations using syn-
onymous, relationships between concepts, type, quantity and relevance of the
characteristics.

TEAM LinG



Towards to Similarity Identification to help in the Agents’ Negotiation 543

4.1 Using Description to Similarity Identification

We are proposing the use of metrics, methodologies and algorithms well known in
database and information retrieval area for trying to find similarity among the words
that compose the concept description.

Usually, in a specific domain, when experts are describing the concepts that form
the ontology, they use some technical and specific words, and we may find similar
words in the concept descriptions. We are proposing to select the relevant words used
in the descriptions and to compare them to find similarities.

To make it easier to understand, consider the example of the KQML message
above (Fig. 4), where OSAg asks information about engine (the required item), and
the CEAg informs about the concept included described in its own ontology “engine
is a motor that converts thermal energy to mechanical work”.

First, it is necessary a process for selecting/extracting the most representative
words (showed in bold) from the description, which will represent the concept en-
gine.

The OSAg will also extract the most representative words from the description of
the concepts in the ontology B, to have also a representation of the concepts. As an
example, we now consider two other concepts, motor and tire, to be compared with
engine.

Motor “it is a machine that converts other forms of energy into mechanical en-
ergy and so imparts motion”.

Tire “consists of a rubber ring around the rim of an automobile wheel”.

The use of similarity algorithms between the required concept and the candidate
concept would not give representative results, because we have semantic similarity
and comparing strings would only work for cases as tire and tyre comparison. Using,
for example, edit distance [17] for comparing the strings engine and motor we will
get the similarity (1-6/6) = 0 and comparing engine with tire we will get the similarity
(1-3/6) = 0.5, where engine and motor have the same meaning and should have a
higher similarity value. For solving this problem our purpose is to use a combination
of methods to find similarities between the words extracted from the descriptions, and
some weights are used for the most representative words.

A similarity matrix is generated between the set of words extracted from required
concept description with each one of the set of words extracted from the candidates
concepts descriptions. We have two similarity matrix in this example, one among the
words extracted from engine and motor descriptions, and another one built with
words extracted from engine and tire descriptions. The matrix has its values calcu-
lated using edit distance and suffix stripping [18] algorithm.

We are using also in our algorithm, weights for the most relevant words. In the
case of a similarity between words equal to 1, a sum of the weight equal to 1 is attrib-
uted for the correspondent value in the matrix, and if the required concept word (en-
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gine) is contained in the description of the candidate concept, this word gets a weight
value of 1 and a result is summed with all the values in the matrix. To have the final
result we calculate the matrix sum, but due to the matrix size difference, it is neces-
sary calculate the average, sum the matrix elements and divide by the number of
matrix elements.

In our example we got the similarity value between engine and motor of 0.35,
where we found 3 identical words and the candidate concept in the description of the
required concept. It concludes a difference due to the weights. The similarity value
between engine and tire is 0.06. The method calculation shows that engine and mo-
tor concepts are more similar than engine and tire.

5 Conclusions

We have proposed a heterogeneous multi-agent architecture suitable for semantic
interoperability. Each agent has its own private ontology although in the same knowl-
edge domain. Also each ontology is developed by different designers and expresses
knowledge differently. The ontologies are classified regarding the level of formality
as terminological ontologies, once their concepts are organized in a hierarchy and the
concept definitions are expressed in natural language. According to the level of
granularity, they are classified as domain ontologies, in our case in the specific car’s
assembling domain.

Our approach aims at creating a methodology for extracting similarities from the
concept descriptions of the required item and the candidate items to find which one of
those candidates may be the requested one. Each agent accesses its own ontology,
without building any a priori shared ontology, and sends the needed information to
the specific Ontology-Service Agent (OSAg). Relationships among concepts, charac-
teristics, types and synonymous are also important information and may help in the
process if the natural language description is not enough to identify the similarities.

A similarity matrix is generated between the description of the required item and
the descriptions of the candidate concepts. The matrix has its values calculated using
edit distance and suffix stripping algorithm. Rand Statistic is calculated to compare
and find out the most promising candidate concept that matches the former unknown
concept.
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