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Preface 

This international student version of Data Structures and Algorithms in Java pro
vides an introduetion to data structures and algorithms, including their design, anal
ysis, and implementation. In terms of curricula based on the IEEEIACM 2001 

Computing Curriculum, this book is appropriate for use in the courses CS102 
(110/B versions), CS1 03 (110/B versions), CS l l l  (A version), andCS1 12 (AII/O/F/H 
versions ) .  We discuss its use for such courses in more detail later in this pre face. 

The major changes in the fifth edition are the following: 
• We added more examples and discussion of data structure and algorithm 

analysis. 
• We enhanced consistency with the Java Collections Framework. 
• We enhanced the discussion of algorithmic design techniques, like dynamic 

programming and the greedy method. 
• We added new material on improved Java 110 methods. 
• We created this international student version of the book, which contains 

content, such as Java internationalization and international units, more ap
propriate for readers outside of North America and Europe. 

• We added a discussion of the difference between array variabie-name assign
ment and array cloning. 

• We_ included an expanded discussion of the Deque interface and LinkedList 
class inJava. 

• We increased coverage of entry objects in the Java Collection Framework. 
• We fully integrated all code fragment APis to u�e genetic types. 
• We added discussions of the NavigatableMap interface, �s well as their im-

plementations in the Java Collections Framework using skip lists. 
• We included a discussion of the Java TreeMap class. 
• We provided discriptions of the sorting methods included in the Java library. 
• We expanded and revised exercises, continuing our approach of dividing 

them into reinforcement, creativity, and project exercises. 
This book is related to the following hooks: 
• M.T. Goodrich, R. Tamassia, and D.M. Mount, Data Structures and Algo

rithms in C++, John Wiley & Sons, Inc. This book has a· similar over
all structure to the present book, but uses C++ as the underlying language 
(with some modest, but necessary pedagogical differences required by this 
approach). 

• M.T. Goodrich and R. Tainassia, Algorithm Design: Foundations, Analysis, 
and Internet Exainples, John Wiley & Sons, Inc. This is a textbook for a more 
advanced algorithms and data structures course, such as CS210  (T/W/C/S 
versions) in the IEEEIACM 2001 curriculum. 
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Use as  a Textbook 

The design and analysis of efficient data structures has long been recognized as 

a vital subject in computing, for the study of data structures is part of the core of 
every coliegiate computer science and computer engineering major program we are 
familiar with. Typically, the introductory courses are presented as a two- or three
course sequence. Elementary data structures are often briefly introduced in the 
first programming course or in an introduetion to computer science course and this 
is foliowed by a more in-depth introduetion to data structures in the courses that 
follow after this. Furthermore, this course sequence is typicaliy foliowed at a later 
point in the curriculum by a more in-depth study of data structures and algorithms. 
We feel that the central role of data structure design and analysis in the curriculum 
is fuliy justified, given the importance of efficient data structures in most software 

· systems, including the Web, operating systems, databases, compilers, and scientific 
simulation systems. 

With the emergence of the object -oriented paradigm as the framework of choice 
for building robust and reusable software, we have tried to take a consistent object
oriented viewpoint throughout this text. One of the main ideas of the object
oriented approach is that data should be presented as being encapsulated with the 
methods that access and modify them. That is, rather than simply viewing data 
as a coliection of bytes and addresses, we think of data objects as instances of an 
abstract data type (ADT), which includes a repertoire of methods for performing 
operations on data objects of this type. Likewise, object-oriented solutions are of
ten organized utilizing common design patterns, which facilitate .software reuse 

5 
and robustness. Thus, we present each data structure using ADTs and their re-
spective implementations and we introduce important dèsign pattems as means to 
organize those implementations into classes, methods, and objects. 

Por each ADT presented in this book, we provide an associated Java interface. 
Also, concrete data structures realizing the ADTs are discussed and we often give 
concrete Java classes imptementing these interfaces. We also give Java implemen
tations of fundamental algorithms, such as sorting and graph searching. Moreover, 
in addition to providing techniques for using data structures to implement ADTs, 
we also give sample applications of data structures, such as in HTML tag matching 
and a simple system to maintain a photo album. Due to space limitations, however, 
we sometimes show only code fragments of some implementations in this book and 
make additional souree code available on the companion web site. The Java code 
imptementing fu:pqa:n.I,ent1ll data structqre� in this book is .Qrganized into a single 
Java package, net.datastructu res, which forms a coherent library of data structures 
and algorithms in Java specifically designed for educational purposes in a way that 
is complementary with the Java Collections Framework. The net.datastructu res 
library is not required, however, to get fuli use from this book. 
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On l i ne Resou rces 

This book is accompanied by an extensive accompanying set of online resources, 
which can be found at the following web site: 

www.wi ley.com/gojgloba ljgoodrich 

Students are encouraged to use this site along with the book, to help with exer
cises and increase understanding of the subject. Instructors are likewise welcome 
to use the site to help plan, organize, and present their course materials. Included 
on this Web site is a coneetion of educational aids that augment the topics of this 
book, for both students and instructors. Because of their added value, some of these 
online resources are password protected. 

For the Student 

For all readers, and especially for students, we include the following resources: 
• All the Ja va souree code presented in this book. 
• PDF handouts of Powerpoint slides (four-per-page) provided to instructors. 
• A database of hints to all exercises, indexed by problem number. 
• An online study guide, which includes solutions to selected exercises. 

The hints should be of considerable use to anyone needing a little help getting 
started on eertaio exercises, and the solutions should help anyone wishing to see 
completed exercises. Students who have purchased a new copy of this book will 
get password access to the hints and other password-protected online resources at 
no extra charge. Other readers can purchase password access for a nominal fee. 

For the I nstructor 

- . 

For instructors using this book, we include the following additional teaching aids: 
• Solutions to over two hundred of the book's exercises. 
• A database of additional exercises, suitable for quizzes and exams. 
• The complete net.datastructmes package. 
• Additional Java souree code. 
• Slides in Powerpoint and PDF (one-per-page) format. 
• Self-contained special-topic supplements, including discussions on convex 

hulls, range trees, and orthogonal segment intersection. 
• Ready-to-use, turn-key projects, complete with supporting Java code for graphical

userintetfaces (GUis), so that students can concentrate on data structure de-
. sign,illlplementation, and usage, ratherthan GUl programming. 

The slides are fully editable, so as to allow an instructor using this book full free
dom in customizing his or her presentations. All the online resources are provided 
at no extra charge to any instructor adopting this book for his or her course. 

www.wiley.com/go/global/goodrich
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A Resou rce for Teach i ng Data Structu res and Algorithms 

This book contains many Java-code and pseudo-code fragments, and hundreds of 
exercises, which are divided into roughly 40% reinforcement exercises, 40% cre
ativity exercises, and 20% programming projects . 

This book can be used for the CS2 course, as descirbed in the 1978 ACM Com
puter Science Curriculum, or in courses CS 102 (I/0/B versions), CS 103 (I/0/B ver
sions ), CS 1 1 1  (A version), and/or CS 1 1 2 (A/I/0/F/H versions ), as described in the 
IEEE/ ACM 2001 Computing Curriculum, with instructional units as outlined in 
Table O.I. 

lnstructional Unit Relevant Material 
PLl. Overview of Programming Languages Chapters 1 & 2 
PL2. Virtual Machines Sections 14. 1 . 1 , 14. 1 .2, & 14. 1 .3 
PL3 . Introduetion to Language Translation Section 1 .9 
PL4. Declarations and Types Sections 1 . 1 ,  2.4, & 2.5 
PL5. Abstraction Mechanisms Sections 2.4, 5 . 1 ,  5.2, 5.3,  6. 1 . 1 ,  6.2, 6.4, 

6.3,  7. 1 ,  7.3. 1 ,  8 . 1 ,  9 . 1 ,  9.5, 1 1 .4, & 1 3 . 1  
PL6. Object-Oriented Programming Chapters 1 & 2 and Sections 6.2.2, 6.3, 

7.3 .7, 8. 1 .2, & 1 3 .3 . 1  
PF1 .  Fundamental Programming Constructs Chapters 1 & 2 
PF2. Algorithms and Problem-Solving Sections 1 .9 & 4,2 
PF3. Fundamental Data Structures Sections 3. 1 ,  5. 1-3.2, 5.3, , 6. 1 ---ó.4, 7. 1 ,  

7.3,  8 . 1 ,  8 .3,  9.1-9.4, 10. 1 ,  & 1 3. 1  
PF4. Recursion Section 3.5 
SE1 .  Software Design Chapter 2 and Sections 6.2.2, 6.3, 1.3.7, 

8. 1 .2, & 13.3. 1 
SE2. Using APis Sections 2.4, 5. 1 ,  5.2·, 5 .3,  6. 1 . 1 ,  6.2, 6.4, 

6.3, 7. 1 ,  7.3. 1 ,  8 . 1 ,  9. 1 ,  9.5, 1 1 .4, & 1 3 . 1  
ALl. Basic Algorithmic Analysis Chapter 4 
AL2. Algorithmic Strategies Sections 1 1 . 1 . 1 ,  1 1 .5. 1 ,  12.3 . 1 ,  12.4.2, & 

12.2 
AL3. Fundamental Computing Algorithms Sections 8. 1 .4, 8 .2.2, 8.3.5, 9.2, & 9.3. 1 ,  

and Chapters 1 1 , 12, & 1 3  
DS 1 .  Functions, Relations, and Sets Sections 4. 1 ,  8. 1 ,  & 1 1 .4 
DS3 .  Proof Techniques Sections 4.3, 6. 1 .4, 7�3.3, 8.3, 10.2, 10.3, 

10.4, 1 0.5, 1 1 .2. 1 ' 1 1 .3 . 1 ' 1 1 .4.3, 1 3 . 1 ' 
13 .3 . 1 ,  13 .4, & 13 .5 

DS4. Basics of Counting Sections 2.2.3 & 1 1 . 1 .5 
DS5. Qraphs and Trees Chapters 7, 8, 10, & 1 3  
DS6. DiscreteProbability Appendix A and Sections 9.2.2, 9.4.2, 

1 1 .2. 1 ,  & 1 1 .5 

Table 0.1: Material for Units in the IEEE/ACM 2001 Computing Curriculum. 
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Contents and Organization 
The chapters for this course are organized to provide a pedagogical path that starts 
with the basics of Java programming and object-oriented design. We provide an 
early discussion of concrete structures, like arrays and linked lists, so as to provide 
a concrete footing to build upon when constructing other data structures. We then 
add foundational techniques like recursion and algorithm analysis, and, in the main 
portion of the book, we present fundamental data structures and algorithms, con
cluding with a discussion of memory management (that is, the architectural under
pinnings of data structures). Specifically, the chapters for this book are organized 
as follows: 

1. Java Programming Basics 

2. Object-Oriented Design 

3. Arrays, Linked Lists, and Recursion 

4. Mathematical Foundations 

5. Stacks and Queues 

6. List Abstractions 

7. Tree Structures. 

8. Priority Queues 

9. Maps and Dictionaries 

10. Search Tree Structures 

11. Sorting and Selection 

12. Text Processing 

13. Graphs 

14. Memory 

.·A. Usef�f Mathematical Facts 

A more detailed listing of the contents of this book can be found in the table of 
contents. 
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Prerequ i si tes 

We have written this book assuming that the reader comes to it with certain knowl
edge. We assume that the reader is at least vaguely familiar with a high-level pro
gramming language, such as C, C++, Python, or Java, and that he or she under
stands the main constructs from such a high-level language, including: 

• Variables and expressions. 
• Methods (also known as functions or procedures). 
• Decision structures (such as if-statements and switch-statements). 
• Iteration structures (for-loops and while-loops). 

For readers who are familiar with these concepts, but not with how they are ex
pressed in Java, we provide a primer on the Java language in Chapter 1. Still, this 
book is primarily a data structures book, not a Java book; hence, it doe� not provide 
a comprehensive treatment of Java. Nevertheless, we do not assume that the reader 
is necessarily familiar with object-oriented design or with linked structures, such 
as linked lists, for these topics are covered in the core chapters of this book. 

In terms of mathematica! background, we assume the reader is somewhat famil
iar with topics from high-school mathematics. Even so, in Chapter 4, we discuss 
the seven most-important functions for algorithm analysis. In fact, sections that use 
something other than one of these seven functions are considered optional, and are 
indicated with a star (*). We give a summary of other useful mathematica! facts, 
including elementary probability, in Appendix A. 

About the Authors 

Professors Goodrich and Tamassia are well-recognized researchers in algorithms 
and data structures, having publisbed many papers in this field, with applications 
to Internet computing, information visualization, computer security, and geomet
rie computing. They have served as principal investigators in several joint projects 
spousored by the National Science Foundation, the Army Research Office, the Of
fice of Na val Research, and the Defense Ad vaneed Research Projects Agency. They 
are also active in educational technology research. 

Michael Goodrich received his Ph.D. in Computer Science from Purdue Uni
versity in 1987. He is currently a Chanceilor's Professor in the Department of Com
puter Science at University of Califomia, Irvine. Previously, he was a professor at 
Johns Hopkins University. He is an editor for a number of joumals in computer 
science theory, computational geometry, and graph algorithms. He is an ACM Dis
tinguished Scientist, a Fellow of the Alllerican Association for the Ad vancement of 
Science (AAAS), a Fulbright Scholar, and a Fellow of the IEEE. He is a recipient of 
the IEEE Computer Society Technica! Achievement Award, the ACM Recognition 
of Service Award, and the Pond Award for Excellence in Undergraduate Teaching. 
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Roberto Tamassia received his Ph.D. in Electrical and Computer Engineering 
from the University of Illinois at Urbana-Champaign in 1988. He is the Plastech 
Professor of Computer Science and the Chair of the Department of Computer Sci
ence at Brown University. He is also the Director of Brown's Center for Geometrie 
Computing. His research interests include information security, cryptography, anal
ysis, design, and implementation of algorithms, graph drawing and computational 
geometry. He is an IEEE Fellow and a recipient of the Teehoical Achievement 
Award from the IEEE Computer Society, for pioneering the field of graph draw
ing. He is an editor of several joumals in geometrie and graph algorithms. He 
previously served on the editorial board of IEEE Transactions on Computers. 

In actdition to their research accomplishments, the authors also have extensive 
experience in the classroom. For example, Dr. Goodrich has taught data structures 
and algorithms courses, including Data Structures as a freshman-sophomore level 
course and Introduetion to Algorithms as an upper level course. He has earned sev
eral teaching awards in this capacity. His teaching style is to involve the students in 
lively interactive classroom sessions that bring out the intuition and insights behind 
data structuring and algorithmic techniques. Dr. Tamassia has taught Data Struc
tures and Algorithms as an introductory freshman-level course since 1988. One 
thing that has set his teaching style apart is his effective use of interactive hyper
media presentations integrated with the Web. 
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1 . 1  

Chapter 1. Java Programming Basics 

Getting Started: Classes, Types, and Objects 

Building data structures and algorithms requires that we communicate detailed in
structions to a computer, and an excellent way to perfarm such communication is 
using a high-level computer language, such as Java. In this chapter, we give a brief 
overview of the Java programming language, assuming the reader is somewhat fa
miliar with an existing high-level language, and we continue this discussion in the 
next chapter, focusing on object-oriented design principles. This book does not 
provide a complete description of the Java language, however. There are major as
pects of the language that are not directly relevant to data structure design, which 
are not included bere. We begin our Java primer with a program that prints "Hello 
Universe!" on the screen, which is shown in a dissected form in Figure 1 . 1 .  
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Figure 1.1 : A "Hello Universe!" program. 

The main "actors" in a Java program are objects. Objects store data and provide 
methods for accessing and modifying this data. Every object is an instanee of a 
class, which defines the type of the object, as well as the kinds of operations that it 
performs. The cri ti cal memhers of a class in Java are the following (classes can also 
contain inner class definitions, but let us defer discussing this concept for now): 

• Data of Java objects are stared in instanee variables (also called fields). 
Therefore, if an object from some class is to store data, its class must specify 
instanee variables to do the storage. Instanee variables can either come from 
base types (such as integers, floating-:-point numbers, or Booleans) or they 
can refer to objects of other classes. 

• The operations that can act on data, expressing the "messages" objects re
spond to, are called methods. These consist of constructors, procedures, and 
functions. They define the behavior of objects from that class. 
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How Classes Are Dec lared 

3 

An object is a specific combination of data and the methods that can process and 
communicate that data. Classes define the types for objects; hence, objects are 
sometimes referred to as instances oftheir defining class, because they take on the 
name of that class as their type. 

An example definition of a Java class is shown in Code Fragment 1.1. 

public class Counter { 

} 

protected int count; 11 a simple integer instanee variabie 
/** The defa u lt eenstructor for a Counter object *I 
Counter() { cou nt 0; } 
I** An accessor method to get the current count *I 
public int getCount() { return cou nt ;  } 
/** A mod ifier method for i ncrementing the cou nt *I 
public void incrementCount() { count++; } 
/** A mod ifier method for decrementing the count  *I 
public void decrementCou nt() { count--; } 

Code Fragment 1.1: A Counter class for a simple counter, which can be accessed, 
incremented, and decremented. 

In this example, notice that the class definition is delimited by braces, that is, 
we use a"{" to mark its beginning and a"}" to mark its end. In Java, any set of 
statements between the braces "{" and "}" de fine a program block. 

i 

As with the Un iverse class, the Counterclass is public, which means that any 
other class can create and use a Counter object. -

' 
The Counter has one instanee 

variable-an integer called count. This variabie is initialized to 0 in the constructor 
method, Counter, which is called when we want to create a new Counter object 
(this method always has the same name as the class it belongs to). This class 
also has one accessor method, getCount, which returns the current value of the 
counter. Finally, this class has two update metbods-a method, i ncrementCount, 
which increments the counter, and a method, decrementCou nt, which decrements 
the counter. Admittedly, this is a pretty boring class, but at least it shows us the 
syntax and structure of a Ja va class. It also shows us that a Java class does not have 
to have a ma in metbod (but such a class can do nothing by itself). 

The name of a class, method, or variabie in Java is called an identifier, which 
can be any string of characters as long as it begins with a letter and consists of let
ters, numbers, and underscore characters (where "letter" and "number" can be from 
any written language defined in theUnicode character set). We list the exceptions 
to this general rule for Ja va identifiers in Table 1.1. · 
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Reserved Words 

abstract el se interfa ce switch 
boolea n  extends long synchronized 
break false native this 
byte fin a l  new throw 
case fi n a l ly nul! throws 
catch float package transient 
char for private true 
cl a ss goto protected try 
con st if pub l ic void 
continue implements return volatî le 
default import short whi le 
do înstanceof static 
double int super 

Table 1.1 : A listing of the reserved words in Java. These narnes cannot be used as 
metbod or variabie names. 

Class Modifiers 

Class modifiers are optional keywords that preeede the class keyword. We have 
already seen examples that use the public keyword. In genera!, the different class 
modifiers and their meaning is as follows: 

• The abstract class modifier describes a class that has abstrac;t methods. Ab-
• 

stract methods are declared with the abstract keyword and are empty (that 
is, they have no block defining a body of code fortbis method). A class that 
has nothing but abstract methods and no instanee variables is more properly 
called an interface (see Section 2.4), so an abstract class usually has a mix
ture of abstract methods and actual methods. (We discuss abstract classes 
and their uses in Section 2.4.) 

• The final class modifier describes a class that can have no subclasses. (We 
discuss this concept in the next chapter.) 

• The public class modifier describes a class that can be instantiated or ex
tended by anything in the same package or by anything that imports the class. 
(This is explained in more detail in Section 1 .8.) Public classes are declared 
in their own separate file called classname .  j a va, where "classname" is the 

.name ofthe class. 

• If the public class modifier is not used, the class is consideredjriendly. This 
means that it can be used and instantiated by all classes in the same package. 
This is the default class modifier. 
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1 . 1 . 1  Base Types 

The types of objects are determined by the class they come from. For the sake 
of efficiency and simplicity, Java also bas the following base types (also called 
primitive types), which are not objects: 

boolean 
eh ar 
byte 
short 
int 
long 
float 
double 

Boolean value: true or fa l se 
16-bit Unicode character 
8-bit signed two's complement integer 
16-bit signed two's complement integer 
32-bit signed two's complement integer 
64-bit signed two's complement integer 
32-bit fioating-point number (IEEE 754- 1985) 
64-bit fioating-point number (IEEE 754- 1985) 

A variabie having one of these types simply stores a value of that type, rather than 
a reference to some object. Integer constants, like 14 or 195, are of type int, un
less followed immediately by an 'L' or '1' , in which case they are of type long. 
Floating-point constants, like 3 . 1415 or 2. 1 58e5, are of type double, unless fol
Iowed immediately by an 'F' or 'f' , in which case they are of type float. We show 
a simple class in Code Fragment 1 .2 that defines a number of base types as local 
variables for the ma i n  method. 

public class Basë { 

} 

public static void main (Stri ng[ ] a rgs) { 
boolean flag true; 
char eh ' A ' ;  
byte b 12; 
short s = 24; 
int i - 257; 
long I - 890L; 
float f = 3. 1415F; 
double d = 2. 1828; 

// note the use of "L" here 
// note the use of "F' here 

System.out. println ( "flag = " + flag); // the 
System .out. println ( 11 ch = " + eh) ;  
System.out.print ln ( "b  = 1 1  + b) ;  
System .out. print ln ( " s  = 1 1  + s) ; 
System .out. print ln (" i = 11 + i ) ;  
System .out.pri nt ln ( " 1  = 1 1  + I ) ;  
System .out.pri nt ln ( "f  = 1 1  + f) ; 
System .out .pr int ln ("d = 1 1 + d ) ;  

} 
. 

is string eoneatenation 

Code Fragment 1.2: A Base class showing example uses of base types. 
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Com ments 

Note that these examples use comments, which are annotations provided for human 
readers and are not processed by the Java compiler. Java allows for two kinds of 
comments-block comments and inline comments-which define text ignored by 
the compiler. Java uses a "/*" to begin a block comment and a "*/" to close it. 
Of particular note is a comment that begins with "I**" since such comments have 
a special format that allows a program, called Javadoc, to read these comments 
and automatically generate software documentation. We discuss the syntax and 
interpretation of Javadoe comments in Section 1 .9.3. 

In actdition to block comments, Java uses a "I/" to begjn inline comments and it 
ignores everything else on the rest of such a line. By the way, all comments shown 
in this book will be colored blue, so that they are not confused with executable 
code. For example: 

I* 
* This is a block camment 
*I 

I I This is an i n l ine com ment. 

Output from the Base C lass 

Output from an execution of the Base class (ma i n  method) is shown in Figure 1 .2. 

flag true 
eh = A 
b = 12 
5 24 
i =  257 
1 - 890 
f = 3.1415 
d - 2.1828 

Figure 1.2: Output from the Base class. 

Even though they themselves do not refer to objects, base-type variables are 
useful in the context of objects, for they can be used for the instanee variables ( or 
fields) inside an object. For example, the Counter class (Code Fragment 1 . 1 )  had a 
single instanee variabie that was of type int. Another nice feature of base types in 
Java is that base-type instanee variables are always given an initial value when an 
object containing them is created (either zero, fa lse, or a null character, depending 
on the type). 
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1 . 1 . 2  Objects 

In Java, a new object is created by using the new operator. The new operator 
creates a new object from a specified class and returns a reference to that object. 
In order to create a new object of a certain type, we must immediately follow our 
use of the new operator by a call to a constructor for that type of object. We can 
use any constructor that is included in the class definition, including the default 
constructor (which has no arguments between the parentheses). In Figure 1.3, 
we show a number of dissected example uses of the new operator, both to simply 
create new objects and to assign the reference to these objects to a variable. 

the name of 
this class standard syntax ,. ............ L�, f�a

�e��;�n;d 
a 

public class ! Examplei { 
,........................................................ .. ................................................... , declares the variabie c to 
j public static void main (String[] args) i { b� of type Counter; that 

declares the 
t ................... ......................................................... ................. ................... : IS, c can refer

. 
to any 

. ,. ..................... ....... , Counter object var1able d to i Counter c·;,....-------
be of type"' L ....... ..................... :: . ---------- creates a new 

Counter X ... ..... . .. .. .............. . . ..... , ,  .................... L.._............ · Counter object 
�Counter djj = i !new Counter()! ; and returns � 

'�·;�!'�;;;·��� assigns
_
th:::::::::��tthe '·�" ............................ � .......... ; · new obJect to the varwble d 

,..... creates a new Counter object 
d [=[ c ; and returns a reference to it 

:..\; assigns the reference to the 

} new object to the variabie c 
assigns d to reference the 
same object as c (the old 

} object d was pointing to now 
has no variabie referencing it) 

Figure 1.3: Example uses of the new operator. 

Calling the new operator on a class type causes three events to occur: 

• A new object is dynamically allocated in memory, and all instanee variables 
are initialized to standard default values. The default values are null for 
object variables and 0 for all base types except boolean variables (which are 
false by default). 

• The constructor for the new object is called with the parameters specified. 
The constructor fills in meaningful values for the instanee variables and per
farms any additional computations that must be done to create this object. 

• After the constructor returns, the new operator returns a reference (that is, a 
memory address) to the newly created object. If the expression is in the form 
of an assignment statement, then this address is stored in the object variable, 
so the object variabie refers to this newly created object. 
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N umber Objects 

We sometimes want to store numbers as objects, but base type numbers are not 
themselves objects, as we have noted. To get around this obstacle, Java defines a 
wrapper class for each numeric base type. We call these classes number classes. 
In Table 1 .2, we show the numeric base types and their corresponding number 
class, along with examples of how number objects are created and accessed. Since 
Java SE 5, a creation operation is performed automatically any time we pass a base 
number to a method expecting a corresponding object. Likewise, the corresponding 
access method is performed automatically any time we want to assign the value of 
a corresponding Number object to a base number type. 

Base Type Class Name Creation Example Access Example 
byte Byte n new Byte((byte)34) ; n . byteValue() 
short Short n new Short( (short) lOO) ; n .shortVa lue{) 
int I nteger n = new lnteger( 1045) ;  n . intVa lue() 

long Long n = new Long(10849L) ; n . longVal ue() 
float Float n = new Float(3.934F) ; n .floatVa lue() 

double Double n new Double(3.934) ; n .doubleValue() 

Table 1.2: Java number classes. Each class is given with its corresponding base type 
and example expressions for creating and accessing such objects. For each row, we 
assume the variabie n is declared with the corresponding class name. 

Stri ng Objects 

A string is a sequence of characters that comes from some alphab
.
et (the sét of all 

possible characters ). Each character c that makes up a string S.Tan be referenced by 
its index in the string, which is equal to the number of characters that come before c 
in s (so the first character is at index 0). In Java, the alphabet used to define strings 
is the Unicode international character set, a 16-bit character encoding that covers 
most used written languages. Other programming languages tend to use the smaller 
ASCII character set (which is a proper subset of the Unicode alphabet based on a 
7-bit encoding). In addition, Java defines a special built-in class of objects called 
Stri ng objects. 

For example, a string P could be 

"hogs and dogs " ,  

· which has length 13 and could have come from someone's Web page. In this case, 
the character at index 2 is 'g' aiid the character at index 5 is ' a' .  Alternately, P could 
be the string "CGTAATAGTTAATCCG" ,  which has length 16  and could have come 
from a scientific application for DNA sequencing, where the alphabet is { G, C, A, T} . 

. . ·t·· . 
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Concatenation 

9 

String processing involves dealing with strings .  The primary operation for combin
ing strings is called concatenation, which takes a string P and a string Q combines 
them into a new string, denoted P + Q, which cönsists of all the characters of P 
foliowed by all the characters of Q. In Java, the "+" operation works exactly like 
this when acting on two strings. Thus, it is legal (and even useful) in Java to write 
an assignment statement like 

Stri ng 5 = " dino " + " saur " ;  

This statement defines a variabie 5 that references objects of the Stri ng  class, and 
assigns it the string " dinosaur" .  (We will discuss assignment statements and 
expressions such as that above in more detail later in this chapter.) Every object in 
Java is assumed to have a built-in method toStri ng() that returns a string associated 
with the object. This description of the Stri ng class should be sufficient for most 
uses . We discuss the Stri ng class and its "relative" the Stri ngBuffer class in more 
detail in Section 1 2. 1 .  

Object References 

As mentioned above, creating a new object involves the use of the new operator 
to allocate the object's memory space and use the object's constructor to initialize 
this space. The location, or address, of this space is then typically assigned to a 
reference variable. Therefore, a reference variabie can be viewed as a "pointer" to 
some object. lt is as if the variabie is a holder for a remote control that can be used 
to control the newly created object (the device). That is, the variabie has a way of 
pointing at the object and asÎáng it to do things or gi�e us accèss to its data. We 
illustrate this concept in Figure 1 .4. the object 

Figure 1.4: Illustrating the relationship between objects and object reference vari
ables. When we assign an object reference ( that is, memory address) to a reference 
variable, it is as if we are storing that object's remote control at that variable. 
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The Dot Operator 

Every object reference variabie must refer to some object, unless it is null, in which 
case it points to nothing. Using the remote control analogy, a nul l  reference is a 
remote control holder that is empty. Initially, unless we assign an object variabie to 
point to something, it is null . 

There can, in fact, be many references to the same object, and each reference to 
a specific object can be used to call methods on that object. Such a situation would 
correspond to our having many remote controls that all work on the same device. 
Any of the remotes can be used to make a change to the device (like changing a 
channel on a television). Note that if one remote control is used to change the 
device, then the (single) object pointed to by all the remotes changes. Likewise, if 
we use one object reference variabie to change the state "Of the object, then its state 
changes for all the references to it. This behavior comes from the fact that there are 
many references, but they all point to the same object. 

One of the primary uses of an object reference variabie is to access the memhers 
of the class for this object, an instanee of its class. That is, an object reference 
variabie is useful for accessing the methods and instanee variables associated with 
an object. This access is performed with the dot (".") operator. We call a method 
associated with an object by using the reference variabie name, following that by 
the dot operator and then the method name and its parameters. 

This calls the method with the specified name for the object referred to by 
this object reference. It can optionally be passed multiple parameters . If there are 

i 
several methods with this same name defined for this object, then the Java run-
time system uses the one that matches the number of patatneters and most closely 
matches their respective types. A method's name combined with the number and 
types of its parameters is called a method's signature, for it takes all of these parts 
to determine the actual method to perform for a certain method call. Consider the 
following examples: 

oven .cookDinner( ) ;  
oven.cookDinner( food) ; 
oven.cookDinner( food,seasoning); 

Each of these method calls is actually referring to a different rnethod with the same 
name defined in the class that oven belongs to. Note, however, that the signature 
of a method in Java does not include the type that the method returns, so Java does 
not allow two methods with the same signature to return different types. 

l I 
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I nsta nee Varia bles 
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Ja va classes can de fine instanee variables, which are also called fields. These 
variables represent the data associated with the objects of a class. Instanee variables 
must have a type, which can either be a base type (such as int, float, double) or 
a reference type (as in our remote control analogy), that is, a class, such as String, 
an interface (see Section 2.4), or an array (see Section 1 .5). A base-type instanee 
variabie stores the value of that base type, whereas an instanee variabie declared 
with a class name stores a reference to an object of that class. 

Continuing our analogy of visualizing object references as remote controls, 
instanee variables are like device parameters that can be read or set from the remote 
control (such as the volume and channel controls on a television remote control). 
Given a reference variabie v, which points to some object o, we can access any of 
the instanee variables for o that the access rul es allow. FQr example, public instanee 
variables are accessible by everyone. U sing the dot operator we can get the value of 
any such instanee variable, i, just by using v. i in an arithmetic expression. Likewise, 
we can set the value of any such instanee variable, i, by writing v.i on the left-hand 
side of the assignment operator ("-"). (See Figure 1 .5 .) For example, if gnome 
refers to a Gnome object that has public instanee variables name and age, then the 
following statements are allowed: 

gnome. name = " Professor Smythe" ; 
gnome.age = 1 32; 

Also, an object reference does not have to only be a reference variable. lt can also 
be any expression that returns an object reference. 

/ 
/ 

/ 
/ 

/ 
/ 

/ 

the object, o 

� 

Figure 1.5: mustrating the way an object reference can be used to get and set in
stance variables in an object (assuming we are allowed access to those variables). 
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Var ia bie Mod ifiers 

In some cases, we may not be allowed to directly access some of the instanee vari
ables for an object. Por example, an instanee variabie declared as private in some 
class is only accessible by the methods defined inside that class. Such instanee 
variables are similar to device parameters that cannot be accessed directly from a 
remote controL Por example, some devices have internal parameters that can only 
be read or assigned by a factory technician ( and a user is not allowed to change 
those parameters without violating the device's warranty). 

Wh en we deelare an instanee variable, we can optionally define such a variabie 
modifier, and follow that by the variable's type and the identîfier we are going to 
use for that variable. Additionally, we can optionally assign an initial value to the 
variabie (using the assignment operator ("=") . The rules for a variabie name are 
the same as any other Java identifier. The variabie type parameter can be either a 
base type, indicatîng that this variabie stores values of this type, or a class name, 
indicating that this variabie is a reference to an object from this class. Finally, the 
optional initial value we might assign to an instanee variabie must match the vari
abie's type. Por example, we couid define a Gnome class, which contains several 
de:finitions of instanee variabies, shown in in Code Fragment 1.3. 

The scope ( or visibility) of instanee variables can be controlled through the use 
. of the following variabie modijiers : 

• public: Anyone can access public instanee variables. 
• protected: Only methods of the same package or of its subclasses can access 

protected instanee variables. 
• private: Only methods of the sarne class (not methods of a subclass) can 

access private instanee variables. 
• If none of the above modifiers are used, the instanee váriable is considered 

friendly. Friendly instanee variables can be accessed by any class in the same 
package. Packages are discussed in more detail in Section 1.8. 

In actdition to scope variabie modifiers, there are also the following usage mod
ifiers: 

• statie: The static keyword is used to deelare a variabie that is associated 
with the class, not with individual instauces of that class. Static variables are 
used to store "global" information about a class (for exampie, a static variabie 
could be used to maintain the totai number of Gnome objects created). Static 
variables exist even if no instanee of their class is created. 

• final: A.fina1 instanee variabie is one that must be assigned an initial value, 
and then· can never be assigned a new value after that. If it is a base type, 
then it is a constant (like the MAX_HEIGHT constant in the Gnome class). If 
an object variabie is final, then it will always refer to the same object (even 
if that object changes its internal state) . 
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public class Gnome { 
I I I nstanee variab les: 
public String name; 
public i nt age; 

} 

public Gnome gnomeBuddy; 
private boolean magica l = false; 
protected double height = 2.6; 
public static final int MAX_HEIGHT = 3; I I maximum height 
I I Constructors: 
Gnome(String nm ,  int ag, Gnome bud , double hgt) { I I fu l ly parameterized 

name = nm ;  
age = ag; 
gnomeBuddy = bud ;  
height hgt; 

} 
Gnome() { I I Default eenstructor 

name "Rumple 11 ; 
age = 204; 
gnomeBuddy null ;  
height = 2 .1 ;  

} I I Methods: 
public static void makeKing (Gnome h) { 

h . name "King 11 + h .getRea iName() ; 
h .magica l true; I I Only the Gnome class can reference th is field . 

} 
public void makeMeKing () { 

} 
name = "King n + getRea i Name(); 
magica l = true; 

public boolean isMagica l ( )  { return magica l ;  } 
public void setHeight(int newHeight) { height = newHeight; } 
public String getNa me() { return " I  won ' t  tell ! " ; } 
public String getRea iName() { return name; } 
public void renameGnome(Stri ng s) { name s; } 

Code Fragment 1.3: The G nome class. 

13 

Note the uses of instanee variables in the Gnome example. The variables age, 
magical , and height are base types, the variabie name is a reference to an instanee 
of the built-in class Stri ng, and the variabie gnomeBuddy is a reference to an ob
ject of the class we àre now defining. Our declaration of the instanee variabie 
MAX_HEIGHT in the Gnome class is taking advantage of these two modifiers to 
define a "variable" that has a fixed constant vaiue. Indeed, constant values associ
ated with a class should aiways be declared to be both static and final. 
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1 . 1 . 3  En um Types 

Sirree SE 5, Java supports enumerated types, called enums. These are types that 
are only allowed to take on values that come from a specified set of names. They 
are declared inside of a class as follows: 

modifier enum name { value_nameo , value_namel ,  . . .  , value_namen-1 }; 

where the modifier can be blank, public, protected, or private. The name of 
this enum, name, can be any legal Java identifier. Each of the value identifiers, 
value_namei, is the name of a possible value that variables of this enum type can 
take on. Each of these name values can also be any legal Java identifier, but the 
Java convention is that these should usually be capitalized words. For example, the 
following enumerated type definition might be useful in a program that must deal 
with dates: 

public enum Day { MON ,  TUE, WED, THU, FRI ,  SAT, SUN } ;  

Once defined, we can use an en urn type, such as this, to define other variables, 
much like a class name. But sirree Java knows all the value narnes for an enumer
ated type, if we use an enum type in a string expression, Java will automatically 
use its name. Enum types also have a few built-in methods, including a metbod 
val u eOf, which returns the enum value that is the same as a given string. We show 
an example use of an enum type in Code Fragment 1 .4. 

public class DayTripper { 
public enum Day {MON ,  TUE, WED ,  THU ,  FRI ,  SAT, SUN}; . 
public static void ma in (Stri ng [ }  args) { 

} 
} 

Day d = Day.MON ;  
System.out .pri ntl n ( " Initially d i s  11 + d) ; 
d = Day.WED; 
Systern .out. pri ntl n ( 11 Then it is 1 1 + d) ; 
Day t = Day.va l ue0f( 11WED 11 ) ;  
System.out.printl n ( " I  say d and t are the same : 1 1  + (d == t)) ;  

The output from this program is: 

l nitia l ly d is MON 
ToE:!D i t  is ,WED 
· I  say d and t are the same: true 

Code Fragment 1.4: An example use of an enum type. 
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1 . 2  Methods 

Methods in Ja  va are conceptually similar to functions and procedures in other high
level langnages. In genera!, they are "chunks" of code that can be called on a par
tienlar object (from some class). Methods can accept parameters as arguments, 
and their behavior depends on the object they belong to and the valnes of any pa
rameters that are passed. Every method in Ja va is specified in the body of some 
class. A method definition has two parts: the signature, which defines the name 
and parameters for a method, and the body, which defines what the method does. 

A method allows a programmer to send a message to an object. The method 
signature specifies how such a message should look and the method body specifies 
what the object will do when it receives such a message. 

Dec lari ng  Methods 

The syntax for defining a method is as follows: 

modifiers type name(type0 parameter0 , . . .  , typen-I parametern_1 ) { 
I I method body . . . 

} 
Each of the pieces of this declamtion have important uses, which we describe in 

detail in this section. The modifiers part includes the same kinds of scope modifiers 
that can be used for variables, snch as public, protected, and statie, with similar 
meanings. The type part of the declamtion defines the return type of the method. 
The name is the name of the method, which can be ariy valid Java identifier. The 
list of parameters and their types declares the local variables that correspond to the 
values that are to be passed as arguments to this method. Each type declaration 
typei can be any Java type name and each parameteri can be any Java identifier. 
This list of parameters and their types can be empty, which signifies that there 
are no valnes to be passed to this method when it is invoked. These parameter 
variables, as well as the instanee variables of the class, can be used inside the body 
of the method. Likewise, other methods of this class can be called from inside the 
body of a method. 

When a method of a class is called, it is invoked on a specific instanee of that 
class and can change the state of that object (except for a static method, which is 
associated with the class itself). For example, invoking the following method on a 
partienlar gnome changes its name. 

public void renameGnome (String s) { 
name = s; I I Reassign the name instanee variabie of th is gnome. 

} 
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Method Mod ifiers 

As with instanee varlab les, metbod modifiers can restriet the scope of a method: 
• public: Anyone can call public methods. 
• protected: Only metbods of the same package or of subclasses can call a 

protected method. 
• private: Only metbods of tbe same class (not methods of a subclass) can call 

a private method. 
• If none of the modifiers above are used, tben the metbod is friendly. Friendly 

methods can only be called by objects of classes in tbe same package. 
The above modifiers may be foliowed by additional modifiers: 
• abstract: A method declared as abstract has no code. The signature of such 

a method is foliowed by a semicolon with no method body. For example: 

public abstract void setHeight (double newHeight); 

Abstract methods may only appear within an abstract class. We discuss the 
usefulness of this construct in Section 2.4. 

• fina l :  This is a method that cannot be overridden by a subclass. 
• statie: This is a method that is associated with the class itself, and not with 

a particular instanee of the class. Static methods can also be used to change 
the state of static variables associated with a class (provided these variables 
are not declared to be final). 

Return Types 

A method definition must specify the type of value the metho� will return. If the 
method does not return a value, then the keyword void must be used. If the return 
type is void, the method is called a procedure; otherwise, it is called afunction. To 
return a value in Ja va, a metbod must use the return keyword ( and the type returned 
must match the return type of the method). Here is an example of a method (from 
inside the Gnome class) that is a function: 

public boolean isMagical ( ) { 
return magica l ;  

} 

As soon as a return is performed in a Java function, the method ends. 
Java functions can return only one value. To return multiple values in Java, 

we should instead combine all tbe values we want to return in a compound object, 
whose instanee variables include all the values we want to return, and then return a 
reference to that compound object. In addition, we can change the internal state of 
an object that is passed to a method as another way of "returning" mu1tiple results. 
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Parameters 

A method's parameters are defined in a comma-separated list enclosed in parenthe
ses after the name of the method. A parameter consists of two parts, the parameter 
type and the parameter name. If a metbod has no parameters, then only an empty 
pair of parentheses is used. 

All parameters in Ja va are passed by value, that is, any time we pass a parameter 
to a method, a copy of that parameter is made for use within the metbod body. So 
if we pass an int variabie to a method, then that variable's integer value is copied. 
The metbod can change the copy but not the original. If we pass an object reference 
as a parameter to a method, then the reference is copied as well. Remember that we 
can have many different variables that all refer to the same object Changîng the 
internal reference inside a method will not change the reference that was passed in. 
For example, if we pass a Gnome reference g to a method that eaUs this parameter 
h ,  then this method can change the reference h to point to a different object, but 
g will still refer to the same object as before. Of course, the metbod can use the 
reference h to change the internal state of the object, and this will change g's object 
as well (since g and h are currently referring to the same object) . 

Constructars 

A constructor is a special kind of method that is used to initialize newly created 
objects. Java has a special way to deelare the constructor and a special way to 
invoke the constructor. First, let's look at the syntax for declarîng a constructor: 

modifiers name(type0 parameter0 , . . . , typen-I parame&ern_1 ) { 

} 
I I eenstructor body . . . 

Thus, its syntax is essentially the same as that of any other method, but there are 
some important differences. The name of the constructor, name, must be the same 
as the name of the class it constructs. So, if the class is called Fish, the construc
tor must be called Fish as well. In addition, we don't specify a return type for a 
constructor-its return type is implicitly the same as its name (which is also the 
name of the class). Constructor modifiers, shown above as modifiers, follow the 
same rul es as normal methods, except that an abstract, statie, or final constructor 
is not allowed. 

Here is an example: 

public Fish (int w, String n) { 

} 

weight w; 
name n ;  
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Constructor Defi n ition a nd l nvocat ion 

The body of a constructor is like a normal method's body, with a couple of minor 
exceptions. The first difference involves a concept known as constructor chaining, 
which is a topic discussed in Section 2.2.3 and is not critica! at this point. 

The second difference between a constructor body and that of a regular method 
is that return statements are not allowed in a constructor body. A constructor's 
body is intended to be used to initialize the data associated with objects of this 
class so that they may be in a stabie initial state when first created. 

Constructars are invoked in a unique way: they must be called using the new 
operator. So, u pon invocation, a new instanee of this class is automatically created 
and its constructor is then called to initialize its instanee variables and perform other 
setup tasks. For example, consider the following constructor invocation (which is 
also a declaration for the myFish variabie ): 

Fish myFish = new Fish (7, "Wally11 ) ;  

A class can have many constructors, but each must have a different signature, that 
is, each must be distinguished by the type and number of the parameters it takes. 

The ma i n  M ethod 

Some Java classes are meant to be used by other classes, others are meant to be 
stand-alone programs. Classes that define stand-alone programs must contain one 
other special kind of method for a class-the main method. When we want to 
execute a stand-alone Java program, we reference the name of the class that defines 

i 
this program by issuing the following command (in a Windows, Linux, or UNIX 
shell): 

java Aquari um 

In this case, the Java run-time system looks for a compiled version of  the Aquarium 
class, and then invokes the special ma i n  method in that class. This method must be 
declared as follows: 

public static void mai n(String [ ]  args) { 
I I ma in method body . . .  

} 
The arguments passed as the parameter args to the rna i n  method are the command
line arguments given when the program is called. The args variabie is an array 
of String objects, that is, a collection of indexed strings, with the first string be
ing args[O] , the second being args[l] , and so on. (We say more about arrays in 
Section 1 .5.) 

1 J 
I 
l I 
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Cal l i ng a J ava Program from the Command L in e  

Java programs can be called from the command line using the java command, fol
Iowed by the name of the Java class whose ma i n  method we want to run, plus any 
optional arguments. For example, we may have defined the Aquari um program to 
take an optional argument that specifies the number of fish in the aquarium. We 
could then invoke the program by typing the following in a shell window: 

java Aquarium 45 

to specify that we want an aquarium with 45 fish in it. In this case, args[O] would 
refer to the string 11 45 " .  One nice feature of the ma i n  method in a class definition 
is that it allows each class to define a stand-alone program, and one of the uses for 
this method is to test all the other methods in a class. Thus, thorough use of the 
ma i n  method is an effective tooi for debugging collections of Java classes. 

Statement B locks and Loca l Variables 

The body of a method is a statement block, which is a sequence of statements and 
declarations to be performed between the braces "{" and "}". Method boclies and 
other statement blocks can themselves have statement blocks nested inside of them. 
In addition to statements that perform some action, like calling the method of some 
object, statement blocks can contain declarations of loc al variables . These vari
ables are declared inside the statement body, usually at the beginning (but between 
the braces "{" and "}"). Local variables are similar to instanee variables, but they 
only exist while the statement block is being executed. As soon as control flow 
exits out of that block, all iocai variables inside it can no longeli be referenced. A 
local variabie can either be a base type (such as in�, float, double) or a reference 
to an instanee of some class. Single statements and declarations in Java are aiways 
terminated by a semicoion, that is, a ";". 

There are two ways of declaring local variables: 
type name; 
type name = initia!_ value; 

The first declaration simply defines the identifier, name, to be of the specified type. 
The second declaration defines the identifier, its type, and also initializes this vari
abie to the specified vaiue. Here are some examples of local variabie declarations: 

{ 

} 

double r; 
Point pl  = new Point  {3, 4); 
Poi nt ;p2 · · ·  · new Point {8, · 2); 
int i = 512; 
double e = 2. 71828; 
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Expressions 

Variables and constants are used in expressions to define new values and to modify 
variables. In this section, we discuss how expressions work in Java in more detaiL 
Expressions involve the use of literals, variables, and operators . Since we have al
ready discussed variables, let us briefl.y focus on literals and then discuss operators 
in some detail. 

1 . 3 . 1 L itera l s  

A literal is any "constant" value that can be  used in an assignment or other expres
sion. Java allows the following kinds of literals: 

• The nul l object reierenee (this is the only object literal, and it is allowed to 
be any reference type). 

• Boolean: true and false. 

• Integer: The default for an integer like 176, or -52 is that it is of type int, 
which is a 32-bit integer. A long integer literal must end with an "L" or "1," 
for example, 176L or -521, and defines a 64-bit integer. 

• Floating Point: The default for fl.oating-point numbers, such as 3 .1415 and 
135.23, is that they are double. -To specify that a literal is a float� it must 
end with an "F" or "f." Floating-point literals in expon�ntial notation are also 
allowed, such as 3. 14E2 or . 1 9e10; the base is assumed to be 10. 

• Character: In Java, character constants are assumed to be taken from the 
Unicode alphabet. Typically, a character is defined as an individual symbol 
enclosed in single quotes. For example, ' a ' and ' ? '  _are character constants. 
In addition, Java defines the following special character constants: 

' \n ' (newline) 
' \ b ' (backspace) 
' \f ' (form feed) 
' \ '  ' (single quote) 

' \t '  (tab) 
' \r '  (return) 
' \  \ '  (backslash) 
' \" ' (double quote). 

• String Literal: A string literal is a sequence of characters enclosed in double 
quotes, for example, the following is a string literal: 

"dogs cannot climb tree s " 
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1 . 3 . 2  Operators 

Java expressions involve composing literals and variables with operators. We sur
vey the operators in Java in this section. 

The Assign rnent Operator 

The standard assignment operator in Java is "=". It is used to assign a value to an 
instanee variabie or local variable. lts syntax is as follows: 

variabie = expression 

where variabie refers to a variabie that is allowed to be referenced by the statement 
block containing this expression. The value of an assignment operation is the value 
of the expression that was assigned. Thus, if i and j are both declared as type int, it 
is correct to have an assignment statement like the following: 

i = j = 25; I I works beca use operators are evaluated right-to-left 

Arithmet ic Operators 

The following are binary arithmetic operators in Java: 

addition 
subtraction 

* 

I 
% 

multiplication 
division 
the modulo ·operator 

This last operator, modulo, is also known as the "remainder" operator, because 
it is the remainder left after an integer division. We often use " mod" to denote the 
modulo operator, and we define it formally as 

n mod m = r, 

such that 
n = mq + r, 

for an integer q and 0 ::; r < m. 
Java also provides a unary minus ( -), which can be placed in front of an arith

metic expression to invert its sign. Parentheses can be used in any expression to 
define the order of evaluation. Java also uses a fairly intuitive operator preeedenee 
rule to determine the order of evaluation when parentheses are not used. Unlike 
C++, Java does not allow operator overloading. 
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l n crement a nd Decrement O perators 

Like C and C++, Java provides increment and decrement operators. Specifically, it 
provides the plus-one increment ( + +) and decrement (- -) operators. If such an 
operator is used in front of a variabie reference, then 1 is added to ( or subtracted 
from) the variabie and its value is read into the expression. If it is used after a 
variabie reference, then the value is fi.rst read and then the variabie is incremented 
or decremented by 1 .  So, for example, the code fragment 

int i =  8; 
int j i++; 
int k = ++i ; 
int m 1 - - ;  
int n = 9 + i++; 

assigns 8 to j, 10  to k, 10 to m ,  18 to n ,  and leaves i with value 10. 

Logica ! Operators 

Java allows for the standard comparison operators between numbers: 

< less than 
less than or equal to 
equal to 

! =  not equal to 
> = greater than or equal to 
> greater than 

The operators == and ! = can also be used for object references. The type of the 
result of a comparison is a boolean. 

Operators that operate on boolean values are the following: 

not (prefix) 
&& conditional and 
1 1 conditional or 

The Boolean operators && and 1 1 will not evaluate the second operand (to the 
right) in their expression ifit is not needed to 9-etermine the value of the expression. 
This feature is useful, for example, for constructing Boolean expressions where we 
first test that a certain condition holds (such as a reference not being null), and then 
test a condition thatcould have otherwise generated an error condition had the prior 
test not succeeded. 
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Bitwise O perators 

Java also provides the following bitwise operators for integers and Booleans: 
rv bitwise complement (prefix unary operator) 
& bitwise and 
I bitwise or 

bitwise exclusive-or 
< < shift bits left, filling in with zeros 
> > shift bits right, filling in with sign bit 

> > > shift bits right, filling in with zeros 

O perationa l  Assignment O perators 
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Besides the standard assignment operator (=), Java also provides a number of other 
assignment operators that have operational side effects. These other kinds of oper
ators are of the following form: 

variable op = expression 

where op is any binary operator. TI1e above expression is equivalent to 

variabie = variabie op expression 

except that if variable contains an expression (for example, an array index), the 
expression is evaluated only once. Thus, the code fragment 

a [5] 10; 
i 5 ; 
a [ i++] 2· ' 

leaves a [5] with value 12 and i with value 6. 

String  Concatenation 

Strings can be composed using the concatenation operator ( + ), so that the code 

String rug " carpet" ;  
Stri ng dog - " spot " ;  
Stri ng mess = rug + dog; 
String answer = mess + 1 1 will cost me 11 + 5 + 11 hours ! " ; 

.wol).ld have the.effect of making answer refer to the string 

11 carpetspot will cost me 5 hours ! "  
This. example also shows how Java converts nonstring constants into strings, when 
they are involved in a string concatenation operation. 
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Operator Preeedenee 

Operators in Java are given preferences, or precedence, that determine the order in 
which operations are performed when the absence of parentheses brings up evai
nation ambiguities. For example, we need a way of deciding if the expression, 
"5+2*3," has value 21 or 1 1  (Java says it is 1 1 ). 

We show the preeedenee of the operators in Java (which, incidentally, is the 
same as in C) in Table 1 .3. 

Operator Preeedenee 
Type Symbols 

1 postfix ops exp ++ exp -- i 
i prefix ops ++exp --exp +exp -exp rvexp ! exp I I cast (type) exp I 

I 2 mult./div. * I % 
i 3 add./subt. + -

4 shift << >> >>> 
5 comparison < <= > >= instanceof 

I 6 equality ! 
7 bitwise-and & 
8 bitwise-xor � i � 

9 bitwise-or I 
10 and && 

1 1 1 or 1 1  
12  conditional boolean..expression? value_if_true: value_ifjalse 

. 13 assignment = += -= * : l %= >>= <<= >>>= &= �= I 

Table 1.3: The Java preeedenee mles. Operators in Java are evaluated according 
to the ordering above if parentheses are not used to determine the order of eval
uation. Operators on the same line are evaluated in 1eft -to-right order ( except for 
assignment and prefix operations, which are evaluated right-to-left), subject to the 
conditionat evaluation mle for Boolean and and or operations. The operations are 
listed from highest to lowest preeedenee (we use exp to denote an atomie or paren
thesized expression). Without parenthesization, higher preeedenee operators are 
performed before lower preeedenee operators. 

We have now discussed almost all of the operators listed in Table 1 .3 .  A notabie 
exception is the èonditiohal operator, which involves evaluating a Boolean expres
sion and then taking on the appropriate value depending on whether this Boolean 
expression is tme or false. (We discuss the use of the i nstanceof operator in the 
next chapter.) 



1.3. Expressions 25 

1 . 3 . 3  Cast ing a nd Autoboxing/Un boxi ng i n  Expressions 

Casting is an operation that allows u s  to change the type of a value. In essence, we 
can take a value of one type and cast it into an equivalent value of another type. 
Casting can be useful for doing certain numerical and input/output operations. 

The syntax for casting an expression to a desired type is as follows: 

(type) exp 

where type is the type that we would like the expression exp to have. There are 
two fundamental types of casting that can be done in Ja va. We can either cast with 
respect to the base numerical types or we can cast with respect to objects. Here, 
we discuss how to perform casting of numerical and string types, and we discuss 
object casting in Section 2.5.1 .  For instance, it might be helpful to cast an int to a 
double in order to perform operadons like division. 

Ord i na ry Casting 

When casting from a double to an int, we may lose precision. This means that the 
resulting double value will be rounded down. But we can cast an int to a double 
without this worry. For example, consider the following: 

double dl = 3.2; 
double d2 = 3.9999; 
int i l  = (int)dl ;  
int i 2  = {int )d2; 
double d3 = (double)i2; 

Casti ng with Operators 

I I i l  has  va l ue 3 
I I i2 has va l ue 3 
I I d3  has va l ue 3.0 

Certain binary operators, like division, will have different results depending on the 
variabie types they are used with. We must take care to make sure operations per
form their computations on values of the intended type. When used with integers, 
division does not keep track of the fractional part, for example. When used with 
doubles, division keeps this part, as is illustrated in the following example: 

int i l  = 3; 
int i2 6 ;  
d resu lt = (double ) i l  I (double ) i2; 
dresu lt = il I i2 ; 

I I d result has va lue 0.5 
I I d resu lt has va lue 0.0 

Notice that when i l  and i2 were cast to doubles, regular division for real num
. hers was performed. When i1 and i2 were not cast, the " /" operator performed an 

integer di vision and the result of il j i2 was the int 0. Then. Java did an implicit 
cast to assign an int value to the double result. We discuss implicit casting next. 
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l m pl icit Cast ing a nd Autoboxing/ U nboxing 

There are cases where Java will perfarm an implicit cast, according to the type of 
the assignment variable, provided there is no loss of precision. For example: 

int i res u lt ,  i 3 ;  
double d resu lt ,  d 3.2 ; 
dresult = i I d ;  11 d resu lt is 0.9375 . i was cast to a double 
i result = i I d; 
i resu lt ( int) i I d ;  

11 loss of precision -> this i s  a compi lation error 
11 i result is 0 ,  since the fractional part is lost 

Note that since Java will not perfarm implicit casts where precision is lost, the 
explicit cast in the last line above is required. 

Since Java SE 5, there is a new kind of implicit cast, for going between N umber 
objects, like I nteger and Float, and their related base types, like int and float. Any 
time a N umber object is expected as a parameter to a method, the'corresponding 
base type can be passed. In this case, Java will perfarm an implicit cast, called 
autoboxing, which will convert the base type to its corresponding Number object. 
Likewise, any time a base type is expected in an expression invalving a Number 
reference, that Number object is changed to the corresponding base type, in an 
operation called unboxing. 

There are a few caveats regarding autoboxing and unboxing, however. One is 
that if a Number reference is null , then trying to unbox it will generate an error, 
called NuiiPointerException. Second, the operator, "==", is used both to test the 
equality of base type values as well as whether two 1\1 u m ber references are pointing 
to the same object. So when testing for equality, try to avoid the implicit casts done 
by autoboxing and unboxing. Finally, implicit casts, of any kind, take time, so we 

• 

should try to minimize our reliance on them if performance is an issue. 
Incidentally, there is one situation in Java when only implièit casting is allowed, 

and that is in string concatenation. Any time a string is concatenated with any object 
or base type, that object or base type is automatically converted to a string. Explicit 
casting of an object or base type to a string is not allowed, however. Thus, the 
following assignments are incorrect: 

String s (String) 4.5; 11 this is wrong! 
String t = 1 1Value = 1 1 + (String) 13; 11 this is wrong! 
String u 22; 11 this is wrong! 

To perfarm a conversion to a string, we must use the appropriate toStri ng  methad 
or perfarm an implicit cast via the concatenatîon operation. 

Thus, the followîng statements are correct: 

.
. 
String 

.
s :_ u "  + 4.5; 

Stri ng t = 11Value = n + 13; 
Stri ng u = l nteger.toStr ing(22) ; 

11 correct , but paar style 

11 th is is good 
11 this is good 
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1 .4 Control F low 

Control flow in Java is similar to that of other high-level languages. We review the 
basic structure and syntax of control flow in Java in this section, including method 
returns, if statements, switch statements, loops, and restricted forms of "jumps" 
(the break and continue statements). 

1 .4. 1 The l f  a nd  Switch Statements 
. . 

In Java, conditionals work similarly to the way they work in other languages. They 
provide a way to make a decision and then execute one or more different statement 
block"s based on the outcome of that decision. 

The l f  Statement 

The syntax of a simple if statement is as follows: 

if (boolean_exp) 
true..statement 

el se 
false..statement 

where boolean_exp is a Boolean expression and true..statement andfalse..statement 
are each either a single statment or a block of statements enclosçd in braces (" {" 
and "}"). Note that, unlike some similar languages, ,the value tested by an if state
ment in Java must be a Boolean expression. In párticular, it is definitely not an 

integer expression. Nevertheless, as in other similar languages, the else part (and 
its associated statement) in a Java if statement is optional. There is also a way to 

group a number of Boolean tests, as follows: 

if (jirst_.boolean_exp) 
true..statement 

else if (second...boolean_exp) 
second_true ..statement 

el se 
false..sta(errt(;nt . 

If the first Boolean expression is false, the second Boolean expression will be tested, 
and so on. An if statement can have an arbitrary number of else if parts. To be safe 
when defining complicated if statements, use braces to enclose all the statement 
bodies. 
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For example, the following is a correct if statement. 

if (snowlevel < 2) { 
go T oCiass( ) ;  
comeHome() ;  

} 
else if ( snowlevel < 5) { 

goSiedd ing( ) ;  
haveSnowbal l  Fight( ) ;  

} 
el se 

stayAtHome( ) ;  

Switch Statements 

Java provides for multiple-value control flow using the switch statement, which is 
especially useful with enum types. The following is an indicative example (based 
on a variabie d of the Day enum type of Section 1 . 1 .3). 

switch (d) { 
case MON:  

} 

System.out. printl n ( t 'This is tough . " ) ; 
break ;  

case TU E: 
System.out.pri nt l n ( "This is getting better . " ) ; 
break; 

case WED: 
System .out. pri ntl n ( "Half way there . " ) ; 
break; 

case THU :  
System.out. printl n ( " I  c an  see the light . " ) ;  
break; 

case FRI : 
System .out.printl n ( "Now we are talking . " ) ; 
break; 

defau lt: 
System .out. println ( "Day off ! " ) ; 
break; 

The switch statement evaluates an integer or enum expression and causes con
trol flow to jump to the code location labeled with the value of this expression. If 
there is no matching label, then control flow jumps to the location labeled "default." 
This is the only explicit jump performed by the switch statement, ho wever, so flow 
of control "falls through" to other cases if the code for each case is not ended with 
a break statement (which causes control flow to jump to the next line after the 
switch statement). 
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1 .4 .2  Loops 

Another important control flow mechanism in a programming language is looping. 
Ja va provides for three types of loops. 

Whi le  Loops 

The simplest kind of loop in Java is a while loop. Such a loop tests that a certain 
condition is satisfied and will perform the body of the loop each time this condition 
is evaluated to be true. The syntax for such a conditional test before a loop body 
is executed is as follows :  

while (boolean_exp) 
loop _statement 

At the beginning of each iteration, the loop tests the expression, boolean_exp, and 
then executes the loop body, loop ...statement, only if this Boolean expression eval
uates to true. The loop body statement can also be a block of statements. 

Consider, for example, a gnome that is trying to water all of the carrots in bis 
carrot patch, which he does as long as bis watering can is not empty. Since bis 
can might be empty to begin with, we would write the code to perform this task as 
follows: 

public void water(arrots ( )  { 

- } 

Carrot current = garden . fi n dNext(arrot ( ) ; 
while ( !waterCan . isEmpty ()) { 

water ( cu rrent, water(a n ) ; 
current garden . fi ndNext(arrot () ; 

} 

Reeall that "!" in Java is the "not" operator. 

For Loops 

Another kind of loop is the for loop. In their simplest form, for loops provide 
for repeated code based on an integèr. index. In Java, we can do that and much 
more. The functionality of a for loop is significantly more fiexible. In particular, 
the usage of a for loop is split into four sections: the initialization, the condition, 
the increment, and the body. 
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Defi n i ng  a For Loop 

Here is the syntax for a Java for loop: 

for (initialization; condition; increment) 
loop _statement 

where each of the sections initialization, condition, and increment can be empty. 
In the initialization section, we can deelare an index variabie that will only 

exist in the scope of the for loop. For example, if we want a loop that indexes on a 
counter, and we have no need for the counter variabie outside of the for loop, then 
declating sarnething like the following 

for (int counter 0; condition; increment) 
loop _statement 

will deelare a variabie counter whose scope is the loop body only. 
In the condition section, we specify the repeat ( while) condition of the loop. 

This must be a Boolean expression. The body of the for loop will be executed each 
time the condition is true when evaluated at the beginning of a potential iteration. 
As soon as condition evaluates to false, then the loop body is not executed, and, 
instead, the program executes the next statement after the for loop. 

In the increment seetion, we deelare the iocrementing statement for the loop. 
The iocrementing statement can be any legal statement, allowing for significant 
fiexibility in coding. Thus, the syntax of a for loop is equivalent to the following: 

initialization; 
while ( condition) { 

loop _statement; 
increment; 

} 
except that, in Java, a while loop cannot have an empty Boolean condition, whereas 
a for loop can. The following example shows a simple for loop in Java: 

public void eatApples ( Apples apples) { 
numApples = app les .getNumApples ( ) ;  
for (int x = 0; x < n umApples; x++)  { 

eatApple (apples .getApplé (x)) ;  
sp itOut(ore () ; 

} 
} 
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In the Java example above, the loop variabie x was declared as int x = 0. 
Before each iteration, the loop tests the condition " x < n umApples" and executes 
the loop body only if this is true. Finally, at the end of each iteration the loop 
uses the statement x++ to increment the loop variabie x before again testing the 
condition. 

Incidentally, since SE 5, Java also includes a for-each loop, which we discuss 
in Section 6.3 .2. 

Do-Wh i le Loops 

Java has yet another kind of loop besides the for loop and the standard while loop
the do-while loop. The former loops tests a condition before performing an itera
tion of the loop body, the do-while loop tests a condition after the loop body. The 
syntax for a do-while loop is as shown below: 

do 
loop __statement 

while (boolean_exp) 

Again, the loop body statement, loop __statement, can be a single statement or a block 
of statements, and the conditional, boolean_exp, must be a Boolean expression. In 
a do-while loop, we repeat the loop body for as long as the condition is true each 
time it is evaluated. 

Consider, for example, thát we want to prompt the ·user for input and then do 
something useful with that input. (We discuss Java.irtput and output in more detail 
in Section 1 .6.) A possible condition, in this case, for exiting the loop is when the 
user enters an empty string. However, even in this case, we may want to handle that 
input and inform the user that he or she has quit. The following example illustrates 
this case: 

public void getUser lnput() { 
String i nput; 
do { 

i nput getl nputString( ) ;  
hand le l n put( i nput ) ; 

} while ( i nput. length( )>O) ;  
} 

Notice the exit condition for the above example. Specifically, it is written to be 
consistent with the rule in Java that do-while loops exit when the condition is not 
true (unlike the repeat-until construct used in other languages). 
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1 .4 .3  Expl ic it Control-F low Statements 

Java also provides statements that allow for explicit change in the flow of control 
of a program. 

Return i ng from a Methad 

If a Java methad is declared with a return type of void, then flow of control returns 
when it reaches the last line of code in the methad or when it encounters a return 
statement with no argument. If a methad is declared with a return type, however, 
the methad is a function and it must exit by returning the function's value as an ar
gument to a return statement. The following (correct) example illustrates returning 
from a function: 

I I Check for a specific birthday 
public boolean checkBDay (int date) { 

if (date == Birthdays. M IKES_BDAY) { 
return true; 

} 
return false; 

} 

It follows that the return statement must be the last statement executed in a func
tion, as the rest of the code will never be reached. 

Note that there is a significant difference between a statement being the last line 
of code that is executed in a methad and the last line of code in the methad itself. 
In the example above, the line return true; is clearly not thé last line of code that 
is written in the function, but it may be the last line that is executed (if the condition 
invalving date is true). Such a statement explicitly interrupts the flow of control in 
the method. There are two other such explicit control-flow statements, which are 
used in conjunction with loops and switch statements. 

The brea k Statement 

The typical use of a break statement has the following simple syntax: 

break ;  

It  is used to "break" out of the innermost switch, for, while, or do-while statement 
body. When it is executed, a break statement causes the flow of control to jump to 
the next line after the loop or switch to the body containing the break. 
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The break statement can also be used in a labeled form to jump out of an outer
nested loop or switch statement. In this case, it has the syntax 

break label ;  

where label is  a Java identifier that is  used to label a loop or switch statement. 

Such a label can only appear at the beginning of the deelaratien of a loop. There 
are no other kinds of "go to" statements in Java. 

We illustrate the use of a label with a break statement in the following simple 
example: 

public static boolean hasZeroEntry (int[ ] [ ]  a )  { 
boolean foundFiag = false; 

} 

zeroSearch :  
for (int i=O; i <a . length; i++) { 

} 

for (int j=O; j<a [i] . length ;  j++) { 
if (a [i] U] == 0) { 

foundFiag true; 
break zeroSearch ;  

} 
} 

return foundFiag; 

The example above also uses arrays, which are cov�rèd in the next section (and in 
Section 3 . 1 ) . 

The cont in ue Statement 

The other statement to explicitly change the flow of control in a Java program is the 
continue statement, which has the following syntax: 

continue label; 

where label is an optional Java identifier that is used to label a loop. As mentioned 
above, there are no explicit "go to" statements in Java. Likewise, the continue 
statement can only be used inside loops (for, while, and do-whi le). The continue 
statement causes the execution to skip over the remairring steps of the loop body in 
the current iteration (but then continue the loop if its condition is satisfied). 
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Arrays 

A common programming task is to keep track of a numbered group of related ob
jects. For example, we may want a video game to keep track of the top ten scores 
for that game. Rather than use ten different variables for this task, we would prefer 
to use a single name for the group and use index numbers to refer to the high scores 
in that group. Similarly, we may want a medical information system to keep track 
of the patients currently assigned to beds in a certain hospital. Again, we would 
rather not have to introduce 200 variables in our program just because the hospita! 
has 200 beds. 

In such cases, we can save programming effort by using an array, which is a 
numbered collection of variables all of the same type. Each variable, or cell, in an 
array has an index, which uniquely refers to the value stored in that cell. The cells 
of an array a are numbered 0, 1 ,  2, and so on. We illustrate an array of high scores 
for a video game in Figure 1 .6. 

s���� I :94à ! aso l a3o 1 790 1 750 l 66ö l 6�o 1 590 1 51 o 1440 I 
0 1 2 3 4 5 6 7 8 9 

ind ices 

Figure 1.6: An illustration of an array of ten (int) high scores for a video game. 

Such an organization is quite useful, for it allows us to do some interesting 
computations. For example, the following method adds up all the numbers in an 
array of integers: • 

/** Adds a l l  the numbers i n  an  integer array. * / 
public static int sum(int [ ]  a )  { 
int total = 0 ;  
for (int i=O ;  i < a . l ength; i++) I I note the use o f  the length varia bie 

tota l a [i] ; 
return tota l ;  
} 

This example takes advantage of a nice feature of Java, which allows us to find 
the number of cells an array stores, that is, its length. In Ja va, an array a is a special 
kind of object and the length of a is stored in an instanee vari�ble, length. That is, 
we never need to guess the length of an array in Java, the length of an array can be 
accessed as follows: 

array ..name.length 

where arrayJwme is the name of the array. Thus, the cells of an array a are num
bered 0, 1 ,  2, and so on, up to a.length - 1 .  
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Array Elements and Capacit ies 

Each object stored in an array is called an element of that array. Element number 
0 is a [O] , element number 1 is a [l ) , element number 2 is a [2] , and so on. Since the 
length of an array determines the maximum number of things that can be stored 
in the array, we will sometimes refer to the length of an array as its capacity. We 
show another simple use of an array in the following code fragment, which counts 
the number of times a certain number appears in an array: 

/** Counts the n umber  of t imes a n  i nteger appears i n  a n  array. * / 
public static int fi ndCount(int[ ] a ,  int k) { 

int cou nt = 0; 
for (int i=O; i < a . length ; i++) { 

if ( a [i ]  k) // check if the cu rrent element equa ls k 
count++; 

} 
return count; 

} 

Out of Bounds Errors 

It is a dangerous mistake to attempt to index into an array a using a number outside 
the range from 0 to a. length 1 .  Such a reference is said to be out of bounds. 
Out of bounds references have been exploited numerous times by hackers using a 
method called the buffer overflow attack to cernpromise the seGUrity of computer 
systems written in languages other than Java. As a .safety feature, array indices are 
always checked in Java to see if they are ever our of bounds. If an array index is 
out of bounds, the run-time Java environment signals an error condition. The name 
of this condition is the Arrayl ndexOutOfBoundsException. This check helps Java 
avoid a number of security problems (including buffer overflow attacks) that other 
languages must cope with. 

We can avoid out-of-bounds errors by making sure that we alway index into 
an array, a ,  using an integer value between 0 and a . length .  One shorthand way we 
can do this is by carefully using the early terminatien feature of Boolean operations 
in Java. For example, a statement like the following will never generate an index 
out-of-bounds error: 

· if (( i >= 0 ) && ( i  < a . length) && (a [i] > 2) ) 

x = a [i ] ; 

for the comparison "a [i] > 2" will only be performed if the first two comparisons 
succeed. 
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1 . 5 . 1 Dec la r i ng Arrays 

One way to deelare and initialize an array is as follows: 

elemenUype[] array_name = {init_vaLO,iniLvaLl , . . .  ,init_vaLN-1 }; 

The element_type can be any Java base type or elass name, and array _name can be 
any value Java identifier. The initia! values must be of the same type as the array. 
For example, consider the following deelaration of an array that is initialized to 
contain the first ten prime numbers: 

int [ ]  primes {2 ,  3, 5, 7, 1 1 ,  13, 17, 19, 23, 29}; 

In addition to creating an array and defining all its initia! values when we deelare it, 
we can deelare an anay variabie without initializing it. The form of this deelaration 
is as follows: 

element _type[] array _name; 

An array created in this way is initialized with all zeros if the array type is a number 
type. Anays of objects are initialized to all nul! references. Once we have deelared 
an array in this way, we can create the collection of cells for an array later using the 
following syntax: 

new element_type[length] 

I 
where length is a positive integer denoting the length of the array created. Typically 
this expression appears in an assignment statement with an array name on the left
hand side of the assignment operator. So, for example, the following statement 
defines an array variabie named a, and later assigns it an array of 10 cells, each of 
type double, which it then initializes: 

double[ ] a ;  

I I . . . various steps . . .  

a = new double[lü] ;  
for (int k=O; k < a . length ; k++) { 

a [k] = 1 .0 ;  
} 

The cells of this new array, "a," are indexed using the integer set { 0, 1 ,  2, . . .  , 9} 
( reeall that arrays in Java always start indexing at 0), and, like every array in Java, 
all the cells in this array are of the same type-double. 
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1 .5 . 2  Arrays a re Objects 

Arrays in Java are special kinds of objects. In fact, this is the reason we can use the 
new operator to create a new instanee of an array. An array can be used just like 
any general object in Java, but we have a special syntax (using square brackets, "[" 
and "]") to refer to its members. An array in Java can do everything that a general 
object can. Since an array is an object, though, the name of an array in Java is 
actually a reference to the place in memory where the array is stored. Thus, there is 
nothing too special about using the dot operator and the instanee variable, length, 
to refer to the length of an array, for example, as "a . length." The name, a, in this 
case is just a reference, or pointer, to the underlying array object. 

The fact that arrays in Java are objects has an important implication when it 
comes to using array narnes in assignment statements. Por when we write some
thing like 

b = a · ' 

in a Java program, we really mean that b and a now both refer to the same array. 
So, if we then write sarnething like 

b [3] = 5; 

then we will also be setting the number a [3] to 5. We illustrate this crucial point in 
Figure 1 .7 . 

a ---... 
1 940 l a8o 1 830 1 190 1 1so 1 660 l650I 59o 1 ,51 0 J44o 1 

b �  0 1 2 3 4 5 6 7 8 9 

a "--... 

b �  

: Change that i comes from the i assignment 
' b[3]=5; 

1 940 1 880 1 830 I 5 j750 1 66Q l650 j  ?�P 1. 5 10 j,44o l 
0 1 2 3 4 5 6 7 8 9 

Figure 1.7: An illustration of an assignment of array objects. We show the result of 
setting "b [3] = 5;" after previously setting "b = a;". 
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Clon ing an  Array 

If instead, we wanted to create an exact copy of the array, a ,  and assign that array 
to the array variable, b, we should write 

b a .clone(); 

which copies all of the cells of a into a new array and assigns b to point to that new 
array. In fact, the clone method is a built-in method of every Java object, which 
makes an exact copy of that object. In this case, if we then write 

b(3] = 5; 

then the new (copied) array will have its cell at index 3 assigned the value 5, but 
a (3] will remain unchanged. We illustrate this point in Figure 1.8. 

a .. J 94o 1 880 J 83o 1 790 1 7 5o j 66o 1 650 \ 590 1 51 o 1 440 1 
0 1 2 3 4 5 6 7 8 9 

b -. 1 940 1 880 1 830 1 790 l ?so:l 66o i 650 1 59o. j 5to 1 440 I 
0 1 2 3 4 5 6 7 8 9 

: Change that 
l comes from the 
: ass.ignment 
' b[3]=5; 

a -- 1 94o l 8sojs3o 1 79o' l 75o l 66o l 65o f59o 1 !)1 0 1 449 1  
0 1 2 3 4 5 6 7 8 9 

b -- 1 940 J s8o i 8.30 I · 5. j 75o 1 660 1 6so l s9o j 51 0 1 440 I 
0 1 2 3 4 5 6 7 8 9 

Figure 1.8: An illustration of cloning of array objects. We show the result of setting 
"b [3] - 5;" after previously setting "b a .clone() ;". 

We should stress that the cells of an array are copied when we clone it. If the 
cells are a base type, like int, their values are copied. But if the cells are object 
references, then those references are copied. This means that there are now two 
ways to reference such an object. We explore the consequences of this fact in 
Exercise R -1.1. 



1.6. Simple Input and Output 39 

1 . 6  S imple I n put and Output 

Java provides a rich set of classes and methods for performing input and output 
within a program. There are classes in Java for doing graphical user interface de
sign, complete with pop-up windows and pull-down menus, as well as methods for 
the display and input of text and numbers. Java also provides methods for deal
ing with graphical objects, images, sounds, Web pages, and mouse events (such 
as clicks, mouse overs, and dragging). Moreover, many of these input and output 
methods can be used in either stand-alone programs or in applets. 

Unfortunately, going into the details on how all of the methods work for con
stmeting sophisticated graphical user interfaces is beyond the scope of this book. 
Still, for the sake of completeness, we describe how simple input and output can be 
done in Java in this section. 

Simpte input and output in Java occurs within the Java console window. De
pending on the Java environment we are using, this window is either a special 
pop-up window that can be used for displaying and inputting text, or a window 
used to issue commands to the operating system (such windows are referred to as 
shell windows, DOS windows, or terminal windows ). 

S imple  Output Methods 

Java provides a built-in static object, called System .out, ·that perfarms output to 
the "standard output" device. Most operating system :shells allow users to redirect 
standard output to files or even as input to other programs, but the default out
put is to the Java console window. The System.out object is an instanee of the 
java . io. Pr intStream class. This class defines methods for a buffered output stream, 
meaning that characters are put in a temporary location, called a buffer, which is 
then emptied when the console window is ready to print characters. 

Specifically, the java . io. P ri ntStream class provides the following methods for 
performing simple output (we use base_type here to refer to any of the possible 
base types): 

print(Object o): Print the object o using its toStri ng method. 

print(String s): Print the string s. 

print(base_type b): Print the base type value b. 

println(String s): Print the string s, foliowed by the newline character. 
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An  Output Exam ple  

Consider, for example, the following code fragment: 

System.out.print( " Java values : " ) ; 

System.out. pri nt(3. 1415) ; 
System.out.print( ' , ' ) ; 
System .out. pri nt(15) ;  
System .out. printl n ( "  (double , char , int ) . " ) ; 

When executed, this fragment will output the following in the Java console window: 

Java value s :  3 . 1415 , 15 (double , char , int) . 

S imple  I n put Using the java . uti i . Scanner Class 

Just as there is a special object for performing output to the Java console window, 
there is also a special object, called System. in ,  for performing input from the Java 
console window. Technically, the input is actually coming from the "standard in
put" device, which by default is the computer keyboard echoing its characters in 
the Java console. The System . i n  object is an object associated with the standard 
input device. A simple way of reading input with this object is to use it to create a 
Scanner object, using the expression 

new Scan ner(System . i n )  

The Sca n ner class has a number of convenient methods that read from the given 
input stream. Por example, the following program uses a Scanner object to process 
input: 

import java . io .  * ;  
import java . uti i .Sca nner ; 
public class l n putExample { 

public static void ma in (Stri ng args [ ] )  throws IOException { 
Scan ner s = new Scan ner(System . i n  ) ;  
System .out. print( "Enter your age in years : 11 ) ; 

} 
} 

double age = s . nextDoub le( ) ;  
System.out.pri nt( "Enter your maximum heart r at e :  " ) ;  
double rate = s .nextDouble( ) ;  
double fb ( rate - age) * 0.65; 
System .out .pr intln ( t'Your target f at burning heart rate i s  11 + fb + 11 • " ) ;  

Wh en executed, this program could produce the following on the Java console: 

Enter your age in years : 2 1  

Enter your maximum heart rate : 220 
Your t arget f at burning heart rate i s  129 . 35 .  

l 

\ 

l t 

http:Scanner(System.in
http:Scanner(System.in
http:System.in
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java . uti i . Scanner Methods 
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The Scanner class reads the input stream and divides it into tokens, which are 
strings of characters separated by de limiters. A de limiter is a special separating 
string, and the default delimiter is whitespace. That is, tokens are separated by 
strings of spaces, tabs, and newlines, by default. Tokens can either be read immedi
ately as strings or a Sca n ner object can convert a token to a base type, if the token is 
in the right syntax. Specifically, the Scan ner class includes the following methods 
for dealing with tokens: 

hasNext(): Return true if and only if there is another token in the 
input stream. 

next(): Return the next token string in the input stream; generate 
an error if there are no more tokens left. 

hasf\lextType(): Return true if and only if there is another token in the 
input stream and it can be interpreted as the correspond
ing base type, Type, where Type can be Boolea n, Byte, 
Double, F loat, I nt, Long, or Short. 

nextType(): Return the next token in the input stream, retumed as 
the base type corresponding to Type; generate an error if 
there are no more tokens left or if the next token cannot 
be interpreted as a base type corresponding to Type. 

Additionally, Scan ner objects can process· input line by line, ignoring delim
iters, and even look for pattems within lines while doing so. The methods for 
processing input in this way include the following: 

hasNextline() : Returns true if and only if the input stream has another 
line of text. 

nextline(): Advances the input past the current line ending and re
turns the input that was skipped. 

fi nd l nli ne(String s) : Attempts to find a string matching the (regular expres
sion) pattem s in the current line. If the pattem is found, 
it is retumed and the scanner advances to the first ebar
aeter after this match. If the pattem is not found, the 
scanner returns nul l and doesn't advance. 

These methods can be used with those above, as well as in the following: 

Scanner i nput = new Scanner(System. i n ) ;  
System.out. pri nt( 11 Please enter an integer : 11 ) ;  
while ( ! i nput.hasNextl nt() )  { 

· 

} 
i n put. nextli ne( ) ;  
System.out.pri nt( 11 That ' s  nat an integer ; please enter an integer : 11 ) ;  

int i i nput. next lnt( ) ;  

http:Scanner(System.in
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1 .7 An Example P rogram 

In this section, we describe a sîmple example Java program that illustrates many 
of the constrocts defined above. Our example consists of two classes, one, Cred
itCard ,  that defines credit card objects, and another, Test, that tests the function
ality of CreditCard class. The credit card objects defined by the Cred itCard class 
are simplified versions of traditional credit cards. They have identifying numbers, 
identifying information about their owners and their issuing bank, and information 
about their current balance and credit limit. They do not charge interest or late 
payments, however, but they do restriet charges that would cause a card's balance 
to go over its spending limit. 

The CreditCard C lass 

We show the Cred itCard class in Code Fragment 1 .5 .  Note that the CreditCard 
class defines five instanee variables, all of which are private to the class, and it 
provides a simple constructor that initializes these instanee variables. 

It also defines five accessor methods that provide access to the current values 
of these instanee variables. Of course, we could have altematively defined the 
instanee variables as being public, which would have made the accessar methods 
moot. The disadvantage with this direct approach, however, is that it allows users 
to modify an object's instanee variables directly, whereas in many cases such as 
this, we prefer to restriet the modification of instanee variables to special update 
methods. We include two such update methods, chargelt and makePayment in 
Code Fragment 1 .5. 

· 

In addition, it is aften convenient to include action methods , which de fine spe
eitic actions for that object' s behavior. To demonstrate, we have defined such an 
action method, the pri ntCard method, as a static method, which is also included in 
Code Fragment 1 .5. 

The Test C lass 

We test the CreditCard class in a Test class. Note the use of an array, wal let, of 
CreditCard objects here, and how we are using iteration to make charges and pay
ments . . We show the complete code for the Test class in Code Fragment 1 .6. For 
simpHeity's sake, the Test class does not do any fancy graphical output, but simply 
sends its output to the Java console. We show this output in Code Fragment 1 .7 .  
Note the difference between the way we utilize the nonstatic chargelt and make
Payment methods and the static printCard method. 
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public class CreditCard { 
I I I nstanee variables: 
private String n umber; 
private String name; 
private String bank; 
private double ba l ance; 
private int l im it ;  
I I Constructor: 
CreditCard (String no, String nm ,  Stri ng bk, double ba l ,  int l im) { 

n umber = no; 
name = nm; 
ban k  = bk; 
ba lance = bal ;  
l im it = l 1m ;  

} 
I I Accessar methods: 
public String getNumber ( )  { return number ; } 
public String getName( )  { return name; } 
public String getBank() { return bank; } 
public double getBa lance( )  { return ba l ance; } 
public int getlimit( )  { return l im it ; } 
I I Action methods: 
public boolean chargelt( double price) { I I Make a charge 

if (price + ba lance > (double) l im it) 
return false; I I There is not enough money left to charge i t  · 

ba lance price; 
return true; I I The charge goes through i n  th is case 

} 
' . 

public void makePayment( double payment) { I I Make a payment 

} 
ba lance payment; 

public static void printCard (CreditCard c) { I I P ri nt a card 's information 

} 
} 

System .out. print l n ( " Number = 11 + c.getNumber( ) ) ; 
System .out. print ln ( " Name = " + c.getName( ) ) ; 
System .out. print l n ( "Bank = 11 + c .getBank( ) ) ; 
System .out .printl n ( "Balance = " + c.getBalance( ) ) ; I I lmpl icit cast 
System .out.print ln ( "Limit 11 + c.getlimit( ) ) ; I I lmpl icit cast 

Code Fragment 1.5: The CreditCard class. 

43 
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public class Test { 
public static void main (Stri ng[ ) args) { 

Cred itCard wa l let [ ]  = new CreditCard[lO] ; 

} 
} 

wa l let[O] = new Cred itCard( 11 539 1  0375 9387 5309 11 , 
" John Bowman " ,  11 Cali fornia Savings " ,  0.01 2500) ; 

wa l let[l] new Cred itCard ( " 3485 0399 3395 1 95411 I 

" John Bowman " �  " Calif ornia Federal " ,  0.0 1  3500) ; 
wa l let[2) new CreditCard ( "601 1 4902 3294 2994" I 

" John Bowman "  I " Cali fornia Finance " ,  0 .0, 5000) ;  
for ( int i=l ;  i<=16; i++) { 

} 

wa l let[O) . chargelt( (double ) i ) ;  
wa l let[l) . chargelt(2.0*i ) ;  / /  imp l icit cast 
wa l let[2] .chargelt( (double )3* i ) ;  //  expl icit cast 

for ( int i=O; i<3 ;  i++) { 
CreditCard . printCard( wal let[i] ) ; 

} 

while (wal let[i) .getBa lance()  > 100.0) { 
wal let[i) .makePayment( lOO.O ) ; 

} 
System.out. printl n ( "New balance = " + wal let[i] .getBalance() ) ;  

Code Fragment 1.6: The Test class. 

N umber 5391 0375 9387 5309 
N ame John Bowman 
Bank = Cal ifornia Savings 
Balance = 136.0 
Limit = 2500 
New ba la nce = 36.0 
N umber = 3485 0399 3395 1954 
Name = John Bowman 
Bank Cal iforn i a  Federa l 
Balance = 272.0 
Limit = 3500 
New balance = 172.0 
New ba lance = 72.0 
N umber = 6011 4902 3294 2994 
Name = John Bowman 
Bank Cal iforn i a  Finance 
Balance = 408.0 
Limit = 5000 
New ba lance = 308 .0 
New , ba l a nce = 208.0 
New ba la nce = 108 .0 
New bal ance 8 .0 

Code Fragment 1.  7: Output from the Test class. 
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1 .8 Nested C lasses and Packages 
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The Ja va language takes a general and useful approach to the organization of classes 
into programs. Every stand-alone public class defined in Java must be given in a 
separate file. The file name is the name of the class with a Java extension. So 
a class, public class SmartBoard, is defined in a file, SmartBoardJava. In this 
section, we describe two ways that Java allows multiple classes to be organized in 
meaningful ways. 

Nested Classes 

Java allows class definitions to be placed inside, that is, nested inside the defini
tions of other classes. This is a useful construct, which we will exploit several 
times in this book in the implementation of data structures. The main use for such 
nested classes is to define a class that is strongly affiliated with another class. For 
example, a text editor class may wish to define a related cursor class. Defining the 
cursor class as a nested class ins i de the definition of the text editor class keeps these 
two highly related classes tagether in the same file. Moreover, it also allows each 
of them to access nonpublic methods of the other. One technica! point regarding 
nested classes is that the nested class should be declared as statie. This declaration 
implies that the nested class is associated with the outer class, not an instanee of 
the outer class, that is, a specific object. 

Packages 
• 

A set of classes, all defined in a common subdirectory, can be a Java package. 
Every file in a package starts with the line: 

· 

package package....name; 

The subdirectory containing the package must be nam�d the same as the package. 
We can also define a package in a single file that contains several class definitions, 
but when it is compiled, all the classes will be compiled into separate files in the 
same subdirectory. 

In Java, we can use classes that are defined in other packages by prefixing 
class narnes with dots (that is, using the '.' character) that correspond to the other 
packages' directory structures. 

public boolean Tem perature(T A. Measures.Thermometer thermometer, 
int temperatu re) { 

I I . . .  

} 
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The function Temperatu re takes a class Thermometer as a parameter. Ther
mometer is defined in the TA package in a subpackage called Measures. The dots 
in TA.Measures.Thermometer correspond directly to the directory structure in the 
TA package. 

All the extra typing needed to refer to a class outside of the current package 
can get tiring. In Java, we can use the import keyword to include extemal classes 
or entil·e packages in the current file. To import an individual class from a specific 
package, we type the following at the beginning of the file: 

import packageName .classNames; 

For example, we could type 

package Project; 
import TA. Measures. Thermometer; 
import TA.IVIeasu res.Scale; 

at the beginning of-a Project package to indicate that we are importing the classes 
named TA.Measures.Thermometer and TA. Measures.Sca le. The Java run-time 
environment will now search these classes to match identifiers to classes, methods, 
and instanee variables that we use in our program. 

We can also import an entire package, by using the following syntax: 

import (packagel\lame) . * ;  

For example: 

package student; 
import TA.Measures. * ;  
public boolean Temperature(Thermometer thermometer, int temperatu re) { 

11 . . .  
} 

In the case where two packages have classes of the same name, we must specif
ically reference the package that contains a class. For example, suppose both the 
package Gnomes and package Cooking have a class named Mushroom. 

If we provide an import statement for both packages, then we must specify 
which class we mean as follows: 

Gnomes.Mush room shroom = new Gnomes.Mushroom ( t'purple" ) ;  
Cooki ng. Mushroom topping = new Cooki ng.M ushroom ( ) ;  

If we do not specify the package (that is, in the previous example we just use a 
variabie of type M ushroom), the compiler will give an "ambiguous class" error. 

To sum up the structure of a Java program, we can have instanee variables and 
methods inside a class, and classes inside a package. 
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1 . 9  Writing a J ava Program 

The process of writing a Java program involves three fundamental steps: 

1 .  Design 

2. Coding 

3 .  Testing and Debugging. 

We briefiy discuss each of these steps in this section. 

1 .  9 . 1  Design 
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The design step is perhaps the most important step in the process of writing a pro
gram. For it is in the design step that we decide how to divide the woricings of 
our program into classes, we decide how these classes will interact, what data each 
will store, and what actions each will perform. Indeed, one of the main challenges 
that beginning Java programmers face is deciding what classes to define to do the 
work of their program. While general prescriptions are hard to come by, there are 
some general rules of thumb that we can apply when determining how to de fine our 
classes: 

• Responsibilities: Di vide the work into different actors, each with a different 
responsibility. �ry to describe responsibilities using action verbs. These 
actors will form the classes for the program. 

i 

• Independence: Define the work for each c�ass to be as independent from 
other classes as possible. Subdivide responsibilities between classes so that 
each class has autonomy over some aspect of the program. Give data (as in
stance variables) to the class that has jurisdiction over the actions that require 
access to this data. 

• Behaviors: So that the consequences of each action performed by a class 
will be well understood by other classes that interact with it, define the be
haviors for each class carefully and precisely. These behaviors will define the 
methods that this class performs. The set of behaviors for a class is same
times referred to as a protocol, for we ex peet the behaviors for a class to hold 
together as a cohesive unit. 

Defining the classes, together with their instanee variables and methods, determines 
. the design of a Java program. A good programmer will naturally develop greater 
skill in performing these tasks over time, as experience teaches him or her to notice 
patterns in the requirements of a program that match pattems that he or she has 
seen before. 
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1 .9 . 2  Pseudo-Code 

Programroers are often asked to describe algorithms in a way that is intended for 
human eyes only, prior to writing actual code. Such descriptions are called pseudo
code. Pseudo-code is not a computer program, but is more structured than usual 
prose. Pseudo-code is a mixture of natural language and high-level programming 
constructs that describe the main ideas behind a generic implementation of a data 
structure or algorithm. Th ere reall y is no precise definition of the pseudo-code lan
guage, however, because of its reliance on natural language. At the same time, to 
help achieve clarity, pseudo�code mixes natural language with standard program
ming language constructs. The programming language constructs we choose are 
those consistent with modem high-level languages such as C, C++, and Java. 

These constructs include the following: 

• Expressions: We use standard mathematica! symbols to express numeric 
and Boolean expressions. We use the left arrow sign ( +--) as the assignment 
operator in assignment statements (equivalent to the = operator in Java} and 
we use the equal sign ( =) as the equality re lation in Boolean expressions 
(equivalent to the "==" relation in Java). 

• Method declarations: Algorithm name(paraml , param2, . . .  ) declares a new 
method "name" and its parameters. 

• Decision structures: if condition then true-actions [ else false-actions] . We 
use indentation to indicate what actions should be included in the true-actions 
and false-actions. 

• While-loops: while condition do actions. We use indentation to iqdicate 
what actions should be included in the loop actions. 

• Repeat-loops: repeat actions until condition. We use indentation to indicate 
what actions should be included in the loop actions. 

• For-loops: for variable-increment-definition do actions. We use indentation 
to indicate what actions should be included among the loop actions. 

• Array indexing: A[i] represents the ith cell in the array A. The cells of an 
n-celled array A are indexed from A[O] to A[n - 1 ] (consistent with Java). 

• Method calls: object.method(args) (object is optional if it is understood). 
• Method returns: return value. This operation returns the value specified to 

the method that called this one. 
• Comments: { Camment goes here. } . We en close comments in braces. 

When we write pseudo�code, we must keep in mind that we are writing for a 
human reader, not a computer. Thus, we should strive to communicate high-level 
ideas, not low-level implementation details. At the same time, we should not gloss 
over important steps. Like many forms of human communication, finding the right 
balance is an important skill that is refined through practice. 
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1 .9 . 3  Cod i ng 

As mentioned above, one of the key steps in coding up an object-oriented program 
is coding up the descriptions of classes and their respective data and methods. In 
order to accelerate the development of this skill, we discuss various design pat
terns for designing object-oriented programs (see Section 2. 1 .3 )  at various points 
throughout this text. These pattems provide templates for defining classes and the 
interactions between these classes. 

Many programmers do their initial coding not on a computer, but by using CRC 
cards. Class-Responsibility-Collaborator (CRC) cards are simple index cards that 
subdivide the work required of a program. The main idea behind this tool is to 
have each card represent a component, which will ultimately become a class in our 
program. We write the name of each component on the top of an index card. On 
the left-hand side of the card, we begin writing the responsibilities for this com
ponent. On the right-hand side, we list the collaborators for this component, that 
is, the other components that this component will have to interact with to perform 
its duties. The design process iterates through an actionfactor cycle, where we first 
identify an action (that is, a responsibility), and we then detennine an actor (that 
is, a component) that is best suited to perform that action. The design is complete 
when we have assigned all actions to actors. 

By the way, in using index cards to begin our coding, we are assuming that 
each component will have a small set of responsibilities and collaborators. This 
assumption is no accident, for it helps keep our programs manageable. 

An alternative to CRC cards is the use of UML (Unified Mo�eling Language) 
diagrams to express the organization of a Program; and the nse of pseudo-code to 
describe the algorithms. UML diagrams are a standard visual notation to express 
object-oriented software designs. Several computer-aided tools are available to 
build UML diagrams. Descrihing algorithms in pseudo-code, on the other hand, is 
a technique that we utilize throughout this hook. 

Once we have decided on the classes for our program and their responsibilities, 
we are ready to begin the actual coding on a computer. We create the actual code 
for the classes in our program by using either an independent text editor ( such 
as emacs, WordPad, or vi), or the editor embedded in an i11legrated development 
environment (IDE), such as Eclipse or Borland JBuilder. 

Once we have completed coding for a class ( or package)� we compile this file 
into working codè . by invoking a compiler. If we are not Ming an IDE, then we 
compile our program by calling a program, such as j avac� en our file. If we are 
using an IDE, then we compile our program by clicking the appropriate compila
tion button. If we are fortunate, and our program has no SJD.tax errors, then this 
compilation process will create files with a " . class" extension. 
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If our program contains syntax errors, then these will be identified, and we will 
have to go back into our editor to fix the offending lines of code. Once we have 
eliminated all syntax errors, and created the appropriate compiled code, we can run 
our program by either invoking a command, such as "j a va" ( outside an IDE), or 
by clicking on the appropriate "run" button (within an IDE). When a Java program 
is run in this way, the run-time environment locates the directories containing the 
named class and any other classes that are referenced from this class according to 
a special operating system environment variable. This variabie is named "CLASS
PATH ," and the order of directories to search in is given as a list of directories, 
which are separated by colons in Unix/Linux or semicolons in DOS/Windows. An 
example CLASSPATH assignment in the DOS/Windows operating system could 
be the following: 

SET CLASSPATH= . ; C : \j ava ; C : \Program Files\Java\ 

Whereas an example CLASSPATH assignment in the Unix/Linux operating system 
could be the following: 

setenv CLASSPATH " .  : /usr/local/j ava/lib : /usr/netscape/classes"  

In both cases, the dot (".") refers to the current directory in which the run-time 
environment is invoked. 

J avadoe 

In order to encourage good use of block comments and the autömatic production of 
documentation, the Java programming environment comes with a documentation 
production program calledjavadoc. This program takes a collection of Java souree 
files that have been commented using certain keywords, called tags, and it produces 
a series of HTML documents that describe the classes, methods, variables, and 
constants contained in these files. Por space reasons, we have not used javadoc
style comments in all the example programs included in this book, but we include 
a javadoe example in Code Fragment 1 .8 as well as other examples at the Web site 
that accompanies this book. 

Each javadoc camment is a block camment that starts with "I**" and ends with 
"*!," and each line between these two can begin with a single asterisk, "*," which 
is. ignored� · The block camment is assumed to start with a descriptive sentence, 
foliowed by a blank line, which is followed by special lines that begin with javadoe 
tags. A block camment that comes just before a class definition, instanee variabie 
declaration, or method definition, is processed by javadoe into a camment about 
that class ,  variable, or method. 
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!** 
* This c lass defines a n  immutable (x,y) point i n  the p lane .  
* 
* @author M ichael Goodrich 
*I 

public class XYPoi nt { 

} 

private double x,y; I I private instanee variab les for the coord inates 

!* *  
* Construct a n  (x,y) point at a specified location .  
* 
* «lparam x(oor The x-coord inate of the point 
* «lparam y(oor The y-coord i nate of the point 
*I 

public XYPoint(double x(oor, double yCoor) { 
x x(oor; 
y = y(oor; 

} 

!** 
* Return x-coord i nate value. 
* 
* @return x-coord i n ate 
*I 

public double getX( )  { return x; } 

!** 
* Return y-coord i nate val ue. 
* 
* @return y-coord i nate 
*I 

public double getY( )  { return y; } 

51 

Code Fragment 1.8: An example class definition using javadoc-style comments. 
Note that this class includes two instanee variables, one constructor, and two ac
cessor methods. 
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The primary javadoe tags are the following: 
• @author text: Identifies each author (one per line) for a class . 
• @except ion exception-name description: Identifies an error condition that 

is signaled by this metbod (see Section 2.3). 
• @param parameter-name description: Identifies a parameter accepted by this 

method. 
• @return description: Describes the return type and its range of values for a 

method. 
There are other tags as well; the interested reader is referred to on-line documenta
tion for javadoe for further discussion. 

Readab i l ity and  Style 

Programs should be made easy to read and understand. Good programmers should 
therefore be mindful of their coding style, and develop a style that communicates 
the important aspects of a program's design for both humans and computers . 

Much bas been written about good coding style, with some of the main princi
ples being the following: 

• U se meaningful names for identifiers. Try to choose names that can be read 
aloud, and choose names that reftect the action, responsibility, or data each 
identifier is naming. The tradition in most Ja va circles is to capitalize the first 
letter of each word in an identifier, except for the first word in an identifier for 
a variabie or method. So, in this tradition, "Date," "Vector," "DeviceMan
ager" would identify classes, and ' isFull()," "i nsertltem()," "studentName," 
and "studentHeight" would respectively identify methods anq variables. - i 

• U se named constants or enum types instead of literals. Readability, robust-
ness, and modifiability are enhanced if we include a series of definitions of 
named constant values in a class definition. These can then be used within 
this class and others to refer to special values for this class. The tradition in 
Java is to fully capitalize such constants, as shown below: 
public class Student { 

} 

pubtic static final int M I I'LCREDITS = 12; // min .  credits i n  a term 
public static final i nt MAX_CREDITS = 24; // max. credits in a term 
public static final int FRESH IVIAN 1; // code for freshman 
public static final int SOPHOMORE = 2; // code for sophomare 
public static final int JUN IOR = 3; // code for jun ior 
pubtic static final int SEN IOR = 4; // code for senior 

// I n stanee vari ab les, constructors, and methad defi n itions go here . . .  

• Indent statement blocks. Typically programmers indent each statement block 
by 4 spaces; in this book we typically use 2 spaces, however, to avoid having 
our code overrun the book's margins. 

l 
l 
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• Organize each class in the following order: 

1 .  Constauts 

2. Instanee variables 

3 .  Constructars 
4. Methods. 

We note that some Java programroers prefer to put instanee variabie defini
tions last. We put them earlier so that we can read each class sequentially 
and understand the data each metbod is working with. 

• Use comments that add meaning to a program and explain ambiguous or 
confusing constructs. In-line comments are good for quick explanations and 
do not need to be sentences. Block comments are good for explaining the 
purpose of a metbod and complex code sections. 

1 . 9 . 4  Test ing a nd  Debuggi ng 

Testing i s  the process of  experimentally checking the correctness of a program, 
while debugging is the process of tracking the execution of a program and discov
ering the errors in it. Testing and debugging are often the most time-consuming 
activity in the development of a program. 

Testing 

A careful testing plan is an essential part of writing a program. While verifying the 
correctness of a program over all possible inputs is usually infeasible, we should 
aim at executing the program on a representative subset of inp�ts. At the very 
minimum, we should make sure that every metbod ih the program is tested at least 
once (method coverage). Even better, each code statement in the program should 
be executed at least once (statement coverage ). 

Programs often tend to fail on special cases of the input. Such cases need to be 
carefully identified and tested. Por example, when testing a metbod that sorts (that 
is, puts in order) an array of integers, we should consicter the following inputs : 

• The array has zero length (no elements). 
• The array has one element. 

• All the elements of the array are the same. 

• The array is already sorted. 

• The array is reverse sorted. 

In actdition to special inputs to the program, we should also consicter special 
conditions for the structures used by the program. Por example, if we use an array 
to store data, we should make sure that boundary cases, such as inserting/removing 
at the beginning or end of the subarray holding data, are properly handled. 
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While it is essential to use hand-crafted test suites, it is also advantageous to run 
the program on a large coneetion of randomly generated inputs. The Random class 
in the java .uti l package provides several methods to generate random numbers. 

There is a hierarchy among the classes and methods of a program induced by 
the caller-callee relationship. Namely, a method A is above a method B in the 
hierarchy if A eaUs B. There are two main testing strategies, top-down and bottom

up, which differ in the order in which methods are tested. 
Bottom-up testing proceeds from lower-level methods to higher-level methods .  

Namely, bottom-level methods, which do not invoke other methods, are tested first, 
followed by methods that call only bottom-level methods, and so on. This strategy 
ensures that errors found in a method are not likely to be caused by lower-level 
methods nested within it. 

Top-down testing proceeds from the top to the bottorn of the method hierarchy. 
It is typically used in conjunction with stubbing, a boot-strapping technique that 
replaces a lower-level method with a stub, a replacement for the method that simu
lates the output of the original method. Por example, if method A calls method B to 
get the first line of a file, when testing A we can replace B with a stub that returns a 
fixed string. 

Debugging 

The simplest debugging technique consists of usingprint statements (using method 
System .out. pri ntl n (string)) to track the values of variables during the execution of 
the program. A problem with this approach is that the print statements need to be 
eventually removed or commented out before the software is finally released. . . i 

A better approach is to run the program within a debugger, which is a special-
ized environment for cantrolling and monitoring the executión of a program. The 
basic functionality provided by a debugger is the insertion of breakpoints within 
the code. When the program is executed within the debugger, it stops at each 
breakpoint. While the program is stopped, the current value of variables can be 
inspected. In addition to fixed breakpoints, advanced debuggers allow for specifi
cation of conditionat breakpoints, which are triggered only if a given expression is 
satisfied. 

The standard Java tools include a basic debugger called jdb, which is command
line oriented. IDEs for Java programming provide advanced debugging environ
ments with graphical user interfaces. 
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1 . 10 Exercises 

For help with exercises, please visit the web site, www.wiley.com/go/global/goodrich. 

Reinforcement 

R- 1 . 1  Suppose that we create an array A of GameEntry objects, which has an 
integer scores field, and we clone A and store the result in an array B. If 
we then immediately set A [4] .score equal to 550, what is the score value 
of the Ga meEntry object referenced by B [4] ? 

R- 1 .2 Modify the Cred itCard class from Code Fragment 1 .5 to charge interest 
on each payment. 

R- 1 .3 Modify the CreditCard class from Code Fragment 1 .5 to charge a late fee 
for any payment that is past its due date. 

R - 1 .4 Modify the (red itCard class from Code Fragment 1 .5 to include modifier 
methods, which allow a user to modify internal variables in a CreditCard 
class in a controlled manner. 

R- 1 .5 Modify the declaration of the first for loop in the Test class in Code Frag
ment 1 .6  so that its charges will eventually cause exactly one of the three 
credit cards to go over its credit limit. Which credit card is it? 

R- 1 .6 Write a short Java function, i n putA l l Base Types, that inputs a different 
value of each base type from the standard input device and prints it back 
to the standard output device. 

R- 1 .7 Write a Java class, Flower, that has three instanee variabl�s of type String, 
int, and float, which respectively represent the name of the fiower, its 
number of pedals, and price. Your class must include a constructor method 
that initializes each variabie to an appropriate value, and your class should 
include methods for setting the value of each type, and getting the value 
of each type. 

R- 1 .8 Write a short Java function, isM u lti ple, that takes two long values, n and 
m, and returns true if and only if n is a multiple of m, that is, n mi for 
some integer i. 

R-1 .9 Write a short Java function, isOdd, that takes an int i and returns true if 
and only if i is odd. Your function cannot use the multiplication, modulus, 
or division operators, however. 

R-1 . 10  Writè a short'Java function that takes an integer n and returns the sum of 
all the întegers smaller than n. 

R-1 . 1 1 Write a short Java function that takes an integer n and returns the sum of 
all the odd integers smaller than n. 

www.wiley.com/go/globallgoodrich
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Creativity 

C- 1 . 1  Write a short Java function that takes an array of int values and determines 
if there is a pair of numbers in the array whose product is odd. 

C-1 .2 W rite a Ja va method that takes an array of int values and de termines if all 
the numbers are different from each other (that is, they are distinct). 

C- 1 .3 Write a Java method that takes an array containing the set of all integers 
in the range 1 to 54 and shuffles it into random order. Your method should 
output each possible order with equal probability. 

C- 1 .4 Write a short Ja va program that outputs all possible strings formed by 
using the characters ' c ' , ' a '  , ' r ' , ' b ' ,  ' o ' , and ' n '  exactly once. 

C-1 .5 Write a short Java program that takes all the lines input to standard input 
and writes them to standard output in reverse order. That is, each line is 
output in the correct order, but the ordering of the lines is reversed. 

C-1 .6 Write a short Java program that takes two mrays a and b of length n storing 
int values, and returns the dot product of a and b. That is, it returns an 
array c of length n such that c[i] = a [i] · b [i] ,  for i =  0, . . . , n  - 1 . 

Projects 

P-1 . 1  Using either Java Internationalization (which is described on the Internet) 
or through your own approach, rewrite the CreditCard class so that it can 
easily switch between two different languages. 

P- 1 .2 (For those who know Java graphical user interface mëthods) Define a 
Graph ica iTest class that tests the functionality of .the CreditCard class 
from Code Fragment 1 .5 using text fields and buttons. 

P- 1 .3 The birthday paradox says that the probability that two people in a room 
will have the same birthday is more than half, provided n, the number of 
people in the room, is more than 23. This property is not really a paradox, 
but many people find it surprising. Design a Java program that can test 
this paradox by a series of experiments on randomly generated birthdays, 
which test this paradox for n = 5, 10, 1 5 ,  20, . . .  , 100. 

Chapter Notes 
For more detailed information about the Ja va programming language, we refer the reader to 

some of the fine hooks about Java, including the hooks by Arnold, Gosling and Holmes [7], 
Flanagan [32], Horstmann [49] , and Horstmann and Cornell [50, 5 1] ,  as well as Sun's Java 

Web site (http:/ jwww.java.sun .com). 

http:http://www.java.sun.com
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2 . 1  

Chapter 2. Object-Oriented Design 

Goals , Principles, and Patterns 
As the name implies, the main "actors" in the object-oriented design paradigm 
are called objects. An object co mes from a class, which is a specification of the 
data.fields, also called instanee variables, that the object contains, as well as the 
methods ( operations) that the object can execute. Each class presents to the outside 
world a concise and consistent view of the objects that are instances of this class, 
without going into too much unnecessary detail or giving others access to the inner 
workings of the objects. This view of computing is intended to fulfill several goals 
and incorporate several design principles, which we discuss in this chapter. 

2 . 1 . 1  Object-Oriented Design Goa ls 

Software implementations should achieve robustness, adaptability, and reusabil

ity . (See Figure 2. 1 .) 

Robustness Adaptabi l ity Reusabi l ity 

Figure 2.1 :  Goals of object -oriented design. 

Robustness 

Every good programmer wants to develop software that is correct, which means 
that a program produces the right output for all the anticipated inputs in the pro
gram's application. In addition, we want software to be robust, that is, capable of 
handling unexpected inputs that are not explicitly defined for its application. For 
example, if a program is expecting a positive integer (for example, representing the 
price of an item) and instead is given a negative integer, then the program should be 
able to reeover gracefully from this error. More importantly, in life-critical appli

cations, where a software error can lead to injury or loss of life, software that is not 
robust could be

.
deadly. This point was driven home in the late 1980s in accidents 

invalving Therac-25, a radiation:-therapy machine, which severely overdosed six 
patients between 1985 and 1987, some of whom died from complications resulting 
from their radiation overdose. All six accidents were traeed to software errors. 
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Adaptab i l ity 

Modem software applications, such as Web browsers and Internet search engines, 
typically involve large programs that are used for many years . Software, there
fore, needs to be able to evolve over time in response to changing conditions in its 
environment. Thus, another important goal of quality software is that it achieves 
adaptability (also called evolvability). Related to this concept is portability, which 
is the ability of software to run with minimal change on different hardware and 
operating system platforms. An advantage of writing software in Java is the porta
bility provided by the language itself. 

Reusab i l ity 

Going hand in hand with adaptability is the desire that software be reusable, that 
is, the same code should be usabie as a component of different systems in various 
applications. Developing quality software can be an expensive enterprise, and its 
co st can be offset somewhat if the software is designed in a way that makes it easily 
reusable in future applications. Such reuse should be done with care, however, for 
one of the major sourees of software errors in the Therac-25 came from inappropri
ate reuse of Therac-20 software (which was not object-oriented and not designed 
for the hardware platform used with the Therac-25). 

2 . 1 . 2  Object-Oriented Design P ri nci p les 

Chief among the principles of the object-oriented approach, which are intended to 
facilitate the goals outlined above, are the following (seè Figure 2.2): 

• Abstraction 
• Encapsulation 
• Modularity. 

Abstr�ction 
' '  

Encapsu latiön Modu larity 

Figure 2.2: Principles of object-oriented design. 
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Abstraction 

The notion of abstraction is to distill a complicated system down to its most fun
damental parts and describe these parts in a simple, precise language. Typically, 
descrihing the parts of a system involves naming them and explaining their func
tionality. Applying the abstraction paradigm to the design of data structures gives 
rise to abstract data types (ADTs). An ADT is a mathematica! model of a data 
structure that specifies the type of data stored, the operations supported on them, 
and the types of parameters of the operations. An ADT specifies what each opera
ti on does, but not how it does it. In Java, an ADT can be expressed by an interface, 
which is simply a list of metbod declarations, where each metbod has an empty 
body. (We say more about Java interfaces in Section 2.4.) 

An ADT is realized by a concrete data structure, which is modeled in Java by 
a class . A class defines the data being stored and the operations supported by the 
objects that are instances of the class. Also, unlike interfaces, classes specify how 
the operations are performed in the body of each method. A Java class is said 
to implement an interface if its methods include all the methods declared in the 
interface, thus providing a body for them. However, a class can have more methods 
than those of the interface. 

Encapsu l ation 

Another important principle of object-oriented design is the concept of encapsula
tion, which states that different components of a software system should norreveal 
the internal details of their respective implementations. Gne of.the main advantages 
of encapsulation is that it gives the programmer freedom in implementing the de
tails of a system. The only constraint on the programroer is to rnaintaio the abstract 
interface that outsiders see. 

Modularity 

In addition to abstraction and encapsulation, a fundamental principle of object
oriented design is modularity. Modern software systems typically consist of sev
eral different components that must interact correctly in order for the entire system 
to work properly. Keeping these interactions straight requires that these different 
components be well organized. In object -oriented design, this code structuring 
approach centers around the concept of modularity. Modularity refers to an orga
nizing principle for code in which different components of a software system are 
divided into separate functional units. 
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Hiera rch ica l Organ ization 
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The structure imposed by modularity helps to enable software reusability. If soft
ware modules are written in an abstract way to solve general problems, then mod
ules can be reused when instances of these same general problems arise in other 
contexts. 

For example, the structural definition of a wall is the same from house to house, 
typically being definèd in terms of vertical studs, spaeed at fixed-distance intervals, 
etc. Thus, an organized architect can reuse his or her wall definitions from one 
house to another. In reusing such a definition, some parts may require redefinition, 
for example, a wall in a commercial building may be similar to that of a house, but 
the electrical system and stud material might be different. 

A natura! way to organize various structural components of a software package 
is in a hierarchical fashion, which groups similar abstract definitions tagether in 
a level-by-level manner that goes from specific to more general as one traverses 
up the hierarchy. A common use of such hierarcbies is in an organizational chart, 
where each link going up can be read as "is a," as in "a ranch is a house is a 
building." This kind of hierarchy is useful in software design, for it groups tagether 
common functionality at the most general level, and views specialized behavior as 
an extension of the general one. 

Building 

s 

Apartment House Commercial 
Building 

Low-rise High-rise 1\vo-story Ranch Skyscraper Apartment Apartment House 

Figure 2.3: An example of an "is a" hierarchy invalving architectmal buildings. 
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2 . 1 . 3  Design Patterns 

One of the advantages of object-oriented design is that i t  facilitates reusable, ro
bust, and adaptable software. Designing good code takes more than simply under
standing object-oriented methodologies, however. It requires the e:ffective use of 
object-oriented design techniques. 

Computing researchers and practitioners have developed a variety of organiza
tional concepts and methodologies for designing quality object-oriented software 
that is concise, correct, and reusable. Of special relevanee to this book is the con
cept of a design pattern, which describes a solution to a "typical" software design 
problem. A pattem provides a general template for a solution that can be applied in 
many different situations. It describes the main elements of a solution in an abstract 
way that can be specialized for a specific problem at hand. lt consists of a name, 
which identifies the pattem, a context, which describes the scenarios for which this 
pattem can be applied, a template, which describes how the pattem is applied, and 
a result, which describes and analyzes what the pattem produces. 

We present several design pattems in this book, and we show how they can be 
consistently applied to implementations of data structures and algorithms. These 
design pattems fall into two groups-pattems for solving algorithm design prob
lems and pattems for solving software engineering problems. Some of the algo
rithm design pattems we discuss include the following: 

• Recursion (Section 3 .5) 
• Amortization (Section 6. 1 .4) 
• Divide-and-conquer (Section 1 1 . 1 . 1 )  i 

• Prune-and-search, also known as decrease-and-conquer (Section 1 1 .5 . 1 )  
• Brute force (Section 12.3 . 1) 

, · 

• The greedy method (Section 12.4.2) 
• Dynamic programming (Section 12.2). 

Likewise, some of the software engineering design pattems we discuss include: 

• Position (Section 6.2.2) 
• Adapter (Section 6. 1 .2) 
• Iterator (Section 6.3) 
• Template method (Sections 7 .3 .7 ,  1 1 .4.2, and 13 .3 .2) 
• Composition (Section 8 . 1 .2) 
• Comparator (Section 8 . 1 .2) 
• Decorato! (S�ction 1 3.3. 1) . 
Rather than explain each of these concepts here, however, we introduce them 

throughout the text as noted above. For each pattern, be it for algorithm engineering 
or software engineering, we explain its general u se and we illustrate it with at least 
one concrete example. 
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2 . 2  l nheritance and Polymorphism 

To take advantage of hierarchical relationships, which are common in software 
projects, the object-oriented design approach provides ways of rensing code. 

2 . 2 . 1  I nherita nce 

The object-oriented paradigm provides a modnlar and hierarchical organizing struc
ture for rensing code, throngh a techniqne called inheritance. This techniqne al
lows the design of general classes that can be specialized to more partienlar classes, 
with the specialized classes rensing the code from the general class. The general 
class, which is also known as a base class or superclass, can define standard in
stance variables and methods that apply in a mnltitnde of sitnations. A class that 
specializes, or extends, or inherits from, a snperclass need not give new imple
mentations for the general methods, for it inherits them. It shonld only define those 
methods that are specialized tor this partienlar subclass. 

Example 2 .1 :  Consider a class S that dennes objects with a fi.eld, x, and three 
methods, a ( ) , b() ,  and c( ) . Suppose we were to defi.ne a class T that extends S and 
includes an additional fi.eld, y, and two methods, d() and e( ) . The class T would 
then inherit the instanee variabie x and the methods a ( ) , b() ,  and c( )  from S. We 
illustrate the relationships between the class S and the class T in a class inheritance 
diagram in Figure 2.4. Each box in such a diagram denotes a class, with its name, 
fi.elds (or instanee variables), and methods included as subrectangles. 

class: s 
fields: x 

methods: a() b() c() 

extends 

class: T 
fields: y 

methods: d() 
e() 

Figure 2.4: A class inheritance diagram. Each box denotes a class, with its name, 
fields, and methods, and an arrow between boxes denotes an inheritance relation. 
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Object Creation and Referencing 

When an object o is created, memory is allocated for its data fields, and these 
same fields are initialized to specific beginning values. Typically, one associates 
the new object o with a variable, which serves as a "link" to object o, and is said 
to reference o. When we wish to access object o (for the purpose of getting at its 
fields or executing its methods), we can either request the execution of one of o's 
methods ( defined by the class that o belongs to ), or look up one of the fields of o. 
Indeed, the primary way that an object p interacts with another object o is for p 
to send a "message" to o that invokes one of o's methods, for example, for o to 
print a description of itself, for o to couvert itself to a string, or for o to return the 
value of one of its data fields. The secondary way that p can interact with o is for 
p to access one of o's fields directly, but only if o has given other objects like p 
permission to do so. For example, an instanee of the Java class I nteger stores, as an 
instanee variable, an integer, and it provides several operations for accessing this 
data, including methods for converting it into other number types, for converting 
it to a string of digits, and for converting strings of digits to a number. It does not 
allow for direct access of its instanee variable, however, for such details are hidden. 

Dynamic  Dispatch 

When a program wishes to invoke a certain method a() of some 
.
object o,

" 
it sends 

a message to o, which is usually denoted, using the dot-.bperator syntax (Sec
tion 1 .3 .2), as "o .a () ." In the compiled version of this program, the code corre
sponding to this invocation directs the run-time environment to examine o's class T 
to determine if the class T supports an a() method, and, if so, to execute it. Specif
ically, the run-time environment examines the class T to see if it defines an a() 
method itself. If it does, then this method is executed. If T does not define an a() 
method, then the run-time environment examines the superclass S of T. If S de fin es 
a (), then this method is executed. If S does not define a (), on the other hand, then 
the run-time environment repeats the search at the superclass of S. This search con
tinnes up the hierarchy of classes until it either finds an a() method, which is then 
executed, or it reaches a topmost class (for example, the Object class in Java) with
out an a() method, which generates a run-time error. The algorithm that processes 
the message o.a() to find the specific method to invoke is called the dynamic dis

patch ( or dynamic binding) algorithm, which provides an effective mechanism for 
locating reused software. It also allows for another powerful technique of object
oriented programming-polymorphism. 
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2. 2 . 2  Polymorph ism 

Literally, "polymorphism" means "many forms." In the context of object-oriented 
design, it refers to tbe ability of an object variabie to take different forms. Object
oriented languages, such as Java, address objects using reference variables. The 
reference variabie o must define which class of objects it is allowed to refer to, in 
terms of some class S .  But this implies tbat o can also refer to any object belonging 
to a class T that extends S. Now consider what happens if S defines an a() metbod 
and T also defines an a() method. The dynamic dispatch algoritbm for metbod 
invocation always starts its search from the most restrictive class that applies. When 
o refers to an object from class T, tben it will use T's a () metbod when asked for 
o.a () ,  not S 's. In tbis case, T is said to override metbod a() from S. Altematively, 
when o refers to an object from class S (tbat is not also a T  object), it will execute 
S's a () metbod when asked for o.a () .  Polymorphism such as this is useful because 
the caller of o .a () does not have to know whetber tbe object o refers to an instanee of 
T or S  in order to get tbe a() metbod to execute correctly. Thus, the object variabie 
o can be polymorphic, or take many forms, depending on the specific class of tbe 
objects it is referring to. This kind of functionality allows a specialized class T to 
extend a class S, inherit the standard methods from S, and redefine other methods 
from S to account for specific properties of objects of T. 

Some object-oriented languages, such as Java, also provide a useful technique 
related to polymorphism, which is called metbod overloading. Overloading occurs 
when a single class T has multiple metbods witb the same name, provided each one 
has a different signature. The signature of a metbod is � combin1ltion of its name 
and the type and number of arguments that ·are passed to it. Thus, even though 
multiple methods in a class can have tbe same name, they can be distinguished by a 
compiler, provided they have different signatures, that is, are different in actuality. 
In languages that allow for metbod overloading, the run-time environment deter
mines which actual metbod to invoke for a specific metbod call by searching up tbe 
class hierarchy to find the first metbod with a signature matching the metbod being 
invoked. For example, suppose a class T, which defines a metbod a(), extends a 
class U, which defines a metbod a (x,y) .  If an object o from class T receives the 
message "o.a (x,y) ," then it is U ' s  version of metbod a that is invoked (with tbe two 
parameters x and y). Thus, true polymorphism applies only to methods that have 
the same signature, but are defined in different classes. 

· Inheritance, polymorphism, and metbod overloading support the development 
of reusable software. We can define classes that inherit the standard instanee vari
ables and methods and can then define new more-specific instanee variables and 
metbods tbat deal with special aspects of objects of tbe new class. 
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2 .2 . 3  Us ing l n her ita nce i n  Java 

There are two primary ways of using inheritance of classes in Java, specialization 
and extension. 

Specia l ization 

In using specialization we are specializing a general class to particular subclasses. 
Such subclasses typically possess an "is a" relationship to their superclass. A sub
class then inherits all the methods of the superclass. For each inherited method, if 
that method operates correctly independent of whether it is operating for a special
ization, no additional work is needed. If, on the other hand, a general method of the 
superclass would not work correctly on the subclass, then we should override the 
method to have the correct functionality for the subclass. For example, we could 
have a general class, Dog, which has a method d ri n k  and a method sniff. Specializ
ing this class to a Bloodhound class would probably not require that we override the 
dri n k  method, as all dogs drink pretty much the same way. But it could require that 
we override the sn iff method, as a Bloodhound has a much more sensitive sense 
of smeU than a standard dog. In this way, the Bloodhound class specializes the 
methods of its superclass, Dog. 

Extension 

In using extension, on the other hand, we utilize inheritance to reuse the code writ
ten for methods of the superclass, but we then add new methods that are not present 
in the superclass, so as to extend its functionality. For example, returning • to our 
Dog class, we might wish to create a subclass, BorderCol I ie, which inherits all the 
standard methods of the Dog class, but then adds a new method, herd, since Border 
Collies have a herding instinct that is not present in standard dogs. By adding the 
new method, we are extending the functionality of a standard dog. 

In Java, each class can extend exactly one other class .  Even if a class definition 
makes no explicit use of the extends clause, it still inherits from exactly one other 
class, which in this case is class java . la ng.Object. Because of this property, Java is 
said to allow only for single inheritance among classes. 

Types of Methad Overrid lng 

Inside the declaration of a new class, Ja va uses two kinds of method overriding, re
finement and replacement. In the replacement type of overriding, a method com
pletely replaces the method of the superclass that it is overriding (as in the sniff 
method of Bloodhound  mentioned above). In Java, all regular methods of a class 
utilize this type of overriding behavior. 
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In the refinement type of overriding, however, a methad does not replace the . 
methad of its superclass, but instead adds additional code to that of its superclass. 
In Java, all constructars utilize the refinement type of overriding, a scheme called 
constructor chaining. Namely, a constructor begins its execution by calling a con
structor of the superclass. This call can be made explicitly or implicitly. To call a 
constructor of the superclass explicitly, we use the keyword super to refer to the 
superclass. (Por example, super() calls the construct ar of the superclass with no 
arguments.) If no explicit call is made in the body of a constructor, however, the 
compiler automatically inserts, as the first line of the constructor, a eaU to su per(). 
(There is an exception to this general rule, which is discussed in the next section.) 
Summarizing, in Java, constructars use the refinement type of methad overriding 
whereas regular methods use reptacement 

The Keyword this 
Sometimes, in a Java class, it is convenient to reference the current instanee of that 
class. Java provides a keyword, called this, for such a reference. Reference this 
is useful, for example, if we would like to pass the current object as a parameter to 
some method. Another application of this is to reference a field inside the current 
object that has a name clash with a variabie defined in the current block, as shown 
in the program given in Code Fragment 2. 1 .  

public class Th isTester { 
public int dog = 2; I I i nstanee var iab ie 
public void dobber() { 

int dog = 5; I I a d iffe-rent dog! 
System.out. prin tln ( "The dog local variab�e = ". + dog) ; 
System .out.pri n tl n ( "The dog field = " + this.do·g) ; 
} 

public static void main (Stri ng a rgs[ ] )  { 

} 
} 

ThisTester t new ThisTester() ;  
t.dobber( ) ;  

Code Fragment 2.1 :  Sample program illustrating the use of reference this to dis
ambiguate between a field of the current object and a local variabie with the same 
name. 

When this program is executed, ·Ît prints the following: 

The dog local variable = 5 
The dog field = 2 
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An l l l ustration of l nheritance i n  Java 

To make some of the notions above about inheritance and polymorphism more 
concrete, let us consider some simple examples in Java. 

In particular, we consider a series of several classes for stepping through and 
printing out numeric progressions. A numeric progression is a sequence of num
bers, where each number depends on one or more of the previous numbers. For 
example, an arithmetic progression determines the next number by addition and 
a geometrie progression determines the next number by multiplication. In any 
case, a progression requires a way of defining its first value and it needs a way of 
identifying the current value as well. 

We begin by defining a class, Progression, shown in Code Fragment 2.2, wbicb 
defines tbe standard fields and methods of a numeric progression. Specifically, it 
defines the following two long-integer fields: 

• first: first value of tbe progression; 

• cur: current value of the progres si on; 

and tbe following tbree metbods: 

fi rstVa l ue(): Reset tbe progression to the first value, and return that 
value. 

nextVa l ue(): Step the progression to thè next-'value and return that 
value. 

printProgression(n): Reset tbe progression and print tbe first n valnes of tbe 
_progresston. 

We say that the metbod printProgression bas no output in tbe sense that it does 
not return any value, wbereas the metbods fi rstValue and nextVal ue botb return 
long-integer values. Tbat is, firstValue and nextValue are functions, and pri ntPro
gression is a procedure. 

Tbe Progression dass also includes a metbod Progression(), wbicb is a con
structor. Reeall that constructars set up all tbe instanee variables at the time an 
object of this class is created. The Progressio n  class is meant to be a general super
class from wbicb specialized classes inherit, so this constructor is code that will be 
included in the constructars for eacb class that extends the Progression class. 
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/** 
* A class for numeric progressions. 
*I 

public class Progression { 

} 

/** Fi rst va l ue of the progression . *I 
protected long fi rst; 

/** Current va lue of the progression . *I 
protected long cur; 

/** Defau lt constructor. *I 
Progression () { 

cur = fi rst = 0 ;  
} 

/** Resets the progression to the fi rst va l ue. 
* 
* ©retu rn fi rst va lue 
*I 

protected long fi rstVa lue() { 
cur = fi rst ; 
return cu r; 

} 

/** Advances the progression to the next va l ue. 
* 
* ©retu rn next va lue of the progression 
*I 

protected long nextVa lue() { 
return ++cur; I I defau lt next va lue 

} 

/** Pri nts the fi rst n val ues of the progression. 
* 
* ©param n n umber of val ues to pri nt 
*I 

public void pri ntProgression(int n ) { 
System .out. pri nt( fi rstVa lue()) ; 
for ( int i =  2; i <= n ;  i++ ) 

System .out. pri nt( 11 11 + nextVa lue()) ; 
System .out.print ln () ; I I ends the l i ne 

} . . .  

Code Fragment 2.2: General numeric progression class. 
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An Arithmetic P rogression C lass 

Next, we consider the class ArithProgression, which we present in Code Frag

ment 2.3 . This class defines an arithmetic progression, where the next value is 
determined by adding a fixed increment, i nc, to the previous value. ArithProgres
sion inherits fields fi rst and cur and methods fi rstValue() and prlntProgression(n) 
from the Progression class. It adds a new field, i nc, to store the increment, and two 
constructars for setting the iocrement Finally, it overrides the nextVal ue() method 
to conform to the way we get the next value for an arithmetic progression. 

Polymorphism is at work here. When a Progression reference is pointing to an 
ArithProgression object, then it is the ArithProgression methods firstVal ue() and 
nextVa lue() that will be used. This polymorphism is also true inside the inherited 
version of printProgression (n) , because the eaUs to the fi rstVa lue() and nextVa lue() 
methods here are implicit for the "current" object ( called th is in Java), which in this 
case will be of the Arith Progression class. 

Example Constructars and the Keyword this 

In the definition of the ArithProgression class, we have added two constructors, 
a default one, which takes no parameters, and a parametrie one, which takes an 
integer parameter as the iocrement for the progression. The default conspuctor 
actually calls the parametrie one, using the keyword this and passing 1 as the value 
of the iocrement parameter. These two constructors illustrate-'method overloading 
(where a method name can have multiple versions inside the same class), since a 
method is actually specified by its name, the class of the object that calls it, and the 
types of arguments that are passed to it-its signature. In this case, the overloading 
is for constructors (a default constructor and a parametrie constructor). 

The call this( 1 )  to the parametrie constructor as the first statement of the default 
constructor triggers an exception to the general constructor chaining rule discussed 

in Section 2.2.3. Namely, whenever the first statement of a constructor C' calls 
another constructor C" of the same class using the this reference, the superclass 
constructor is not implicitly called for C'. Note that a superclass constructor will 

eventually be called along the chain, either (3Xplicitly or implicitly. In particular, for 
üur Arith Progression class, the default constructor of the superclass (Progression) 
is implicitly called as the first statement of the parametrie constructor of Arith Pro
gresslon. 

We discuss constructors in more detail in Section 1 .2. 
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!**  
* Arithmetic progression. 
*I 

class ArithProgression extends Progression { 

} 

/** l ncrement. *I  
protected long i nc; 

I I l n herîts varia bles fi rst a nd cur . 

/** Defau lt constructor setti ng a u n it i ncrement. *I 
ArithProgression ( )  { 

this(l ) ; 
} 

/** Parametrie constructor provid i ng  the i ncrement. *I  
ArithProgression (long i ncrement) { 

i nc = i ncrement; 
} 

I** Advances the progression by add ing the i ncrement to the current va lue .  
* 

. 

* @return next val ue of the progression 
*I 

protected long nextValue() { 
cur += i nc; 
return cu r; 

} 

I I l n herits methods fi rstVa l ue( )  and printProgression ( i nt) . 
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Code Fragment 2.3: Class for arithmetic progressions, which inherits from the gen
eral progression class shown in Code Fragment 2.2. 
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A Geometrie Progression C lass 

Let us next define a class, GeomProgression, shown in Code Fragment 2.4, whieh 
steps through and prints out a geometrie progression, where the next value is de
termined by multiplying the previous value by a fixed base, base. A geometrie 
progressîon is like a general progression, exeept for the way we determine the next 
value. He nee, Geom Progression is declared as a subclass of the Progression class. 
As with the ArithProgression class, the GeomProgression class inherits the fields 
first and cur, and the methods fi rstVa l ue and pri ntProgression from Progression. 

!** 
* Geometrie P rogression 
*I 

dass GeomProgression extends Progression { 

} 

/** Base. *I 
protected long base; 

I I l nherits vari ab les fi rst and eur .  

I** Defau lt eonstructor sett ing base 2 .  *I 
GeomProgression ( )  { 

this(2); 
} 

/** Parametrie eonstructor provid i ng the base. 
* 
* @param b base of the progression. 
*I 

GeomProgression ( long b) { 
base = b; 
first = 1 ;  
eur fi rst; 

} 

I** Adva nees the progression by mu lt ip lying the base with the eu rrent va l ue. 
* 
* @retu rn next va l ue  of the progression 
*I 

protected long nextVa lue ( ) { 
eur *= base; 
return eur ; 

} 

I I l nherits methods fi rstVa l ue( )  and printProgression ( i nt) . 
' 

Code Fragment 2.4: Class for geometrie progressions. 
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A F ibonacci P rogression C lass 

As a further example, we define a FibonacciProgression class that represents an
other kind of progression, the Fibonacci progression, where the next value is de
fined as the sum of the current and previous values. We show class FibonacciPro
gression in Code Fragment 2.5. Note our use of a parameterized constructor in the 
FibonacciProgression class to provide a different way of starting the progression. 

!** 
* F ibonacc i progression . 
*I 

class F ibonacciP rogression extends P rogression { 

} 

/** Previous va l ue .  *I 
long prev; 
I I l nh erits vari ab les fi rst and cu r. 

/** Defa u lt constructor sett ing 0 and 1 as the fi rst two va l ues. *I 
F ibonacci P rogression( )  { 

this(O, 1} ; 
} 
/** Parametrie constructor prov id ing the fi rst and second va l ues. 
* 
* @param va l ue l  fi rst va l ue. 
* @param va l ue2 second va l ue. 
*I 

F ibonacciP rogression( long valuel , long va l ue2) { 

} 

fi rst = va luel ;  
prev = va l ue2 - va luel ;  I I fict it ious va l ue preced i ng the fi rst 

J 

/** Advances the progression by add ing the previous va l ue to the cu rrent va lue . 
* 
* @retu rn next va l ue of the progression 
*I 

protected long n extValue( )  { 
long temp  = prev; 
prev = cur ; 
cur += temp; 
return cur ; 

} 
I I l n herits methods fi rstVa l ue() and printP rogression ( i n t) . 

Code Fragment 2.5: Class for the Fibonacci progression. 
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In order to visualize how the three different progression classes are derived 
from the general Progression class, we give their inheritance diagram in Figure 2.5. 

class : Progression 

fields : long first 
long cur 

methods : 
Progression() 

long firstValue() 

long nextValue() 
void printProgression{ int) 

7 
'

e<tends� 
class : ArithProgression class : GeomProgression class : FibonacciProgression 

fields : long inc fields : long base fields : long prev 

methods : methods : methods : 
ArithProgression() GeomProgression{) FibonacciProgression() 

ArithProgression{ long) GeomProgression( long) FibonacciProgression( long, long ) 

long nextValue() long nextValue{) long nextValue() 

Figure 2.5: Inheritance diagram for class Progression and its subclasses. 
-

To complete our example, we define a class TestProgression, shown in Code 
Fragment 2.6, which performs a simple test of each of the three classes. In this 
class, variabie prog is polymorphic during the execution of the ma i n  method, since 
it references objects of class ArithProgression, GeomProgression, and fibonac
ciProgression in turn. When the ma i n  method of the TestProgression class is·in
voked by the Java run-time system, the output shown in ·'code Fragment 2.7 is 
produced. 

The example presented in this section is admittedly small, but it provides a 
simple illustration of inheritance in Java. The Progression class, its subclasses, and 
the tester program have a number of shortcomings, however, which might not be 
immediately apparent. One problem is that the geometrie and Fibonacci progres
sions grow quickly, and there is no provision for handling the inevitable overflow of 
the long integers involved. Por example, since 340 > 263 , a geometrie progression 
with base b 3 will overflow a long integer after 40 iterations. Likewise, the 94th 
Fibonacci number is greater than 263 ; hence, the Fibonacci progression will over
flow a long integer after 94 iterations. Another problem is that we may not allow 
arbitrary starting values for a Fibonacci progression. Por example, do we allow a 
Fibonacci progression starting with 0 and 1 ?  Dealing with input errors or error 
conditions that occur during the running of a Java program requires that we have 
some mechanism for handling them. We discuss this topic next. 
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/** Test program for the progression classes *I  
class TestProgression { 

public static void ma in (String[ ] a rgs) { 
Progression prog; 
I I test ArithProgression 
System .out.printl n ( "Arithmetic progression with default increment : " ) ;  
prog = new ArithProgression ( ) ;  
prog. print Progression ( 10) ; 
System .out . print lnC'Arithmetic progression with increment 5 :  " ) ;  
prog = new ArithProgression(5) ;  
prog.printProgression( 10) ; 
I I test GeomProgression 
System .out .print ln( "Geometric progression with default base : " ) ; 
prog = new GeomProgression( ) ;  
prog. printProgression( 10 ) ;  
System .out.pri ntln ( "Geometric progression with base 3 :  " ) ; 
prog = new GeomProgression (3) ; 
prog.printProgression(lD) ;  
I I test Fi bonaeeiProgression 
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System .out .print ln ( "Fibonacci progression with default start values : " ) ; 
prog = new FibonaeeiProgression ( ) ;  

} 
} 

prog.printProgression(10) ; 
System.out.pri n tl n (  "Fibonacci progression tli th start values 4 and 6 :  " ) ;  
prog = new FibonaeciProgression( 4,6) ; 
prog. printProgression ( 10) ; 

Code Fragment 2.6: Program for testiug the progression classes. 

Arithmetie progression with defa u lt i nerement: 
0 1 2 3 4 5 6 7 8 9  
Arithmet ie progression with i nerement 5 :  
0 5 10  15 20  25 30  35 40  45 
Geometrie progression with d efau l t  base: 
1 2 4 8 16 32 64 128 256 512 
Geometrie progression with base 3 :  
1 3 9 27 81 243 729 2187 6561 19683 
Fibonaeei progression with defa u lt start va lues: 
0 1 1 2 3 5 8 13 21 34 
Fibonaeci progression with start val ues 4 and 6: 
4 6 10 16 26 42 68 110 178 288 

Code Fragment 2.7: Output of the TestProgression program shown in Code Frag
ment 2.6. 
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2 .3  
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Exceptions 

Exceptions are unexpected events that occur during the execution of a program. An 
exception can be the result of an error condition or simply an unanticipated input. 
In any case, in an object-oriented language, such as Java, exceptions can be thought 
of as being objects themselves. 

2 . 3 . 1  Th rowi ng Except ions 

In Java, exceptions are objects that are thrown by code that encounters some sort of 
unexpected condition. They can also be thrown by the Java run-time environment 
should it encounter an unexpected condition, like running out of memory. A thrown 
exception is caught by other code that "handles" the exception somehow, or the 
program is terminated unexpectedly. (We will say more about catching exceptions 
shortly.) 

Exceptions originate when a piece of Java code finds some sort of problem 
during execution and throws an ex ception object. It is convenient to give a descrip
tive name to the class of the exception object. For instance, if we try to delete the 
tenth element from a sequence that has only five elements, the code may throw a 
Bounda ryViolationException. This action could be done, for example, using the 
following code fragment: 

if ( i nsertl ndex >= A. length) { 
throw new 

Bou ndaryViolation Exception( "No element at index " + i nsert l ndex) ; 
} 

It is aften convenient to instantiate an exception object at the time the exception has 
to be thrown. Thus, a throw statement is typically written as follows: 

throw new exception_type( param0 , param1 , . . .  , paramn_1 ); 

where exception_type is the type of the exception and the parami's form the list of 
parameters for a constructor for this exception. 

Exceptions are also thrown by the Java run-time environment itself. For exam
ple, the counterpart to the example above is Array l ndexOutOfBoundsException. If 
we have a six-element array and ask for the ninth element, then this exception will . 
be thrown by the Java run-time system. 
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The Throws C la use 

When a method is declared, it is appropriate to specify the exceptions it might 
throw. This convention has both a functional and courteous purpose. For one, it Iets 
users know what to expect. It alsq Iets the Java compiler know which exceptions to 
prepare for. The following is an example of such a method definition: 

public void goShopping() throws Shoppinglist TooSma i i Exception , 
OutOfMoneyException { 

I I method body . . . 

} 
By specifying all the exceptions that might be thrown by a method, we prepare 

others to be able to handle all of the exceptional cases that might arise from using 
this method. Another benefit of declaring exceptions is that we do not need to catch 
those exceptions in our method. Sometimes this is appropriate in the case where 
other code is responsible for causing the circumstances leading up to the exception. 

The following illustrates an exception that is "passed through": 

public void getReadyForCiass() throws ShoppingListTooSma i iException, 
OutOfMoneyException { 

} 

goShoppi ng() ; I I I don 't h ave to try or catch the exceptions 
I I wh ich goShoppi ng() m ight throw because 
I I getReadyForCiass() wi l I j ust pass these a long. 

ma keCookiesFor TA( ) ;  

A function can deelare that i t  throws as  many exceptions as i t  likes. Such a list
ing can be simplified somewhat if all exceptions that can be throw'h are subclasses 
of the same exception. In this case, we only have to:declare that a method throws 
the appropriate superclass. 

Kinds of Throwables 

Java defines classes Exception and Error as subclasses ofThrowable, which denotes 
any object that can be thrown and caught. Also, it defines class RuntimeException 
as a subclass of Exception. The Error class is used for abnormal conditions occur
ring in the run-time environment, such as running out of memory. Errors can be 
caught, but they probably should not be, because they usually signal problems that 
cannot be handled gracefully. An error message or a sudden program terminatien 
is about as much grace as we can expect. The Exception class is the root of the 
exception hieràrchy. Specialized exceptions (for example, BoundaryViolationEx
ception) should be defined by subclassing from either Exception or RuntimeEx
ception .  Note that exceptions that are not subclasses of RuntimeException must be 
declared in the throws clause of any method that can throw them. 
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2 .3 . 2  Catch i ng Except ions 

When an exception i s  thrown, it must he caught or the program will terminate. In 
any particular method, an exception in that method can he passed through to the 
calling method or it can he caught in that method. When an exception is caught, it 
can he analyzed and dealt with. The general methodology for dealing with excep
tions is to "try" to execute some fragment of code that might throw an exception. 
If it does throw an exception, then that exception is caught by having the flow of 
control jump to a predefined catch block that contains the code dealing with the 
exception. 

The general syntax for a try-catch block in Java is as follows: 

try 
main_block_of ...statements 

catch (exception_type1 variablet )  
block_of-...statementst 

catch ( exceptionJype2 variable2) 
block_of ...statements2 

final ly 
block_of-...statementsn 

where there must he at least one catch part, but the final ly part is optîonal. Each 
exception_typei is the type of some exception, and each variablei is a valid Java 
variabie name. 

The Java run-time environment begins performing a try-catch block such as 
this by executing the block of statements, main_block_of...statements. If tlüs exe
cution generates no exceptions, then the flow of control cohtinues with the first 
statement after the last line of the entire try-catch block, unless it includes an op
tional finally part. The finally part, if it exists, is executed regardless of whether 
any exceptions are thrown or caught. Thus, in this case, if no exception is thrown, 
execution progresses through the try-catch block, jumps to the finally part, and 
then continues with the first statement after the last line of the try-catch block. 

If, on the other hand, the block, main_block_of_statements, generates an excep
tion, then execution in the try-catch block terminates at that point and execution 
jumps to the catch block whose exception_type most closely matches the excep
tion thrown. The variabie for this catch statement references the exception object 
itself, which can he used in the block of the matching catch statement. Once exe
cution of that catch.block completeS; control flow is passed to the optional finally 
block, if it exists, or immediately to the first statement after the last line of the entire 
try-'catch block if there is no finally block. Otherwise, if there is no catch block 
matching the exception thrown, then control is passed to the optional finally block, 
if it exists, and then the exception is thrown back to the calling method. 

I 
! 
t I 
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Consider the following example code fragment: 

int i n dex = l nteger.MAX_ VALUE;  I I 2 . 14 Bi l l ion 
try I I This code m ight have a problem . . .  

{ 
String toBuy = shoppinglist[ index] ; 

} 
catch (Array lndexOutOfBoundsException a ioobx) 

{ 
System .out. printl n ( "The index "+index+" outside the array . n ) ;  

} 
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If this code does not catch a thrown exception, the flow of control will imme
diately exit the method and return to the code that called our method. There, the 
Java run-time environment will look again for a catch block. If there is no catch 
block in the code that called this method, the flow of control will jump to the code 
that called this, and so on. Eventually, if no code catches the exception, the Java 
run-time system (the origin of our program's flow of control) will catch the excep
tion. At this point, an error message and a stack trace is printed to the screen and 
the program is terminated. 

The following is an actual run-time error message: 

java . lang.Nu i i Poi nterException: Returned a null locator 
at java. awt.Component. hand leEvent(Component.java : 900) 
at java .awt.Component.postEvent(Component.java :838) 
at ja va .awt. Component. postEvent( Component.java :845) 
at sun . awt.motif.M ButtonPeer.action(M ButtonPeer.java :39) 
at java . l a ng.Thread . run (Threád .java) 

· 

Once an ex ception is caught, there are several things a programmer might want 
to do. One possibility is to print out an error message and termmate the program. 
There are also some interesting cases in which the best way to handle an exception 
is to ignore it (this can be done by having an empty catch block). 

Ignoring an exception is usually done, for example, when the programmer does 
not care whether there was an exception or not. Another legitimate way of han
dling exceptions is to create and throw another exception, possibly one that speei
ties the exceptional condition more precisely. The following is an example of this 
approach: 

catch (Array l ndexOutOfBoundsException a ioobx) { 
throw new ShoppinglistTooSma i iException( 

�� Product index is not in the shopping list " ) ; 

} 

Perhaps the best way to handle an exception (although this is not always possi
ble) is to find the problem, fix it, and continue execution. 
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I nterfaces and Abstract Classes 

In order for two objects to interact, they must "know" about the various messages 
that each will accept, that is, the methods each object supports. To enforce this 
"knowledge," the object-oriented design paradigm asks that classes specify the 
application programming interface (API), or simply interface, that their objects 
present to other objects. In the ADT-based approach (see Section 2. 1 .2) to data 
structures followed in this book, an interface defining an ADT is specified as a 
type definition and a coneetion of methods for this type, with the arguments for 
each method being of specified types. This specification is, in turn, enforced by 
the compiler or run-time system, which requires that the types of parameters that 
are actually passed to methods rigidly conform with the type specified in the in
terface. This requirement is known as strong typing. Having to define interfaces 
and then having those definitions enforced by strong typing admittedly places a 
burden on the programmer, but this burden is offset by the rewards it provides, for 
it enforces the encapsulation principle and often catches prograrnming errors that 
would otherwise go unnoticed. 

2 .4 . 1 l mplement i ng I nterfaces 

The main structural element in Java that enforces an API is the interface. An 
4 

interface is a co Heetion of method declarations with no data and no bodies. That 
is, the methods of an interface are always empty (that is, théy are simply method 
signatures). When a class implements an interface, it must implement all of the 
methods declared in the interface. In this way, interfaces enforce requirements that 
an implementing class has methods with certain specified signatures. 

Suppose, for example, that we want to create an inventory of antiques we own, 
categorized as objects of various types and with various properties. We might, for 
instance, wish to identify some of our objects as sellable, in which case they could 
implement the Sel la ble interface shown in Code Fragment 2.8. 

We can then define a concrete class, Photograph, shown in Code Fragment 2.9, 
that implements the Sel lable interface, indicating that we would be willing to sell 
any of our Photograph objects. This class defines an object that implements each 
of the methods ofthe Sel lc:fble interface, as required; In addition, it adds a method, 
isColor, which is specialized for Photograph  objects. 

Another kind of object in our collection might be something we could transport. 
For such objects, we define the interface shown in Code Fragment 2. 10. 
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/** Interface for objects that ca n be sold .  *I 
public interface Sel lable { 

} 

I** descri ption of the object *I 
public String descri ption( ) ;  

/**  l ist price in  cents *I  
public int l istPrice() ; 

/** lowest price i n  cents we wi l I accept *I 
public int lowestPrice() ;  

Code Fragment 2.8: Interface Sel lable. 

I** C lass for photographs that can be sold *I 
public class Photograph implements Sel lable { 

} 

private String descript; I I descri ption of th is photo 
private int price; I I the price we are sett ing 
private boolean color; I I true if photo is in color 

public Photograph (String desc, int p, boolean c) { I I constructor 
descript = desc ; 
pnce = p; 
color = c; 

} 

public Stri ng description ( )  { return descript; } 
public int l istPrice() { return price; } 
public int lowestPrice() { return pricel2; } 
public boolean isColor() { return color; } 

Code Fragment 2.9: Class Photograph implementing the Sel lab le interface. 

/** I nterface for objects that can be transported . *I 
public interface Transportable { 

} 

/** weight i n  grams *I 
public int weight () ;  
/** whether the object is h azardous *I 
public boolean isHazardous() ;  

Code Fragment 2.10: Interface Transportable. 
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We could then define the class Boxedltem, shown in Code Fragment 2. 1 1 , for 

miscellaneous antiques that we can sell, pack, and ship. Thus, the class Boxed Item 
implements the methods of the Sel lable interface and the Transportable interface, 

while also adding specialized methods to set an insured value for a boxed shipment 

and to set the dimensions of a box for shipment. 

I** Class for objects that can be sold ,  packed , a nd sh ipped . *I 
pubtic class Boxed ltem implements Sel lable, Transporta ble { 

private String descri pt; I I description of th is item 
private int price; I I l ist price i n  cents 
private int weight; I I weight i n  grams 
private boolean haz; I I true if object is hazardous 
private int height=O; I I box height in cent imeters 
private int width=O; I I box width in cent imeters 
private int depth=O ; I I box depth i n  cent imeters 
j** Constructor *I 
public Boxed ltem (Str ing desc, int p ,  int w, boolean h )  { 

d escri pt = desc; 
price = p; 
weight = w; 
haz = h ;  

} 
public String descript ion() { return descript; } 
public int l i stPrice ( )  { return price; } 
public int lowestPrice( )  { return pricel2; } 
public int weight( ) { return weight; } 
public boolean isHazardous() { return haz; } 
public int insuredValue()  { return price*2; } 
public void setBox(int h ,  int w, int d)  { 

} 
} 

height h ;  
width = w; 
depth = d ;  

Code Fragment 2.11 :  Class Boxed ltem. 

The class Boxed ltem shows another feature of classes and interfaces in Java, as 

well-a class can implement multiple interfaces-which allows us a great deal of 

flexibility when defining classes that should conform to multiple APis. Por, while 

a class in Java can extend only one other class, it can nevertheless implement many 
interfaces. 
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2 .4 .2  M u lt ip l e  l n herita nce i n  I nterfaces 

83 

The ability of extending from more than one class is known as multiple inheri
tance. In Java, multiple inheritance is allowed for interfaces but not for classes. 
The reason for this rule is that the methods of an interface never have bodies, while 
methods in a class always do. Thus, if Java were to allow for multiple inheritance 
for classes, there could be a confusion if a class tried to extend from two classes 
that contained methods with the same signatures. This confusion does not exist 
for interfaces, however, since their methods are empty. So, since no confusion is 
involved, and there are times when multiple inheritance of interfaces is useful, Java 
allows for interfaces to use multiple inheritance. 

One use for multiple inheritance of interfaces is to approximate a multiple in
heritance technique called the mixin. Unlike Java, some object-oriented languages, 
such as Smalltalk and C++, allow for multiple inheritance of concrete classes, not 
just interfaces. In such languages, it is common to define classes, called mixin 
classes, that are never intended to be created as stand-alone objects, but are instead 
meant to provide additional functionality to existing classes. Such inheritance is not 
allowed in Java, however, so programmers must approximate it with interfaces. In 
particular, we can use multiple inheritance of interfaces as a mechanism for "mix
ing" the methods from two or more unrelated interfaces to define an interface that 
combines their functionality, possibly adding more methods of its own. Returning 
to our example of the antique objects, we could define an interface for insurable 
items as follows: 

public interface l nsurableltem extends Transportable, Sel lable { 
/** Returns insured Va lue in - cents *I 
public int insu redVa lue( ) ; 

} 

This interface mixes the methods of the Transportable interface with the methods 
of the Sel lab le interface, and adds an extra method, insuredVa l ue. Such an interface 
could allow us to define the Boxed ltem alternately as follows: 

public class Boxed ltem2 implements l nsurableltem { 

I I . . .  same code as class Boxed ltem 
} 

In this case, note that the methad i nsu redVa l ue is not optional, whereas it was 
optional in the declaration of Boxed Item given previously. 

Javainterfaces that approximate the mixin include java . la ng.C ioneable, which 
adds a copy feature to a class, java . l ang .Comparable, which adds a comparability 
feature to a class (imposing a natural order on its instances) ,  andjava . uti i .Observer, 
which adds an update feature to a class that wishes to be notified when certain 
"observable" objects change state. 
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2 .4 .3  Abstract C lasses a nd Strong Typ ing 

An abstract class is a class that contains empty method declarations (that is, deelara
tions of methods without bocties) as well as concrete definitions of methods andfor 
instanee variables. Thus, an abstract class lies between an interface and a complete 
concrete class. Like an interface, an abstract class may not be instantiated, that is, 
no object can be created from an abstract class. A subclass of an abstract class 
must provide an implementation for the abstract methods of its superclass, unless 
it is itself abstract. But, like a concrete class, an abstract class A can extend another 
abstract class, and abstract and concrete classes can further extend A, as well. Ul
timately, we must define a new class that is not abstract and extends (subclasses) 
the abstract superclass, and this new class must fill in code for all abstract methods. 
Thus, an abstract class uses the specification style of inheritance, but also allows 
for the specialization and extension styles as well (see Section 2.2.3). 

The java . la ng. N um ber Cl ass 

It turns out that we have already seen an example of an abstract class. Namely, 
the Java number classes (shown in Table 1 .2) specialize an abstract class called 
java . lang. N umber. Each concrete number class, such as java . l a ng. l nteger and 
java . la ng. Double, extends the java . lang. N um ber class and fills in the details for the 
abstract methods of the superclass. In particular, the methods i ntVa l ue, floatVa l ue, 
doubleVa l ue, and longVa l ue are all abstract in java . l ang. Number. Each concrete 
number class must specify the details of these methods. 

Strong Typing 

In Java, an object can be viewed as being of various types. The primary type of an 
object o is the class C specified at the time o was instantiated. In addition, o is of 
type S for each superclass S of C and is of type 1 for each interface 1 implemented 
by C. 

However, a variabie can be declared as being of only one type ( either a class 
or an interface), which determines how the variabie is used and how certain meth
octs will act on it. Similarly, a method has a unique return type. In general, an 
expression has a unique type. 

By enforcing that all variables be typed and that methods deelare the types 
they expect and return, Java uses the technique of strong typing to help prevent 
bugs. But with rigid requirements on types, it is sametimes necessary to change, or 

. convert; a typeinto another type. Such conversions may have to be specified by an 
explicit cast operator. We have already discussed (Section 1 .3 .3) how conversions 
and casting work for base types. Next, we discuss how they work for reference 
variables. 
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2 . 5  Casting and Generics 

In this section, we discuss casting among reference variables, as well as a technique, 
called generics, which allow us to avoid explicit casting in many cases. 

2 . 5 . 1 Cast i ng 

We begin our discussion with methods for type conversions for objects. 

Widen i ng Convers ions 

A widening conversion occurs when a type T is converted into a "wider'' type U. 

The following are common cases of widening conversions: 

• T and U are class types and U is a superclass of T 
• T and U are interface types and U is a superinterface of T 
• T is a class that implements interface U. 

Widening conversions are automatically performed to store the result of an ex
pression into a variable, without the need for an explicit cast. Thus, we can directly 
assign the result of an expression of type T into a variabie v of type U when the 
conversion from T to U is a widening conversion. The example code fragment be
low shows that an expression of type I nteger (a newly constructed I nteger object) 
can be assigned to a variabie of type N umber. 

I nteger i new l nteger(3) ; 
N umbe r  n 1; // wide�ing conversion from lnteg�r to Nurhber 

The correctness of a widening conversion can bè checked by the compiler and 
its validity does not require testing by the Java run-time environment during pro
gram execution. 

1\la rrowing Convers ions 

A na"owing conversion occurs when a type T is converted into a "narrower" 
type S. The following are common cases of narrowing conversions: 

• T and S are class types and S is a subclass of T 
• T and S are interface types and S is a subinterface of T 
• T is an interface implemented by class S. 
In genera!, a narrowing conversion of reference types requires an explicit cast. 

Also, the correctness of a narrowing conversion may not be verifiable by the com
piler. Thus, its validity should be tested by the Java run-time environment during 
program execution. 
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The example code fragment below shows how to use a cast to perform a nar-
rowing conversion from type N umber to type I nteger. 

Number n new lnteger(2); I I wideni ng conversion from I nteger to Number 
I nteger i ( I nteger) n ;  I I na rrowing conversion from Number to Integer 

In the first statement, a new object of class I nteger is created and assigned to a 
variabie n of type Number. Thus, a widening conversion occurs in this assignment 
and no cast is required. In the second statement, we assign n to a variabie i of type 
I nteger using a cast. This assignment is possibie because n refers to an object of 
type I nteger. However, since variabie n is of type Number, a narrowing conversion 
occurs and the cast is necessary. 

Cast ing Exceptions 

In Java, we can cast an object reference o of type T into a type S, provided the 
object o is referring to is actually of type S. If, on the other hand, object o is not 
also of type S, then attempting to cast o to type S will throw an exception called 
ClassCastException. We illustrate this ruie in the following code fragment: 

Number n ;  
Integer i ;  
n new l nteger(3) ; 
i = ( I nteger) n ;  I I Th is is legal 
n new Double(3.1415); 
i = (I nteger) n ;  I I This is i l lega l !  

To avoid problems such as this and to avoid peppering our code with try-catch 
blocks every time we perform a cast, Java provides a way to make sure .an object 
cast will be correct. Namely, it provides an operator, i nsta�ceof, that allows us to 
test whether an object variabie is referring to an object of a tertain class ( or imple
menting a certain interface). The syntax for using this operator is object_reference 
i nstanceof reference_type, where object_reference is an expression that evaluates 
to an object reference and reference_type is the name of some existing class, in
terface, or enum (Section 1 . 1 .3). If object_reference is indeed an instanee of ref
erence_type, then the expression above returns true. Otherwise, it returns false. 
Thus, we can avoid a ClassCastException from being thrown in the code fragment 
above by modifying it as follows: 

Number n ;  
I nteger i ;  
n new l nteger(3) ; 
if (n  instanceof I nteger) 

· i = ( Integer) n ;  . .  // This is lega l 
n new Double(3.1415) ; 
if ( n instanceof I nteger) 

i = ( I nteger) n; I I This wi l l  not be attempted 
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Cast ing with I nterfaces 
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Interfaces allow us to enforce that objects implement certain methods, but using 
interface variables with concrete objects sametimes requires casting. Suppose we 
deelare a Person interface as shown in Code Fragment 2. 1 2. Note that methad 
equa iTo of the Person interface takes one parameter of type Person .  Thus, we can 
pass an object of any class implementing the Person interface to this method. 

public interface Person { 

} 

public boolean equa iTo (Person other) ; I I is th is the same person? 
public Stri ng getName() ;  I I get this person 's name 
public int getAge() ;  I I get th is person 's age 

Code Fragment 2.12: Interface Person .  

We show in Code Fragment 2. 1 3  a class, Student, that implements Person .  The 
methad equa iTo assumes that the argument (declared of type Person) is also of type 
Student and perfarms a narrowing conversion from type Person (an interface) to 
type Student (a class) using a cast. The conversion is allowed in this case, because 
it is a narrowing conversion from class T to interface U, where we have an object 
taken from T such that T extends S ( or T = S) and S implements U. 

public class Student implements Person { 
String id ;  
String name; 
int age; 
public Student (String  i, String n ,  int a )  { I I simple cqnstructor 

'd . $ I = 1 ;  
name = n ;  
age = a ; 

} 
protected int studyHours() { return agel2; } I I just a guess 
public String get iD  () { return id ;  } I I I D  of the student 
public String getName() { return name; } I I from Person interface 
public int getAge() { return age; } I I from Person i nterface 
public boolean equa iTo ( Person other) { I I from Person i nterface 

} 

Student otherStudent = (Student) other ;  I I cast Person to Student 
return ( id .eq ua l s  (otherStudent.get iD( ) ) ) ;  I I compare l Os 

public String toStr ing() { I I for pri nt ing 
return 1 1 Student ( ID : 1 1  + id + 

} 
} 

;, , Name : ;, :+ n�llle + 
;, , Age : 11 + a ge + 11 ) 11 ; 

Code Fragment 2.13: Class Student implementing interface Person .  
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Because of the assumption above in the implementation of method eq u a IT o, we 
have to make sure that an application using objects of class Student will not attempt 
the comparison of Student objects with other types of objects, or otherwise, the cast 
in method eq uaiTo will fail. For example, if our application manages a directory 
of Student objects and uses no other types of Person objects, the assumption will 
be satisfied. 

The ability of performing narrowing conversions from interface types to class 
types allows us to write general kinds of data structures that only make minimal 
assumptions about the elements they store. In Code Fragment 2. 14, we sketch 
how to build a directory storing pairs of objects implementing the Person interface. 
The remave method perfarms a search on the directory contents and removes the 
specified person pair, if it exists, and, like the fi ndOther method, it uses the equa iTo 
method to do this. 

public class PersonPairDirectory { 

} 

I I . . . insta nee va riab les wou ld go here . . .  
public PersonPa i rD i rectory() {/* defau lt constructor goes here *I} 
public void insert (Person person, Person other) {/* i nsert code goes here *I} 
public Person fi ndOther (Person person ) { return null ; } I I stub for find 
public void remove (Person person ,  Person other) {/* remove code goes here * I} 

Code Fragment 2.14: Sketch of class PersonPa i rDirectory. 

Now, suppose we have filled a directory, myDirectory, with pairs of Student 
objects that represent roommate pairs. In order to find the roommate of a given 
Student object, smarLone, we may try to do the following (which is wronf): 

Student cute_one = myDirectory.fi ndOther(smart_or're) ; :1 I wrong! 

The statement above causes an "explicit-cast-required" compilation error. The 
problem here is that we are trying to perfarm a narrowing conversion without an 
explicit cast. Namely, the value returned by method fi ndOther is of type Person 
while the variabie cute_one, to which it is assigned, is of the narrower type Stu
dent, a class implementing interface Person .  Thus, we use a cast to convert type 
Person to type Student, as follows: 

Student cute_one = (Student) myDi rectory.findOther(smarLone) ; 

Casting the value of type Persen retumed by. method findOther to type Student 
works fine as long as we are sure that the call to myDi rectory.fi ndOther is really 
giving us a Student object. In general, interfaces can be a valuable tooi for the de-

. 
sign of general data structures, which can then be specialized by other programroers 
through the use of casting. 
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2 . 5 . 2  Generi cs 

Starting with 5 .0, Java includes a generics framework for using abstract types in 
a way that avoids many explicit casts. A generic type is a type that is not defined 
at compilation time, but becomes fully specified at run time. The generics frame
work allows us to define a class in terrus of a set ofjormal type parameters, which 
could be used, for example, to abstract the types of some intemal variables of the 
class. Angle brackets are used to enclose the list of formal type parameters. Al
though any valid identifier can be used for a forinal type parameter, single-letter 
uppercase narnes are conventionally used. Given a class that has been defined with 
such parameterized types, we instantiate an object of this class by using actual type 
parameters to indicate the concrete types to b� used. 

In Code Fragment 2. 15, we show a class Pair storing key-value pairs, where the 
types of the key and value are specified by parameters K and V, respectively. The 
ma i n  method creates two instances of this class, one for a String- Integer pair (for 
example, to store a dimension and its value), and the other for a Student-Double 
pair (for example, to store the grade given to a student). 

public class Pa ir< K, V> { 
K key ; 
V va l ue; 
public void set( K k ,  V v) { 

key = k; 
va l ue v; 

} 
public K getKey() { return key; } 
public V getVa lue() { return va l ue; } 
public String toString() { . 

} 
return 11 [ 11 + getKey() 11 , 11 + getVa l ue() · + "] " ; 

public static void main (Stri ng[ ] a rgs) { 

} 
} 

Pai r<String, l nteger> pa irl new Pair<Stri ng, l nteger>( ) ;  
pa i rl.set(new Stri ng("height " ) ,  new l nteger(36 ) ) ;  
System.out.pri ntl n ( pa i  r l  ) ;  
Pa i r<Student,Double> pa ir2 = new Pai r<Student,Double>() ;  
pa i r2.set(new Student( "A5976 11 , "Sue " , 19) , new Double(9.5) ) ;  
System.out .pri ntln ( pa i r2) ;  

Code Fragment 2�15: Example.using the Student class from Code Fragment 2. 13 .  

· The output of the execution of  this method is shown below: 

[height, 36] 
[Student( ID: A5976, Name: Sue, Age: 19) , 9.5] 
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In the previous example, the aetual type parameter can be an arbitrary type. To 
restriet the type of an actual parameter, we can use an extends clause, as shown 
below, where class PersonPairDirectoryGeneric is defined in terrus of a generic 
type parameter P, partially specified by stating that it extends class Person. 

public class PersonPa i rD i rectoryGeneric<P extends Person> { 

} 

I I . . . i nstanee variables wou ld go here . . . 
public PersonPa irDi rectoryGeneric() { /* defau lt constructor goes here *I } 
public void i nsert ( P  person, P other) { /* i nsert code goes here *I  } 
public P findOther ( P  person) { return null ; } I I stu b for fi nd 
public void remave (P person ,  P other) { /* remove code goes here *I } 

This class should be eompared with class PersonPa i rDi rectory in Code Frag
ment 2. 14. Given the class above, we can deelare a variabie referring to an instanee 
of PersonPa i rDirectoryGeneric, that stores pairs of objeets of type Student: 

PersonPa i rD i rectoryGeneric<Student> myStudentDi rectory; 

Por such an instanee, metbod findOther returns a value of type Student. Thus, the 
following statement, which does not use a cast, is correct: 

Student cute_one = myStudentDirectory.findOther(smarLone); 

The generles framework allows us to define generie versions of methods. In 
this case, we can include the generic definition among the metbod modifiers. Por 
example, we show below the definition of a metbod that can compare the keys from 
any two Pai r  objects, provided that their keys implement the (om parabie interface: 

public static <K  extends Comparable,V,L ,W> int 

} 

comparePa i rs(Pa i r<K.V> p, Pé! i r<L,W> q) { . 
return p.getKey( ) . compareTo(q.getKey() ) ;  I I p's key implements compa reTo 

There is an important caveat related to generic types, namely, that the elements 
stored in an array eannot be a type variabie or a parameterized type. Java allows 
for an array to be defined with a parameterized type, but it doesn't allow a param
eterized type to be used to create a new array. Fortunately, it allows for an array 
defined with a parameterized type to be initialized with a newly created, nonpara
metrie array. Even so, this latter mechanism causes the Java compiler to issue a 
warning, beeause it is not 100% type-safe. We illustrate this point in the following: 

public static void main(String [ ]  args) { 

} 

Pai r<String, l nteger> [ ]  a new Pa i r [lü] ; I I right, but gives a warning 
Pa i r<Stri ng, lnteger> [ ]  b = new Pa i r<String, l nteger>{:I.O] ; I I wrong! !  
a [O] = new Pa i r<String, l nteger>( ) ;  I I this is tompletèly right 
a [O] .set( "Dog" , lO) ; 11 this and the next statement are right too 
System .oüt.printl n ( "First pair is "+a [OJ .getKey( )+" , "+a [O] .getVa l ue()) ;  
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2 .  6 Exercises 

For help with exercises, please visit the web site, www. wiley.cornlgo/globallgoodrich. 

Rei nforeement 

R-2. 1 Can two interfaces mutually extend each other? Why or why not? 

R-2.2 Give three exampies of Iife-criticai software applications. 

R-2.3 Give an exampie of a software application where adaptability can mean 
the difference between a proionged saies lifetime and bankruptcy. 

R-2.4 Describe a component from a text-editor GUl (other than an "edit" menu) 
and the methods that it encapsuiates. 

R-2.5 Draw a class inheritance diagram for the following set of classes: 

• Ciass Goat extends Object and adds an instanee variabie tai l and 
methods mi l k() and j ump(). 

• Ciass Pig extends Object and adds an instanee variabie nose and 
methods eat() and wa l low(). 

• Class Horse extends Object and adds instanee variables height and 
color, and methods ru n() and j ump(). 

• Ciass Racer extends Horse and adds a metbod race(). 

• Ciass Equestri an  extends Horse and adds an instancç variabie weight 
and methods t rot() and is Tra ined(). 

R-2.6 Give a short fragment of Java code that uses the progression classes from 
Section 2.2.3 to find the 8th vaiue of a Fibonacci progression that starts 
with 2 and 2 as its first two values. 

R-2.7 If we choose i nc = 128 , how many calls to the nextValue metbod from 
the ArithProgression class of Section 2.2.3 can we make before we cause 
a long-integer overflow? 

R-2.8 Suppose we have an instanee variabie p that is declared of type Pro
gression, using the classes of Section 2.2.3. Suppose further that p ac
tually refers to an instanee of the class Geom Progression that was created 
with the default COl}structor. If we cast p to type Progression and call 
p.firstVa l ue(), what will be retumed? Why? 

R-2.9 Consider the inheritance of classes from Exercise R-2.5, and let d be an 
object variabie of type Horse. If d refers to an actual object of type Eques
tri an, can it be cast to the class Racer? Why or why not? 

www.wiley.com/go/global/goodrkh
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R-2. 10 Give an example of a Java code fragment that perfarms an aiTay reference 
that is possibly out of bounds, and if it is out of bounds, the program 
catches that exception and prints the following eiTor message: 
"Don ' t  try buffer overflow attacks in Java ! "  

R-2. 1 1  Consicter tbe following code fragment, taken from some package: 

public class Maryland extends State { 
Maryland( )  { I* nu l l  eenstructor *I } 

} 

public void printMe() { System.out. println ( "Read it . " ) ;  } 
public static void main(Stri ng[ ] a rgs) { 

Region mid new State() ;  
State md  new Mary land( ) ;  
Object obj = new P lace() ;  
P lace usa = new Region( ) ;  
md . printMe() ; 
m id . printiVIe() ; 
( (P iace) obj ) . printMe( ) ;  
obj = md ;  
( (Mary land) obj ) .printMe( ) ;  
obj = usa ; 
( (P iace) obj ) .printMe() ;  
usa = md ;  
(( Piace) usa ) . printMe( ) ;  

} 

class State extends Region { 
State() { /* nu l !  eenstructor *I  } 
public void pri ntMe() { System .out. print l n ( "Ship it . " ) ;  } 

} 
class Region extends Place { 

Region ( )  { /* n u l  I constructor *I } 

} 
public void pri ntMe() { System .out. pri ntl n ( "Box . " ) ;  } 

class Place extends Object { 
Place() { /* nu l l  eenstructor *I } 

} 
public void pri ntMe() { System .out .pr int l n ( "Buy it . " ) ;  } 

What is the output from calling the ma i n () metbod of the Maryl a nd class? 

R-2. 12 Write a short Java metbod that counts tbe number of vowels in a given 
character string. 

R-2. 13 Write a short Java method tbat removes all the punctuation from a string s 
storing a sentence. For example, this operation would transfarm the string 
11 Let ' s  try , Mike . "  to "Lets try Mike " .  
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R-2. 14  Write a shm1 program that takes as input three integers, a, b, and c, from 
the Java console and determines if they can be used in a correct arithmetic 
formula (in the given order), Iike "a + b c," "a = b c," or "a * b c." 

R-2. 1 5  Write a short Java program that creates a Pa i r  class that can store two 
objects declared as generic types. Demonstrate this program by creating 
and printing Pai r  objects that contain five different kinds of pairs, such as 
<l nteger,Stri ng> and <Fioat,Long>. 

R-2. 1 6  Generic parameters are not included in the signature of a method decla
ration, so you cannot have different methods in the same class that have 
different generic parameters but othe1wise have the same narnes and the 
types and number of their parameters. How can you change the signatures 
of the conflicting methods to get around this restriction? 

Creativity 

C-2. 1 Explain why the Java dynamic dispatch aigorithm, which looks for the 
method to invoke for a call o.a () , will never get into an infinite loop. 

C-2.2 Write a Java class that extends the Progression class so that each value in 
the progression is the absolute value of the difference between the previ
ous two values. You should include a default constructor that starts with 
2 and 200 as the first two vaiues and a parametrie constructor that starts 
with a specified pair of numbers as the first two values. 

C-2.3 Write a Java ciass that extends the Progression class so that each vaiue in 
the progression is the square root of the previóus valutJ. (Note that you 
can no Ionger represent each value with an integer.) You shouid include a 
default eenstructor that bas 65 , 536 as the fi.rst vaiue and a parametrie con
stroetor that starts with a specified (double) number as the fust vaiue. 

C-2.4 Rewrite all the classes in the Progression hierarchy so that all values are 
from the BigInteger class, in order to avoid overflows all together. 

C-2.5 Write a program that consists of three classes, A, B, and C, such that B 
extends A and C extends B. Each class should define an instanee variabie 
named "x" (that is, each bas its own variabie named x). Describe a way for 
a method in C to access and set A's version of x to a given vaiue, without 
changing B or C's version. 

C-2.6 Write a set of Java classes that can simuiate an Internet application, where 
one party, Alice, is periodically creating a set of packets that she wants to 
send to Bob. An Internet process is continually checking if Aiice has any 
packets to send, and if so, it deiivers them to Bob's computer, and Bob is 
periodically checking if bis computer bas a packet from Alice, and, if so, 
he reads and deletes it. 



94 Chapter 2. Object-Oriented Design 

Projects 

P-2 . 1  Write a Java program that simulates a handheld calculator. Your program 
should be able process input, either in a GUl or from the Java console, for 
the buttons that are pushed, and then output the contents of the screen after 
each operation is performed. Minimally, your calculator should be able to 
process the basic arithmetic operations and a reset/clear operation. 

P-2.2 Write a Java program that inputs a document and then outputs a bar-ehart 
plot of the frequencies of each alphabet character that appears in that doc
ument. 

P-2.3 Fill in code for the PersenPairDi rectory class of Code Fragment 2. 1 4, 
assuming person pairs are stored in an array with capacity 1 ,  000. The 
directory should keep track of how many person pairs are actually in it. 

P-2.4 Write a Java program that can take a positive integer greater than 2 as 
input and write out the number of times one must repeatedly divide this 
number by 2 before getting a value less than 2. 

P-2.5 Write a Java program that can "make change." Your program should take 
two numbers as input, one that is a monetary amount charged and the 
other that is a monetary amount given. lt should then return the number 
of each kind of bill and coin to give back as change for the difference 
between the amount given and the amount charged. The values assigned 
to the bills and coins can be based on the monetary system of any current 
or former government. Try to design your program so that it returns the 
fewest number of bills and co ins as possible. 

Chapter Notes 

For a broad overview of developments in computer science and engineering, we refer the 
reader to The Computer Science and Engineering Handhook [92] . For more information 
about the Therac-25 incident, please see the paper by Leveson and Turner [66] .-

The reader interested in studying object-oriented programming further, is referred to 
the hooks by Booch [ 15], Budd [ 1 8], and Liskov and Guttag [69] . Liskov and Guttag [69] 
also provide a nice discussion of abstract data types, as does the survey paper by Cardelli 
and Wegner [20] and the book chapter by Demurjian [27] in the The Computer Science 
and Engineering Handhook [92]. Design patterns are described in the book by Gamma, 
et al. [36] . The class inheritance diagram notation we u se is derived from the book by 
Gamma, et al. 
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Using Arrays 

In this section, we explore a few applications of arrays-the concrete data structures 
introduced in Section 1 .5 that access their entries using integer indices. 

3 . 1 . 1  Stori ng  Game Entries i n  a n  Array 

The first application we study is for storing entries in an array; in particular, high 
score entries for a video game. Storing objects in arrays is a common use for arrays, 
and we could just as easily have chosen to store records for patients in a hospita! or 
the narnes of players on a football team. Nevertheless, let us focus on storing high 
score entries, which is a simple application that is already rich enough to present 
some important data structuring concepts. 

Let us begin by thinking about what we want to include in an object represent
mg a high score entry. Obviously, one component to include is an integer represent
ing the score itself, which we will call score. Another useful thing to include is the 
name of the person earning this score, which we will simply call name. We could 
go on from here, adding fields representing the date the score was earned or game 
statistics that led to that score. Let us keep our example simple, however, and just · 

have two fields, score and name. We show a Java class, GameEntry, representing a 
game en try in Code Fragment 3 . 1 .  

public class GameEntry { 
protected String name; // name of the person earn ing th is score 
protected int score; // the score va lue 
/** Constructor to create a game entry * / 
public GameEntry(String n ,  int s) { 

} 

name 
score 

n· I 

s· I 

/** Retrieves the name field *I 
public String getName() { return name; } 
/** Retrieves the score field *I 
public int getScore( )  { return score ; } 
/** Returns a string representation of this entry *I 
public Stri ng toString() { 

} 
} 

return n ( " 
+ name + 11 , 11 + score + " ) 11 ; 

Code Fragment 3.1: Java code for a simple Ga meEntry class. Note that we include 
methods for returning the name and score for a game entry object, as well as a 
method for retuming a string representation of this entry. 
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A Class for H ig h  Scores 

Suppose we have some high scores that we want to store in an array named entries. 
The number of scores we want to store could be 10, 20, or 50, so let us use a 
symbolic name, maxEntries, which represents the number of scores we want to 
store. We must set this variabie to a specific value, of course, but by using this 
variabie throughout our code, we can make it easy to change its value later if we 
need to. We can then define the array, entries, to be an array of length maxEntries. 
Initially, this array stores only null entries, but as users play our video game, we 
will fill in the entries array with references to new Ga meEntry objects. So we will 
eventually have to define methods for updating the GameEntry references in the 
entries array. 

The way we keep the entries array organized is simpie-we store our set of 
Ga meEntry objects ordered by their integer score values, highest to lowest. If the 
number of Ga meEntry objects is less than maxEntries, then we let the end of the 
en tri es array store nul l references. This approach prevents having any empty cells, 
or "holes," in the continuons series of cells of array entries that store the game 
entties from index 0 onward. We illustrate an instanee of the data structure in 
Figure 3 . 1  and we give Java code for such a data structure in Code Fragment 3.2. 
In an exercise (C-3 .2), we explore how game entry actdition might be simplified for 
the case when we don't need to preserve relative orders. 

Figure 3.1 :  An illustration of an array of length ten storing references to six 
GameEntry objects in the cells from index 0 to 5, with the rest being nul l refer
ences. 
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/** Class for stor ing h igh scores i n  an array i n  non-decreasing order. *I 
public class Scores { 

} 

public static final int maxEntries - 10; I I number of h igh scores we keep 
protected int n umEntries; I I number of actual ent ries 
protected GarneEntry[ ]  entries; I I a rray of game entries ( narnes & scores) 
I** Defau lt constructor *I 
public Scores( ) { 

} 

entries = new GameEntry[maxEntries] ; 
n umEntries = 0; 

/** Returns a str ing representation of the h igh scores l ist *I  
public String toStr ing() { 

} 

String s = 
1 1 [ 11 ;  

for (int i 0; i < numEntries; i++) { 

} 

if ( i > 0) s 1 1 , 11 ; I I separate entries by commas 
s entries [ i] ; 

return s + 11 ] 11 ; 

I I . . . methods for updating the set of high scores go here . . .  

Code Fragment 3.2: Class for maintaining a set of scores as Ga meEntry objects. 

Note that we include a method, toStri ng(), -which produces a string represen
tation of the high scores in the entries array. This method is quite useful for de
bugging purposes. In this case, the string will be a comma-separated listing of 
the GameEntry objects in the entries array. We produce this listing with a simple 
for-loop, which adds a comma just befoie each entry that comes after the fitst one. 
With such a string representation, we can print out the stat� of the entries array 
during debugging, for testing how things look before and after we make updates. 

l nsertion 

One of the most common updates we might want to make to the entries array 
of high scores is to add a new game entry. So suppose we want to insert a new 
Ga meEntry object, e. In particular, let us consider how we might perfarm the fol
lowing update operation on an instanee of the Scores class: 

add ( e) : Insert game en try e into the collection of high scores. If 
the collection is full, then e is added only if its score is 
higher than the lowest score in the set, and in this case, e 
replaces the entry with the lowest score. 

The main challenge in implementing this operation is figuring out where e 
should go in the entries array and making room for e. 
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Visua l iz i ng Game Entry l nsert ion 

To visualize this insertion process, imagine that we store remote controls represent
ing references to the nonnull Ga meEntry objects in array entries, listed left-to-right 
from the one with highest score to the one with the lowest. 

Given the new game entry, e, we need to figure out where it belongs. We start 
this search at the end of the en tri es array. If the last reference in this array is not null 
and its score is bigger than e's score, then we can stop immediately. For, in this case, 
e is not a high score-it doesn't belong in the entries array at all. Otherwise, we 
know that e belongs in the array, and we also know that the last thing in the entries 
array no longer belongs there. Next, we go to the secoud to the last reference in the 
array. If this reference is null or it points to a Ga meEntry object whose score is less 
than e's, this reference needs to be moved one cell to the right in the entries array. 
Moreover, if we move this reference, then we need to repeat this comparison with 
the next one, provided we haven' t  reached the beginning of the entries array. We 
continue comparing and shifting references to game entries until we either reach 
the beginning of the entries array or we compare e's score with a game entry with 
a higher score. In either case, we will have identified the place where e belongs. 
(See Figure 3.2.) 

I Jill 1 740 I 
I Rob 1 750 � 

,---.,.------, 

'--!��-� Jack I 510 � 
I �ose l 590 � / I Mike J 1 105� I 

....... /·· -/ I / 
,.. ...... ! ,.. ...... / ........ / ........ / i I 

I I 

Figure 3.2: Preparing to add a new Ga meEntry object to the entries array. In order 
to make room for the new reference, we have to shift the references to game entries 
with smaller scores than the new one to the right by one cell. 

Once we have identified the place in the entries array where the new game 
entry, e, belongs, we add a reference to e at this position. That is, continuing 
our visualization of object references as remote controls, we add a remote control 
designed especially for e to this location in the entries array. (See Figure 3.3.) 
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Figure 3.3: Adding a reference to a new Ga meEntry object to the entries array. The 
reference can now be inserted at index 2, since we have shifted all references to 
Ga meEntry objects with scores less than the new one to the right. 

The details of our algorithm for adding the new game entry e to the entries array 
are similar to this informal description, and are given in Java in Code Fragment 3 .3 .  
Note that we use a loop to move references out of the way. The number of times we 
perform this loop depends on the number of references we have to move to make 
room for a reference to the new game entry. If there are.O, 1 ,  or even just a few 
references to move over, this add method will be pretty fast. But if there are a lot to 
move, then this method could be fairly slow. Also note that if the array is full and 
we perform an add on it, then we will either remove the reference to the current 
last game entry Of we Will fail to add a reference to the new game �ntry, e. • 

. ' 

/** Attempt to add a new score to the col l eetien (if it is high enough) *I 
public void add(GameEntry e) { 

} 

int newScore = e.getScore() ;  
I I is the new entry e rea l ly a h igh score? 
if (numEntries maxEntries) { I I the array is fu l l 

} 

if (newScore <= entries[numEnt ries-l].getScore
.( ) )  

return; I I the new entry, e, is not a h igh score i n  this case 

else I I the a rray is not fu l l  
numEntries++ ;  

I I Locate the pl ace that the n ew (h igh score) entry e belongs 
int i = n umEntries-1 ;  
for ( ;  ( i >=  1 )  && (newScore > entries [ i-1] .getScore()) ;  i--) 
. ' entries[i] = entries[i 1] ; I I move entry i one to the right 
entries[i] = e; I I add the new score to entries 

Code Fragment 3.3: Java code for inserting a Ga meEntry object. 
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Object Remava l 

Suppose some hot shot plays our video game and gets his or her name on our high 
score list. In this case, we might want to have a method that lets us remove a game 
en try from the list of high scores. Therefore, let us consider how we might remove 
a reference to a Ga meEntry object from the entries array. That is, let us consider 
how we might implement the following operation: 

remove (i) : Remove and return the game entry e at index i in the en
tries array. If index i is outside the bounds of the entries 
array, then this method throws an exception; otherwise, 
the entries array will be updated to remove the object at 
index i and all objects previously stored at indices higher 
than i are "moved over" to fill in for the removed object. 

Our implementation for remove will be much like performing our algorithm for 
object addition, but in reverse. Again, we can visualize the entries array as an array 
of remote controls pointing to Ga meEntry objects. To remove the reference to the 
object at index i, we start at index i and move all the references at indices higher 
than i one cell to the left. (See Figure 3.4.) 

Figure 3.4: An illustration of a removal at index 3 in an array storing references to 
Ga meEntry objects. 
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Some Subtie Poi nts About Entry Remova l 

The details for doing the remove operation contain a few subtie points. The first 
is that, in order to remove and return the game entry (let's call it e) at index i in 
our array, we must first save e in a temporary variable. We will use this variabie to 
return e when we are done removing it. The second subtie point is that, in moving 
references higher than i one cell to the left, we don't go all the way to the end 
of the array-we stop at the second to last reference. We stop just before the end, 
because the last reference does not have any reference to its right (hence, there is no 
reference to move into the last place in the entries array). For the last reference in 
the entrîes array, it is enough that we simply null it out. We conclude by returning 
a reference to the removed entry (which no longer has any reference pointing to it 
in the entries array). See Code Fragment 3.4. 

/** Remove a nd return the high score at index i *I 
public GameEntry remove(int i) throws l ndexOutOfBoundsException { 

if ( ( i  < 0) 1 1  (i > =  numEntries)) 

} 

throw new lndexOutOfBou ndsException (" Invalid index : 11 + i ); 
GameEntry temp = entries[i] ; I I temporarily save the object to be removed 
for (int j = i; j < numEntries - 1 ;  j++) I I count u p  from i (not down ) 

entriesüJ = entriesU+1] ;  I I move one cell to the left 
entries[numEntries -1  ] null; I I nu l l  out the old last score 
n umEntries--; 
return temp; I I retu rn the removed object 

Code Fragment 3.4: Java code for perforrning the remove operation. • 

These methods for actding and removing objects in an array of high scores are 
simple. Nevertheless, they form the basis of techniques that are used repeatedly 
to build more sophisticated data structures. These other structures may be more 
general than the array structure above, of course, and often they will have a lot 
more operations that they can perform than just add and remove. But studying the 
concrete array data structure, as we are doing now, is a great starting point to un
derstanding these other structures, since every data structure has to be implemented 
using concrete means. 

In fact, later in this book, we will study a Java Collections Class, Arraylist, 
which is more general than the array structure we are studying here. The Arraylist 
has methods to do a lot of the things we will want to do with an array, while also 
eliminating the error that occurs when actding an object to a full array. The Ar
raylist eliminates this error by automatically copying the objects into a larger array 
if necessary. Rather than discuss this process here, however, we will say more about 
how this is done when we discuss the Arraylist in detail. 
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3 . 1 . 2  Sort ing a n  Array 

In the previous subsection, we worked hard to show how we can add or remove ob
jects at a certain index i in an array while keeping the previous order of the objects 
intact. In this section, we study a way of starting with an array with objects that are 
out of order and putting them in order. This is known as the sorting problem. 

A S imp le l nsertion-Sort Algorithm  

We study several sorting algorithms in this book, most of which appear in Chap
ter 1 1 . As a warmup, we describe a nîce, simple sorting algorithm called inserfion
sart in this section. In this case, we describe a specific version of the algorithm 
where the input is an array of comparable elements. We consider more general 
kinds of sorting algorithms later in this book. 

This simple insertion-sort algorithm goes as follows. We start with the first 
element in the array. One element by itself is already sorted. Then we consider the 
next element in the array. If it is smaller than the first, we swap them. Next we 
consider the third element in the array. We swap it leftward until it is in its proper 
order with the first two elements. We then consider the fourth element, and swap 
it leftward until it is in the proper order with the first three. We continue in this 
manner with the fifth element, the sixth, and so on, until the whole array is sorted. 
Mixing this informal description with programming constructs, we can express the 
insertion-sort algorithm as shown in Code Fragment 3.5. 

Algorithm I nsertionSort(A) : 
Input: An array A of n comparable elements 
Output: The array A with elements rearranged tn nondecreasing order 
for i t- 1 to n - 1 do 

Insert A [i] at its proper location in A(O] ,A [ 1 ] ,  . . .  ,A [i - 1 ] .  

Code Fragment 3.5: High-level description of the insertion-sort algorithm. 

This is a simple, high-level description of insertion-sort. It also demonstrates 
why this algorithm is called "insertion-sort"-because each iteration of the algo
rithm inserts the next element into the current sorted part of the array, which was 
previously the subarray in front of that element. Before we can code this description 
up, however, we need to work out more of the details of how we do this insertion 
task. 

Diving into those details a bit more, let us rewrite our description so that we 
now use two nested loops. The outer loop will consider each element in the array 
in turn and the inner loop will move that element to its proper location with the 
(sorted) subarray of elements that are to its left. 
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Refi n i ng the Deta i l s  for l nsert ion-Sort 

Refining the details, then, we can describe our algorithm as shown in Code Frag
ment 3 .6. 

Algorithm I nsertionSort(A) : 
Input: An array A of n comparable elements 
Output: The array A with elements rearranged in nondecreasing order 
for i +--- 1 to n 1 do 

{Insert A[i] at its proper location in A[O] ,A [ 1 ] ,  . . .  ,A [i - 1 ] } 
cur +--- A [i] 
} +- i - I  
while j � 0 and a [i] > cur do 

A[j + 1] +--- A[J] 
j +--- j - 1  

A [j + 1 ]  +--- cur { cur is now in the right place} 
Code Fragment 3.6: Intermediate-level description of the insertion-sort algorithm. 

This description is much closer to actual code, since it is a better explanation 
of how to insert the element A[i] into the subarray that comes befare it. It still uses 
an informal description of rnaving elements if they are out of order, but this is nat 
a terribly difficult thing to do. 

A Java Descr iption of l nsertion-Sort 

Now we are ready to give Java code for this simple versiofl:· of the insertion-sort 
algorithm. We give such a description in Code Fragment 3 .7 for the special case 
when A is an array of characters, a .  

I**  l nsertion sort of  an  array of characters i nto non-decreasing order *I  
public static void i nsertionSort( char[ ]  a )  { 

int n - a . length ;  
for (int i = 1 ;  i < n ;  i++) { I I i ndex from the second character in a 

} 
} 

char cur a [i ] ; I I the cu rrent character to be inserted 
int j = i 1 ;  I I start comparing with cel l  left of i 
while ((j >= 0) && (aU] > cur)) I I whi le aüJ is out of order with cur 

au + 1] = au--] : 11 move a üJ right and decrement j 
a u  + 1]=cur; 11 th is is the proper place for cur 

Code Fragment 3.7: Java code for performing insertion-sort on an array of charac
ters. 
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We illustrate an example run of the insertion-sort algorithm in Figure 3.5 . 

cur �a move 
(s •;r:rtr�T;1Ï�'"� 

0 1 2 3 4 5 6 7 

( B r c •�T��r�,r�rF·;>j 
0 1 2 3 4 5 6 7 

0 1 2 3 4 5 6 7 na move 
01 

0 1 2 3 4 5 6 7 

• (A (s (c (o (E •�r�f'W 

• 
• 

0 1 2 3 4 5 6 7 

0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 nmove nmove 
(A (s (c (o (E (G 0----@îJ (A (s (c (o (E 0---fGïHJ) 

0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 

(A (s (c (o (E (F (G (H Q Done! 
0 1 2 3 4 5 6 7 

0 1 2 3 4 5 6 7 

na move ----.., J
"nsert 

f. 7 7 7 7 (l l �  I A [s [c [o [E � L) 
0 1 2 3 4 5 6 7 

Figure 3.5: Execution of the insertion-sort algorithni. on an array of eight characters. 
We show the completed (sorted) part of the array in white, and we color the next 
element that is being inserted into the sorted part of the array with light blue. We 
also highlight that character on the left, since it is stored in the cur variable. Each 
row corresponds to an iteration of the outer loop, and each copy of the array in a 
row corresponds to an iteration of the inner loop. Each comparison is shown with 
an are. In addition, we indicate whether that comparison resulted in a move or not. 

An interesting thing happens in the insertion-sort algorithm if the array is al
ready sorted. In this case, the inner loop does only one comparison, determines that 
there is no swap needed, and returns back to the outer loop. That is, we perfarm 
only oneiteration of the inner loop for each iteration of the outer loop. Thus, in this 
case, we perfarm a minimum number of comparisons. Of course, we might have to 
do a lot more work than this if the input array is extremely out of order. In fact, we 
will have to do the most work if the input array is in decreasing order. 
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3 . 1 . 3  j ava . ut i l Methods  for A rrays a nd Random N umbers 

Because arrays are so important, Java provides a number of built-in methods for 
performing common tasks on arrays, which appear as static methods in the ja va . uti i .Arrays 
class. That is, they are associated with the class, ja va . ut i I .  Arrays itself, and not with 
a particular instanee of this class. Descrihing a few of these methods will have to 
wait, however, until later in this book ( when we discuss the concepts these methods 
are based on). Nevertheless, we discuss some java .uti i .Arrays methods bere. 

Some S imp le Methods of java . ut i i .Arrays 

We list some simple methods of the class java . uti i .Arrays below: 

equals(A ,B) :  Returns true if and only if the array A and the array B are 
equal. Two arrays are considered equal if they have the 
same number of elements and every corresponding pair 
of elements in the two arrays are equal. That is, A and B 
have the same elements in the same order. 

fi i i (A ,x) :  Stores element x into every cell of array A, provided the 
type of array A is defined so that it is allowed to store the 
value x. 

copyûf(A , n) : Returns an array of size n such that the first k elements of 
this array are copied fromA, wherek = min{ n,A. Iength } .  
If n > A. length, then the last n - A. length elements in 
this array will be padded with default values, e.g. , 0 for 
an array of int and null for an array of objects. • 

copyOfRange(A , s, t ) :  Returns an array of size t - s  such that the elements of 
this array are copied in order fromA[s] toA [t 1 ] , where 
s < t, with padding as with copyûf() if t > A. length .  

sort(A) :  Sorts the array A based on a natural ordering of its el
ements, which must be comparable. This methods uses 
the quick -sort algorithm discussed in Section 1 1 .2. 

toStri ng(A) : Returns a String representation of the array A, which is 
a comma-separated list of the elements of A, ordered as 
they appear in A, beginning with [ and ending with ] .  The 
string representation of an element A [i] is obtained using 
Stri ng.va lueOf(A [i] ) ,  which returns the string "nu l l" for 
a null object and otherwise eaUs A [i] .toString() . 

Por example, the following string would be returned by the metbod toStri ng 
called on an array of integers A = [4, 5 , 2, 3 , 5 ,  7, 10] :  

[4, 5 ,  2 ,  3 ,  5,  7 ,  10) 
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Pseudo-Ra ndom N umber Generation 

Another feature built into Java, which is often useful when testing programs dealing 
with arrays, is the ability to generate pseudo-random numbers, that is, numbers that 
are statistically random (but not necessarily truly random). In particular, Java has 
a built-in class, java . uti i . Random, whose instauces are pseudo-random number 
generators, that is, objects that compute a sequence of numbers that are statistically 
random. These sequences are not actually random, however, in that it is possible 
to predict the next number in the sequence given the past list of numbers. lndeed, 
a popular pseudo-random number generator is to generate the next number, next, 
from the current number, cu r, according to the formula (in Java syntax): 

next = (a*cur + b) % n ;  

where a ,  b ,  and n are appropriately chosen integers . Something along these lines 
is, in fact, the method used by java . uti i . Ra ndom objects, with n = 248 . lt turns 
out that such a sequence can be proven to be statistically uniform, which is usually 
good enough for most applications requiring random numbers, such as games. For 
applications, such as computer security settings, where one needs unpredictable 
random sequences, this kind of formula should not be used. Instead, one should 
ideally sample from a souree that is actually random, such as radio static coming 
from outer space. 

Since the next number in a pseudo-random generator is determined by the pre
vious number(s), such a generator always needs a place to start, which is called its 
seed. The sequence of numbers generated for a given seed will always be the same. 
The seed for an instanee of the java . uti i .Random class can be sdin its constructor 
or with its setSeed() method. 

One common trick to get a different sequence each time a program is run is 
to use a seed that will be different for each run. For example, we could use some 
timed input from a user or we could set the seed to the current time in milliseconds 
since January 1 ,  1970 (provided by method System .cu rrentTimeMi l l is). 

Methods of the java . uti i . Random class include the following: 

nextBoolean () : Returns the next pseudo-random boolean va1ue. 
nextFioat(): Returns the next pseudo-random float value, between 

0.0 and l .O. 

nextl nt(): Returns the next pseudo-random int value. 

next l nt(n): Returns the next pseudo-random int value in the range 
[O, n) .  

setSeed(s): Sets the seed of this pseudo-random number generator to 
the long s. 
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An l l l ustrative Example 

We provide a short (but complete) illustrative program in Code Fragment 3.8 .  

import java . uti i .Arrays; 
import java . uti i . Random; 
/** Program showing some array uses. *I 
public class ArrayTest { 

public static void main(Stri ng[ ] args) { 

} 
} 

int num [ ]  new int[lO] ; 
Random ra nd new Random() ;  I I a pseudo-random number generator 
rand .setSeed (System.cu rrentTimeMi l l is()) ;  I I use cu rrent time as a seed 
I/ fi l l  the num array with pseudo- random numbers from 0 to 99, i nclusive 
for (int i = 0; i < num. length ;  i++) 

num[i] = ra nd . nextlnt(lOO) ; //  the next pseudo-random number 
int [ ]  old ( int [ ] )  num .clone( ) ;  // cloning the n um array 
System .out. println ( 11 arrays equal befere sort : 1 1 + Arrays.equa ls(old , n um)) ;  
Arrays.sort(num) ;  // sort ing the num array (o ld i s  unchanged ) 
System.out. print l n ( "arrays equal after sort : 11 + Arrays.equa ls( old , n um)) ;  
System .out. pri ntln (  " old = " + Arrays. toString( old ) ) ;  
System.out. printl n ( "num = 11 + Arrays.toStri ng(num)) ;  

Code Fragment 3.8: A simple test of some built-in methods in java . ut i i .Arrays. 

We show a sample output of this program below: 

arrays equa l  before sort: true 
arrays equa l  after sort: fa l se 
o ld = [41 ,38 ,48, 12,28 ,46 ,33 , 19, 10 ,58] 
num [10, 12, 19,28 ,33 ,38 ,41 ,46 ,48,58] 

In another run, we got the following output: 
arrays equa l  befere sort: true 
arrays equa l  after sort: fa lse 
o ld = (87,49,70,2 ,59 , 37 ,63 ,37 ,95 , 1] 
num = [1 ,2 ,37 ,37,49,59,63,70, 87,95] 

By using a pseudo-random number generator to determine program values, we 
get a different input to our program each time we run it. This feature is, in fact, what 
makes pseudo-random number generators useful for testing code, particularly when 
dealing with arrays. Even so, we should not use random test runs as a replacement 
for reasoning about our code, as we might miss. important special cases in test runs. 
NÖte; for example, that there is a slight chance that the old and num arrays will be 
equal even after num is sorted, namely, if num is already sorted. The odds of this 
occurring are less than one in four million, so it's unlikely to happen during even a 
few thousand test runs ; hence, we need to reason that this is possible. 
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3 . 1 .4 S imple Cryptogra phy with Stri ngs a nd Character Arrays 

One of the primary applications of arrays is the representation of strings of charac
ters. That is, string objects are usually stored internally as an array of characters. 
Even if strings may be represented in some other way, there is a natural relationship 
between strings and character arrays-both use indices to refer to their characters. 
Because of this relationship, Java makes it easy for us to create string objects from 
character arrays and vice versa. Specifically, to create an object of class String 
from a character array A, we simply use the expression, 

new String(A) 

that is, one of the constructars for the String class takes a character array as its 
argument and returns a string having the same characters in the same order as the 
array. For example, the string we would construct from the array A =  [a, c ,  a, t] is 
acat.  Likewise, given a string S, we can create a character array representation of 
S by using the expression, 

S.toCharArray() 

that is, the Stri ng class has a method, toCharArray, which returns an array (of type 
char[]) with the same characters as S. For example, if we call toCh ar Array on the 
string adog, we would get the array B = [a, d, o, g] . 

The Caesar Cipher 

One area where being able to switch from string to chaiacter array and back again 
is useful is in cryptography, the science of secret �essages and their applications. 
This field studies ways of performing encryption, which takes a message, called 
the plaintext, and couverts it into a scrambled message, called the ciphertext. 
Likewise, cryptography also studies corresponding ways of perforrning decryption, 
which takes a ciphertext and turns it back into its original plaintext. 

Arguably the earliest encryption scheme is the Caesar cipher, which is named 
after Julius Caesar, who used this scheme to proteet important military messages. 
(All of Caesar's messages were written in Latin, of course, which already makes 
them unreadable for most of us ! )  The Caesar cipher is a simple way to obscure a 
message written in a language that forms words with an alphabet. 

The Caesar cipher involves replacing each letter in a message with the letter that 
is three letters after it in the alphabet for that language. So, in an English message, 
we would replacë each A with D, each B with E, each C with F, and so on. We 
continue this approach all the way up to W, which is replaced with Z. Then, we let 
the substitution pattem wrap around, so that we replace X with A, Y with B, and 
Z with C. 
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Using Characters as Array I nd i ces 

If we were to number our letters like array indices, so that A is 0, B is 1 ,  C is 2, and 
so on, then we can write the Caesar cipher as a simple formula: 

Replace each letter i with the letter (i + 3) mod 26, 

where mod is the modulus operator, which returns the remainder after performing 
an integer division. This operator is denoted % in Java, and it is exactly the operator 
we need to easily perfarm the wrap around at the end of the alphabet. For 26 mod 
26 is 0, 27 mod 26 is 1, and 28 mod 26 is 2. The decryption algorithm for the 
Caesar cipher is just the opposite-we replace each letter with the one three places 
befare it, with wrap around for A, B, and C. 

We can capture this replacement rule using arrays for encryption and decryp
tion. Since every character in Java is actually stared as a number-its Unicode 
value-we can use letters as array indices . For an uppercase character c, for ex
ample, we can use c as an array index by taking the Unicode value for c and sub
tracting A. Of course, this only works for uppercase letters, so we will require our 
secret messages to be uppercase. We can then use an a.ITay, en crypt, that represents 
the encryption replacement rule, so that encrypt [i] is the letter that replaces letter 
number i (which is c - A  for an uppercase character c in Unicode) . This usage is 
illustrated in Figure 3 .6. Likewise, an array, decrypt, can.represent the decryption 
replacement rule, so that decrypt (i] is the letter that replaces letter number i. 
encrypt array: 

0 1 2 3 4 5 6 7 8 9 10 1 1  12 13 14 1 5  16 17 1 8  19 20 21 22 23 24 25 
� 

Using N as an index --- 'N'  - 'A' / 
= 78 - 65 ... / Here is the 

In Unicode -- ...... ····replacement for N 1 3 ...... 

Figure 3.6: mustrating the use of uppercase characters as array indices, in this case 
to perfarm the replacement rule for Caesar cipher encryption. 

In Code Fragment 3 .9, we give a simple, complete Java class for performing the 
Caesar cipher, which uses the approach above and also makes use of conversions 
between strings and character arrays. When we run this program (to perfarm a 
simple test), we get the following output: 

Encryption order = DEFGHIJKLMNOPQRSTUVWXYZABC 

Decryption order = XYZABCDEFGHIJKLMNOPQRSTUVW 

WKH HDJOH LV LQ SODB ; PHHW DW MRH ' V .  

THE EAGLE IS IN PLAY ; MEET AT JOE ' S . 
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/** Class for doing encryption and decryption usi ng the Caesar Ci pher. *I 
public class Caesar { 

111  

public static final int ALPHASIZE 26; I I Engl ish a l phabet (u ppercase on ly) 
public static final char[ ] a l ph a  { ' A ' , ' B ' , ' C ' , ' D ' , ' E ' , ' F ' , ' G ' , ' H ' ,  ' I ' ,  

f f I I f 1 I J f I I f I I J t t ' J ' ' K '  ' L '  ' M ' ' N '  ' 0 '  ' P ' ' Q '  ' R '  ' S '  ' T '  ' U '  ' V '  ' W '  ' X '  ' Y ' ' Z ' } · 
protected char [ ]  encrypt = new char[ALPHAS IZE] ; I I Encryption array 
protected char[ ] decrypt = new char [ALPHAS IZE] ; I I Decryption array 
I** Constructor that i n it ia l izes the encryption and decryption arrays *I 
public Caesar( )  { 

} 

for (int kALPHAS IZE ;  i++) 
encrypt[ i] = a l pha [( i + 3) % ALPHAS IZE] ; I I rotate a lphabet by 3 places 

for (int i=O; i<ALPHAS IZE ;  i++) 
decrypt[encrypt [ iJ ' A ' ]  a lpha [ i] ; I I decrypt i s  reverse of encrypt 

/** Encrypt ion method *I 
public Str ing encrypt(String secret ) { 

char [ ]  mess secret.toCharArray( ) ; 
for (int i=O; i<mess. length ;  i++ ) 

if ( Character. isUpperCase( mess [ i:l ) )  
mess [i ] encrypt [mess[ i] ' A ' ] ;  

return new Stri ng(mess) ; 
} 

I I the message array 
I I encryption loop 
I I we have a letter to change 
I I use letter as an index 

/** Decryption method *I 
public String  decrypt(Stri ng secret) { 

char[ ] mess = secret. toCharArray( ) ; 
for (int i=O ;  i <mess. lengt h ;  i++ ) 

I I the message array 
I I decryption loop 

if ( Character. isUpperCase(mess [ i] ) )  
mess[ i] decrypt [mess[ i] - ' A ' ] ;  

return new String(mess) ; 
} 

I I we have a letter to 1hange 
I I use letter as an i ndex 

/** Simple ma i n  method for testing the Caesar ci pher *I 
public static void main (String[ ]  args) { 

} 
} . 

Caesar c ipher new Caesar( ) ; I I Create a Caesar cipher object 
System .out. pri ntln ( "Encryption order = 11 + new Stri ng(ci pher.encrypt) ) ; 
System .out.pr int ln ( 11 Decryption order = 11 + new Stri ng(cipher. decrypt) ) ; 
Stri ng secret = 11THE EAGLE IS IN PLAY ; MEET AT JOE ' S . 11 ; 
secret ei ph  er. en crypt( secret) ; 
System .out. pri nt ln ( secret ) ; 
secret c ipher. decrypt(secret) ; 
System.outpri ntln ( secret ) ; 

I I the ciphertext 

I I shou l d  be  p la intext aga i n  

Code Fragment 3.9: A simple, complete Java class for the Caesar cipher. 
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3 . 1 . 5  T wo-D i mens iona l  Arrays a nd Position a l  Ga mes 

Many computer games, be they strategy games, simulation games, or first-person 
conflict games, use a two-dimensional "board." Programs that deal with such po
sitional games need a way of representing objects in a two-dimensional space. A 
natural way to do this is with a two-dimensional array, where we use two indices, 
say i and j, to refer to the cells in the array. The first index usually refers to a row 
number and the second to a column number. Given such an array we can then main
tain two-dimensional game boards, as well as perfarm other kinds of computations 
invalving data that is stored in rows and columns. 

Arrays in Java are one-dimensional; we use a single index to access each cell 
of an array. Nevertheless, there is a way we can define two-dimensional arrays in 
Java-we can create a two-dimensional array as an array of arrays. That is, we can 
define a two-dimensional array to be an array with each of its cells being another 
array. Such a two-dimensional array is sametimes also called a matrix. In Java, we 
deelare a two-dimensional array as follows: 

int[ ] [ ]  Y = new int[8][10] ;  

This statement creates a two-dimensional "array of arrays," Y ,  which is 8 x 10, 
having 8 rows and 10 columns. That is, Y is an array of length 8 such that each 
element of Y is an array of length 1 0  of integers. (See Figure 3.7 .) The following 
would then be valid uses of array Y and int variables i and j :  

Y[i] [ i+l] = Y[i] [ i ] + 3; 
Y. length ;  I I i is 8 

j = Y [4] . 1ength ;  I I j  is 10 
Two-dimensional arrays have many applications to 'numencal analysis. Rather 

than going into the details of such applications, however, we explore an application 
of two-dimensional arrays for implementing a simple positional game. 

0 2 3 4 5 6 7 8 9 
0 
1 
2 , 

3 

5 
6 
7 

Figure 3.7: Illustration of a two-dimensional integer array, Y, which has 8 rows and 
10  columns. The value ofY [3] [5) is 100 and the value of Y [6) [2] is 632. 
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Tic-Tac-T oe 
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As most school children know, Tic-Tac-Toe is a game played in a three-by-three 
board. Two players-X and 0-altemate in placing their respective marks in the 
cells of this board, starting with player X. If either player succeeds in getting three 
of his or her marks in a row, column, or diagonal, then that player wins. 

This is admittedly not a sophisticated positional game, and it's not even that 
much fun to play, since a good player 0 can always force a tie. Tic-Tac-Toe's sa ving 
grace is that it is a nice, simple example showing how two-dimensional arrays can 
be used for positional games. Software for more sophisticated positional games, 
such as checkers, chess, or the popular simulation games, are all based on the same 
approach we illustrate he re for using a two-dimensional array for Tic-Tac-Toe. (See 
Exercise P-7. 1 1 .) 

The basic idea is to use a two-dimensional array, board, to maintain the game 
board. Cells in this array store values that indicate if that cell is empty or stores 
an X or 0. That is, board is a three-by-three matrix, whose middle row consists 
of the cells board [1] [0] , board [1 ] [ 1 ] ,  and board [1 ] [2] . In our case, we choose to 
make the cells in the board array be integers , with a 0 indicating an empty cell, a 1 
indicating an X, and a 1 indicating 0. This encoding allows us to have a simple 
way of testing if a given board contiguration is a win for X or 0, namely, if the 
values of a row, column, or diagonal add up to �3 or 3 .  We illustrate this approach 
in Figure 3.8. 

x 

x 0 0 

playing board board array 

Figure 3.8: An illustration of a Tic-Tac-Toe board and the two-dimensional integer 
array, board , representing it. 

We give a complete Java class for maintaining a Tic-Tac-Toe board for two 
players in Code Fragments 3 . 10 and 3. 1 1 . We show a sample output in Figure 3 .9. 
Note that this code is just for maintaining the Tic-Tac-Toe board and register
ing moves; it doesn't perform any strategy or allow someone to play Tic-Tac-Toe 
against the computer. The details of such a program are beyond the scope of this 
chapter, but it might nonetheless make a good course project (see Exercise P-7.1 1). 
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/** S imuiatien of a Tic-Tac-Toe game (does not do strategy) . *I 
public class TicTacT oe { 

protected static final int X = 1 ,  0 = 1 ; I I players 
protected static final int EMPTY = 0; I I empty cel ! 
protected int board [ ] [ ]  = new int[3][3] ;  I I game board 
protected int player; I I cu rrent player 
I** Constructor *I  
public TicTacToe() { clearBoard( ) ;  } 
/** Clears the board *I  
public void clearBoard ( )  { 

} 

for (int i =  0; i < 3; i++) 
for (int j = 0; j < 3; j++) 

board [i] UJ = EMPTY; 
player X; 

I I every cel l  should be empty 
I I the fi rst player  is 'X'  

I** Puts an X or 0 mark at position i ,j *I 
public void putMark(int i ,  i nt j) th rows l l l ega iArgumentException { 

} 

if ( ( i  < o) I i ( i  > 2) I \  G < o) \ I  0 > 2)) 
throw new l l l ega iArgumentException ( 11 Invalid board position 11 ) ;  

if  ( board [i] fj] !=  EM PTY) 
throw new l l l ega iArgumentException( 11Board position occupied11 ) ;  

board [iJ OJ = player; I I place the mark for the cu rrent pl ayer 
player = p layer; I I switch players ( uses fact that 0 = - X) 

I** Checks whether the board configuration is a win for the given player *I 
public boolean i sWi n( int mark) { 

} 

return ( (board [O] [O] + board [OJ [1] + board [OJ [2] mark*3) I I row 0 
1 \  (board[1] [0] + board [1] [1] + board [1] [2] == mark*3) I I row 1 
1 1 (board(2] [0] + board [2] [1J + board [2] [2] == m ark*3) I I ro\16 2 
1 \  (board [O] [OJ + board [1] [0] + board [2] [0] == ma rk*3) I I col umn 0 
1 1  (board [0] [1] + board [1] [ 1] + board [2] [1] == mark*3) I I column 1 
1 \  (board [OJ [2) + board [1] [2] + board [2] [2] == mark*3) I I col umn 2 
\ I (board [O] [O] + board [l] [1] + board [2] [2] == mark*3) I I d iagona l 
1 1  (board [2] [0] + board [l] [l] + board [OJ [2] == mark*3) ) ;  I I d iagona l 

/ **  Returns the w i nn i ng player or 0 to ind icate a tie *I 
public int  winner() { 

} 

if ( isWin (X)) 
return(X) ; 

else if ( isWin (O) )  
return(O) ; 

el se 
return(O) ; 

Code Fragment 3.10: A simple, complete Java class for playing Tic-Tac-Toe be
tween two players. (Continues in Code Fragment 3 . 1 1 .) 
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/** Returns a s imple character string showing the cu rrent board * I  
public String toStr ing() { 

} 

String s 'n' ; 
for (int i=O; i<3; i++) { 

for (int j=O; j <3 ;  j++) { 
switch (board [i] jj ] )  { 
case X: s += "X" ; break ;  
case 0: s += " 0  11 ; break; 
case EMPTY: s " u ;  break; 
} 
if u < 2) s 

} 
1 1 1 11 ; 

if (i < 2) s += " \n-----\n" ;  

} 
return s; 

I I col umn boundary 

I I row boundary 

/** Test run of a sim ple game *I 
public static void ma in (Stri ng[ ] a rgs) { 

} 
} 

TicTacToe game - new TicTacToe( ) ;  
I* X moves: *I /* 0 moves: *I 
game.putMark(l , l ) ;  game.putMark(0 ,2) ;  
game. putMark(2 ,2) ; game. putMark(O ,O) ;  
game.putMark(O, l ) ;  game.putMark(2 , 1 ) ;  
game.putMark( 1 ,2) ;  game.putMark(l ,O) ; 
game. putMark(2,0) ;  
System.out. pri ntln (game.toStri ng() ) ; 
int wînn i ngPiayer game.winner( ) ;  
i f  (winn i ngPiayer 0) 

System.out. print ln (wi n n îngPi ayer + " wins " ) ;  
el se 

System.out. printl n (  "Tie " ) ;  
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Code Fragment 3.11: A simple, complete Java class for playing Tic-Tac-Toe be
tween two players. (Continued from Code Fragment 3 . 10.) 

D I X I O  
D I X I X  
X I D I X  
Tie 

Figure 3.9: Sample output of a Tic-Tac-Toe game. 
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Going Deeper 

The fact that two-dimensional arrays in Java are really one-dimensional arrays 
nested inside a common one-dimensional array raises an interesting issue with 
respect to how we think about compound objects. In particular, it brings up the 
question of where a compound object, which is an object-like a two-dimensional 
array-that is made up of other objects, begins and ends. 

As we mentioned in Section 1 .5, an array reference in Java points to an array 
object. Thus, if we have a two-dimensional array, A, and another two-dimensional 
array, B, that has the same entries as A, we probably want to think that A is equal 
to B. But the one-dimensional arrays that make up the rows of A and B are stored 
in different memory locations, even though they have the same intemal content. 
Therefore, a eaU to the method java . uti i .Arrays.equa ls(A,B) will return false in 
this case. The reason for this behavior is that this equa ls() method tests for shallow 
equality, that is, it tests only whether the corresponding elements in A and B are 
equal to each other using only a simple notion of equality. This simple equality 
rule says that two base type variables are equal if they have the same value and two 
object references are equal if they both refer to the same object. Fortunately, if we 
want to have a deep equality test for arrays of objects, like two-dimensional arrays, 
the j ava .uti i .Arrays class provides the following method: 

deepEqua ls(A ,B) :  Returns whether A and B are deeply equal. A and B 
are deeply equal if they have ihe same number of ele
ments and the two elements A [i] and B[i] in each pair 
of corresponding elements are themselves equal in the 
simple sense, ·are arrays of the same primitive ty.pe such 
that Arrays.equa ls(A [i] , B [i] ) would.return true, or are ar
rays of object references such thatA[i] and B[i] are deeply 
equal. 

In addition to deep equality, we also desire a deep method for converting a two
dimensional array or an array of object references into a string. Such a method is 
in fact provided by the java . ut i i .Arrays class: 

deepToStri ng(A): Returns a string representing the contents of A. To con
vert an element A [i] to a string, if A[i] is an array refer
ence, Arrays.deep ToString(A [i] ) is called, else the stan
dard method String.va l ueOf(A[i] ) is used. 

We may also want to have a corresponding deepCopyOf method for making an 
identical copy of a two-dimensional array, but, as of this writing, no such method 
exists in the java . uti i .Arrays class. Thus, if we want to make an identical, but 
different, copy of a two-dimensional array, A, we need to make a call to A [i] .clone() 
or java . uti i .Arrays.copyOf(A [i] ,A [i] . length) for each row, A[{l , öf A, in turn. 
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3 . 2  S ingly L inked Lists 

In the previous section, we presented the array data structure and discussed some 
of its applications. Arrays are nice and simple for storing things in a certain order, 
but they have drawbacks. They are not very adaptable, for one, since we have to fix 
the size N of an array in advance, and we have to use integer indices to access its 
contents, for another. 

There are other ways to store a sequence of elements, however, that do not have 
these drawbacks. In this section, we explore an important altemate implementation, 
which is known as the singly linked list. 

A linked list, in its simplest form, is a collection of nodes that together form a 
linear ordering. The ordering is determined as in the children's game "Follow the 
Leader," in that each node is an object that stores a reference to an element and a 
reference, called next, to another node. (See Figure 3 . 10. )  

head tail 

Figure 3.10: Example of a singly linked list whose elements are strings indicating 
airport codes. The next pointers of each node are shown ·as arrowi. The nul l  object 
is denoted as 0. 

It might seem strange to have a node reference another node, but such a scheme 
easily works. The next reference inside a node can be viewed as a link or pointer 
to another node. Likewise, moving from one node to another by following a next 
reference is known as link hopping or pointer hopping. The first and last node of a 
linked list usually are called the head and tail of the list, respectively. Thus, we can 
link hop through the list starting at the head and ending at the tail. We can identify 
the tail as the node having a null next reference, which indicates the end of the list. 
A linked list defined in this way is known as a singly linked list. 

Like an array, a singly linked list keeps its elements in a certain order. This 
order is determined by the éhain ofnext links going from each node to its successor 
in the list. Unlike an array, a singly linked list does not have a predetermined fixed 
size, and uses space proportional to the number of its elements. Likewise, we do 
not keep track of any index numbers for the nodes in a linked list. So we cannot 
teil just by examining a node if it is the second, fifth, or twentieth node in the list. 
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l mplement ing a S i ngly Li n ked List 

To implcment a singly linked list, we define a �lade class, as shown in Code Frag
ment 3 . 12, which specifies the type of objects stored at the nodes of the list. Here 
we assume elements are character strings. In Chapter 5, we describe how to define 
nodes that can store arbitrary types of elements. Given the Node class, we can de
fine a class, Slinkedlist , shown in Code Fragment 3. 1 3, defining the actual linked 
list. This class keeps a reference to the head node and a variabie counting the total 
number of nodes. 

/** Node of a singly l i n ked l ist of strings .  *I 
public class Node { 

} 

private Stri ng element; I I we assume elements are character strings 
private 1\lode next; 
I** Creates a node with the given element a nd next node. *I 
public Node ( Stri ng s ,  Node n ) { 

element s ; 
next = n ;  

} 
/** Retu rns the element of th is node. *I  
public Stri ng getEiement( ) { return element; } 
/** Retu rns the next node of this node. * I  
public Node getNext ( ) { return next ; } 
I I Mod ifier methods: 
I** Sets the element of th is node. *I 
public void setE iement(String newEiem ) { element = newEiem; } 
/** Sets the next node of th is node. *I 
public void setNext( 1\lode newNext) { next newNext; } 

Code Fragment 3.12: Implementation of a node of a singly linked list. 

I** Singly l i n ked l ist . *I 
public class Sli n kedlist { 

protected Node head ; I I head node of the l i st 
protected long size; I I number of nodes i n  the l ist 
I** Defa u lt eenstructor that creates a n  empty l i st *I 
public SLi n kedList() { 

head = null ;  
SIZe Ü; 

} 
I I . . .  update and search methods wou ld go here . . .  

} 
. . . . . . 

Code Fragment 3.13: Partial implementation of the class for a singly linked list. 
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3 .2 . 1 l nsert ion i n  a S i ng ly L i nked L ist 

When using a singly linked list, we can easily insert an element at the head of the 
list, as shown in Figure 3 . 1 1  and Code Fragment 3 . 14. The main idea is that we 
create a new node, set its next link to refer to the same object as head, and then set 
head to point to the new node. 

he ad 

(a) 
he ad 

(b) 
he ad 

�x I e--t--• 1  �--1 MSP I e-t--• \  �--1 ATL I e-t--• 1  �•I BOS I • I .. 0 
(c) 

Figure 3.11: Insertion of an element at the hèad ofa singly linked list: (a) before 
the insertion; (b) creation of a new node; ( c) after the insertion. 

Algorithm add Fi rst( v) : 
v.setl\lext(head) {make v point to the old head node} 

{make variabie head point to new node} head +- v 
size +- size + 1 { increment the node count} 

Code Fragment 3.14: Inserting a new node v at the beginning of a singly linked list. 
Note that this method works even if the list is empty. Note that we set the next 
pointer.for the,new node v befor;e we make variabie head point to v. 
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l nsert ing an  Element at the Ta i l  of a Si ngly L inked L ist 

We can also easily insert an element at the tail of the list, provided we keep a 
reference to the tail node, as shown in Figure 3 . 12. In this case, we create a new 
node, assign its next reference to point to the null object, set the next reference of 
the ta i l  to point to this new object, and then assign the ta i l  reference itself to this 
new node. We give the details in Code Fragment 3 . 1 5. 

tai l 

I MSP I .--+-e \----11>1 ... 1 ATL I .-re [-�-.! sos [3e-+--... ... 0 
(a) 

tail 

I MSP 4t-+-• 1 _..,.., I ATL I .-r•\--p.j�os I e-t-• 1 --... ... 0 
(b) 

tail 

I MSP I e-1-e I ---a.--1..,, ATL : 4t-+-e j _....,..,\ BOS I e-1-e I --�J>.J4A I e-+-e 1 --... ... 0 
(c) 

Figure 3.12: Insertion at the tail of a singly linked list:,(a) before the insertion; (b) 
creation of a new node; ( c) after the insertion. Note that we set the next link for the 
tai l  in (b) befare we assign the tai l  variabie to point to the new node in (c) . 

Algorithm addLast(v) : 

v.setNext( null) 
ta i l .setNext( v) 

{make new node v point to null object} 
{make old tail node point to new node} 

{make variabie ta i l  point to new node.} ta i l  � v  
size � size 1 { iocrement the node count} 

Code Fragment 3.15: Inserting a new node at the end of a singly linked list. This 
methad works also if the list is empty. N ote that we set the next pointer for the old 
tail node before we make variabie ta i l  point to the new node. 
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3 .2 .2  Remov i ng a n  E lement i n  a S ingly Li n ked List 

The reverse operation of inserting a new element at the head of a linked list is to 
remave an element at the head. This operation is illustrated in Figure 3 . 13  and 
given in detail in Code Fragment 3. 16 .  

he ad 

�x I · I "I MSP I · I "I ATL I · I "I 805 I ::t--0 
he ad 

(a) 

_• , -�P ; ---+•1�·1 ATL I · I .. 1 BOS I :t-----0 
he ad 

(b) 

0 
(c) 

Figure 3.13: Removal of an element at the head of a singly linked list: (a) before 
the removal; (b) "linking out" the old new node; ( c) after the removal. 

Algorithm removeFirst() : 
if head = nul l  then 

Indicate an error: the list is empty. 
t +-- head 
head +-- head .getNext() {make head point to next node ( or null)} 
t . setNext ( null) { null out the next pointer of the removed node} 
s i  ze +-- si ze 1 {decrement the node count} 

Code Fragment 3.16: Removing the node at the beginning of a singly linked list. 

Unfortunately, we cannot easily delete the tail node of a singly linked list. Even 
if we have a ta i l  reference directly to the last node of the list, we must be able to 
access the node before the last node in order to remove the last node. But we cannot 
reach the node before the tail by following next links from the tail. The only way to 
access this node is  to start from the head of the list ·and search all the way through 
the list. But such a sequence of link hopping operations could take a long time. 
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3 .3  

Chapter 3. Arrays, Linked Lists, and Recursion 

Doubly linked l ists 

As we saw in the previous sec ti on, removing an element at the tail of a singly linked 
list is not easy. Indeed, it is time consuming to remove any node other than the head 
in a singly linked list, since we do not have a quick way of accessing the node in 
front of the one we want to remove. Indeed, there are many applications where 
we do not have quick access to such a predecessor node. For such applications, it 
would be nice to have a way of going both directions in a linked list. 

There is a type of linked list that allows us to go in both directions-forward 
and reverse-in a linked list. lt is the doubly linked list. Such lists allow for a great 
variety of quick update operations, including insertion and removal at both ends, 
and in the middle. A node in a doubly linked list stores two references-a next 
link, which points to the next node in the list, and a prev link, which points to the 
previous node in the list. 

A Java implementation of a node of a doubly linked list is shown in Code 
Fragment 3 . 1 7, where we assume that elements are character strings. In Chapter 5 ,  
we discuss how to define nodes for arbitrary element types. 

/** Node of a doubly l i n ked l ist of str ings *I 
public class DNode { 

protected String element; I I String element stared by a node 
protected DNode next , prev; I I Pointers to next and previous nodes 
/** Constructor that creates a node with given fields *I 
public DNode(Stri ng e ,  DNode p, DNode n ) { 

} 

element = e; 
prev = p ;  
next = n ;  

/** Returns the element of this node *I 
public Stri ng getEiement() { return element; } /** Returns the previous node of this node *I 
public DNode getPrev() { return prev; } /** Retu rns the next node of this node *I 
public DNode getNext() { return next; } /** Sets the element of th is node *I 
public void setEiement(Stri ng newEiem ) { element = newEiem; } /** Sets the previous node of th is node *I 
public void setPrev{DNode newPrev) { prev newPrev; } /** Sets the next node of th is node *I 
public void setNext(DNode newNext) { next = newl\lext; } 

r 
Code Fragment 3.17: Java class DNode representing a node of a doubly linked list 
that stores a character string. 
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Header and  Tra i ler Senti nels 

To simplify programming, it is convenient to add special nodes at both ends of a 
doubly linked list: a header node just before the head of the list, and a trailer node 
just after the tail of the list. These "dummy" or sentinel nodes do not store any 
elements. The header has a valid next reference but a null prev reference, while the 
trailer has a valid prev reference but a null next reference. A doubly linked list with 
these sentinels is shown in Figure 3.14. Note that a linked list object would simply 
need to store references to these two sentinels and a si ze counter that keeps track of 
the number of elements (not counting sentinels) in the list. 

header trai ler 

prev prev 

Figure 3.14: A doubly linked list with sentinels, header and tra i le r, marking the 
ends of the list. An empty list would have these sentinels pointing to each other. 
We do not show the null prev pointer for the header nor do we show the null next 
pointer for the tra i ler. 

Inserting or removing elements at either end of a doubly linked list is straight
forward to do. Indeed, the prev links eliminate the need to traverse the list to get to 
the node just before the tail. We show the removal at the tail of a doubly linked list 
in Figure 3.15 and the details for this operation in Code Fragment 3.18. 

header trai ler 

(a) 

header trailer 

header trailer 

(c) 

Figure 3.15: Removing the node at the end of a a doubly linked list with header and 
trailer sentinels: (a) before deleting at the tail; (b) delering at the tail; (c) after the 
deletion. 
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Algorithm removelast() : 
if si ze = 0 then 

Indicate an error: the list is empty 
v +- tra i ler.getPrev() {last node} 
u +- v.getPrev() {node before the last node} 
tra i ler.setPrev( u) 
u. setNext( tra i Ier) 
v.setPrev( null) 
v.setNext( null) 
size size 1 

Code Fragment 3.18: Removing the last node of a doubly linked list. Variabie size 
keeps track of the current number of elements in the list. Note that this metbod 
works also if the list has size one. 

Likewise, we can easily perform an insertion of a new element at the beginning 
of a doubly linked list, as shown in Figure 3 . 16 and Code Fragment 3. 19 . 

header 

header 

{ \ 
{ l 
I I 

\,ti���Ij-/' 

trailer 

(a) 

trailer 

(b) 

Figure 3.16: Adding an element at the front: (a) during; (b) after. 

Algorithm addFi rst(v) : 
w +- header .getNext () 
v.setNext( w) 
v.setPrev(header) 
w.setPrev( v) 
header.setNext(v) 
size = size 1 

{ fi.rst node} 

Code Fragment 3.19: Inserting a new node v at the beginning of a doubly linked 
list. Variabie si ze keeps track of the current number of elements in the list. Note 
that this metbod works also on an empty list. 
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3 . 3 . 1 l n se rt ion i n  the M idd l e  of a Dou bly L i n ked L ist 

Doubly linked lists are useful for more than just inserting and removing elements 
at the head and tail of the list, however. They also are convenient for maintaining a 
list of elements while allowing for insertion and remaval in the middle of the list. 
Given a node v of a doubly linked list (which could be possibly the header but nat 
the trailer), we can easily insert a new node z immediately after v. Specifically, let 
w the be node following v. We execute the following steps :  

1 .  Make z's prev link refer to v 
2. Make z's next link refer to w 
3 .  Make w 's prev link refer to z 
4. Make v's next link refer to z. 

This methad is given in detail in Code Fragment 3 .20, and is illustrated in Fig
ure 3 . 17. Recalling our use of header and trailer sentinels, note that this algorithm 
works even if v is the tail node (the node just before the trailer). 

Algorithm addAfter (v, z) : 
w � v.getNext() 
z.setPrev(v) 
z.setNext ( w) 
w.setPrev(z) 
v.setNext(z) 
si ze � si ze + 1 

{node after v} 
{link z to its predecessor, v} 
{link z to its successor, w} 
{link w to its new predecessor, z} 
{link v to its new successor, z} 

Code Fragment 3.20: Inserting � new node z after a given
. 
node v ih a doubly linked 

list. 

header 

he ader 

I I 1 ll8w1lr1 LL_�L i  

trailer 

(a) 
trailer 

(b) 

Figure 3.17: Adding a new node after the node storing J F K :  (a) creating a new node 
with element BWI and linking it in; (b) after the insertion. 
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3 . 3 . 2  Remava l i n  the M idd le of a Dou bly L i n ked L ist 

Likewise, it is easy to remove a node v in the middle of a doubly linked list. We 
access the nodes u and w on either side of v using v's getPrev and getNext methods 
(these nodes must exist, since we are using sentinels) . To remove node v, we simply 
have u and w point to each other instead of to v. We refer to this operation as the 
Zinking out of v. We also null out v's prev and next pointers so as not to retain 
old references in the list. This algorithm is given in Code Fragment 3.21 and is 
illustrated in Figure 3 . 1 8 .  

Algorithm remove( v) : 
u � v.getPrev() 
w � v.getNext() 
w.setPrev(u) 
u.setNext( w) 
v.setPrev( null) 
v.setNext( null) 
size � size 1 

{node before v} 
{node after v} 

{ link out v} 

{ null out the fields of v} 

{decrement the node count} 

Code Fragment 3.21: Removing a node v in a doubly linked list. This metbod works 
even if v is the first, last, or only nonsentinel node. 

header trailer 

(a) 

header 

(b) 

header trailer 

(c) 

Figure 3.18: Removing the node storing PVD: (a) before the removal; (b) linking 
out the old node; (c) after the removal (and garbage collection). 
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3 .3 . 3  An l m plementation of a Dou b ly L i nked L ist 

In Code Fragments 3 .22-3.24, we show an implementation of a doubly linked list 
with nodes that store character string elements. 

/** Doubly l i n ked l ist with nodes of type DNode stori ng stri ngs. *I 
public class Dlist { 

protected int size; I I n umber of elements 
protected DNode header, tra i ler; I I senti nels 
/** Constructor that creates an empty l ist *I 
public Dlist( )  { 

} 

size 0 ;  
header new DNode( null, nul l ,  null ) ; I I create header 
t ra i ler new DNode(null , header, null ) ; I I create tra i ler 
header.setNext(tra i ler) ; I I make header and tra i ler point to each other 

I**  Returns the n u mber of elements in the list *I 
public int size( )  { return size; } 
/** Returns whether the l i st is empty *I 
public boolean i sEmpty() { return (size == 0) ; } 
/** Retu rns the fi rst node of the l ist *I 
public DNode getFirst() throws l l lega iStateException { 

} 

if ( isEmpty( ) )  throw new l l legaiStateException ( t' List is empty" ) ;  
return header.getNext() ; 

/** Returns the l ast node of the l 1st *I 
public DNode getlast () throws l l l ega iStateException { 

if ( isEmpty()) throw new l l lega iStateException ( "List is empty" ) ;  
return tra i ler .getPrev() ; 

} . . 

/** Retu rns the node before the given node v. An error occurs if v 
* is the header *I 

public DNode getP rev(DNode v) throws l l l ega iArgumentException { 

} 

if (v header) throw new l l lega iArgumentException 
( "Cannot move back past the header of the list " ) ;  

return v.getPrev( ) ; 
/** Returns the node after the given node v. An error occurs if v 

* is the tra i ler *I 
public DNode getNext(DNode v) throws l l lega iArgumentException { 

if (v == tra i le r) throw new l l l ega iArgumentException 

} 

( "Cannot move forward past the trailer of the list " ) ;  
return v.getNext( ) ; 

Code Fragment 3.22: Java class Dlist for a doubly linked list whose nodes are 
objects of class DNode (see Code Fragment 3 . 17) storing character strings. (Con
tinues in Code Fragment 3.23.) 

http:3.22-3.24
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/** I nserts the given node z befare the given node v. An error 
* occu rs i f  v is the header *I 

public void addBefore(DNode v, DNode z) throws l l lega iArgumentException { 
DNode u = getPrev(v) ; I I may throw a n  l l legaiArgu mentExcept ion 
z.setPrev( u) ; 
z .setNext( v) ; 
v.setPrev(z) ; 
u .setNext(z) ; 
size++; 

} 
/** I nserts the given node z after the given node v. An error occu rs 

* i f  v is the tra i ler *I 
public void addAfter(DNode v, DNode z) { 

} 

DNode w = getNext(v) ; I I may th row an  l l lega iArgu mentException 
z.setPrev( v ) ; 
z.setNext(w) ; 
w.setPrev(z) ; 
v.setNext(z) ; 
size++; 

I** I nserts the given node at the head of the l ist *I 
public void addFirst(DNode v) { 

addAfter(header, v) ; 
} 
I** I nserts the given node at the ta i l  of the hst *I 
public void addlast(DNode v) { 

addBefore(tra i ler, v) ; 
} . . 

I** Removes the given node v from the l ist. An error occurs i f  v is 
* the header or tra i ler *I 

public void remove(DNode v) { 

} 

01\lode u getP rev(v) ; I I may throw an  l l legaiArgumentException 
Dl\lode w getl\lext(v) ; I I may throw an  l l legaiArgumentException 
I I u nl i n k  the node from the l ist 
w.setPrev( u ) ; 
u .setNext(w) ; 
v.setPrev( nu ll ) ; 
v .setNext(null ) ; 
SIZe--; 

Code Fragment 3.23: Java class Dlist for a doubly linked list. (Continues in Code 
Fragment 3 .24.) 
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/** Retu rns whether a given node has a previous node *I 
public boolean hasPrev(DNode v) { return v ! header; } 
/** Returns whether a given node has a next node *I 
public boolean hasNext(DNode v) { return v ! trai ler; } 
/** Returns a stri ng representation of the l ist *I 
public String toString( )  { 

} 
} 

String s 1 1 [ 11 ; 
DNode v header.getNext( ) ; 
while (v tra i le r) { 

} 

s v.getEiement ( ) ; 
v v.getNext( ) ; 
if (v != tra i ler) 

s n n .  
; ' 

s l i J 11 ; 
return s; 

Code Fragment 3.24: A doubly linked list class. (Continued from Code Frag
ment 3 .23.) 

We make the following observations about class Dlist above. 

• Object of class DNode, which store Stri_ng elements, �e used for all the 
nodes of the list, including the header and tra i ler sentinels. 

• We can use class Dlist for a doubly linked list of String objects only. To 
build a linked list of other types of objects, we can use a generic declaration, 
which we discuss in Chapter 5 .  

• Methods getF i  rst and getlast provide direct access to the first and last nodes 
in the list. 

· 

• Methods getPrev and getNext allow to traverse the list 
• Methods hasPrev and hasNext detect the boundaries of the list. 
• Methods add Fi rst and addlast add a new node at the beginning or end of the 

list. 
• Methods addBefore and addAfter add a new node before or after an existing 

node. 
• Having only a single removal method, remove, is not actually a restriction, 

since we can remove at the beginning or end of a doubly linked list L by 
executing L.remove(L.getF i rst() ) or L.remove(L.getlast() ) , respectively. 

• Method toString for converring an entire list into a string is useful for testing 
and debugging purposes. 
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3 .4 Circu larly L inked Lists a nd Linked- List Sorting 

In this section, we study some applications and extensions of linked lists. 

3 .4 . 1 C i rcu l ar ly L i n ked L ists a nd  D uck ,  Duck ,  Goose 

The children's game, "Duck, Duck, Goose," is played in many cultures. Children 
in Minnesota play a version called "Duck, Duck, Grey Duck" (but please don't 
ask us why.) In Indiana, this game is called "The Mosh Pot." And children in the 
Czech Republic and Ghana play sing-song versions known respectively as "Pesek" 
and "Antoakyire." A variation on the singly linked list, called the circularly linked 
list, is used for a number of applications invalving circle games, like "Duck, Duck, 
Goose." We discuss this type of list and the circle-game application next. 

A circularly linked list has the same kind of nodes as a singly linked list. That 
is, each node in a circularly linked list has a next pointer and a reference to an 
element. But there is no head or tail in a circularly linked list. For instead of 
having the last node's next pointer be null , in a circularly linked list, it points back 
to the first node. Thus, there is no first or last node. If we traverse the nodes of 
a circularly linked list from any node by following next pointers, we will cycle 
through the nodes. 

Even though a circularly linked list has no beginning or end, we nevertheless 
need some node to be marked as a special node, which we call the cursor. The 
cursor node allows us to have a place .to start from if we ever need to traverse a 
circularly linked list. And if we remember this starting point, then we can also 
know when we are done-we are done with a traversal of.'a circularly linked list 
when we return to the node that was the cursor node when we started. 

We can then define some simple update methods for a circularly linked list: 

add ( v) : Insert a new node v irnrnediately after the cursor; if the 
list is empty, then v becomes the cursor and its next pointer 
points to itself. 

remove() : Remove and return the node v immediately after the cur
sor (not the cursor itself, unless it is the only node); if the 
list becomes empty, the cursor is set to nul I . 

adv a nee() :  Advance the cursor to the next node in the list. 

In Code Fragment 3.25, we show a Java implementation of a circularly linked 
list, which uses the Node class from Code Fragment 3 . 12  and also includes a 
toString method for producing a string representation of the list. 

http:place.to
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/** Circu lary l i n ked l ist with nodes of type Node storing strings. *I 
public class Circlelist { 

protected Node cursor; I I the cu rrent cursor 
protected int size; I I the n umber of nodes in the l ist 
/** Constructor that creates a nd empty l ist *I 
public Circlelist ( )  { cursor = null ;  size = 0; } 
/** Returns the current size *I 
public int size( )  { return size; } 
/** Returns the cursor *I 
public Node getCursor() { return cursor; } 
I** Moves the cursor forward *I 
public void adva nce() { cursor = cursor.getNext() ;  } 
/** Adds a node after the cu rsor *I 
public void add(Node newNode} { 

} 

if (cursor nul l} { I I l ist is empty 
newNode.setNext( newNode ) ; 
cursor = newNode; 

} 
else { 

} 
new�lode.setNext( cursor .getNext( ) ) ;  
cursor.setNext( new�lode) ; 

size++; 

/** Removes the node after the cu rsor *I 
public Node remove() { 

} 

Node oldNode = cursor.getNext( ) ;  I I the node being removed 
if (oldNode == cursor} 

cursor = null ;  I I l ist is becoming empty 
else { 

} 
cursor.setNext( oldNode.getNext( )  ) ;  
old Node.setNext( null} ; 

size--; 
return o ld 1\Jode; 

I I l i nk out the old node 

/** Returns a string representation of the l ist, start ing from the cursor *I 
public String toString() { 

} 
} 

if (cursor = =  null} return 11 [ ] n ; 
String s = 11 [ . • •  " + cursor.getE iement() ;  
Node oldCursor = cursor; 
for (advance() ;  o ldCursor ! - cursor; advance( ) )  

s 11 ,  " + cursor.getEiement( ) ;  
return s 11 • • • ] 11 ; 

Code Fragment 3.25: A circularly linked list class with simple nodes. 
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Some Observations a bout the C i rclelist Class 

There are a few observations we can make about the (i relelist class. It is a simple 
program that can provide enough functionality to simulate circle games, like Duck, 
Duck, Goose, as we will soon show. It is not a robust program, however. In partic
ular, if a circle list is empty, then calling advance or remove on that list will cause 
an exception. (Which one?) Exercise R-3.7 deals with this exception-generating 
behavior and ways of handling this empty-list condition better. 

Duck,  Duck, Goose 

In the children's game, Duck, Duck, Goose, a group of children sit in a· circle. One 
of them is elected "it" and that person walks around the outside of the circle. The 
person who is "it" pats each child on the head, saying "Duck" each time, until 
reaching a child that the "it" person identifies as "Goose." At this point there is a 
mad scramble, as the "Goose" and the "it" person race around the circle. Who ever 
returns to the Goose's former place first gets to renmin in the circle. The loser of 
this race is the "it" person for the next round of play. This game continues like this 
until the children get bored or an adult tells them it's snack time, at which point the 
game ends. (See Figure 3 . 1 9.) 

' "Goose"l 
I I �\ 

& ' i 
I 1 

''Duck" / 

"Duck" 
"Duck" 

(a) (b) 

' 
, , 

Figure 3.19: The Duck, Duck, Goose game: (a) choosing the "Goose;" (b) the race 
to the "Goose's" place between the "Goose" and the "it" person. 

Simulating this game is an ideal application of a circularly linked list. The 
children can represent nodes in the list. The "it" person can be identified as the 
person sitting after the cursor, and can be removed from the circle to simulate the 
marching around. We can advance the cursor with each "Duck" the "it" person 
identifies, which we can simulate with a random decision. Once a "Goose" is 
identified, we can remove this node from the iist, make a random choice to simulate 
whether the "Goose" or the "it" person wins the race, and insert the winner back 
into the list. We can then advance the cursor and insert the "it" person back in to 
repeat the process ( or be done if this is the last time we play the game). 
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Using a C i rcu l a rl y  L i nked List to S imu late Duckl  Duckl Goose 

We give Java code for a simulation ofDuck, Duck, Goose in Code Fragment 3 .26. 

/** Simu lation of Duck, Duck, Goose with a circu larly l i nked l ist. *I 
public static void main (String[ ]  args) { 

} 

Ordelist C new Circlelist( ) ; 
int N = 3; I I number of iterations of the game 
Node it; I I the player who is "it" 
Node goose; I I the goose 
Random rand  = new Random ( ) ; 
rand .setSeed (System .currentTimeM i l l i s( ) ) ; I I use current t ime as seed 
I I The p layers . . . 
String[ ]  na mes = { "Bob" , 1 1  Jen" ,  " Pam" 1 1 1Tom11 1 11 Ron11 , 1 1Vi c 11 , " Sue " ,  11 Joe" } ; 
for ( int i = 0; i <  names. length ;  i++) { 

} 

C.add (new Node(names[ i] . nul l ) ) ;  
C.advance( ) ; 

for (int i = 0 ;  i < N ;  i++) { I I play Duck, Duck, Goose N times 
System .out. pri ntl n ( 11Playing Duck, Duck , Goose for " + C .toString( ) ) ; 
it C . remove( ) ; 
System.out. pri nt ln ( it .getEiement ( )  + " is it . 11 ) ; 
while ( rand . n extBoolea n ( )  1 1  rand . nextBoolean ( ) )  { I I march around circ le 

C.advan ce () ; I I advance with probabi l ity 314 
System .out. printl n (C.getCursor( ) .getEiement( )  + 11 is a duck . " ) ; 

} 
goose - C. remove( ) ; 
System .out. pri ntl n (goose .. getEiement () + " is the · goose ! "s) ; 
if (rand . nextBoolean ( ) )  { 

} 

System .out. print ln ( "The goose won ! 11 ) ; 
C .add (goose) ; I I add the goose back i n  its old p lace 
C. adva nce( ) ; I I now the cursor is on the goose 
C.add ( it ) ; I I The "it" person wi l l  be it aga i n  i n  next round 

else { 

} 
} 

System .out.print ln ( "The goose lost ! " ) ; 
C .add ( i t) ; I I add who's "it" back at the goose 's p lace 
C.advance( ) ; I I now the cu rsor is on the "it" person 
C.add (goose) ; I I The goose wi l !  be "it" in the next round 

Systein .out. println ( "Final circle is  1 1  + C.toString( ) ) ; 

Code Fragment 3.26: The ma i n  method from a program that uses a circularly linked 
list to simulate the Duck, Duck, Goose children's game. 
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Same Sam ple O utput 

We show an example output from a run of the Duck, Duck, Goose program in 
Figure 3.20. 

P layi ng Duck, Duck, Goose for [ . .  . Joe, Bob, Jen , Pam ,  Torn , Ron ,  Vic, Sue . . .  ] 
Bob is it. 
Jen is a duck. 
Pam is a d uck. 
Tom is a d uck. 
Ron is the goose! 
The goose won ! 
P laying Duck, Duck, Goose for [ . . . Ron , Bob, Vic, Sue, Joe, Jen , Pam ,  Tom . . .  ] 
Bob is it. 
Vic is the goose! 
The goose won !  
P laying Duck, Duck, Goose for [ . . . Vic, Bob, Sue, Joe, Jen , Pam ,  Tom, Ron . . .  ] 
Bob is it. 
Sue is a d uck. 
Joe is a d uck. 
Jen is a duck. 
Pam is a d uck. 
Tom is a duck. 
Ron is a duck. 
Vic is a d uck. 
Sue is the goose! 
The goose lost ! 
F ina l  circle is ( . . .  Bob, Sue, Joe, Jen , Pam ,  Tom ,  Ron ,  Vic . . . ] 

Figure 3.20: Sample output from the Duck, Duck, Goose program. 

Note that each iteration in this partienlar execution of this program produces a 
different outcome, due to the different initial configurations and the use of random 
choices to identify ducks and geese. Likewise, whether the "Duck" or the "Goose" 
wins the race is also different, depending on random choices. This execution shows 
a situation where the next child after the "it" person is immediately identified as 
the "Goose," as well a situation where the "it" person walks all the way around the 
group of children before identifying the "Goose." Such situations also illustrate the 
usefulness of using a circularly linked list to simulate circular games like Duck, 
Duck, Goose. 
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3 .4 . 2  Sorti ng a L i n ked L ist 

In Code Fragment 3.27, we show the insertion-sort algorithm (Section 3 . 1 .2) for a 
doubly linked list. A Java implementation is given in Code Fragment 3 .28. 

Algorithm I nsertionSort(L) : 
Input: A doubly linked listL of comparable elements 
Output: The list L with elements rearranged in nondecreasing order 
if L.size() <= 1 then 

return 
end +- L.getF i rst( )  
while end is not the last node in L do 

pivot +- end.getNext() 
Remove pivot from L 
ins +- end 
while ins is not the header and ins's element is greater than pivot's do 

ins +- ins.getPrev() 
Add pivot just after ins in L 
if ins = end then {We just added pivot after end in this case} 

end +- end .getNext() 
Code Fragment 3.27: High-level, pseudo-code. description of insertion-sort on a 
doubly linked list. 

/** l nsertion-sort for a doubly l i nked l ist of class Dlist, *I 
public static void sort(Dlist L) { 

if (L .size( )  <=  1) return; 11 L is a l ready sorted i n  th is case 
DNode pivot; I I pivot node 
DNode i ns; I I i nsertion point 
Dl\lode end L .getFirst() ; I I end of run 
while (end L .getlast()) { 

pivot end .getNext( ) ; I I get the next pivot node 
L.remove(pivot) ; I I remave it 

I 

ins = end; I I start search ing from the end of the sorted run 

} 

while (L.hasPrev( i ns) && 
i ns .getEiement() . compare To(pivot.getEiement()) > 0) 

ins = i ns.getPrev( ) ; I I move left 
L.addAfter( i ns, pivot) ; I I add the pivot back, after i nsertion point 
if ( i ns . . e11d) . I I we just added pivot after end i n  th is case 
. ' end ·� end :getNèxt( ) ; // so i ncrement the end marker 

cJde Fragment 3.28: Java implementation of the insertion-sort algorithm on a dou
bly linked list represented by class D list (see Code Fragments 3.22-3.24). 
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3 .5  
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Recursion 

We have seen that repetition can be achieved by writing loops, such as for loops 
and while loops. Another way to achieve repetition is through recursion, which 
occurs when a function refers to itself in its own definition. We have seen examples 
of methods calling other methods, so it should come as no surprise that most mod
ern programming languages, including Java, allow a methad to call itself. Indeed, 
we didn't take note of it then, but the deepEqua ls() and deep ToStri ng() methods, 
described in Section 3 . 1 .5 ,  are defined recursively. In this section, we will see why 
this capability provides an elegant and powerful alternative for performing repeti
tive tasks. 

The Factoria l  Fu nction 

To illustrate recursion, let us begin with a simple example of computing the value of 
the factorial function . The factorial of a positive integer n, denoted n ! ,  is defined 
as the product of the integers from 1 to n. If n = 0, then n !  is defined as 1 by 
convention. More formally, for any integer n � 0, { 1 n ' = · n · (n - 1 ) · (n - 2) . .  · 3 · 2 · 1 

if n = 0  
if n > 1 .  

For example, 5 !  = 5 · 4 · 3 · 2 · 1 = 120. To make the conneetion with methods clearer, 
we use the notation factoria l (n) to denote n ! .  

The factorial function can be de:fÎ.ned in a manner that suggests a •recursive 
formulation. To see this, observe that 

factori a l (5 )  = 5 · ( 4 · 3 · 2 · 1 )  = 5 · factoria I (  4) . 

Thus, we can de fine factoria I ( 5)  in terms of factoria I ( 4) . In general, for a positive 
integer n, we can define factoria l (n) to be n · factoria l (n _:_ 1 ) .  This leads to the 
following recursive definition 

factoria l (n) = { 1 
f . 1 ,  1 )  n · actona ln -

if n = 0  
if n � 1 .  

This definition is typical of many recursive definitions. First, it contains one 
or more base cases, which are defined nonrecursively in terms of fixed quantities . 
. . ·· -, .. ' -. 

In this case, n = 0 is the base case. It also contains one or more recursive cases, 
which are defined by appealing to the definition of the function being defined. Ob
serve that there is no circularity in this definition, because each time the function is 
invoked, its argument is smaller by one. 
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A Recu rsive l m plementation of the Factoria l  Function 

Let us consider a Ja va implementation of the factorial function shown in Code 
Fragment 3.29 under the name recursiveFactoria l () . Notice that no looping was 
needed here. The repeated recnrsive invocations of the function take the place of 
looping. 

public static int recu rsiveFactor ia l (int n )  { I I recu rsive factoria l  function 
I I basis case if (n 0) return 1 ;  

else return n * recursiveFactoria l ( n-1 ) ;  I I recursive case 
} . 

Code Fragment 3.29: A recursive implementation of the factorial function. 

We can illustrate the execution of a recursive function definition by means of a 
recursion trace. Each en try of the trace corresponds to a recnrsive call. Each new 
recursive function call is indicated by an anow to the newly called function. When 
the function returns, an anow showing this return is drawn and the return value 
may be indicated with this anow. An example of a trace is shown in Fignre 3 .21 .  

What is  the advantage of using recnrsion? Although the recnrsive implementa
tion of the factorial function is somewhat simpler than the iterative version, in this 
case there is no campeiling reason for preferring reenrsion over iteration. For some 
problems, however, a recnrsive implementation can be significantly simpler and 
easier to understand than an iterative implementation. Such an example follows. 

return 4*6 = 24 · final answer �· 
return 3*2 6 

\ 
call return 2*1 = 2 

\ 
return 1 *1 = 1 

1 
. return 1 

Figure 3.21 : A reenrsion trace for the call recursiveFactoria 1 (4) . 
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Drawing an  Engl i sh  Ru ler 

As a more complex example of the use of recursion, consider how to draw the 
markings of a typical English ruler. Such a ruler is broken into intervals, and each 
interval consists of a set of ticks, placed at intervals of 1 /2 inch, 1 /4 inch, and so 
on. As the size of the interval decreases by half, the tick length decreases by one. 
(See Figure 3 .22.) 

---- 0 ----- 0 --- 0 

--- 1 

---- 1 --- 2 

--- 3 

---- 2 ----- 1 

(a) (b) (c) 

Figure 3.22: Three sample outputs of an English ruler drawip.g: (a) a 2-inch ruler 
with major tick length 4; (b) a I-inch ruler with major tick length 5; (c) a 3-inch 
ruler with major tick length 3. 

Each fraction of an inch also has a numeric label. The longest tick length is 
called the major tick length. We will not worry about actual distances, however, 
and just print one tick per line. 

A Recu rsive Approach to Ruler Drawi ng 

Our approach to drawing such a rul er consists of three methods. The main method 
d rawRuler() draws the entire ruler. lts arguments are the total number of inches 
in the ruler, n lnches, and the major tick length, majorlength. The utility method 
d rawOne Tick() draws a single tick of the given length. It can also be given an 
optional integer label, which is printed if it is nonnegative. 
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The interesting work is done by the recursive metbod draw Ticks(), which draws 
the sequence of ticks within some interval. lts only argument is the tick length as
sociated with the interval's central tick. Consicter the English ruler with major tick 
length 5 shown in Figure 3 .22(b ). Ignoring the lines containing 0 and 1 ,  let us con
sider how to draw the sequence of ticks lying between these lines. The central tick 
(at 1/2 inch) bas length 4. Observe that the two patterns of ticks above and below 
this central tick are identical, and each bas a central tick of length 3 .  In general, an 
interval with a central tick length L > 1 is composed of the following: 

• An interval with a central tick length L - 1 

• A single tick of length L 
• A interval with a central tick length L- 1 .  

With each recursive call, the length decreases by one. When the length drops to 
zero, we simply return. As a result, this recursive process will always terminate. 
This suggests a recursive process, in which the first and last steps are performed by 
calling the d raw Ticks(L 1 ) recursively. The middle step is performed by calling 
the metbod drawOneTick(L) . This recursive formulation is shown in Code Frag
ment 3.30. As in the factorial example, the code bas a base case (when L = 0). In 
this instanee we make two recursive calls to the method. 

I I d raw a tick with no labe l  
public static void d rawOneTick(int ticklength) { drawOneTick(ticklength ,  -1 ) ;  } 

I I draw one tick 
public static void d rawOneTick(int ticklength , ï·nt ticklabel) { 

} 

for ( int i = 0 ;  i < ticklength; i++) 
System .out. pr int( " - " ) ; 

if (ticklabel > =  0) System .out . print( " " + ticklabe l ) ;  
System .out. pri nt( 1 1  \n 11 ) ; 

public static void drawTicks(int ticklength )  { I I draw ticks of given length 
if (ticklength > 0) { I I stop when length d rops to 0 

} 
} 

drawTicks(ticklength-1) ;  I I recu rsively d raw l eft ticks 
drawOneTick(ticklength) ;  I I d raw center tick 
d raw Ticks(ticklength-1) ; I I recursively d raw right ticks 

public static void d rawRuler(int n l nches, int majorlength) { I I draw ruler 
d rawOneTick(majorlength ,  0) ; I I draw tick 0 and its l abel 
for (int i 1 ;  i <= n l nches; i++) { 

draw Ticks( majorlength-l) ;  
d rawOne Tick(majorlength, i ) ;  

} 
} 

I I d raw ticks for th is i nch 
I I draw tick i and its la bel 

Code Fragment 3.30: A recursive implementation of a method that draws a ruler. 
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· 1 1 1 ustrat ing Ru ler Drawing  using a Recursion Trace 

The recursive execution of the recursive d raw Ticks method, defined above, can be 
visualized using a recursion trace. 

The trace for d raw Ticks is more complicated than in the factorial example, 
however, because each instanee makes two recursive calls. To illustrate this, we will 
show the recursion trace in a form that is reminiscent of an outline for a document 
See Figure 3.23. 

drawTicks(3) Output 
draw Ticks(2) 

drawTicks(1 ) 
d rawTicks(O) 
draw0neTick(1 ) -+ -
drawTicks(O-) 

d rawOneTick(2) ---•• 

drawTicks(1 ) 
( drawTicks(op 

drawOneTick(1 ) -+ 

( drawTicks(op 
draw0neTick(3) ------+ 

drawTicks(2) 
I (previous pattern repeats) 

- -

-

- - -

Figure 3.23: A partial recursion trace for the call draw Ticks(3) . The second pattem 
of calls for drawTicks(2) is not shown, but it is identical to the first. 

Throughout this book we will see many other examples of how recursion can 
be used in the design of data structures and algorithms. 
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Fu rther l l l u strations of Recursion 

As we discussed above, recursion is the concept of defining a methad that makes a 
call to itself. Whenever a methad calls itself, we refer to this as a recursive call. We 
also consider a methad M to be recursive if it calls another methad that ultimately 
leads to a call back to M. 

The main benefit of a recursive approach to algorithm design is that it allows us 
to take advantage of the repetitive structure present in many problems. By making 
our algorithm description exploit this repetitive structure in a recursive way, we can 
aften avoid complex case analyses and nested loops. This approach can lead to 
more readab Ie algorithm descriptions, while still being quite efficient. 

In addition, recursion is a useful way for defining objects that have a repeated 
similar structural farm, such as in the following examples. 

Example 3.1 :  Modem operating systems de fine file-system directories (which are 
also sametimes called "folders") in a recursive way. Namely, a file system consists 
of a top-level directory, and the contents of this directory consists of files and other 
directories, which in tum can contain files and other directories, and sa on. The 
base directories in the file system contain only files, but by using this recursive 
definition, the operating system allows for directories to be nested arbitrarily deep 
(as long as there is enough space in memory). . 

Example 3.2:  Much of the syntax in modem programming languages is defined 
in a recursive way. For example, we can define an argument list! in Java using the 
following notation: 

argument-list: 
argument 
argument-list , argument 

In other words, an argument list consists of either (i) an argument or (ii) an argu
ment list foliowed by a comma and an argument. That is, an argument list consists 
of a comma-separated list of arguments. Similarly, arithmetic expressions can be 
defined recursively in terms of primitives (like variables and constants) and arith
metic expressions. 

Example· 3.3: There are many examples of recursion in art and nature. One of the 
most classic examples of recursion used in art is in the Russian Matryoshka dolls. 
Each doll is made of solid wood ar is hollow and contains another Matryoshka doll 
inside it. 
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3 . 5 . 1  Li nea r  Recursion 

The simplest form of recursion is linear recursion, where a method is defined 
so that it makes at most one recursive call each time it is invoked. This type of 
recursion is useful when we view an algorithmic problem in terms of a first or last 
element plus a remaining set that has the same structure as the original set. 

Summing the E lements of an  Array Recursively 

Suppose, for example, we are given an array, A, of n integers that we want to sum 
together. We can solve this summation problem using linear recursion by observing 
that the sum of all n integers in A is equal toA [0] , if n = 1 ,  or the sum of the first n -
1 integers in A plus the last element in A. In particular, we can solve this surnmation 
problem using the recursive algorithm described in Code Fragment 3.3 1 .  

Algorithrn LinearSum(A,n) :  
Input: A integer arrayA and an integer n � 1 ,  such that A has at  least n elements 
Output: The sum of the first n integers in A 
if n = 1 then 

return A[O] 
else 

return LinearSum(A ,n  - 1 ) +A[n - 1 ] 

Code Fragment 3.31: Surnming the elements in an array using linear recursion. 

This example also illustrates an important property that a recursive "method 
should always possess-the method terminates. We ensure �is by writing a nonre
cursive statement for the case n = 1 .  In addîtion, we always perform the recursive 
call on a smaller value of the parameter (n 1 )  than that which we are given (n ), so 
that, at some point (at the "bottom" of the recursion), we will perform the nonre
cursive part of the computation (retuming A[Oj). In genera!, an algorithm that uses 
linear recursion typically has the following fórm: 

• Testfor base cases. We begin by testing for a set of base cases (there should 
be at least one ). These base cases should be defined so that every possible 
chain of recursive calls will eventually reach a base case, and the handlîng of 
each base case should not use recursion. 

• Recur. After testing for base cases, we then perform a single recursive call. 
Tpisrecursive step may involve a test that decides which of several possible 
recursive calls to make, but it should ultimately choose to make just one of 
these calls each time we perform this step. Moreover, we should define each 
possible recursive call so that it makes progress towards a base case. 
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Ana lyzi ng Recu rsive Algorithms usi ng Recurs ion Traces 

We can analyze a recursive algorithm by using a visual tooi known as a recursion 
trace. We used recursion traces, for example, to analyze and visualize the recursive 
factorial function of Section 3 .5, and we will similarly use recursion traces for the 
recursive sorting algorithms of Sections 1 1 . 1  and 1 1 .2. 

To draw a recursion trace, we create a box for each instanee of the method 
and label it with the parameters of the method. Also, we visualize a recursive call 
by drawing an arrow from the box of the calling method to the box of the called 
method. For example, we illustrate the recursion trace of the LinearSum algorithm 
of Code Fragment 3 .3 1  in Figure 3 .24. We label each box in this trace with the 
parameters used to make this call. Each time we make a recursive call, we draw 
a line to the box representing the recursive call. We can also use this diagram to 
visualize stepping through the algorithm, since it proceeds by going from the call 
for n to the call for n 1 ,  to the call for n - 2, and so on, all the way down to the call 
for 1 .  When the final call finishes, it returns its value back to the call for 2, which 
adds in its value, and returns this partial sum to the call for 3, and so on, until the 
call for n - 1 returns its partial sum to the eaU for n. 

Figure 3.24: Recursion trace for an execution of LinearSum (A, n) with input param
eters A { 4,  3 , 6 ,  2, 5}  and n = 5 .  

From Figure 3 .24, i t  should be clear that for an input array of size n ,  Algorithm 
LinearSum makes n calls. Hence, it will take an arnount of time that is roughly 
proportional to n, since it spends a constant arnount of time performing the nonre
cursive part of each call. Moreover, we can also see that the memory space used by 
the algorithm (in actdition to the array A) is also roughly proportional to n, since we 
need a constant arnount of memory space for each of the n boxes in the trace at the 
time we make the final recursive call (for n 1) .  
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Reversing an  Array by Recu rsion 

Next, let us consicter the problem of reversing the n elements of an array, A, so that 
the first element becomes the last, the second element becomes secoud to the last, 
and so on. We can solve this problem using linear recursion, by observing that the 
reversal of an array can be achieved by swapping the first and last elements and 
then recursively reversing the remaining elements in the array. We describe the 
details of this algorithm in Code Fragment 3.32, using the convention that the first 
time we call this algorithm we do so as ReverseArray(A , O, n 1 ) .  

Algorithm ReverseArray(A , i, j) :  
Input: An array A and nonnegative integer indices i and j 
Output: The reversal of the elements in A starting at index i and ending at j 
if i <  j then 

Swap A [i] and A [j] 
ReverseArray(A , i+  1 , j  - 1) 

return 

Code Fragment 3.32: Reversing the elements of an array using linear recursion. 

Note that, in this algorithm, we actually have two base cases, namely, when 
i =  j and when i >  j. Moreover, in either case, we simply terminate the algorithm, 
since a sequence with zero elements or one element is trivially equal to its reversal. 
Furthermore, note that in the recursive step we are guaranteed to make progress 
towards one of these two base cases. If n is odd, we will eventually reach the 
i =  j case, and if n is even, we will eventually reach the i > j case. The above 
argument immediately implies that the recursive algorithm of Code Fragm�nt 3 .32 
is guaranteed to terrninate. 

Defi n ing Prob lems i n  Ways that Faci l i tate Recursion 

To design a recursive algorithm for a given problem, it is useful to think of the dif
ferent ways we can subdivide this problem to define problems that have the same 
general structure as the original problem. This process sometimes means we need 
to redefine the original problem to facilitate sirnilar-looking subproblems. For ex
ample, with the ReverseArray algorithm, we added the parameters i and j so that a 
recursive call to re verse the inner part of the array A would have the sarne structure 
(and same syntax) as the call to reverse all of .A . Then, rather than initially calling 
the .algorithm as ReverseArray(A), we eaU it initially as ReverseArray(A, 0, n - 1 ) .  
In general, if one has difficulty finding the repetitive structure needed to design a re
cursive algorithm, it is sometimes useful to work out the problem on a few concrete 
examples to see how the subproblems should be defined. 
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Tai l  Recu rsion 

Using recursion can often be a useful tool for designing algorithms that have ele
gant, short definitions. But this usefulness does come at a modest cost. When we 
use a recursive algorithm to solve a problem, we have to use some of the memory 
locations in our computer to keep track of the state of each active recursive call. 
When computer memory is at a premium, then, it is useful in some cases to be able 
to derive nonrecursive algorithms from recursive ones. 

We can use the stack data structure, discussed in Section 5 . 1 ,  to convert a recur
sive algorithm into a nonrecursive algorithm, but there are some instances when we 
can do this conversion more easily and efficiently. Specifically, we can easily con
vert algorithms that use tail recursion .  An algorithm uses tail recursion if it uses 
linear recursion and the algorithm makes a recursive call as its very last operation. 
Por example, the algorithm of Code Fragment 3 .32 uses tail recursion to reverse 
the elements of an array. 

It is not enough that the last statement in the method definition includes a re
cursive call, however. In order for a method to use tail recursion, the recursive call 
must be absolutely the last thing the method does (unless we are in a base case, of 
course). Por example, the algorithm of Code Fragment 3.3 1 does not use tail re
cursion, even though its last statement includes a recursive call. This recursive call 
is not actually the last thing the method does. After it receives the value returned 
from the recursive call, it adds this value to A[n - 1 ]  and returns this sum. That is, 
the last thing this algorithm does is an add, not a recursive call. 

When an algorithm uses táil recursion, we can convert the retursive algorithm 
into a nonrecursive one, by iterating through the �ecursive calls rather than call
ing them explicitly. We illustrate this type of conversion by revisiting the prob
lem of reversing the elements of an array. In Code Fragment 3.33, we give a 
nonrecursive algorithm that performs this task by iterating through the recursive 
calls of the algorithm of Code Fragment 3.32. We initially call this algorithm as 
l terativeReverseArray(A, 0, n - 1 ) .  

Algorithm l terativeReverseArray(A,  i ,  i) :  
Input: An array A and nonnegative integer indices i and i 
Output: The reversal of the elements in A starting at index i and en ding at i 
while i <  i do 

Swap A [i] and A [i] 
i+- i + 1  
i +-- i - 1 

return 

Code Fragment 3.33: Reversing the elements of an array using iteration. 
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3 . 5 . 2  B i na ry Recursion 

When an algorithm makes two recursive calls ,  we say that it uses binary recursion . 
These calls can, for example, be used to solve two similar halves of some problem, 
as we did in Section 3.5 for drawing an English ruler. As another application of 
binary recursion, let us revisit the problem of summing the n elements of an integer 
array A. In this case, we can sum the elements in A by: (i) recursively summing the 
elements in the first half of A; (ii) recursively summing the elements in the second 
half of A; and (iii) adding these two values together. We give the details in the 
algorithm of Code Fragment 3 .34, which we initially call as BinarySum(A, O ,n) .  
Algorithm Bin arySum(A, i, n ) : 

Input: An array A and integers i and n 
Output: The sum of the n in te gers in A starting at index i 
if n 1 then 

return A[i] 
return BinarySum(A, i, fn/21 ) + BinarySum(A, i +  fn/21 , ln/2J ) 

Code Fragment 3.34: Summing the elements in an array using binary recursion. 

To analyze Algmithm BinarySum, we consider, for simplicity, the case where 
n is a power of two._ The general case of arbitrary n is considered in Exercise R-4.4. 
Figure 3 .25 shows the recursion trace of an execution of inethod BinarySum(O, 8) . 
We label each box with the values of parameters i and n, which represent the start
ing index and length of the sequence of elements to be summed, respectively. No
tice that the arrows in the trace go from·a box labeled (i , n) to another box)abeled 
(i , n/2) or ( i  + n/2, n/2) . That is, the value of parameter n is

,
halved at each recur

sive call. Thus, the depth of the recursion, that is, the maximum number of method 
instances that are active at the same time, is 1 + log2 n. Thus, Algorithm Binary
Sum uses an amount of additional space roughly proportional to this value. This is 
a big impravement over the space needed by the LinearSum method of Code Frag
ment 3 .3 1 .  The running time of Algorithm BinarySum is still roughly proportional 
to n, however, since each box is visited in constant time when stepping through our 
algorithm and there are 2n - 1 boxes. 

Figure 3.25: Recursion trace for the execution of BinarySum(O, 8). 
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Cornputing F ibonacci N u m bers via B i na ry Recu rsion 

Let us consider the problem of computing the kth Fibonacci number. Reeall from 
Section 2.2.3, that the Fibonacci numbers are recursively defined as follows: 

Fo 0 

Ft 1 
Fi Fi- 1 Fi-2 for i >  1 .  

By directly applying this definition, Algorithm BinaryFib, shown in Code Frag
ment 3.35,  computes the sequence of Fibonacci numbers using binary recursion. 

Algorithm BinaryFib(k) : 
Input: Nonnegative integer k 
Output: The kth Fibonacci number Fk 
if k < 1 then 

return k 
el se 

return BinaryFib(k - 1 ) BinaryFib(k - 2) 

Code Fragment 3.35: Computing the kth Fibonacci number using binary recursion. 

Unfmtunately, in spite of the Fibonacci definition looking like a binary recur
sion, using this technique is inefficîent in this case. In fact, it takes an exponential 
number of calls to compute the kth Fibonacci number in this way. Specifically, let 
nk denote the number of calls performed in the execution of BinaryFib(k) . Then, 
we have the following values for the nk's: 

no 1 
n1 1 
n2 n 1 + no 1 1 + 1 + 1 - 3 
n3 n2 n 1 1 - 3 + 1 1 5 
n4 n3 n2 + 1 = 5 + 3 1 = 9 

ns n4 + n3 + 1 = 9 5 + 1 = 15  
n6 ns + n4 1 1 5  + 9 + 1 = 25 
n1 n6 ns + 1 = 25 + 15 1 = 41 
ng n1 n6 + 1 = 41  25 + 1 = 67 .  

If we follow the pattem forward, we see that the number of calls more than doubles 
· for each two consecutive indices. That is, n4 is more than twice n2, ns is more than 

twice n3 , n6 is more than twice n4, and so on. Thus, nk > 2kl2, which means that 
BinaryFib(k) makes a number of calls that are exponential in k. In other words, 
usîng binary recursion to compute Fibonacci numbers is very inefficient. 
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Computing Fibonacci N u m bers via Li near Recursion 

The main problem with the approach above, based on binary recursion, is that the 
computation of Fibonacci numbers is really a linearly recursive problem. It is not 
a good candidate for using binary recursion. We simply got tempted into using 
binary recursion because of the way the kth Fibonacci number, Fk> depends on the 
two previous values, Fk-1  and Fk-l· But we can compute Fk much more efficiently 
using linear recursion. 

In order to use linear recursion, however, we need to slightly redefine the prob
lem. One way to accomplish this conversion is to define a recursive function that 
computes a pair of consecutive Fibonacci numbers (Ft, Fk-1 )  using the convention 
F_ 1 = 0. Then we can use the l inearly recursive algorithm shown in Code Frag
ment 3.36. 

Algorithm Li nearFi bonacci (k) : 
Input: A nonnegative integer k 
Output: Pair of Fibonacci numbers (Fk,Fk- 1 )  
if k :::; 1 then 

return (k, 0) 
el se 

(i, j) � LinearFibonacci (k - 1 ) 
return (i +  j, i) 

� 

Code Fragment 3.36: Computing the kth Fibonacci number using linear recursion. 

The algorithm given in Code Fragment 3.36 shows that using linear recursion 
to compute Fibonacci numbers is much more efficient than using binary recursion. 
Sirree each recursive call to Linea rFibonacci decreases the argument k by 1 ,  the 
original call L i nearFibonacci (k ). results in a series of k - 1 additional calls. That is, 
computing the kth Fibonacci number via linear recursion requires k methad calls. 
This performance is significantly faster than the exponential time needed by the 
algorithm based on binary recursion, which was given in Code Fragment 3.35. 
Therefore, when using binary recursion, we should first try to fully partition the 
problem in two (as we did for summing the elements of an array) or, we should be 
sure that overlapping recursive calls are really necessary. 

Usually, we can eliminate overlapping recursive calls by using more memory to 
keep track of previous values. In fact, this approach is a central part of a technique 
called dynamic programming, which is related to recursion and is discussed in 
Section 12.2. 
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3 .5 .3  M u lt i p l e  Recu rs ion 

Generalizing from binary recursion, we use multiple recursion when a method may 
make multiple recursive calls, with that number potentially being more than two. 
One of the most common applications of this type of recursion is used when we 
want to enumerate various configurations in order to solve a combinatorial puzzle. 
For example, the following are all instances of summation puzzles: 

pot pan bib 
dog cat pzg 
boy girl baby 

To solve such a puzzle, we need to assign a unique digit (that is, 0 ,  1 ,  . . .  , 9) to each 
letter in the equation, in order to make the equation true. Typically, we solve such 
a puzzle by using our human observations of the partîcular puzzle we are trying 
to solve to eliminate configurations (that is, possible partial assignments of digits 
to letters) until we can work though the feasible configurations left, testing for the 
correctness of each one. 

If the number of possible configurations is not too large, however, we can use 
a computer to simply enumerate all the possibilities and test each one, without 
employing any human observatiohs. In addition, such an algorithm can use multiple 
recursion to work through the configurations in a systematic way. We show pseudo
code for such an algorithm in Code Fragment 3 .37. To keep the de;;criptioli general 
enough to be used with other puzzles, the a!gori�m enumerates and tests all k
length sequences without repetitions of the elements of a given set U. We build the 
sequences of k elements by the following steps: 

1 .  Recursively generating the sequences of k - 1 elements 

2. Appending to each such sequence an element not already contained in it. 

Throughout the execution of the algorithm, we use the set U to keep track of the 
elements not contained in the current sequence, so that an element e has not been 
used yet if and only if e is in U. 

Another way to look at the algorithm of Code Fragment 3.37 is that it enumer
ates every possible size-k ordered subset of U, and tests each subset for being a 
pössible solution to our puzzle. 

For summation puzzles, U =  {0, 1 , 2, 3 , 4, 5 , 6, 7, 8 ,  9} and each position in the 
sequence corresponds to a given letter. For example, the first position could stand 
for b, the second for o, the third for y, and so on. 
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Algorithm PuzzleSolve( k, S, U ) :  

. Input: An integer k, sequence S, and set U 
Output: An enumeration of all k-length extensions to S using elements in U 

without repetitions 
for each e in U do 

Remove e from U { e is now being used} 
Add e to the end of S 
if k = 1 then 

Test whether S is a contiguration that solves the puzzle 
if S solves the puzzle then 

return "Solution found: " S 
else 

PuzzleSolve(k - 1 ,  S, U) 
Add e back to U {e is now unused} 
Remove e from the end of S 

Code Fragment 3.37: Solving a combinatorial puzzle by enumerating and testing 
all possible configurations. 

In Figure 3 .26, we show a recursion trace of a call to PuzzleSolve(3 , S, U) ,  
where S is  empty and U = {a, b ,  c}. During the execution, all the permutations 
of the three characters are generated and tested. Note that the initial call makes 
three recursive calls, each of which in turn makes two more. If we had executed 
PuzzleSolve (3 ,S, [[) on a set U consisting of four elements, the initial call would 
have made four recursive eaUs, each of which would have a trace looking like the 
one in Figure 3 .26. 

abc 

acb bca 

cab 
PuzzleSolve(1 ,cb,{a}) 

cba 

Figure 3.26: Recursion trace for an execution of PuzzleSolve(3, S, U) ,  where S is 
empty and U = {a, b, c}. Th is execution generates and tests all permutations of a, b, 
and c. We show the permutations generated directly below their respective boxes. 
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3 .6  Exercises 

For help with exercises, please visit the web site, www. wiley.com/go/global/goodrich. 

Reinforcement 

R-3 . 1  Give a Java code fragment to clone a two-dimensional array, a ,  of float 
entries to another two-dimensional array, b, of similar type and size. 

R-3 .2 The add and remave methods of Code Fragments 3 .3 and 3.4 do not keep 
track of the number, n, of nonnull entries in the array, a .  Instead, the 
unused cells point to the null object. Show how to change these methods 
so that they keep track of the actual size of a in an instanee variabie n . 

R-3 .3 Give the next five pseudo-random numbers using the generator described 
in this chapter, with a 12, b = 5 ,  and n = 1 00, using the seed 92. 

R-3.4 Describe a way to use reenrsion to add all the elements in a n x n (two
dimensional) array of integers. 

R-3 .5 Explain how to modify the Caesar cipher program (Code Fragment 3 .9) 
so that it perfarms ROT13  encryption and decryption, which uses 1 3  as 
the alphabet shift amount. How can you further simplify the code so that 
the body of the decrypt method is ohly a single line? 

R-3.6 Explain the changes that would have to be made to the program of Code 
Fragment 3 .9 so that it could perfarm the Caesar cipher for messages 
that are written in an alphabet-based language other than English, such 
as Greek, Russian, or Hebrew. 

R-3 .7 What is the exception that is thrown when advance or remove is called on 
an empty list, from Code Fragment 3 .25? Explain how to modify these 
methods so that they give a more instruclive exception name for this con
dition. 

R-3 .8 Give a recursive definition of a singly linked list. 

R-3 .9 Describe a method for inserting an element at the beginning of a singly 
linked list. Assume that the list does not have a sentinel header node, and 
instead uses a variabie head to reference the first node in the list. 

R-3 . 10 Give an algorithm for finding the penultimate node in a singly linked list 
where the last element is indicated by a null next reference. 

R-3 . 1 1  · Describe a nonrecursive method for fin ding, by link hopping, the middle 
node of a doubly linked list with header and trailer sentinels. (Note: This 
method must only use link hopping; it cannot use a counter.) What is the 
running time of this method? 

www.wiley.com/go/global/goodrich
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R-3 . 1 2  Describe a recursive algorithm for finding the maximum element in an 
array A of n elements. What is your running time and space usage? 

R-3 . 13  Draw the recursion trace for the execution of method ReverseArray (A , 0, 4) 
(Code Fragment 3. 32) on array A =  { 4, 3, 6, 2, 5} . 

R-3 . 1 4  Draw the recursion trace for the execution of method PuzzleSolve(3 , S, U) 
(Code Fragment 3.37), where S is empty and U =  {a, b, c, d} .  

R-3 . 15 Write a short Java method that repeatedly selects and removes a random 
entry from an array until the array holds no more entries. 

R-3 . 1 6  Write a short Java method to count the number of nodes in a circularly 
linked list. 

Creativity 

C-3 . 1  Suppose you are given an array, A, containing 100 integers that were 
put into A using the metbod r.nextl nt(lO), where r is an object of type 
java . uti i .Random. Let x denote the product of the integers in A. There is a 
single number that x will equal with probability at least 0. 99. What is that 
number and what is a formula descrihing the probability that x is equal to 
that number? 

C-3.2 Give Java code for performing add(e) and rem�ve(i) methods for game 
entries, stored in an array a, as in Code Fragments 3.3 and 3.4, except this 
time, don't maintain the game entries in order. Assume that we still need 
to keep n entries stored in indices 0 to n - 1 .  Try to implement the add 
and re move methods without using any loops, so that the immber df steps 
they perform does not depend on n. 

C-3.3 Let A be an array of size n � 2 containing integers from 1 to n - 1, inclu
sive, with exactly one repeated. Describe a fast algorithm for finding the 
integer in A that is repeated. 

C-3.4 Let B be an array of size n > 6 containing integers from 1 to n - 5, inclu
sive, with exactly five repeated. Describe a good algorithm for finding the 
five integers in B that are repeated. 

C-3.5 Suppose you are designing a multi-player game that has n � 1 000 players, 
numbered 1 to n, interacting in an enchanted forest. The winner of this 
game is the first player who can meet all the other players at least once 
(ties are allowed). Assuming that there is a method meet(i, j) ,  which is 
called each time a player i roeets a player j (with i f. j), describe a way to 
keep track of the pairs of meeting players and who is the winner. 

C-3.6 Give a recursive algorithm to compute the product of two positive integers, 
m and n, using only actdition and subtraction. 
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C-3 .7 Describe a fast recursive algorithm for reversing a singly linked list L, so 
that the ordering of the nodes becomes opposite of what it was before. 

C-3 .8  Describe a good algorithm for concatenating two singly linked lists L and 
M, with header sentinels, into a single list L' that contains all the nodes of 
L foliowed by all the nodes of M. 

C-3.9 Give a fast algorithm for concatenating two doubly linked lists L and M, 
with header and trailer sentinel nodes, into a single list L' . 

C-3 . 10  Describe in detail how to swap two nodes x and y (and not just their con
tents) in a singly linked list L given references only to x and y. Repeat 
this exercise for the case when L is a doubly linked list. Which algorithm 
takes more time? 

C-3. 1 1  Describe in detail an algorithm for reversing a singly linked list L using 
only a constant amount of additional space and not using any recursion. 

C-3 . 1 2  In the Towers of Hanoi puzzle, we are given a platform with three pegs, a, 
b, and c, sticking out of it. On peg a is a stack of n disks, each larger than 
the next, so that the smallest is on the top and the largest is on the bottom. 
The puzzle is to move all the disks from peg a to peg c, moving one disk 
at a time, so that we never place a larger disk on top of a smaller one. 
See Figure 3 .27 for an example of the case n = 4. Describe a recursive 
algorithm for solving the Towers of Hanoi puzzle for arbitrary n. (Hint: 
Consider first the subproblem of moving all but the nth disk from peg a to 
another peg using the third as "temporary storage." ) 

Figure 3.27: An illustration of the Towers of Hanoi puzzle. 

C-3 . 1 3  Describe a recursive method for converting a string of digits into the inte
ger it represents . Por example, 11 1353 1 11 represents the integer 1 3 , 53 1 .  

C-3 . 1 4  Describe a recursive algorithm that counts the number of nodes in a singly 
linked list. 

C-3 . 1 5  Write a recursive Java program that will output all the subsets of a set of 
n elements (without repeating any subsets) .  

C-3 . 1 6  Write a short recursive Ja va method that finds the minimum and maximum 
values in an array of int values without using any loops. 
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C-3 . 17 Describe a recursive algorithm that will check if an array A of integers 
contains an integer A [i] that is the sum of two integers that appear earlier 
in A, that is, such that A [i] = A[j] A[k] for j ,k < i. 

C-3 . 1 8  Write a short recursive Java method that will rearrange an array of int 
values so that all the even values appear before all the odd values. 

C-3. 19 Write a short recursive Java method that takes a character string s and 
outputs its reverse. So for example, the reverse of 1 1pots&pans 11 would 
be 11 snap&stop " .  

C-3.20 Write a short recursive Java method that determines if a s tring s is a palin
drome, that is, it is equal to its reverse. For example, 11 racecar 11 and 
" gohangasalami imalasagnahog11 are palindromes. 

C-3.21  U se recursion to write a Java method for determining if a string s has more 
vowels than consonants. 

C-3 .22 Suppose you are given two circularly linked lists, L and M, that is, two 
lists of nodes such that each node has a nonnull next node. Describe a fast 
algorithm for telling if L and M are really the same list of nodes, but with 
different (cursor) starting points. 

C-3 .23 Given a circularly linked list L containing an even number of nodes, de
scribe how to split L into two circularly linked lists of half the size. 

C-3.24 Give the details for implementing a deepCopyOf method in Java for mak
ing an identical copy of a two-dimensional array. 

Projects 

P-3. 1 Write a Java program for a matrix class that can add �nd multiply arbitrary 
two-dimensional arrays of integers. 

P-3 .2 Perform the previous project, but use generic types so that the matrices 
involved can contain arbitrary number types. 

P-3 .3  Write a class that maintains the top 10  scores for a game application, im
plementing the add and remove methods of Section 3 . 1. 1 ,  but using a 
singly linked list instead of an array. 

P-3.4 Perform the previous project, but use a doubly linked list. Moreover, your 
implementation of remove(i) should make the fewest number of pointer 
hops to get to the game entry at index i. 

P-3 .5 Perform the previous project, but use a linked list that is' both circularly 
linked and doubly linked. 

P-3 .6 Write a program for solving summation puzzles by enumerating and test
ing all possible configurations. Using your program, solve the three puz
zles given in Section 3.5.3. 
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P-3 .7 Write a program that can perform encryption and decryption using an ar
bitrary substitution cipher. In this case, the encryption array is a random 
shuffiing of the letters in the alphabet. Your program should generate 
a random encryption array, its corresponding decryption array, and use 
these to eneode and decode a message. 

P-3 . 8  Write a program that can perform the Caesar cipher for English messages 
that include both upper and lowercase characters. 

P-3 .9 Write a program that can solve instauces of the Tower of Hanoi problem 
(from Exercise C-3 . 12) . 

Chapter Notes 

The fundamental data structures of arrays and linked lists, as well as recursion, discussed 
in this chapter, belong to the folklore of computer science. They were first chronicled in the 
computer science literature by Knuth in his seminal book on Fundamental Algorithms [62] . 
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4 . 1  

Chapter 4. Mathematica} Foundations 

The Seven Functions Used in This Book 

In this section, we briefty discuss the seven most important functions used in the 
analysis of algorithms. We will use only these seven simple functions for almost 
all the analysis we do in this book. In fact, a section that uses a function other than 
one of these se ven will be marked with a star ( *) to indicate that it is optional. In 
actdition to these seven fundamental functions, Appendix A contains a list of other 
useful mathematica! facts that apply in the context of data structure and algorithm 
analysis. 

4. 1 . 1  The Constant Fu nction 

The simplest function we can think of is the constant function . This is the function, 

f(n) = c, 

for some fixed constant c, such as c = 5, c = 27, or c = 210 • That is, for any argu
ment n, the constant function f(n) assigns the value c. In other words, it doesn't 
matter what the value of n is, f(n) will always be equal to the constant value c. 

Since we are most interested in integer functions, the most fundamental con
stant function is g(n) = 1 ,  and this is the typical constant function we use in this 
book. Note that any other constant function, f(n) c, can be written as a constant 
c times g(n) . That is, f(n) = cg(n) in this case. 

As simple as it is, the constant function is useful in algorithmanalysisi because 
it characterizes the number of steps needed to do a basic operation on a computer, 
like actding two numbers, assigning a value to some· variable, or camparing two 
numbers. 

4. 1 .2 The Logarithm Fu nction 

One of the interesting and sametimes even surprising aspects of the analysis of 
data structures and algorithms is the ubiquitous preserree of the logarithm function, 

f(n) = 1ogb n, for some constant b > 1 .  This function is defined as follows: 

x =  Iogb n if and only if bx = n. 

By definition, 1ogb 1 0. The value b is known as the base of the logarithm. 
Computing the logarithm function exactly for any integer n involves the use 

of calculus, but we can use an approximation that is good enough for our pur
poses without calculus. In particular, we can easily compute the smallest integer · 
greater than or equal to loga n, for this number is equal to the number of times 
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we can divide n by a until we get a number less than or equal to 1 .  Por exam
ple, this evaluation of log3 27 is 3, since 27131313 1 .  Likewise, this evaluation 
of log4 64 is 3, since 64 I 4 I 4 I 4 = 1 ,  and this approximation to log2 12 is 4, since 
1212121212 0.75 < 1 .  This base-two approximation arises in algorithm analysis, 
actually, since a common operation in many algorithms is to repeatedly divide an 
input in half. 

Indeed, since computers store integers in binary, the most common base for the 
logarithm function in computer science is 2. In fact, this base is so common that 
we will typically leave it off when it is 2. That is, for us, 

logn  = log2 n. 

We note that most handheld calculators have a button marked LOG, but this is 
typically for calculating the logarithm base- l 0,  not base-two. 

There are some important rules for logarithms, similar to the exponent rules. 

Proposition 4.1 ( Logarithm Rules) : Given real numbers a 0, b > 1, c > 0 
and d > 1 ,  we have: 

1 .  logb ac = logb a + logb c 

2. logb alc - logb a - logb c 

3 . logb ac = clogb a 

4. logb a (logd a) I logd b 
5 . b!ogda - aloga b

. 

Also, as a notational shorthand, we use lot n to denote the function (logn Y, 
Rather than show how we could derive each of the identities above mhich all follow 
from the definition of logarithms and exponents, let us illustrate these identities 
with a few examples instead. 

· 

Example 4.2: We demonstrate below some interesting applications of the loga
rithm rules from Proposition 4.1 (using the usual convention that the base of a 
logarithm is 2 if it is omitted). 

• log(2n) = log2 logn = 1 logn, by rule 1 
• log (nl2) = logn - log 2 log n - 1, by rule 2 
• logn3 = 3 logn, by rule 3 
• log2n n log2 = n · 1  = n, by rule 3 
• log4 n - (logn) l log4 = (logn)l2, by rule 4 
• 21ogn = nlog2 n I = n, by rule 5 . .  

. . ' . . 
. As a practical matter, we note that rule 4 gives us a way to compute the base-two 

logarithm on a calculator that has a base-l 0 logarithm button, LOG, for 

log2 n = LOG n I LOG 2. 
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4. 1 . 3  The L inea r  Funct ion 

Another simple yet important function is the ünear function, 

f(n) = n. 

That is, given an input value n, the linear function f assigns the value n itself. 
This function arises in algorithm analysis any time we have to do a single basic 

operation for each of n elements. Por example, camparing a number x to each 
element of an array of size n will require n comparisons. The linear function also 
represents the best running time we can hope to achieve for any algorithm that 
processes a collection of n objects that are not already in the computer's memory, 
since reading in the n objects itself requires n operations. 

4. 1 .4  The N-Log-N Funct ion 

The next function we discuss in  this sec ti on i s  the n-log-n function, 

f(n) - n logn, 

that is, the function that assigns to an input n the value of n times the logarithm 
base-two of n. This function grows a little faster than the linear function and a lot 
slower than the quadratic function. Thus, as we will show on several occasions, 
if we can improve the running time of solving some problem from qmfdratic to 
n-log-n, we will have an algorithm that runs much faster in generaL 

4. 1 . 5  The Quad ratic Funct ion 

Another function that appears quite often in algorithm análysis is the quadratic 
function, 

That is, given an input value n, the function f assigns the product of n with itself 
(in other words, "n squared"). 

The main reason why the quadratic function appears in the analysis of algo
rithms is that there are mahy algorithms that have nested loops, where the inner 
loop performs a linear number of operations and the outer loop is performed a 
linear number of times. Thus, in such cases, the algorithm perfarms n · n n2 

operations. 
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�lested Loops and  the Quadratic Function 

The quadratic function can also arise in the context of nested loops where the fi.rst 
iteration of a loop uses one operation, the second uses two operations, the third uses 
three operations, and so on. That is, the number of operations is 

1 + 2 + 3 + · · · + ( n - 2) + ( n - 1 )  + n. 

In other words, this is the total number of operations that will be performed by the 
nested loop if the number of operations performed inside the loop increases by one 
with each iteration of the outer loop. This quantity also has an interesting history. 

In 1787, a German schoolteacher decided to keep his 9- and 10-year-old pupils 
occupied by adding up the integers from 1 to 100. But almast immediately one 
of the children claimed to have the answer! The teacher was suspicious, for the 
student had only the answer on his slate. But the answer was correct-5,050-and 
the student, Carl Gauss, grew up to be one of the greatest mathematicians of his 
time. It is widely suspected that young Gauss used the following identity. 

Proposition 4.3 :  For any integer n 2: 1 ,  we have: 

1 + 2 + 3 + · · · + (n - 2) + (n - 1 ) + n = _n(_n +_1) 
2 . 

We give two "visual" justifications of Proposition 4.3 in Figure 4. 1 .  

n 
n+l 

n 

3 
2 

1 2 n/2 
(b) 

Figure 4.1: Visual justifications of Proposition 4.3. Both illustrations visualize the 
icientity i11 terms of the total ar�a covered by n unit-width reetangles with heights 

. · .. i,2, . . .  , n. In (a) the reetangles are shown to cover a big triangle of area n2 /2 (base 
n and height n) plus n small triangles of area 1/2 each (base 1 and height 1) . In 
(b ), which applies only when n is even, the reetangles are shown to cover a big 
rectangle of base n /2 and height n + 1 .  
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The lesson to be learned from Proposition 4.3 is that if we perform an algorithm 
with nested loops such that the operations in the inner loop increase by one each 
time, then the total number of operations is quadratic in the number of times, n, we 
perform the outer loop. In particular, the number of operations is n2 /2 n/2, in this 
case, which is a little more than a constant factor ( 1 /2) times the quadratic function 
n2 . In other words, such an algorithm is only slightly better than an algorîthm that 
uses n operations each time the inner loop is performed. Thîs observation might at 
first seem nonintuitive, but it is nevertheless true, as shown in Figure 4. 1 .  

4. 1 . 6  The Cub ic  Function a nd Other Polynom i a ls 

Continuing our discussion of functions that are powers of the input, we consider 
the cubic function, 

which assigns to an input value n the product of n with itself three times. This func
tion appears less frequently in the context of algorithm analysis than the constant, 
linear, and quadratic functions previously mentioned, but it does appear from time 
to time. 

Polynom i a ls 

Interestingly, the functions we have listed so far can be viewed as all being part of 
a larger class of functions, the polynomials. 

A polynomial function is a function of the form, 

where ao , a1 , . . .  , ad are constants, called the coe.fficients of the polynomial, and 
ad 0. Integer d, which indicates the highest power in the polynomial, is called 
the degree of the polynomial. 

For example, the following functions are all polynomials: 

• f(n) = 2 + 5n +n2 
• f(n) 1 +n3 

• f(n) 1 
• f(n) = n 
• f(n) = n2 . 

Therefore, we could argue that tbis hook presents justfour important functions used 
in algorithm analysis; but we will stick to saying that there are se ven, since the con
stant, linear, and quadratic functions are too important to be lumped in with other 
polynomials. Running times that are polynomials with degree, d, are generally 
better than polynomial running times with large degree. 
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Summatiens 

A notation that appears again and again in the analysis of data structures and algo
rithms is the summation , which is defined as follows: 

b 
'[ J(i) = f(a) f(a 1 )  f(a 2) + . . · + f(b) , 
i=a 

where a and b are integers and a <::;; b. Summations arise in data structure and algo
rithm analysis because the running times of loops naturally give rise to summations. 

Using a summation, we can rewrite the formula of Proposition 4.3 as 

Likewise, we can write a polynomial f ( n) of degree d with coefficients ao ,  . . . , ad as 

d 
f(n) '[ aini . 

i=O 

Thus, the summation notation gives us a shorthand way of expressing sums of in-
creasing terms that have a regular structure. 

� 

4. 1 . 7 The Exponenti a l  Funct ion 

Another function used in the analysis of algorithms is the exponential function, 

f(n) 

where b is a positive constant, called the base, and the argument n is the exponent. 
That is, function f(n) assigns to the input argument n the value obtained by multi
plying the base b by itself n times. In algorithm analysis, the most common base for 
the exponential function is b 2. Por instance, if we have a loop that starts by per
forming one operation and then doubles the number of operations performed with 
each iteration, then the number of operations performed in the nth iteration is 2n . 
In addition, an integer word containing n bits can represent all the nonnegative in
tegers less than zn. · Thus, • the ëxponential function with base 2 is quite common. 
The exponential function will also be referred to as exponent function. 

We sametimes have other exponents besides n, however; hence, it is useful 
for us to know a few handy rules for working with exponents. In particular, the 
following exponent rules are quite helpful. 
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Proposition 4.4 (Exponent Rules) : Givenpositive integers a, b, and c, we bave 
1 .  (bay = bae 
2. babe = ba+e 
3. ba/ be = ba-e. 

Por example, we have the following: 
• 256 162 (24)2 24·2 = 28 = 256 (Exponent Rule 1)  
• 243 - 35 = 32+3 = 3233 = 9 · 27 = 243 (Exponent Rule 2) 
• 16 = 1024/64 210/26 - 210-6 = 24 = 16 (Exponent Rule 3). 
We can extend the exponential function to exponents that are fractions or real 

numbers and to negative exponents, as follows. Given a positive integer k, we de
fine b11k to be kth root of b, that is, the number r such that r'< = b. For example, 
25112 = 5, since 52 = 25 . Likewise, 27 113 = 3 and 16114 2. This approach al
lows us to define any power whose exponent can be expressed as a fraction, for 
bale = (ba) lle , by Exponent Rule 1 .  For example, 9312 = (93 ) 1 12 = 729112 - 27. 
Thus, bale is really just the cth root of the integral exponent ba . 

We can further extend the exponential function to define bx for any real num
ber x, by computing a series of numbers of the form bale for fractions a/ c that get 
progressively closer and closer to x. Any real number x can be approximated arbi
trarily close by a fraction a je; hence, we can use the fraction a/c as the exponent 
of b to get arbitrarily close to bX. So, for example, the number 2n is well de fin ed. 
Finally, given a negative exponent d, we define bd = 1/b-d , which corresponds to 
applying Exponent Rule 3 with a =  0 and c = -d. 

Geometrie Sums 
s 

Suppose we have a lo'Op where each iteration takes a multiplicative factor longer 
than the previous one. This loop can be analyzed using the following proposition. 

Proposition 4.5: For any integer n � 0 and any real number a such that a >  0 and 
a =j:. 1 ,  consider the summation 

n 
L ai = 1 a + a2 · · · + an 
i=O 

(remembering that a0 = 1 if a >  0). This summation is equal to 

an+l _ 1  
a - 1 

Summations as shown in Proposition 4.5 are called geometrie summations, be
cause each term is geometrically larger than the previous one if a > 1 .  For example, 
everyone working in èomputing should know that · 

1 2 4 + 8 + . . .  + 2n-l = 2/l - 1 '  

for this i s  the largest integer that can be represented in  binary notation using n bits. 
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4. 1 . 8  Campar ing Growth Rates 

To sum up, Table 4. 1 shows, in order, each of the seven common functions used in 
algorithm analysis. 

I constant logarithm linear n-log-n quadratic cubic exponential I 
I 1 logn n nlogn n2 n3 an 

Table 4.1: Classes of functions. Here we assume that a > 1 is a constant. 

Ideally, we would like data structure operations to run in times proportional 
to the constant or logarithm function, and we would like our algorithms to run in 
linear or n-log-n time. Algorithms with quadratic or cubic running times are less 
practical, but algorithms with exponential running times are infeasible for all but 
the smallest sized inputs. Plots of the seven functions are shown in Figure 4.2. 

l .E+44 
I .E+40 
I.E+36 
LE+32 
l.E+28 J 
I .E+24 
LE+20 
LE+!6 ' 
LE+I2 l������=::trccLu l .E+08 
l .E+04 
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;:."" ;:.' ;:."' ;:."' # ;:." ;:."' ;:." ;:."' ;:.q :-,'<> ,, '"' ," � '" 
,� ,� ,� ,� ,� ,� ,� ,� ,'9 ' ,� ,«: ,«: ,«: ,"9' ,«: ,«: 

Figure 4.2: Growth rates for the seven fundamental functions USfd in algorithm 
analysis. We use base a = 2 for the exponential function. The functions are plotted 
in a log-log chart, to campare the growth rate

·
s primarily as slopes. Even so, the 

exponential function grows too fast to display all its val u es on the chart. Also, we 
use the scientific notation for numbers, where, aE+b denotes al ob. 

The Cei l i ng a nd Floor Funct ions 

One additional camment conceming the functions above is in order. The value 
of a logarithm is typically not an integer, yet the running time of an algorithm is 
usually expressed by means of an integer quantity, such as the number of operations 
performed. Thus, the analysis of an algorithm may sametimes involve the use of 

· thefloor function and ceiling function, which are defined respectively as follows: 
· · • Lx J · · the largest integer less than or equal to x. 

• r x l the smallest integer greater than or equal to x. 
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Chapter 4. Mathematica] Foundations 

Analysis of Algorithms 

In a classic story, the famous mathematician Archimedes was asked to determine if 
a golden crown commissioned by the king was indeed pure gold, and not part silver, 
as an informant had claimed. Archimedes discovered a way to perfarm this analysis 
while stepping into a (Greek) bath. He noted that water spilled out of the bath in 
proportion to the amount of him that went in. Realizing the implications of this 
fact, he immediately got out of the bath and ran naked through the city shouting, 
"Eureka, eureka! ," for he had discovered an analysis tool (displacement), which, 
when combined with a simple scale, could determine if the king's new crown was 
good or not. That is, Archimedes could dip the crown and an equal-weight amount 
of gold into a bowl of water to see if they both displaced the same amount. This 
discovery was unfortunate for the goldsmith, however, for when Archimedes did 
his analysis, the crown displaced more water than an equal-weight lump of pure 
gold, indicating that the crown was not, in fact, pure gold. 

In this book, we are interested in the design of "good" data structures and algo
rithms. S imply put, a data structure is a systematic way of organizing and access
ing data, and an algorithm is a step-by -step procedure for performing some task in 
a finite amount of time. These concepts are central to computing, but to be able to 
classify some data structures and algorithms as "good," we must have precise ways 
of analyzing them. 

· 

The primary analysis tooi we will use in this book involves characterizing the 
running times of algorithms and data structure operations, with space usage also 
being of interest. Running time is a natmal measure of "goodnes·s," sinceStime is a 
precious resource-computer solutions should run as fast as. possible. 

In general, the running time of an algorithm or data structure methad increases 
with the input size, although it may also vary for different inputs of the same size. 
Also, the running time is affected by the hardware environment (as reflected in 
the processor, clock rate, memory, disk, etc.) and software environment (as re
flected in the operating system, programming language, compiler, interpreter, etc.) 
in which the algorithm is implemented, compiled, and executed. All other factors 
being equal, the running time of the same algorithm on the same input data will be 
smaller if the computer has, say, a much faster processor or if the implementation 
is done in a program compiled into native machine code instead of an interpreted 
implementation run on a virtual machine. Nevertheless, in spite of the possible 
variations that come from different environmental factors, we would like to focus 
on the relationship between the running time of an algorithm and the size of its 
input. 

We are interested in characterizing an algorithm's running time as a function of 
the input size. But what is the proper way of measuring it? 
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4.2 . 1  Experimenta l Stud ies 

If an algorithm has been implemented, we can study its running time by executing . 
it on various test inputs and recording the actual time spent in each execution. For
tunately, such measurements can be taken in an accurate manner by using system 
calls that are built into the language or operating system (for example, by using 
the System.currentTi iT}eMi l l is() method or calling the run-time environment with 
profiling enabled). Such tests assign a specific running time to a specific input size, 
but we are interested in determining the general dependenee of running time on the 
size of the input. In order to determine this dependence, we should perfarm several 
experiments on many different test inputs of various sizes. Then we can visualize 
the results of such experiments by platting the petformanee of each run of the algo
rithm as a point with x-coordinate equal to the input size, n, and y-coordinate equal 
to the running time, t .  (See Figure 4.3.) From this visualization and the data that 
supports it, we can perfarm a statistica! anal ysis that seeks to fit the best function of 
the input size to the experimental data. To be meaningful, this analysis requires that 
we choose good sample inputs and test enough of them to be able to make sound 
statistica! claims about the algorithm's running time. 
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Figure 4.3: Results · of an ex perimental study on the running time of an algorithm. 
A dot with coordinates ( n, t) indicates that on an input of size n, the running time 
of the algorithm is t milliseconds (ms). 
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While experimental studies of running times are useful, they have three major 
limitations: 

• Experiments can be done only on a limited set of test inputs; hence, they 
leave out the mnning times of inputs not included in the experiment (and 
these inputs may be important). 

• We will have difficulty comparing the experimental running times of two 
algorithms unless the experiments were performed in the same hardware and 
software environments. 

• We have to fully implement and execute an algorithm in order to study its 
running time experimentally. 

This last requirement is obvious, but it is probably the most time consuming aspect 
of performing an experimental analysis of an algorithm. The other limitations im
pose serious hurdles too, of course. Thus, we would ideally like to have an analysis 
tool that allows us to avoid performing experiments. 

In the rest of this chapter, we develop a general way of analyzing the running 
times of algorithms that: 

• Takes into account all possible inputs 

• Allows us to evaluate the relative efficiency of any two algorithms in a way 
that is independent from the hardware and software environment 

• Can be performed by studying a high-level description of the algorithm with-
out actually implementing it or running experiments on it. 

This methodology aims at associating, with each algorithm, a function f(n) that 
characterizes the running time of the algorithm as a function of the input size n. 
Typical functions that will be encountered include the seven functions m�ntioned 
earlier in this chapter. 

4 . 2 . 2  P ri m it ive Operat ions 

As noted above, experimental analysis i s  valuable, but i t  has its limitations. If 
we wish to analyze a particular algorithm without performing experiments on its 
running time, we can perform an analysis directly on the high-level pseudo-code 
instead. We define a set of primitive operations such as the following: 

• Assigning a value to a variabie 

• Calling a method 

• Pertorming an arithmetic operation (for example, actding two numbers) 

• Comparing two numbers 

• Indering into an array 

• Following an object reference 

• Retuming from a method. 
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Cou nting Pr imitive O perations 

Specifically, a primitive operation corresponds to a low-level instruction with an 
execution time that is constant. Instead of trying to determine the specific execu
tion time of each primitive operation, we will simply count how many primitive 
operations are executed, and use this number t as a measure of the running time of 
the algorithm. 

This operation count will correlate to an actual running time in a specific com
puter, for each primitive operation corresponds to a constant-time instruction, and 
there are only a fixed number of primitive operations. The implicit assumption 
in this approach is that the running times of different primitive operations will be 
fairly similar. Thus, the number, t, of primitive operations an algorithm performs 
will be proportional to the actual running time of that algorithm. 

An algorithm may run faster on some inputs than it does on others of the same 
size. Thus, we may wish to express the running time of an algorithm as the function 
of the input size obtained by taking the average over all possible inputs of the same 
size. Unfortunately, such an average-case analysis is typically quite challenging. 
It requires us to define a probability distribution on the set of inputs, which is often 
a difficult task. Figure 4.4 schematically shows how, depending on the input distri
bution, the running time of an algorithm can be ànywhere between the worst-case 
time and the best-case time. For example, what if inputs are really only of types 
"/'\' or "D"? 
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Figure 4.4: The difference between best-case and worst-case time. Each bar repre
seuts the running time of some algorithm on a different possible input. 



170 Chapter 4. Mathematical Foundations 

Focusing on the Worst Case 

An average-case analysis usually requires that we calculate expected running times 
based on a given input distribution, which usually involves sophisticated probability 
theory. Therefore, for the remainder of this book, unless we specify otherwise, we 
will characterize running times in terms of the worst case, as a function of the input 
size, n, of the algorithm. 

Worst-case analysis is much easier than average-case analysis, as it requires 
only the ability to identify the worst-case input, which is often simple. Also, this 
approach typically leads to better algorithms. Making the standard of success for an 
algorithm to perform well in the worst case necessarily requires that it will do well 
on every input. That is, designing for the worst case leads to stronger algorithmic 
"muscles," much like a track star who always practices by running up an incline. 

4 .2 .3  Asymptotic Notatien 

In general, each basic step in a pseudo-code description or a high-level language 
implementation corresponds to a small number of primitive operations ( except for 
method eaUs, of course) . Thus, we can perform a simple analysis of an algorithm 
written in pseudo-code that estimates the number of primitive operations executed 
up to a constant fact9r, by pseudo-code steps (but we must be careful, since a single 
line of pseudo-code may denote a number of steps in sorrie cases). 

In algorithm analysis, we focus on the growth rate of the running time as a 
function of the input size n, taking a "big-picture" approach. It is often enough ju st 
to know that the running time of an algorithm such as arrayMax� shown in Code 
Fragment 4. 1 ,  grows proportionally to n, with its true running time being n times a 
constant factor that depends on the specific computer. 

· 

We analyze algorithms using a mathematica! notation for functions that disre
gards constant factors. Namely, we characterize the running times of algorithms by 
using functions that map the size of the input, n, to values that correspond to the 
main factor that detenuines the growth rate in terms of n. This approach allows us 
to focus on the "big-picture" aspects of an algorithm's running time. 

Algorithm arrayMax(A,n ) : 

Input: An array A storing n � 1 integers. 
Output: The maximum element in A. 

currMax f- A [O] 
for i f- 1 to n - 1 do 

if currMax < A [i] then 
currMax f- A [i] 

return currMax 
Code Fragment 4.1: Algorithm array Max. 
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The "B ig-Oh" Notation 

Let f(n) and g(n) be functions mapping nonnegative integers to real numbers. We 
say that f( n) is O(g( n) ) if there is a real constant c > 0 and an integer constant 
no > 1 such that 

f(n) � cg(n) , for n 2':. no. 

This definition is often referred to as the "big-Oh" notation, for it is sometimes 
pronounced as "f(n) is big-Oh of g(n)." Altematively, we can also say "f(n) is 
order of g(n ) ." (This definition is illustrated in Figure 4.5.) 

no. Input Size 

Figure 4.5: Illustrating the "big-Oh" notation. The function f(n) is O(g(n)) ,  since 
f(n) :::; c · g(n) when n 2':. no. 

Example 4.6: The tunetion 8n - 2 is O(n) . 

Justification: By the big-Oh definition, we need to find a real constant c > 0 
and an integer constant no 2':. 1 such that 8n 2 < en for every integer n 2':. no. It 
is easy to see that a possible choice is c 8 and no = 1 .  Indeed, this is one of 
infinitely many choices available because any real number greater than or equal to 
8 will work for c, and any integer greater than or equal to 1 will work for no .  • 

The big-Oh notation allows us to say that a function f(n) is "less than or equal 
to" another function g(n) up to a constant factor and in the asymptotic sense as n 
grows toward infinity. This ability comes from the fact that the definition uses "<" 
to compare f ( n) to a g ( n) times a constant, c, for the asymptotic cases when n 2':. no. 
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Characterizing R u n n i ng Times usi ng the Big-Oh Notation 

The big-Oh notation is  used widely to characterize running times and space bounds 

in terms of some parameter n, which varles from problem to problem, but is always 
defined as a chosen measure of the "size" of the problem. Por examp1e, if we are 

interested in finding the largest element in an array of integers, as in the arrayNiax 
algorithm, we should let n denote the number of elements of the array. Using the 
big-Oh notation, we can write the following mathematically precise statement on 

the running time of algorithm arrayMax for any computer. 

Proposition 4. 7:  The Algorithm arrayMax, for computing the maximum element 
in an array of n integers, runs in 0( n) time. 

Justification : The number of primitive operations executed by algorithm array
Ma x in each iteration is a constant. Hence, since each primitive operation runs in 
constant time, we can say that the running time of algorithm arrayMax on an input 
of size n is at most a constant times n, that is, we may conclude that the running 

time of algorithm arrayMax is O(n) . • 

Some Properties of the  Big-Oh Notation 

The big-Oh notation allows us to ignore constant factors and lower order terms and 

focus on the main components of a function that affect its growth. 

Example 4.8: 5n4 3n3 2n2 + 4n + 1 is O(n4 ) .  

Justification: Note that 5n4 3n3 + 2n2 + 4n +  1 ::;  (5  + 3 + 2 + 4 +  1 )n4 = cn4 , 
for c = 15, when n > no = 1 .  

In fact, w e  can characterize the growth rate of any polyno.mial function. 

Proposition 4.9: If f(n) is a polynomial of degree d, that is, 

f(n) = ao + at n +  . . .  +adnd , 

and ad > 0, then f(n) is O(nd) . 

Justification: Note that, for n � 1 ,  we have 1 ::; n ::;  n2 ::; · · · ::; nd ; hence, 

ao + a1n + a2n2 + · . .  + adnd ::; (ao + at + a2 + · . . + ad )nd . 

• 

Therefore, we can show f(n) is O(nd) by defining c - ao +a1 + · · · +ad and no 1 . 
• 

Thus, the highest-degree tenn in a polynomial is the term that determines the 
· asymptotic growthrate uf that polynomial. We consider some additional properties 

of the big-Oh notation in the exercises. Let us consider some further examples 

here, however, focusing on combinations of the seven fundamental functions used 

in algorithm design. 
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Example 4.10:  5n2 + 3n logn + 2n + 5 is O(n2) .  

Justification : 5n2 3nlogn+ 2n 5 ::;  (5 + 3  + 2 +  5)n2 cn2 , for c = 15 ,  when 
n > no = 2 (note that n logn is zero for n = 1 ) .  • 

Example 4 .11 :  20n3 + 10n logn + 5  is O(n3 ) .  

Justification :  20n3 10n log n 5 35n3, for n > 1 .  • 

Example 4.12: 3 log n + 2 is O(logn) . 

J ustification: 3 log n + 2 ::; 5 log n, for n � 2. Note that log n is zero for n = 1 .  
That i s  why we use n � no = 2 in this case. • 

Example 4.13:  2n+Z is 0(2n) .  

Justification: 2n+Z 
= 2n22 4 · 2n ; hence, we can take c = 4 and no 1 in this 

case. • 

Example 4.14 :  2n 100 logn is O(n) .  

J ustification: 2n 1 00 logn ::; 102n, for n � no = 2; hence, we can take c = 1 02 
in this case. • 

Characteriz ing Functions in  S imp lest Terms 

In general, we should use the big-Oh notation to characterize a function as closely 
as possible. While it is true that the function f(n) = 4n3 + 3n2 is O(n5) or even 
O(n4) ,  it is more accurate to say that f(n) is O(n3) .  Consider, by way of analogy, 
a scenario where a hungry traveler driving along a long country road happens upon 
a local farmer walking home from a market If the traveler ask� the farmer how 
much long er he must drive before he can find some .food, it may be truthful for the 
farmer to say, "certainly no longer than 12  hours," but it is much more accurate 
(and helpful) for him to say, "you can find a market just a few minutes drive up this 
road." Thus, even with the big-Oh notation, we should strive as much as possible 
to tell the whole truth. 

lt is also considered poor taste to include constant factors and lower order terms 
in the big-Oh notation. For example, it is not fashionable to say that the function 
2n2 is 0(4n2 + 6n log n) , although this is completely correct. We should strive 
instead to describe the function in the big-Oh in simplest terms. 

The seven functions listed in Section 4. 1 are the most common functions used 
in conjunction with the big-Oh notation to characterize the running times and space 
usage of algorithms. Jndeed; wetypically use the narnes of these functions to refer 
to therurining times. of the algorithms they characterize. So, for example, we would 
say that an algorithm that runs in worst-case time 4n2 n logn is a quadratic-time 
algorithm, since it runs in O(n2) time. Likewise, an algorithm running in time at 
most Sn 20 log n + 4 would be called a finear-time algorithm. 
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B ig-Omega 

Just as the big-Oh notation provides an asymptotic way of saying that a function is 
"less than or equal to" another function, the following notations provide an asymp
totic way of saying that a function grows at a rate that is "greater than or equal to" 
that of another. 

Let f(n) and g (n) be functions mapping nonnegative integers to real numbers . 
We say that f(n) is Q(g(n) ) (pronounced "f(n) is big-Omega of g (n)") if g (n) is 
0(!( n) ) , that is, there is a real constant c > 0 and an integer constant no > 1 such 
that 

f(n) ;::: cg(n) , for n ;::: no . 

This definition allows us to say asymptotically that one function is greater than or 
equal to another, up to a constant factor. 

Example 4.15: 3n1ogn 2n is .Q(nlogn). 

J ustification : 3nlogn 2n 2 3nlogn, for n > 2. 

Big-Theta 

• 

In addition, there is a notation that allows us to say that two functions grow at the 
same rate, up to constant factors. We say that f(n) is 8(g(n) ) (pronounced "f(n) 
is big-Theta of g (  n )") if f( n) is O(g (n) ) and f(n) is .Q(g(n) ) , that is, there are real 
constants c' > 0 and c" > 0, and an integer constant no 2 1 such that 

c'g (n) < f(n) :; c"g(n) , for n > no . 

Example 4.16: 3n logn 4n + 5 logn is 8(nlogn) . 

Justification: 3n logn 3nlogn 4n + S logn :; (3 4 +5)nlogn for n 2 2. • 

4 .2 .4  Asymptotic Ana lysis 

Suppose two algorithms solving the same problem are available: an algorithm A, 
which has a running time of O(n), and an algorithm B, which has a running time 
of O(n2) .  Which algorithm is better? We know that n is O(n2) ,  which implies that 
algorithm A is asymptotically better than algorithm B, although for a small value 
of n, B may have a lower running time than A. 

We can use the big-Oh notation to order classes of functions by asymptotic 
growth rate. Our seven functions are ordered by increasing growth rate in the se
quence below, that is, i f a  function f( n) precedes a function g( n) in the sequence, 
thenf(n) is O(g(n) ) :  
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We illustrate the growth rates of sorne important functions in Table 4.2. 

n 1ogn n n 1ogn n2 n3 

8 3 8 24 64 5 12 

1 6  4 1 6  64 256 4, 096 65, 536 
32 5 32 1 60 1 , 024 32, 768 4, 294, 967, 296 

64 6 64 384 4, 096 262, 144 1 . 84 x 1 019 

1 28 7 1 28 896 1 6, 384 2, 097, 1 52 3 .40 x 1038 

256 • 8 256 2, 048 65, 536 16, 777, 2 1 6  1 . 15 x 1077 

5 12 9 5 1 2  4, 608 262, 144 1 34, 217 ,728 1 .34 x 10154 

Table 4.2: Selected values of fundamental functions in algorithrn analysis. 

We further illustrate the importance of the asymptotic viewpoint in Table 4.3. 
This table explores the maximum size allowed for an input instanee that is pro
cessed by an algorithrn in 1 second, 1 minute, and 1 hour. lt shows the irnportance 
of good algorithm design, because an asymptotically slow algorithrn is beaten in 
the long run by an asyrnptotically faster algorithm, even if the constant factor for 
the asymptotically faster algorithrn is worse. 

1 �unning Maximurn Problem Size (n) 
• Time (ps) 1 second 1 minute 1 hour 

400n 2,500 150,000 9,000,000 
2n2 707 5,477 42,426 
2n 1 9  25 3 1  

······- � 

Table 4.3: Maximum size of a problem that can be solyed in 1 second, 1 minute, 
and 1 hour, for various running times measured in rnicroseconds.

1 

The importance of good algorithm design goes beyond just what can be solved 
effectively on a given computer, however. As shown in Table 4.4, even if we 
achieve a dramatic speed-up in hardware, we still cannot overcome the handicap 
of an asymptotically slow algorithm. This table shows the new maximum problem 
size achievable for any fixed amount of time, assuming algorithms with the given 
running times are now run on a computer 256 times faster than the previous one. 

1 Running Time New Maximum Problem Size 
400n 256m 

· 

16m 
m + 8  

Table 4.4: Increase in the maximum size of a problem that can be solved in a fixed 
amount of time, by using a computer that is 256 times faster than the previous one. 
Each entry is a function of m, the previous maximum problem size. 
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4 .2 .5  Usi ng the B ig-Oh Notation 

Having made the case of using the big-Oh notation for analyzing algorithms, let 
us briefly discuss a few issues conceming its use. It is considered poor taste, in 
general, to say "f(n) :::; O(g(n) ) ," since the big-Oh already denotes the "less-than
or-equal-to" concept. Likewise, although common, it is not fully correct to say 
"f(n) O(g(n))" (with the usual understanding of the "=" relation), since there 
is no way to make sense of the statement "O(g(n) ) - f(n) ." In addition, it is 
completely wrong to say "f(n) � O(g(n))" or "f(n) > O(g(n) ) ," since the g(n) in 
the big-Oh expresses an upper bound on f(n) . lt is best to say, 

"f(n) is O(g(n) ) ." 

Por the more mathematically inclined, it is also correct to say, 

"f(n) E O(g(n) ) ," 

for the big-Oh notation is, technically speaking, denoting a whole collection of 
functions. In this book, we will stick to presenting big-Oh statements as "f(n) 
is O(g( n)) ." Even with this interpretation, there is considerable freedom in how 
we can use arithmetic operations with the big-Oh notation, and with this freedom 
comes a certain amount of responsibility. 

Some Words of Caution 

A few words of caution about asymptotiè notation are in order at thls point.' Pirst, 
note that the use of the big-Oh and related notations can be SQmewhat misleading 
should the constant factors they "hide" be very large. Por example, while it is true 
that the function 10100n is O(n) , if this is the running time of an algorithm being 
compared to one whose running time is lOnlogn, we should prefer the O(nlogn) 
time algorithm, even though the linear-time algorithm is asymptotically faster. This 
preferenee is because the constant factor, 10100, which is called "one googol," is 
believed by many astronomers to be an upper bound on the number of atoms in 
the observable universe. So we are unlikely to ever have a real-world problem that 
has this number as its input size. Thus, even when using the big-Oh notation, we 
should at least be somewhat mindful of the constant factors and lower order terms 
we are "hiding." 

The observation above raises the issue of what constitutes a "fast" algorithm. 
Generally spea:king, any algorithm running in O(nlogn) time (with a reasonable 
constant factor) should be considered efficient. Even an O(n2 ) time method may 
be fast enough in some contexts, that is, when n is small. But an algorithm running 
in 0(2n) time should almost never be considered efficient. 



4.2. Analysis of Algorithms 

Exponentia l  R u n n i ng Times 
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There is a famous story about the inventor of the game of chess. He asked only 
that his king pay him 1 grain of rice for the first square on the board, 2 grains for 
the second, 4 grains for the third, 8 for the fourth, and so on. It is an interesting 
test of programming skilis to write a program to compute exactly the number of 
grains of rice the king would have to pay. In fact, any Java program written to 
compute this number in a single integer value will cause an integer overflow to 
occur (although the run-time machine will probably not complain). To represent 
this number exactly as an integer requires using a Bigi nteger class. 

If we must draw a line between efficient and inefficient algorithms, therefore, 
it is natura! to make this distinction be that between those algorithms running in 
polynomial time and those running in exponential time. That is, make the distinc
tion between algorithms with a running time that is O(nc) ,  for some constant c > 1 ,  
and those with a running time that is O(bn) ,  for some constant b > 1 .  Like so many 
notions we have discussed in this section, this too should be taken with a "grain of 
salt," for an algorithm running in O(n100) time should probably not be considered 
"efficient." Even so, the distinction between polynomial-time and exponential-time 
algorithms is considered a robust measure of tractability. 

To summarize, the asymptotic notations of big-Oh, big-Omega, and big-Theta 
provide a convenient language for us to analyze data structures and algorithms. As 
mentioned earlier, these notations provide conve�ience because they let us concen
trate on the "big picture" rather than low-level details. 

Two Examples of Asymptoti.c Algorithm Ana lysis 

We conclude this section by analyzing two algorithiJ?.S that solve the same problem 
but have rather different running times. The problem we are interested in is the 
one of computing the so-called prefix averages of a sequence of numbers. N amely, 
given an array X storing n numbers, we want to compute an array A such that A[i] 
is the average of elements X[O] , . . .  ,X [i] , for i =  0, . . . , n  - 1 , that is, 

"i· X[ '] 
A[i] = 

l...J=O 1 . 
i +  1 

Computing prefix averages has many applications in economics and statistics. For 
exampie, givyn th� year-py�year returns of a mutual fund, an investor will typically 
want to see the fund's average annual returns for the last year, the last three years, 
the last five years, and the last ten years. Likewise, given a stream of daily Web 
usage logs, a Web site manager may wish to track average usage trends over various 
time periods. 
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A Quadratic-Time Algori thm 

Our first algorithrn for the prefix averages problern, called prefixAveragesl, is 
shown in Code Fragment 4.2. It computes every element of A separately, following 
the definition. 

Algorithm prefixAverages I (X) :  
Input: An n-elernent array X of nurnbers. 
Output: An n-elernent array A of nurnbers such that A[i] is 

the average of elements X[O] , . . .  ,X [i) . 

Let A be an array of n nurnbers. 
for i 0 to n 1 do 

Q f---- 0 
for j f--- 0 to i do 

a a +X [j] 
A [i] f--- af (i + 1 )  

return array A 

Code Fragment 4.2: Algorithm prefixAverages I. 

Let us analyze the prefixAverages I algorithm. 

• Initializing and returning array A at the beginning and end can be done with 
a constant nurnber of prirnitive operations per element, and takes O(n) time. 

• There are two nested for loops, which are controlled by counters i .and j, 
respectively. The body of the outer loop, controll�d by cpunter i, is executed 
n times, for i - 0, . . .  , n  - 1 . Thus, statements a 0 and A[i] = af (i + 1 )  are 
executed n tirnes each. This implies that these two statements, plus the incre
menting and testing of counter i, contribute a number of prirnitive operations 
proportional to n, that is, 0( n) time. 

• The body of the inner loop, which is controlled by counter j, is executed 
i +  1 times, depending on the current value of the outer loop counter i. Thus, 
statement a = a +X [j) in the inner loop is executed 1 2 + 3 + · · · n times. 
By recalling Proposition 4.3, we know that 1 2 + 3  + · · · n = n(n +  1 )/2, 
which implies that the statement in the inner loop contributes O(n2) time. A 
sirnilar argument can be done for the primitive operations associated with the 
incrernenting and testing counter j, which also take 0( n2 ) time. 

The running time of algorithrn prefixAveragesl is given by the surn of three terrns. 
The fust and the second term are O(n) , and the third term is O(n2) . By a simple 
application of Proposition 4.9, the running time of prefixAveragesl is O(n2) . 
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A Li near-T ime Algorithm 

In order to compute prefix averages more efficiently, we can abserve that two con
secutive averages A [i 1] and A [i] are similar: 

A [i 1] 
A [i] 

(X [O] +X[1 ]  + · · · +X [i - 1 ] ) /i 
(X(O] +X (1 ] + · · · +X [i - 1] X [i] )/(i 1 ) .  

I f  we  denote with Si the prefix sum X (O] + X [1 ]  · · · X[i] , we can compute 
the prefix averages as A [i] Si/ (i+ 1 ) .  It is easy to keep track of the current prefix 
sum while scanning array X with a loop. We are now ready to present Algorithm 
prefixAverages2 in Code Fragment 4.3. 

Algorithm prefixAverages2(X) :  
Input: An n-element array X of numbers. 
Output: An n-element array A of numbers such that A [i] is 

the average of elements X(O] , . . . ,X [i] . 
Let A be an array of n numbers. 
s +-- 0 
for i +-- 0 to n - 1 do 

s +-- s X [i] 
A [i] +-- s/(i 1 )  

return array A 

Code Fragment 4.3: Algorithm prefixAve
.
rages2. 1 

The analysis of the running time of algorithm prefixAverages2 follows :  

• Initializing and returning array A at the beginning and end can be done with 
a constant number of primitive operations per element, and takes O(n) time. 

• Initializing variabie s at the beginning takes 0( 1 )  time. 

• There is a single for loop, which is controlled by counter i. The body of the 
loop is executed n times, for i = 0, . . . , n 1 .  Thus, statements s = s + X [i] 
and A [i] = s / (i + 1 )  are executed n times each. This implies that these two 
statements plus the incrementing and testing of counter i contribute a number 
of primitive operations proportional to n, that is, O(n) time. 

The running time of algorithm prefixAverages2 is given by the sum of three terms. 
The first and the third term are O(n) , and the second term is 0(1 ) .  By a simple 
application of Proposition 4.9, the running time of prefixAverages2 is O(n ) , which 
is much better than the quadratic-time algorithm prefixAveragesl . 
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4 .2 .6 A Recu rsive A lgorith m  for Comput ing Powers 

As a more interesting example of algoritbm analysis, let us consider tbe problem 
of raising a number x to an arbitrary nonnegative integer, n. Tbat is, we wisb to 
compute tbe power function p(x, n) , defined as p(x, n) r. Tbis function bas an 
immediate recursive definition based on linear recursion: { 1 if n 0 p(x, n) = x · p(x, n - 1 )  otherwise. 
Tbis definition leads immediately to a recursive algoritbm tbat uses O(n) metbod 
eaUs to compute p(x, n) . We can compute tbe power function mucb faster tban 
this, bowever, by using the following alternative definition, also based on linear 
recursion, wbicb employs a squaring tecbnique: { 1 if n 0 

p(x, n) = x · p(x, (n - 1 ) /2)2 if n > 0 is odd 
p(x,n/2)2 if n > 0 is even. 

To illustrate bow tbis definition works, consider tbe following examples: 
24 2(4/2)2 - (24/2)2 (22f 42 = 16 
25 21+(4/2)2 2(24/2 )2 2(22)2 -:- 2(42) = 32 
26 2(6/2)2 = (26/2 )2 (23 )2 = 82 = 64 
27 21+(6/2)2 = 2(26/2 )2 2(23f - 2(82 ) = 128. 

Tbis definition suggests tbe algoritbm of Code Fragment 4.4. 
Algorithm Power(x, n) : 

Input: A number x and integer n 0 
Output: Tbe value r 
if n = 0 then 

return 1 
if n is odd then 

y �  Power(x, (n 1 ) /2) 
return x · y · y  

else 
y � Power(x, n/2) 
return y · y 

Code Fragment 4.4: Computing tbe power function using linear recursion. 

To analyze tbe running time of tbe algoritbm, we abserve tbat eacb recursive 
call of metbod Power( x, n) divides tbe exponent, n, by two. Tbus, tb ere are O(log n) 
recursive calls, not 0( n) . Tbat is, by using linear recursion and tbe squaring tecb
nique, we reduce tbe running time for tbe computation of tbe power function from 
O (n) to O(logn) , wbicb is a big impravement 

·-'"' : 
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Now that we have the big-oh notation for doing algorithm analysis, let us give some 
more examples of simple algorithms that can have their running times characterized 
using this notation. Moreover, in keeping with our earlier promise, we illustrate 
below how each of the seven functions given earlier in this chapter can be used to 
characterize the running time of an example algorithm. 

A Constant-Time Method 

To illustrate a constant-time algorithm, consider the following Java method, which 
returns the capacity of an array, that is, the number of cells in the array that are 
capable of storing elements: 

public static int capacity( int[ ]  a rr) { 
return arr. length ;  I I the capacity of a n  a rray is i ts length  

} 
This is a very simple algorithm, because the capacity of an array is the same 

as its length, and there is a direct way in Java for returning the length of an array. 
Moreover, this value is stored as an instanee variabie for the array object, so it takes 
only a constant-time lookup to return this value. Thus, the ca pa city method runs in 
0( 1 )  time; that is, the running time of this method is independent of the value of n, 

the size of the array. 

Revisiti ng the Method for F ind ing the Maximum  i n  · an  Arra':J 

Por our next example, let us reconsider a simple problem studied earlier-finding 
the largest value in an array of integers-which can be done in Java as follows: 

public static int f i ndMax( int[ ]  a rr) { 

} 

int max = arr [O] ; I I start with the f irst i nteger i n  arr 
for (int i < arr. length ;  i++) 

if ( max < arr[i] ) 
max = arr[i] ; I I update the cu rrent maximum 

return max; I I the cu rrent maximum is now the global maximum 

This method, which amounts to a Java implementation of the arrayMax method 
.of Section 4.2J, compares each of the n elements in the input array to a current 
maximum, and each time it finds an element larger than the current maximum, it 
updates the current maximum to be this value. Thus, it spends a constant amount of 
time for each of the n elements in the array; hence, as with the pseudo-code version 
of the arrayMax algorithm, the running time of this algorithm is 0( n) . 
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Fu rther Ana lysis of the Maximum-Find ing Algorit hm 

A more interesting question, with respect to the above maximum-finding algorithm, 
is to ask how many times we update the current maximum value. Note that this 
statement is executed only if we encounter a value of the array that is larger than 
our current maximum. In the worst case, this condition could be true each time 
we perform the test. For instance, this situation would occur if the input array is 
given to us in sorted order. Thus, in the worst-case, the statement max arr [ i J  is 
performed n - 1 times, hence 0( n) times. 

But what if the input array is given to us in random order, with all orders equally 
likely; what would be the expected number of times we updated the maximum value 
in this case? To answer this question, note that we update the current maximum in 
the ith iteration only if the ith element in the array is bigger than all the elements 
that preeede it. But if the array is given to us in random order, the probability that 
the ith element is larger than all elements that preeede it is 1 /  i ; hence, the expected 
number of times we update the maximum in this case is Hn - E7=1 1 /  i, which is 
knowo-as the nth Harmonie number. It tums out (see Proposition A. l6) that Hn is 
O(log n) . Therefore, the expected number of times the maximum is updated when 
the above maximum-finding algorithm is run on a random array is O(log n) . 

Three-Way Set Disjoi ntness 

Suppose we are given three sets, A, B, and C, with these sets stored in three different 
integer arrays, a, b, and c, respectively. The three-way set disjointness problem is 
to determine if these three sets are disjoint, that is, whether there is no elel}lent x 
such that x E A, x E B, and x E C. A simple Java method to det�rmine this property 
is given below: 

public static boolean areDisjoint(int[ ] a ,  int [ ]  b, int[ ] c) { 
for (int i=O; i < a . length ; i++) 

} 

for (int j=O; j < b . length ;  j++) 
for (int k=O; k < c. length; k++) 

if ( (a [i] == bO] )  && (bDJ c[k] ) )  return false; 
return true; I I there is no element common to a ,  b ,  and c 

This simple algorithm loops through each possible triple of indices i, j, and k 
to check if the respective elements indexed in a, b, and c are equal. Thus, if each of 
these arrays is ofsize n, then the worstc.case running time of this method is O(n3) .  
Moreover, the worst case is achieved when the sets are disjoint, since in this case 
we go through all n3 triples of valid indices, i, j, and k. Such a running time would 
generally not be considered very efficient, but, fortunately, there is a better way to 
solve this problem. 
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The next few example algorithms we study are for solving the element uniqueness 
problem, in which we are given a range, i, i +  1 ,  . . . , j, of indices for an array, A, 
and we want to determine if the elements of this range, A[i] ,A[i + 1], . . .  ,A [j], are 
all unique, that is, there is no repeated element in this group of array entries. The 
first algorithm we give for solving the element uniqueness problem is a recursive 
one. But it uses recursion in a very inefficient manner, as shown in the following 
Ja va implementation. 

I I Are a l l  the entries in an array of i nt va lues u n ique from start to end? 
public static boolean isUn ique(int [ ]  arr, int start, int end) { 

} 

if (start >= end) return true; I I the range is too sma l !  for repeats 
I I check if fi rst part of arr is recursively un ique 
i f  ( ! isUn iq ue(arr, start, end-1) )  return false; 
I I check if second part of arr is recu rsively u n ique 
if ( ! isUn ique(a rr, start+l .  end )) return false; 
return ( arr[start] != arr[end ] ) ;  I I check if fi rst and last are d ifferent 

To analyze this recursive algorithm, let us fust determine how much time we 
spend outside of recursive calls in any invocation of this method. Note, in particu
lar, that there are no loops-just comparisons, arithmetic operations, array element 
references, and method returns. Thus, the nonrecursive part of each method invo
cation runs in constant time, that is, 0(1 )  time; hence, to determine the worst-case 
running time of this method we only need to determine the worst-case total number 
of calls we make to the isUn ique method. 

Let n denote the number of entries under consideration, that is, let 
6 

n = end - start+ 1 . .  

If n = 1 ,  then the running time of the isUnique is 0(1 ) , since there are no recursive 
eaUs for this case. To characterize the running time of the general case, the impor
tant observation to make is that in order to solve a problem of size n, the isUn ique 
method makes two recursive calls on problems of size n - 1 .  Thus, in the worst 
case, a call for a range of si ze n makes two calls on ranges of size n 1 ,  which each 
make two calls on ranges of size n - 2, which each make two calls on ranges of size 
n - 3, and so on. Thus, in the worst case, the total number of method calls is given 
by the geometrie summation 

which is equal to 2n - 1  by Proposition 4.5 . Thus, the worst-case running time of 
method isU nique is 0(2n) .  This is an incredibly inefficient method for solving the 
element uniqueness problem. lts inefficiency comes not from the fact that it uses 
recursion-it comes from the fact that it uses recursion poorly. 
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An lterative Method for Solving  the El ement U n iq ueness Problem 

We can do much better than the above exponential-time method by using the fol
lowing iterative algorithm: 

public static boolean isUn iqueloop(int[ ) arr, int start, int end) { 

} 

if (start >= end) return true; I I the range is too sma l l  for repeats 
for (int i=start; i < end ; i++) 

for (i nt j=i+ 1 ; j <= end; j++) 
if ( arr(i] a rr[i] ) return false; 

return true; 

This method solves the element uniqueness problem by looping through all 
distinct pairs of indices, i and j, and checking if any of them indexes a pair of 
elements that are equal to each other. It does this using two nested for loops, such 
that the first iteration of the outer loop causes n 1 iterations of the inner loop, the 
second iteration of the outer loop causes n - 2 iterations of the inner loop, the third 
iteration of the outer loop causes n 3 iterations of the inner loop, and so on. Thus, 
the worst -case running time of this method is proportional to 

1 + 2 + 3 + · · · + (n - 1 ) ,  

which is O(n2) as we have seen earlier in this chapter (Proposition 4.3). 

Usi ng Sort ing as a Problem-Solvi ng  Too i  

An even better algorithm for the element uniqueness problem i s  based on using 
sorting as a problem-solving tooL In this case, by sorting an array of eleJIIents, 
we are guaranteed that any duplicate elements will be placed next to each other. 
Thus, to determine if there are any duplicates in the array, àll we need to do is 
perfarm a single pass over the sorted array, looking for consecutive duplicates. A 
Java implementation of this algorithm is as fellows: 

public static boolean isUniqueSort(int( ] a rr, int start, int end)  { 

} 

_if (start > =  end) return true; I I the range is too sma l l  for repeats 
int[ ] buf = arr .c lone(); I I dup l icate arr so that sort ing doesn't change it 
Arrays.sort(buf) ; I I sort the copy of arr, putti ng d u pl i cates together 
for ( int i=start; i < end ;  i++) 

if (buf [i] == buf[ i+ 1] ) return false; 
return true; 

Method Arrays.sort uses the quick-sort algorithm, which runs in O(n logn) time 
(Section 1 1 .2); Thus, the entire algorithm isUn iqueSort runs in O(n logn) time 
because all the other steps run in O(n) time. Incidentally, we can solve the element 
uniqueness problem even faster than 0( n log n) time, at least in terms of its average
case running time, by using the hash table data structure we explore in Sectien 9.2. 
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4.3 Simple J ustification Techniques 

Sometimes, we will want to make claims about an algorithm, such as showing that 
it is correct or that it runs fast. In order to rigorously make such claims, we must 
u se mathematical language, and in order to back up such claims, we must justify or 
prove our statements. Fortunately, there are several simple ways to do this. 

4 .3 . 1 By Example  

Some claims are o f  the generic form, "There i s  an element x in a set S that has 
property P." To justify such a claim, we only need to produce a particular x in S 
that has property P. Likewise, some hard-to-believe claims are of the generic form, 
"Every element x in a set S has property P." To justify that such a claim is false, we 
only need to produce a particular x from S that does not have property P. Such an 
instanee is called a counterexample. 

Example 4.17:  Professor Amongus claims that every number of the forrn 2i 1 
is a prime, when i is an integer greater than 1 .  Professor Amongus is wrong. 

J ustification :  To prove Professor Amongus is wrong, we find a counter-example. 
Fortunately, we need not look too far, for 24 - 1 = 1 5  = 3 · 5 .  • 

4 .3 .2 The � �Contra" Attack 
$ 

Another set of justification techniques involves the �se of the negative. The two 
primary such methods are the use of the contrapositive and the contradiction. The 
use of the contrapositive method is like looking through a negative mirror. To 
justify the statement "if p is true, then q is true" we establish that "if q is not true, 
then p is not true" instead. Logically, these two statements are the same, but the 
latter, which is called the contrapositive of the fi.rst, may be easier to think about. 
Example 4 .18: Let a and b be integers. If ab is even, then a is even or b is even. 

Justification: To justify this claim, consider the contrapositive, "If a is odd and 
b is odd, then ab is odd." So, suppose a =  2i + 1 and b - 2j + 1 ,  for some integers 
i and j. Then ab - 4ij + 2i + 2j 1 - 2(2ij + i j) 1 ; hence, ab is odd. • 

Besides showing a use of the contrapositive justification technique, the previous 
example also contains an application of DeMorgan 's Law. This law helps us deal 
with negations, for it states that the negation of a statement of the form "p or q" is 
"not p and not q." Likewise, it states that the negation of a statement of the form 
"p and q" is "not p or not q." 



186 Chapter 4. Mathematica] Foundations 

Contrad  iet ion 

Another negative justification technique is justification by contradiction, which 
also often involves using DeMorgan's Law. In applying the justification by con
tradietion technique, we establish that a statement q is true by first supposing that 
q is false and then showing that this assumption leads to a contradiction (such as 
2 # 2  or 1 > 3). By reaching such a contradiction, we show that no consistent sit
uation exists with q being false, so q must be true. Of course, in order to reach this 
conclusion, we must be sure our situation is consistent before we assume q is false. 

Example 4. 19: Let a and b be integers. If ab is odd, then a is odd and b is odd. 

J ustification: Let ab be odd. We wish to show that a is odd and b is odd. So, 
with the hope of leading to a contradiction, let us assume the opposite, namely, 
suppose a is even or b is even. In fact, without loss of generality, we can assume 
that a is even (since the case for b is symmetrie). Then a 2i for some integer i. 
Hence, ab - (2i)b 2( ib ) ,  that is, ab is even. But this is a contradiction: ab cannot 
simultaneously be odd and even. Therefore a is odd and b is odd. • 

4 . 3 . 3  l nd uct ion a nd  Loop l nvar ia nts 

Most of the claims we make about a running time or a space bound involve an inte
ger parameter n (usually denoting an intuitive notion ofthe "size" of the problem). 
Moreover, most of these claims are equivalent to saying some statement q( n) is true 
"for all n > 1 ." Since this is making a claim about an infinite set of numbers, we 
cannot justify this exhaustively in a direct fashion. 

l nduction 

We can often justify claims such as those above as true, however, by using the 
technique of induction.  This technique amounts to showing that, for any particular 
n � 1 ,  there is a finite sequence of implications that starts with sarnething known 
to be true and ultimately leads to showing that q(n) is true. Specifically, we begin a 
justification by in duetion by showing that q(  n) is true for n 1 ( and possibly some 
other values n 2, 3 ,  . . .  , k, for some constant k). Then we justify that the inductive 
"step" is true for n > k, namely, we show "if q(i) is true for i <  n, then q(n) is true." 
The combination of these two pieces completes the justification by induction. 
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Proposition 4.20: Consider the Fibonacci function F ( n) , where we define F( 1 )  = 
1 ,  F (2) = 2, and F(n) F(n - 1 ) F(n - 2) for n > 2. (See Section 2.2.3.) We 
claim that F(n) < 2n. 

Justification: We will show our claim is right by induction. 
Base cases: (n � 2). F( 1 )  1 < 2 = 21 and F(2) 2 < 4 = 22 . 
Induction step: (n > 2). Suppose our claim is true for n' < n. Consider F(n ). Since 
n > 2, F(n) = F(n - 1 )  + F(n 2) .  Moreover, since n 1 < n and n - 2 < n, we 
can apply the inductive assumption ( sametimes called the "inductive hypothesis") 
to imply that F ( n) < 2n- l 2n-2, since 

2n- l + 2n-2 < 2n-l + 2n- l = 2 · 2n- l _ 2n .  

• 

Let us do another inductive argument, this time for a fact we have seen before. 

Proposition 4.21 : (which is the same as Proposition 4.3) 

t i -
n(n + 1 )

. 
i=l 

2 

Justification: We will justify this equality by induction. 
Base case: n = 1 .  Trivial, for 1 = n (n + 1 )/2, if n - 1 .  
Induction step: n ;:-: 2. Assume the claim is  true for n' < n .  Consider n .  

n n- 1 
I >  n +  [ i. 
i== l i==l 

By the induction hypothesis, then 

which we can simplify as 

n 

n . (n - 1 )n 
[ t = n + 

2 
, 

i=l 

n(n + 1 )  
2 

• 

We may sametimes feel overwhelmed by the task of justifying sarnething true 
for all n ;:-: 1 .  We should reÎnember, ho wever, the concreteness of the inductive tech
nique. It shows that, for any particular n, there is a finite step-by-step sequence of 
implications that starts with sarnething true and leads to the truth about n. In short, · 

the inductive argument is a formula for building a sequence of direct justifications. 
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Loop l nvaria nts 

The final justification technique we discuss in this section is the loop i11variallt. Ta 
prove some statement S about a loop is correct, define S in terms of a series of 
smaller statements So , S 1 , . . .  , Sb where: 

1 .  The i11itial claim, So, i s  true before the loop begins. 
2. If Si-1  is true before iteration i, then Si will be true after iteration i. 
3. The final statement, Sk. implies the statement S that we wish to be true . 

Let us give a simple example of rising a loop-invariant argument to justify the 
correctness of an algorithm. In particular, let us consider using a loop invariant to 
justify the correctness of arrayFind, shown in Code Fragment 4.5, for finding an 
element x in an array A. 

Algoritbm arrayFind (x,A) : 
I11put: An element x and an n-element array, A. 
Output: The index i such that x =  A [i] or -1 if no element of A is equal to x. 

i +- 0 
while i < n do 

if x =  A [i] then 
return i 

else 
i +- i + 1 

return - 1  

Code Fragment 4.5: Algorithm arrayFind for finding a_given .element in an array. 

To show that arrayFind is correct, we inductively define a series of statements, 
Si, that lead to the correctness of our algorithm. Specifically, we claim the follow
ing is true at the beginning of iteration i of the while loop: 

Si : x is not equal to any of the first i elements of A. 
This claim is true at the beginning of the first iteration of the loop, since there are 
no elements among the first 0 in A (this kind of a trivially true claim is said to hold 
vacuously). In iteration i, we compare element x to element A [i] and return the 
index i if these two elements are equal, which is clearly correct and completes the 
algorithm in this case. If the two elemerits x and A[i] are not equal, then we have 
found one more element not equal to x and we increment the index i. Thus, the 
claim Si :will be true for this new value ofi ;  hence, it is true at the beginning of 
the next iteration. If thè while-loop terminates without ever retuming an index in 
A, then we have i - n. That is, Sn is true-. there are no elements of A equal to x. 
Therefore, the algorithm correctly returns 1 to indicate that x is not in A. 
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4.4 Exercises 

For help with exercises, please visit the web site, www.wiley.com/go/global/goodrich. 

Reinforcement 

R-4. 1 Give a pseudo-code description of the O(n ) -time algorithm for computing 
the power function p(x, n ) . Also, draw the reenrsion trace of this algorithm 
for the computation of p( 2, 5) . 

R-4.2 Give a Java description of Algorithm Power for computing the power 
function p(x, n) (Code Fragment 4.4). 

R-4.3 Draw the recursion trace of the Power algorithm (Code Fragment 4.4, 
which computes the power function p(x, n)) for computing p(2 , 9) .  

R-4.4 Analyze the running time of Algorithm BinarySum (Code Fragment 3 .34) 
for arbitrary valnes of the input parameter n. 

R-4.5 Graph the functions 8n, 4n1ogn, 2n2, n3 , and 2n using a logarithmic scale 
for the x- and y-axes , that is, if the function value f(n) is y, plot this as a 
point with x-coordinate at logn and y-coordinate at logy. 

R-4.6 The number of operations executed by algorithms A and B is 8nlogn and 
2n2, respectively. Determine no such th�tA is better than B for n � no. 

R-4.7 The number of operations executed by algorithms A and B is 40n2 and 
2n3 , respectively. Determine no such thatA is better than B for n no. 

R-4.8 Give an example of a function that is plotted the same on a log-log scale 
as it is on a standard scale. 

R-4.9 Explain why the plot of the function nc is à straight line with slope c on a 
log-log scale. 

R-4. 10 What is the sum of all the even numbers from 0 to 2n, for any positive 
integer n? 

R-4. 1 1  Show that the following two statements are equivalent: 
(a) The running time of algorithm A is always O(f(n) ) .  
(b) In the worst case, the running time of algorithmA is 0(/(n)) .  

R -4. 1 2  Order the following functions by asymptotic growth rate. 

4nlogn + 2n 210 2Iogn 

3n + lOO logn 4n 2n 

n2 + !On n3 n logn 

R-4. 13  Show that if d(n) is O(f(n) ) ,  then ad(n) is 0(/(n) ) ,  for any constant 
a > O. 

www.wiley.com/go/globallgoodrich
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R-4. 14 Show that if d(n) is O(f(n)) and e(n) is O(g(n)), then the product d(n)e(n) 
is O(f(n)g(n)). 

R-4. 15  Give a big-Oh characterization, in tenns of n, of the running time of the 
Exl method shown in Code Fragment 4.6. 

R-4. 1 6  Give a big-Oh characterization, in terrns of n, of the running time of the 
Ex2 method shown in Code Fragment 4.6. 

R-4. 17  Give a big-Oh characterization, in tenns of n, of the running time of the 
Ex3 method shown in Code Fragment 4.6. 

R-4. 1 8  Give a big-Oh characterization, in terrns of n, of the running time of the 
Ex4 method shown in Code Fragment 4.6. 

R-4. 1 9  Give a big-Oh characterization, in tenns of n, of the running time of the 
Ex5 method shown in Code Fragment 4.6. 

R-4.20 Bill has an algorithm, find2D, to find an element x in an n x n array A. 
The algorithm find2D iterates over the rows of A, and calls the algorithm 
arrayFind, of Code Fragment 4.5, on each row, until x is found or it has 
searched all rows of A. What is the worst-case running time of find2D in 
terrns of n? What is the worst-case running time of find2D in terms of N, 
where N is the total size of A? Would it be correct to say that Find2D is a 
linear-time algorithm? Why or why not? 

R-4.2 1 For each function f(n) and time t in the following table, delermine the 
largest size n of a problem P that can be solved in time t if the algorithm 
for solving P takes f(n) microseconds (one entry is already completed). 

I 
1 Second 1 Hour 1 Month 1 Century 

log n � 1oJOOOOO 
n 

n logn 

n2 

2n I 

i 

R-4.22 Show that if d(n) is O(f(n)) and e(n) is O(g(n)) ,  then d(n) + e(n) is 
O(f(n) + g(n)) .  

R-4.23 Show that if  d(n) is O(f(n) ) and e(n) is  O(g(n) ),  then d(n) - e(n) is  not 

necessarily O(f(n) - g(n)). 
R-4.24 Show that if d(n) is  O(f(n)) and j(n) is O(g(n)), then d(n) is  O(g (n) ) .  
R-4.25 Show that O(max{j(n) ,g(n)}) = O(f(n) + g(n)) . 
R-4.26 Show that f(n) is O(g (n)) if and only if g(n) is D.(f(n)) .  
R-4.27 Show that if p(n) is a polynomial in n, then logp(n) is  O(logn). 
R-4.28 Show that (n+ 1 )5 is O(n5) . 
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Algorithm Exl(A): 
Input: An array A storing n 2' 1 integers. 
Output: The sum of the elements in A. 

s +- A[O] 
for i +- 1 to n - 1 do 

s +- s +A[i) 
return s 

Algorithm Ex2(A ) : 
Input: An array A storing n 2' 1 integers. 
Output: The sum of the elements at even cells in A. 

s +- A[O] 
for i +- 2 to n - l by increments of 2 do 

s +- s +A[i] 
return s 

Algorithm Ex3(A): 
Input: An array A storing n 2' 1 integers. 
Output: The sum of the prefix sums in A. 

s +- 0  
for i +- 0 to n - 1 do 

s +- s +A [O) 
for j +- 1 to i do 

s +- s +A[j] 
return s 

Algorithm Ex4{A): 
Input: An array A storing n 2' 1 integers. 
Output: The sum of the prefix sums in A. 

s +-A[O] 
t f- s 
for i +- 1 to n - l do 

s +- s +A[i] 
t +- t +s 

return t 
Algorithm Ex5{A,B) :  

Input: Arrays A and B each storing n 2' 1 integers. 
Output: The number of elements in B equal to the sûm of prefix sums in A. 

c +- 0  
for i +- 0 to n l do 

s +- 0  
for j +- 0 to n - l do 

s +- s+A[O] 
for k +- I to j do 

. s +- s+A[k] 
· ifB[i] � áhen· 

c +- c+  1 
retum c 

Code Fragment 4.6: Some algorithms. 

191 
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R-4.29 Show that 2n+ l is 0(211) . 
R-4.30 Show that n is O (n logn) .  

R-4.3 1 Show that n2 is .Q(n logn) .  

R-4.32 Show that n logn is  .Q(n) . 

Chapter 4. Mathematical Foundations 

R-4.33 Show that IJ(n)l is O (j(n)) ,  if j(n) is a positive nondecreasing function 
that is always greater than 1 .  

R-4.34 Algorithm A executes an O (logn )-time computation for each entry of an 
n-element array. What is the worst-case running time of Algorithm A? 

R-4.35 Given an n-element array X, Algorithm B chooses logn elements in X 
at random and executes an O (n)-time calculation for each. What is the 
worst-case running time of Algorithm B? 

R-4.36 Given an n-element array X of  integers, Algorithm C executes an O(n)
time computation for each even number in X, and an O(Iogn) -time com
putation for each odd number in X. What are the best-case and worst-case 
running times of Algorithm C? 

R-4.37 Given an n-element array X, Algorithm D calls Algorithm E on each el
ement X[i} . Algorithm E runs in O(i) time when it is called on element 
X [i} . What is the worst-case running time of Algorithm D? 

R-4.38 Al and Bob are arguing about their algorithms. Al claims his O (n log n) 
time method i s  always faster than Bob's O(n2)-tirrie method. To settie the 
issue, they perform a set of experiments. To Al's dismay, they find that if 
n < 100, the O(n2) -time algorithm runs faster, and only when n > 100 is 
the 0( n logn )-time one better. EX:plain how this is possible. 

Creativity 

C-4 . 1  Describe a recursive algorithm to compute the integer part of the base-two 
logarithm of n using only actdition and integer division. 

C-4.2 Describe an efficient algorithm for finding the ten largest elements in an 
array of size n. What is the running time of your algorithm? 

C-4.3 Suppose you are given an n-element array A containing distinct integers 
that are listed in increasing order. Given a number k, describe a recursive 
algorithm to find two integers in A that sum to k, if such a pair exists. 
What is the running time of your algorithm? 

C-4.4 Given an n-element unsorted array A of n integers and an integer k, de
scribe a recursive algorithm for rearranging the elements in A so that all 
elements less than or equal to k come before any elements larger than k. 
What is the running time of your algorithm? 
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C-4.5 Communication security is extremely important in computer networks, 
and one way many network protocols achieve security is to encrypt mes
sages. Typical cryptographic schemes for the secure transmission of mes
sages over such networks are based on the fact that no efficient algorithms 
are known for factoring large integers. Hence, if we can represent a secret 
message by a large prime number p, we can transmit, over the network, 
the number r - p · q, where q > p is another large prime number that acts 
as the encryption key. An eavesdropper who obtains the transmitted num
ber r on the network would have to factor r in order to figure out the secret 
message p. 
Using factoring to figure out a message is very difficult without knowing 
the encryption key q. To understand why, consider the following naive 
factoring algorithm: 

for p - 2 · · · r - 1 do ' ' 

if p divides r then 
return "The secret message is p !" 

a. Suppose that the eavesdropper uses the above algorithm and has a 
computer that can carry out in 1 microsecond (1 millionth of a sec
ond) a division between two in te gers of up to 100 bits each. Give an 
estimate of the time that it will take in the worst case to decipher the 
secret message p if the transmitte� message r has 100 bits. 

b. What is the worst -case time complexity of the above algorithm? 
Since the input to the algorithm is just one large number r, assume 
that the input size n is the number of bytes needed to store r, that is, 
n l (Iog2 r) /8 J 1 ,  and that each divisiort takes time O(n) . 

C-4.6 Give an example of a positive function f( n ): such that f( n) is neither 0( n) 
nor .Q(n) . 

C-4.7 Show that E�1 i
2 is O(n3) .  

C-4 .8  Show that E�1 i/2i < 2. (Hint: Try to bound this sum term by term with 
a geometrie progression.) 

C-4.9 Show that logb f(n) is 0(logf(n) ) if b > 1 is a constant. 

C-4. 1 0 Describe a method for finding both the minimum and maximum of n num
bers using fewer than 3n/2 comparisons. (Hint: First construct a group 
of candidate minimums and a group of candidate maximums.) 

C-4. 1 1  Bob built a Web site and gave the URL only to his n friends, which he 
numbered from 1 to n. He told friend number i that he/she can visit the 
Web site at most i times. Now Bob has a counter, C, keeping track of 
the total number of visits to the site (but not the identities of who visits). 
What is the minimum value for C such that Bob should know that one of 
his friends has visited his/her maximum allowed number of times? 



194 Chapter 4. Mathematical Foundations 

C-4. 1 2  Al says he can prove that all sheep in a flock are the same color: 
Base case: One sheep. It is clearly the same color as itself. 
Induction step: A flock of n sheep. Take a sheep, a, out. The remairring 
n - 1  are all the same co1or by induction. Now put sheep a back in and 
take out a different sheep, b. By induction, the n - 1 sheep (now with a) 
are all the same color. Therefore, all the sheep in the flock are the same 
co lor. 
What is wrong with Al's "justification"? 

C-4. 1 3  Consider the following "justification" that the Fibonacci function, F(n) 
(see Proposition 4.20) is O(n) : 
Base case (n � 2): F ( l )  1 and F(2) = 2. 
lnduction step (n > 2) : Assume claim true for n' < n. Consider n. F(n) = 

F(n - 1) + F(n 2) . By induction, F(n - 1 )  is O(n 1 )  and F(n 2) is 
O(n 2) . Then, F(n) is 0( (n - 1 )  + (n - 2) ) , by the identity presented in 
Exercise R-4.22. Therefore, F(n) is O(n). 
What is wrong with this ')ustification"? 

C-4. 14 Let p(x) be a polynomial of degree n, that is, p(x) = 'E7=o aixi. 
(a) Describe a simple O(n2) time methad for computing p(x) . 
(b) Now consider a rewriting of p(x) as 

which is known as Borner's method. Using the big-Oh notation, charac
terize the number of arithmetic operations this methad executes. , 

C-4. 1 5  Consider the Fibonacci function, F(n) (see Proposition 4.20). Show by 
induction that F(n) is Q( (3/2)n) .  

· 

C -4. 1 6  Given a set A = {a 1 , a2 , . . . , an} of n integers, describe, in pseudo-code, 
an efficient method for computing each of partial sums sk E1=1 ai, for 
k = 1 , 2, . . . , n. What is the running time of this methad? 

C-4. 17 Draw a visual justification of Proposition 4.3 analogous to that of Fig
ure 4 .l(b) for the case when n is odd. 

C-4. 1 8  An array A contains n 1 unique integers in the range [O, n - 1] , that is, 
there is one number from this range that is not in A. Design an O(n)
time algorithm for finding that number. You are only allowed to use 0( 1 ) 
additional space besides the array A itself. 

C.A. 19  Let S be a set of n lines in the plane such that no two are parallel and 
no three meet in the same point. Show, by induction, that the lines in S 
determine e( n2) intersection points. 

C-4.20 Show that the summation 'E7= 1 llog2 il is O(n logn) .  

! . , 

I . 
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C-4.21 An evil king has n botties of wine, and a spy has just poisoned one of 
them. Unfortunately, they don' t  know which one it is. The poison is very 
deadly; just one drop diluted even a billion to one will still kill. Even so, 
it takes a full month for the poison to take effect. Design a scheme for 
determining exactly which one of the wine botties was poisoned in just 
one month's time while expending O (logn) taste testers. 

C-4.22 An array A contains n integers taken from the interval [0 , 4n], with repeti
tions allowed. Describe an efficient algorithm for determining an integer 
value k that occurs the most often in A. What is the running time of your 
algorithm? 

C-4.23 Describe, in pseudo-code, a method for multiplying an n x m matrix A 
and an m x p matrix B. Reeall that the product C = AB is defined so that 
C[i] [j] = Lk=l A [i] [k] · B[k] lj] . What is the running time of your method? 

C-4.24 Suppose each row of an n x n array A consists of l 's and O's such that, in 
any row i of A, all the l 's come before any O's. Also suppose that the num
ber of 1 ' s in row i is at least the number in row i + 1 ,  for i 0, 1 ,  . . . , n - 2. 
Assuming A is already in memory, describe a method running in O(n) 
time (not O (n2 )) for counting the number of 1 's in A. 

C-4.25 Describe a recursive method for computing the nth Harmonie number, 
Hn L7=1 1 /i. 

P rojects 

P-4. 1 Imptement prefixAveragesl and prefixAverages2 from Section 4.2.5, and 
perform an experimental analysis of their running time�. Visualize their 
running times as a function of the input si� with a log-log chart. 

P-4.2 Perform a careful experimental analysis that compares the relative running 
times of the methods shown in Code Fragments 4.6. 

P-4.3 Perform an experimental analysis to test the hypothesis that the Java li
brary method, java . ut i i .Arrays.sort, runs in O(n logn) time on average. 

P-4.4 Perform an experimental analysis to determine the largest value of n for 
each of the three algorithms given in the chapter for solving the element 
uniqueness problem such that the given algorithm runs in one minute or 
less. 

Chapter Notes 

The big-Oh notation has prompted several comments about its proper use [17, 45, 61] .  
Knuth [62, 61 ]  defines it  using the notation f(n) O(g(n) ) , but says this "equality" is only 
"one way." We have chosen to take a more standard view of equality and view the big-Oh 
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notation as a set, following Brassard [17] .  The reader interested in studying average-case 
analysis is referred to the book chapter by Vitter and Flajolet [97). We found the story about 
Archimedes in [77] . Por some additional mathematica! tools, please refer to Appendix A. 



Chapter 

5 Stacks a nd Queues 

• • • • • • • • • • • • • 
. . . 

. . . : 
•
• . . . . . . 

• • • • • • 0 o o O o 0 o o o • • •  
• 

• • • • · · �� 0•• ••o �·
o• • • • • • • • • • • o• • oo o o o o � • • • • • • • • • • • • • eo o • • • • • • • • • • 

• • e o 0 • . • 
• • • • • • • 

• • • • • • 
• • • • • 

Contents 
5.1 Stacks . . . . . . . . . . . . . . . . . . . . . . . . . . . · 198 

5 . 1 . 1  The Stad< Abstract Data Type . .  : . . . .  ,. . . . .  199 
5 . 1 .2 A S imple Array-Based Stack lrnplementation . . . .  202 
5. 1 .3 l mplement ing a Stack with a Generic Linked List . .  207 
5. 1 .4 Revers ing an Array Using a Stack . . . . . . . . . .  209 
5. 1 .5 Match ing Parentheses and HTML Tags . . . . . . . 210 

· 5.2 Queues . . . . . . . . . . . . . . . . . . . . . . . . . . 214 
5.2 .1 The Queue Abstract Data Type . . . . . . . . . . . 214 
5.2.2 A S impl e  Array-Based Queue l mplementation . . . . 217 
5.2.3 lmplementing a Queue with a Generic Lin ked List . . 220 
5.2.4 Round Robin Schedu lers . . . . . . . . . . . . . . . 221 

5.3 Double-Ended Queues . . . . . . . . . . . . . . . . . . 223 
5.3.1 The Deque Abstract Data Type . . . � . . . . . . . 223 
5 .3.2 lmplementi ng a Deque . . . . . . . . . . . . . . . .  224 
5 .3.3 Deques in the Java Col lections Framework . . . . . . 227 

5.4 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . 228 



198 

5 . 1  

Chapter 5. Stacks and Queues 

Stacks 

A stack is a coneetion of objects that are inserted and removed according to the 
last-in first-out (LIFO) principle. Objects can be inserted into a stack at any time, 
but only the most recently inserted (that is, "last") object can be removed at any 
time. The name "stack" is derived from the roetaphor of a stack of plates in a 
spring-loaded, cafeteria plate dispenser. In this case, the fundamental operations 
involve the "pushing" and "popping" of plates on the stack. When we need a new 
plate from the dispenser, we "pop" the top plate off the stack, and when we add 
a plate, we "push" it down on the stack to become the new top plate. Perhaps an 
even more amusing roetaphor would be a PEZ® candy dispenser, which stores mint 
candies in a spring-loaded container that "pops" out the top-most candy in the stack 
when the top of the dispenser is lifted. (See Figure 5. 1 .) Stacks are a fundamental 
data structure. They are used in many applications, including the following. 

Figure 5.1: A schematic drawing of a PEZ® dispenser; a physical implementation 
of the stack ADT. (PEZ® is a registered trademark of PEZ Candy, Inc.) 

Example 5 . 1 :  Internet Web browsers store the addresses of recently visited sites 
on a stack. Each time a user visits a new site, that site 's address is "pushed" onto the 
stack of addresses. The browser then allows the user to "pop" back to previously 
visited sites using the "back" button. 

Example 5.2 :  Text editors usually provide an "undo" mechanism that cancels re
cent editing operations and reverts to farmer states of a document. This undo oper
ation can be accomplished by keeping text changes in a stack. 
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5 . 1 . 1  The Stack Abstract Data Type 

Stacks are the simplest of all data structures, yet they are also among the most 
important, as they are used in a host of different applications that include many 
more sophisticated data structures . Formally, a stack is an abstract data type (ADT) 
that supports the following two methods: 

push ( e) : Insert element e, to be the top of the stack. 

pop(): Remove from the stack and return the top element on the 
stack; an error occurs if the stack is empty. 

Additionally, let us also define the following methods: 

si ze(): Return the number of elements in the stack. 

isEm pty() : Return a Boolean indicating if the stack is empty. 

top() : Return the top element in the stack, without removing it; 
an error occurs if the stack is empty. 

Example 5.3: The following table shows a series of stack operations and their 
effects on an initially empty stack S of integers. 

I Operation .I Output Stack Contents 
push (5) 1 - (5) 
push (3} · 

- (5 , 3) 
pop() 3 (5) 

push (7) (5 , 7) 
pop() 7 (5) 
top() 5 (5) 
pop( )  5 ( ) 
pop() "error" ( ) -

isEmpty () true ( ) 
push (9) - (9) 
push (7) - (9 , 7) 
push (3) (9, 7, 3 )  
push(5) (9, 7 , 3 , 5) 
si ze() 4 (9, 7, 3 , 5) 
pop() · s  (9 , 7 , 3) 

push (8) - (9, 7 , 3 , 8) 
pop() 8 (9, 7 , 3) 
pop() 3 (9, 7) 
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A Stack I nterface i n  Java 

Because of its importance, the stack data structure is included as a "built-in" class 
in the java . uti l package of Java. Class java .uti i . Stack is a data structure that stores 
gencric Java objects and includes, among others, the methods push( ) ,  pop() ,  peek( )  
(equivalent to top ()), size() ,  and empty() (equivalent to isEmpty()). Methods 
pop() and peek() throw exception EmptyStackException if they are called on an 
empty stack. While it is convenient to just use the built-in class java . uti i . Stack, it 
is instructive to learn how to design and implcment a stack "from scratch." 

Implcmenting an abstract data type in Java involves two steps. The fi.rst step 
is the definition of a Java Application Programming Interface (API), or simply 
interface, which describes the narnes of the methods that the ADT supports and 
how they are to be declared and used. 

In addition, we must define exceptions for any error conditions that can arise. 
For instance, the error condition that occurs when calling method pop() or top( )  on 
an empty stack is signaled by throwing an exception of type EmptyStackException , 
which is defined in Code Fragment 5 . 1 . 

!** 
* Runt ime exception thrown when one tri es to · perform opera ti on top or 
* pop on a n  empty stack. 
*I 

public class EmptyStackException extends RuntimeException { 
public EmptyStackException(Stri ng err) { 

} 
} 

super( err) ; 

Code Fragment 5.1: Exception thrown by methods pop() and top() of the Stack 
interface when called on an empty stack. 

A complete Java interface for the stack ADT is given in Code Fragment 5.2. 
Note that this interface is very general since it specifies that elements of any given 
class (and its subclasses) can be inserted into the stack. It achieves this generality 
by using the concept of generles (Section 2.5.2). 

For a given ADT to be of any use, we need to provide a concrete class that im
plements the methods of the interface associated with that ADT. We give a simple 
implementation of the Stack interface in the following subsection. 
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!** 
* I nterface for a stack: a col leetien of objects that a re inserted 
* and removed accord ing to the last- in  fi rst-out pri nciple. This 
* i nterface i ncl udes the ma in  methods of java .uti i . Stack. 
* 
* @author Roberto Ta massia 
* @author M ichael Goodrich 
* @see EmptyStackException 
*I 
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public interface Stack<E> { 
I** 
* Retu rn the n umber of elements i n  the stack. 
* @retu rn number of elements i n  the stack. 
*I 
public int size () ; 

I** 
* Return whether the stack is empty. 
* @retu rn true if the stack is empty, fa lse otherwise. 
*I 
public boolean isEmpty() ; 

I**  
* I nspeet the  element at the  top of the stack. · 

* @return top element i n  the stack. 
* @exception EmptyStackException if the stack i s  empty. 
*I 
public E top( ) 

throws EmptyStackExceptioh ; 
I**  
* l nsert an  element at  the  top of the sta ck. 
* @param element to be i n serted . 
*I 
public void push (E element) ; 

I** 
* Remove the top element from the stack. 
* @return element removed . 
* @exception EmptyStackException if the stack is empty. 
*I 
public E pop( )  

throws EmptyStackException; 
} 
Code Fragment 5.2: Interface Stack documented with comments in Javadoe style 
(Section 1 .9.3). Note also the use of the generic parameterized type, E, which 
implies that a stack can contain elements of any specified class. 
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5 . 1 . 2  A S imp l e  Array-Based Stack lmplementation 

We can implement a stack by storing its elements in an array. Specifically, the stack 
in this implementation consists of an N-element array S plus an integer variabie t 
that gives the the index of the top element in array S. (See Figure 5.2.) 

0 1 2 t N-1 

Figure 5.2: Implementing a stack with an array S. The top element in the stack is 
stored in the cell S[t ] .  

Recalling that arrays start at index 0 in Java, we initialize t to 1 ,  and we use 
this value for t to identify an empty stack. Likewise, we can use t to determine the 
number of elements (t + 1) .  We also introduce a new exception, called Fui iStack
Exception, to signal the error that arises if we try to insert a new element into a full 
array. Exception Fu i iStackException is specific to this implementation and is not 
defined in the stack ADT, however. We give the details of the array-based stack 
implementation in Code Fragment 5.3 .  

Algorithm size( ) :  
return t+  1 

Algorithm isEmpty() :  
return (t  < 0) 

Algorithm top( ) :  
if  isEmpty() then 

throw a EmptyStackException 
return S(t] 

Algorithm push ( e) : 
if size() = N then 

throw a Fu i iStackException 
t t- t 1 
S[t] t- e  

Algorithm pop() : 
if i sEmpty() then 

throw a EmptyStackException 
e t- S[t] . 
S[t] t- null 
t +: t L 
return e 

Code Fragment 5.3: Implementing a stack using an array of a given size, N. 
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Ana lyzing the Array-Based Stack l m p lementation 

The correctness of the methods in the array-based implementation follows imme
diately from the definition of the methods themselves. There is, nevertheless, a 
mildly interesting point here involving the implementation of the pop method. 

Note that we could have avoided resetting the old S[t] to null and we would still 
have a correct method. There is a trade-off in being able to avoid this assignment 
should we be thinking about implementing these algorithms in Java, however. The 
trade-off involves the Javagarbage collection mechanism that searches memory for 
objects that are no longer refm·enced by active objects, and reclaims their space for 
future use. (For more details, see Section 14. 1 .3 .) Let e S[t ]  be the top element 
before the pop method is called. By making S[t] a null reference, we indicate that 
the stack no longer neects to hold a reference to object e. Indeed, if there are no 
other active references to e, then the memory space taken by e will be reclaimed by 
the garbage collector. 

Table 5 . 1  shows the running times for methods in a realization of a stack by an 
array. Each of the stack methods in the array realization executes a constant number 
of statements involving arithmetic operations, comparisons, and assignments. In 
addition, pop also calls isEmpty, which itself runs in constant time. Thus, in this 
implementation of the stack ADT, each method runs in constant time, that is, they 
each run in 0(1 )  time. 

Method Time 
SI Ze 0( 1 )  

isEmpty 0( 1 )  
top 0( 1 )  

push 0( 1 )  
pop 0( 1 )  

Table 5.1: Performance of  a stack realized by  an array. The space usage is O(N), 
where N is the size of the array, determined at the time the stack is instantiated. 
Note that the space usage is independent from the number n � N of elements that 
are actually in the stack. 

A concrete Java implementation of the pseudo-code of Code Fragment 5.3, 
with Java class ArrayStack implementing the Stack interface, is given in Code 
Fragments 5.4 and 5.5. Unfortunately, due to space considerations, we omit most 
Javadoe comments for this and most other Java code fragments presented in the 
remainder of this book. Note that we use a symbolic name, CAPAC ITY, to specify 
the capacity of the array. This allows us to specify the capacity of the array in one 
place in our code and have that value reflected throughout. 
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!** 
* l mplementation of the stack ADT using a fixed-length array. An 
* exception is th rown if a push operatien is attempted when the size 
* of the stack is equa l  to the length of the array. Th is class 
* incl udes the ma in  methods of the bu i lt- in class java . uti i .Stack. 
*I 

pubtic class ArrayStack<E> implements Stack<E> { 
protected int capacity ;  // The actua l  capacity of the stack array 
pubtic static final int CAPACITY = 1000; // defau lt a rray capacity 
protected E S[ ] ;  / /  Generic array used to i rn plement the stack 
protected int top = -1; // i ndex for the top of the stack 
public ArrayStack() { 

this(CAPACITY) ; // defau lt ca pacity 
} 
pubtic ArrayStack(int cap) { 

ca pacity = cap ;  
S (E [ ] )  new Objeèt[capacity] ; // compi ler may give warn i ng, but  th is is ok  

} 
pubtic int size( ) { 

return (top + 1) ;  
} 
pubtic boolean isEmpty( )  { 

return (top < 0) ;  
} 
pubtic void push(E  element) throws Fui iStackException { 

if (size( )  == capacity) 

} 

throw new Fui iStackExcept ion ( "Stack is full . 11 ) ;  
S[++top] = element; 

pubtic E top() throws EmptyStackException { 
if ( isEmpty( ) )  

throw new EmptyStackException ( " Stack is empty .  " ) ;  
return S[top] ;  
} 

pubtic E pop() throws EmptyStackException { 
E element; 

} 

if ( isEmpty() )  
throw new EmptyStackException("Stack is empty . " ) ; 

element = S[top] ; 
S[top--] null ; // dereference S[top] for garbage col lect ion . 
return element; 

Code Fragment 5.4: Array-based Java implementation of the Stack interface. (Con
tinues in Code Fragment 5.5.) 
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public Stri ng toString ( )  { 
String s; 

} 

s = I! [ I! ; 
if (size( )  > 0) S [OJ ; 
if (size( )  > 1)  

for ( int i 1 ;  i <= size( )-1 ;  i++) { 
s u '  ,,  + S [ i] ; 

} 
return s + 11 ] 1 1 ; 
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I I P ri nts status i nformation a bout a recent operation and the stack. 
public void status(String op, Object element) { 

} 

System.out. print( t' ------> 1 1 + op) ; I I print this operation 
System .out .print l n( 1 1 , returns 1 1  + element) ; I I what was retu rned 
System.out. print( 1 1result : s ize = 1 1 + size( )  + " , isEmpty = " + isEmpty( ) ) ; 
System .out.print l n ( 1 1 , stack : 11 + this) ; I I contents of the stack 

I** 
* Test our program by perform ing a series of operations on stacks, 
* pri nti ng the operations performed , the returned elements a nd the 
* contents of the stack i nvolved , after each operation .  
*I 
public static void ma in (Stri ng [ ]  args) { 

} 
} 

Object o ;  
ArrayStack< l nteger> A new ArrayStack<lnteger> ( ) ; 
A .status( 1 1new ArrayStack<Integer> A " ,  nul l) ;  
A. push (7) ; 
A .status( 11  A .  push (7) 1 1 , null) ; 
o = A. pop( ) ; 
A .statusC' A .  pop () 1 1 , o) ; 
A .push(9) ; 
A.status( t' A . push (9) 1 1 , null) ; 
o = A .pop( ) ; 
A.status( " A .  pop ( )  11 I o) ; 
ArrayStack<String> 8 new ArrayStack<String> ( ) ; 
B . status( 1 1 new ArrayStack<String> BJ' I nul l ) ;  
B .push ( 11Bob" ) ; 
B .status( 1 1B . push (\ "Bob\ 1 1 ) " , null ) ;  
B .push ( 1 1Alice" ) ; 
B .status( "B . push (\ 11 Alice \ " ) 11 , null) ; 
o = B.pop( ) ; 
B .status( 1 1B . pop ( ) " ,  o ) ;  
B . push ( " Eve " ) ; 
B.status( " B .  push(\ "Eve \ 11 )  1 1 , null) ;  

Code Fragment 5.5: Array-based Stack. (Continued from Code Fragment 5.4.) 
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Examp le O utput 

Below, we show the output from the above ArrayStack program. Note that, through 
the use of generic types, we are able to create an ArrayStack A for storing integers 
and another ArrayStack 8 that stores character strings. 

------> new ArrayStack<Integer> A ,  returns null 
result : size = 0 ,  isEmpty = true , stack : [] 
------> A . push(7) , returns null 
result : size 1 ,  isEmpty = false , stack : [7] 
------> A . pop () , returns 7 
result : size = 0 ,  isEmpty = true , stack : [] 
------> A . push(9) , returns null 
result : size = 1 ,  isEmpty = false , stack : [9] 
------> A . pop( ) , returns 9 
result : size = 0 ,  isEmpty = true , stack : [] 
------> new ArrayStack<String> B ,  returns null 
result : size = 0 ,  isEmpty = true , stack : [] 
------> B . push( "Bob 11 ) , returns null 
result : size = 1 ,  isEmpty � false , stack : [Bob] 
------> B . push( uAlice " ) , returns null 
result : s ize = 2 ,  isEmpty = false , stack : [Bob , Alice] 
- - - - - -> B . pop ( ) , returns Alice 
result : size = 1 ,  isEmpty = false , stack : [Bob] 
------> B . push( 11EVe11 ) ,  returns null 
result : size = 2 ,  isEmpty = false , stack : [Bob , Eve] 

A D rawback with the Array-Based Stack l mplementation 

The array implementation of a stack is simple and efficient Nevertheless, this 
implementation has one negative aspect-it must assume a fixed upper bound, CA
PAC ITY, on the ultimate size of the stack. In Code Fragment 5 .4, we chose the 
capacity value 1 ,  000 more or less arbitrarily. An application may actually need 
much less space than this, which would waste memory. Alternatively, an applica
tion may need more space than this, which would cause our stack implementation 
to generate an exception as soon as a elient program tri es to push its 1 ,  00 1 st object 
on the stack. Thus, even with its simplicity and efficiency, the array-based stack 
implementatîon is not necessarily ideal. 

Fortunately, there is another implementation, which we discuss next, that does 
not have a size limitation and use space proportional to the actual number of el
ements stored in the stack. Still, in cases where we have a good estimate on the 
number of items needing to go in the stack, the array-based implementation is hard 
to beat. Stacks serve a vital role in a number of computing applications, so it is 
helpful to have a fast stack ADT implementation such as the simple array-based 
implementation. 
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5 . 1 . 3  l m p lement i ng a Stack with a Generic L in ked L ist 

In this section, we explore using a singly linked list to imptement the stack ADT. 
In designing such an implementation, we need to decide if the top of the stack is 
at the head or at the tail of the list. There is clearly a best choice here, however, 
since we can insert and delete elements in constant time only at the head. Thus, it 
is more efficient to have the top of the stack at the head of our list. Also, in order 
to perform operation size in constant time, we keep track of the current number of 
elements in an instanee variable. 

Rather than use a linked list that can only store objects of a eertaio type, as 
we showed in Section 3 .2, we would like, in this case, to imptement a generic 
stack using a generic linked list. Thus, we need to use a generic kind of node to 
implement this linked list. We show such a Node class in Code Fragment 5.6. 

public class Node<E> { 
I I I nstanee vari ables: 
private E element; 
private Node<E> next; 
I** Creates a node with n u l  I references to its element and next node. *I 
public Node() { 

this(null , null) ; 
} 
/** Creates a node with the given element and next node. *I 
public Node(E e, Node<E> n )  { 

element e ; 
next 

} 
I I Accessar methods: 
public E getEiement() { 

return element; 
} 
public 1\lode<E> getNext() { 

return next; 
} 
I I Mod ifier methods: 
public void setEiement(E newEiem) { 

element = newEiem; 
} 
public void setNext(Node<E> newNext) { 

next = newNext; 
} 

} 
Code Fragment 5.6: Class Node, which implements a generic node for a singly 
linked list. 
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A Generic NodeStack C lass 

A Java implementation of a stack, by means of a gencric singly linked list, is given 
in Code Fragment 5.7. All the methods of the Stack interface are executed in 
constant time. In addition to being time efficient, this linked list implementation 
has a space requirement that is O(n) ,  where n is the current number of elements 
in the stack. Thus, this implementation does not require that a new exception be 
created to handle size overflow problems. We use an instanee variabie top to refer 
to the head of the list (which points to the nul l  object if the list is empty). When we 
push a new element e on the stack, we simply create a new node v for e, reference e 
from v, and insert v at the head of the list. Likewise, when we pop an element from 
the stack, we simply remove the node at the head of the list and return its element. 
Thus, we perform all insertions and removals of elements at the head of the list. 

public class NodeStack<E> implements Stack< E> { 
protected Node<E> top; I I reference to the head node 
protected int size; I I n umber  of e lements i n  the  stack 
public NodeStack() { I I constructs an empty stack 

} 

top = nul l ;  
size = .  0 ; 

public int size() { return size; } 
public boolean isEmpty() { 

} 

if (top == null) return true; 
return false; 

public void push ( E  e lem) { 
Node<E> v new Node<E>(e lem, top) ; /I crea.te a nd. l i nk- in a new node 
top = v; 
si ze++ ;  

} 
public E top() throws EmptyStackException { 

} 

if ( isEmpty()) throw new EmptyStackException( u stack is empty . 11 ) ; 

return top.getEiement() ; 

public E pop() throws EmptyStackException { 

} 
} 

if ( isEmpty( ) )  throw new EmptyStackException( u stack is empty .  u ) ;  
E temp top .getEiement( ) ;  
top top.getNext() ;  I I l i n k-out the former top node 
SIZe--; 
return temp; 

Code Fragment 5.7: Class NodeStack, which implements the Stack interface using 
a singly linked list, whose nodes are objects of class Node from Code Fragment 5.6. 
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5 . 1 .4 Reversi ng an  Array Us ing a Stack 

We can use a stack to reverse the elements in an array, thereby producing a nome
cursive algodthm for the array-reversal problem introduced in Section 3.5 . 1 .  The 
basic idea is simply to push all the elements of the array in order into a stack and 
then fill the array back up again by popping the elements off of the stack. In Code 
Fragment 5.8, we give a Java implementation of this algorithm. Incidentally, this 
methad also illustrates how we can use genede types in a simple application that 
uses a generic stack. In particular, when the elements are popped off the stack in 
this example, they are automatically returned as elements of the E type; hence, they 
can be immediately returned to the input array. We show an example use of this 
methad in Code Fragment 5.9. 

I** A nonrecu rsive generic method for revers ing an  array *I 
public static <E> void reverse (E [ ]  a) { 

} 

Stack< S new ArrayStack<E>(a . length) ;  
for (i nt i=O; i < a . length ;  i++) 

S.push( a [i] ) ;  
for (int i=O; i < a . length ;  i++) 

a [i] = S .pop() ; 

Code Fragment 5.8: A genede methad that reverses the elements in an array of type 
E objects, using a stack declared using the Stack < E> interface. 

/** Tester routine for reversi ng arrays *I  
public static void ma in (Str ing args[ ] )  { i 

} 

I nteger[ ]  a = {4, 8 ,  15 ,  16 ,  23, 42} ; I I autoboxing a l lows this 
Stri ng( ]  s { " Jack" ,  " Kate " ,  "Hurley" , - 1 1 Jin 1f, "Boone"} ; 
System .out. pri ntl n ( " a  = 11 + Arrays.toStri ng(a) ) ;  
System .out .pri ntl n ( 11 s = " + Arrays.toString(s)) ;  
System .out.pri ntl n ( "Reversing . . . " ) ;  
reverse( a ) ;  
reverse( s ) ;  
System .out. printl n ( 11 a  = 11 + Arrays.toString(a) ) ;  
System.out.printl n( " s  = 11 + Arrays.toString(s) ) ;  

The output from this methad is the following: 
a = [4 , 8 ,  15 , 16 , 23 , 42] 
s = [Jack , Kate , Hurley , Jin , Michael] 

_ Reversing . . .  _ 
a = [42 , 23 , 16 , 15 , 8 ,  4] 
s = [Mi chael ,  Jin , Hurley , Kate , Jack] 

Code Fragment 5.9: A test of the reverse methad using two arrays. 
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5 . 1 . 5  Match ing Parentheses and HTML Tags 

In this subsection, we explore two related applications of stacks, the first of which 
is for matching parentheses and grouping symbols in arithmetic expressions. 

Arithmetic expressions can contain various pairs of grouping symbols, such as 
• Parentheses: "(" and ")" 
• Braces: "{" and "}" 
• Brackets: "[" and "]" 
• Floor function symbols : " l" and "J" 
• Ceiling function symbols: " I" and "l ," 

and each opening symbol must match with its corresponding closing symbol. For 
example, a left bracket, "[," must match with a corresponding right bracket, "]," as 
in the following expression: 

[(5 +x) (y + z) ] .  

The following examples further illustrate this concept: 

• Correct: ( )  ( (  ) ) {  ( [ ( )] )  } 
• Correct: ( ( ( )  ( ( )  ) {  ( [ ( )] ) } ) )  
• Incorrect: ) ( ( )  ) {  ( [ ( )] ) }  
• Incorrect: ( { [ ] ) }  
• Incorrect: ( . 

We leave the precise definition of matching of grouping symbols to Exercise R-5.6. 

An Algorithm for Parentheses Matching 

An important problem in processing arithmetic expressions is to make sure their 
grouping symbols match up correctly. We can use a stack S to perform the matching 
of grouping symbols in an arîthmetic expression with a single left-to-right scan. 
The algorithm tests that left and right symbols match up and also that the left and 
right symbols are both of the same type. 

Suppose we are given a sequence X = xox1x2 . . .  Xn- h  where each Xi is a token 

that can be a grouping symbol, a variabie name, an arithmetic operator, or a number. 
The basic idea behind checking that the grouping symbols in S match correctly, is 
to process the tokens in X in order. Each time we encounter an opening symbol, 
we push that symbol onto S, and each time we encounter a closing symbol, we pop 
the top symbol from the stack S (assuming S is not empty) and we check that these 
two symbols are of the same type. lf the stack is empty after we have processed 
the whole sequence, then the symbols in X match. Assurning that the push and pop 
operations are implemented to run in constant time, this algorithm runs in O(n), 
that is linear, time. We give a pseudo-code description of this algorithm in Code 
Fragment 5. 10. 
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Algorithm ParenMatch (X , n) :  
Input: An array X of n tokens, each of which is either a grouping symbol, a 

variable, an arithmetic operator, or a number 
Output: true if and only if all the grouping symbols in X match 
Let S be an empty stack 
for i t- 0 to n - 1 do 

if X [i] is an opening grouping symbol then 
S.push(X [i]) 

else if X[i] is a closing grouping symbol then 
if S. isEmpty() then 

return false { nothing to match with} 
if S.pop() does not match the type of X [i] then 

return false {wrong type} 
if S.isEmpty() then 

return true 
el se 

return false 

{ every symbol matched} 

{ some symbols were never matched} 

Code Fragment 5.10: Algorithm for matching grouping symbols in an arithmetic 
expression. 

Match ing Tags in a n  HTML
. 
Document 

Another application in which matching is important is in the validation of HTML 
documents. HTML is the standard format for hyperlinked documents on the In
temet. In an HTML document, portions of text are delimited by HTML tags. A 
simple opening HTML tag has the form "<name>" and the corresponding closing 
tag has the form "</name>." Commonly used HTML tags include 

• body: document body 
• h l :  section header 
• center: center justify 
• p :  paragraph 
• o l :  numbered (ordered) list 
• l i : list item. 

Ideally, an HTML document should have matching tags, although most browsers 
tolerate a certain number of mismatching tags. 
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We show a sample HTML document and a possible rendering in Figure 5.3 .  

<body> 
<center> 
<h1> The Little Baat </h1> 
</center> 
<p> The storm tossed the l ittle 
baat like a cheap sneaker in an 
old washing machine . The three 
drunken f ishermen were used to 
such treatment , of course , but 
not the tree salesman , who even as 
a stowaway now felt that he 
had overpaid for the voyage . </p> 
<ol> 
<li> Will the salesman die? </li> 
<li> What color is the baat? </li> 
<li> And what about Naomi? </li> 
<lol> 
</body> 

(a) 

The Little Boat 
The storm tossed the little boat 
like a cheap sneaker in an old 
washing machine. The three 
drunken fishermen were used to 
such treatment, of course, but not 
the tree salesman, who even as 
a stowaway now feit that he had 
overpaid for the voyage. 

1 .  Will the salesman die? 
2. What color is the boat? 
3. And what about Naomi? 

(b) 
Figure 5.3: Illustrating HTML tags. (a) An HTML document; (b) its rendering. 

Fortunately, more or less the same algorithm as in Code Fragment 5 . 10  can be 
used to match the tags in an HTML document. In Code Fragments 5. 1 1  and 5. 12, 
we give a Java program for matching tags in an HTML document read from stan
dard input. For simplicity, we assume that all tags are the simple opening or closing 
tags defined above and that no tags are formed incorrectly. 5 

import j ava . io. * ;  
import java . ut i i .Scanner; 
import net.datastructu res. * ;  
I * *  S impl ified test of match ing tags i n  a n  HTM L  document. *I 
public class HTM L { 

/** Strip the fi rst and last cha racters off a <tag> string. *I 
public static Stri ng stripEnds(Stri ng t) { 

} 

if (t. length( )  <= 2) return nul l ;  I I th is is a degenerate tag 
return t .substri ng(l,t . length( )-1  ) ; 

/** Test if a str ipped tag str ing is empty or a true opening tag. *I 
public static boolean isOpeningTag(String tag) { 

return (tag. length( )  0) 1 1  (tag.charAt(O) !=  ' I ' ) ; 
} 

Code Fragment 5.11: A complete Java program for testing if an HTML document 
has fully matching tags. (Continues in Code Fragment 5 . 12.) 
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/** Test if str ipped tagl matches closing tag2 (fi rst character is ' j ' ) .  *I 
public static boolean a reMatch ing Tags( String tagl , Str ing tag2) { 

return tagl .equa ls(tag2.su bstri ng(l ) ) ;  I I test against name after ' j '  
} 
/** Test if every open ing tag has a matching closing tag. *I 
public static boolean isHTMLMatched (String[ ] tag) { 
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Stack<String> S new f\lodeStack<Stri ng>() ;  I I Stack for matching tags 

} 

for ( int i = 0 ;  ( i  < tag . length) && (tag[i] !=  null ) ; i++) { 
if ( isOpen ingTag(tag [i] ) )  

S .push(tag[i] ) ;  I I open ing tag; push it on the  stack 
else { 

if (S. isEmpty())  
return false; I I noth ing to match 

if ( ! areMatch i ngTags(S .pop() ,  tag[ i ] ) )  

} 
} 

return false; I I wrong match 

if (S . isEmpty()) return true; I I we matched everyth i ng 
return false; I I we have some tags that never were matched 

public final static int CAPACITY = 1000; I I Tag a rray size 
/* Pa rse an HTML document into a n  array of htm l tags *I 
public static Stri ng[ ] pa rseHTML(Sca n ner s) { 

} 

Stri ng[ ]  tag = new String[CAPACITY] ; I I our tag a rray ( i n it ia l ly a l l  n u l l )  
int count = 0 ;  I I tag cou nter 
Stri ng token; I I token retu rned by the sca nner s 
while (s. hasNextli ne() )  { 

} 

while ( (token = s.fi nd l n li ne( " <  [�>] *> " )) null) I I fi nd the next tag 
tag[cou nt++] = stripEhds(token ) ;  I I str ip the ends off t�s tag 

s. nextline() ;  I I go to the next l ine 

return tag; I I our array of (stripped) tags 

public static void main(Stri ng[ ]  a rgs) throws IOException { I I tester 

} 
} 

if ( isHTMLMatched (pa rseHTM L(new Scanner(System . i n ) ) ) )  
System.out. println ( "The input file is a matched HTML document . " ) ; 

el se 
System .out.printl n ( "The input file is not a matched HTML document . " ) ; 

Code Fragment 5.12: Java program for testing for matching tags in an HTML doc
ument. (Continued from 5 . 1 1 .) Method i sHTMLMatched uses a stack to store the 
narnes of the opening tags · seen so far, similar to how the stack was used in Code 
Fragment 5. 10. Methad parseHTML uses a Sca nner s to extract the tags from the 
HTML document, using the pattem "< [" >] * > ," which denotes a string that starts 
with ' < ' , foliowed by zero or more characters that are not '> ' , foliowed by a '> ' . 

http:Scanner(System.in
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5 . 2  

Chapter 5. Stacks and Queues 

Queues 
Another fundamental data structure is the queue. It is a close "cousin" of the stack, 
as a queue is a co Heetion of objects that are inserted and removed according to the 
first�in first�out (FIFO) principle. That is, elements can be inserted at any time, 
but only the element that has been in the queue the longest can be removed at any 
time. 

We usually say that elements enter a queue at the rear and are removed from 
the front. The metaphor for this terminology is a line of people waiting to get on 
an amusement park ride. People waiting for such a ride enter at the rear of the line 
and get on the ride from the front of the line. 

5 . 2 . 1  The Queue Abstract Data Type 

Formally, the queue abstract data type defines a collection that keeps objects in 
a sequence, where element access and deletion are restricted to the first element 
in the sequence, which is called the front of the queue, and element insertion is 
restricted to the end of the sequence, which is called the rear of the queue. This 
restrietion enforces the rule that items are inserted and deleted in a queue according 
to the first-in first-out (FIFO) principle. 

The queue abstract data type (ADT) supports the following two fundamental 
methods: 

enqueue( e) : Insert element e at the rear of the queue. 

dequeue() : Remove and return from the queue the object at the front; 
an error occurs if the queue is empty. 

Additionally, similar to the case with the stack ADT, the queue ADT includes 
the following supporting methods: 

si ze(): Return the number of objects in the queue. 

isEmpty(): Return a Boolean value that indicates whether the queue 
is empty. 

front(): Return, but do not remove, the front object in the queue; 
an error occurs if the queue is empty. 
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Example 5.4: The following table shows a series of queue operations and their 
effects on an initially empty queue Q of integer objects. Por simplicity, we use 
integers instead of integer objects as arguments of the operations. 

Operation · front t- Q 
enqueue(5) (5) 
enqueue(3) (5, 3) 
dequeue() 5 (3) 
enqueue(7) (3, 7) 
dequeue() 3 (7) 

front() 7 (7) 
dequeue() 7 () 
i sEmpty() true () 
enqueue(9) (9) 

s ize() 1 (9) 

There are several possible applications for queues. Stores, theaters, reservation 
centers, and other similar services typically process customer requests according to 
the FIFO principle. A queue would therefore be a logical choice for a data structure 
to handle calls to the reservation center of the box office of a theater. 

The java . uti i .Queue I nterface i n  Java 

Java provides a type of queue interface, java . uti i .Queue, which has functionality 
similar to the traditional queue ADT, given above, but the documentation for the 
java . uti i .Queue interface does not insist that it support only the FIFO principle. 
When supporting the FIFO principle, the methods of the java.utij .Queue interface 
have the equivalences with the queue ADT shown in Table 5.2. 

Queue ADT i Interface java . uti i .Queue 
size() size( )  

�-=-_..:..:....--,-;--___ _, 1 isEmpty() i i sEmpty() 
enqueue(e) add (e) or offer(e) 

; dequeue() remove() or pol l ( )  
�ont() peek( )  or element() 

.. ··-

Table 5.2: Methods of the queue ADT and corresponding methods of the interface 
java . uti i .Queue, when supporting the FIFO principle. 

Concrete classes in Java that implement the java . uti i .Queue interface to support 
the FIFO principle include the following: . 

• java .util . concurrent.ArrayB iocki ngQueue 
• java . uti l . concu rrent.ConcurrentlinkedQueue 
• ja va . uti l .concurrent. Lin ked Blocki ngQueue 
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A F IFO Queue I nterface i n  J ava 

A Java interface for the queue ADT is given in Code Fragment 5. 1 3 . 

This generic interface specifies that objects of arbitrary object types can be 
inserted into the queue, and it uses a generic identifier, E, to refer to this arbitrary 
type. Thus, we don't have to use explicit casting when removing elements. 

public interface Queue<E> { 
I** 
* Retu rns the n umber of elements in the queue. 
* @return number of elements in the q ueue. 
*I 
pubtic int size() ;  

I** 
* Retu rns whether the queue is empty. 
* @return true if the queue is empty, fa lse otherwise. 
*I 
pubtic boolean isEmpty( ) ;  

!** 
* l nspects the element at the front of the queue. 
* @return element at the front of the queue. 
* @exception EmptyQueueException i f  the q ueue is empty. 
*I 

} 

public E front() throws EmptyQueueException; 
I** 
* I nserts an  e lement at the rear of the queue. 
* @param element new element to be i nserted . 
*I 
pubtic void enqueue (E  element) ;  

!**  
* Removes the element at the  front of the  queue. 
* @return element removed . 
* @exception EmptyQueueException if the queue is empty. 
*I 
public E dequeue() throws EmptyQueueException; 

Code Fragment 5.13: A Java interface, Queue, documented with comments in 
Javadoe style, which implements the queue ADT, with a standard FIFO protocol 
for insertions and removals. 

Note that the si ze and isEmpty methods have the same meaning as their counter
parts in the stack ADT. These two methods, as well as the front method, are known 
as accessor methods, for they return a value and do not change the contents of the 
data structure. 



5 . 2 . 2  A S imp le  Array- Based Queue l m p lementation 

Let us now consider how we could implement a queue using an array, Q, of fixed 
capacity, to store its elements. Since the main rule with the queue ADT is that we 
insert and delete objects according to the FIFO principle, we must decide how we 
are going to keep track of the front and rear of the queue. One possibility is  to adapt 
the approach we used for the stack implementation, letting Q[O] be the front of the 
queue and then letting the queue grow from there. This is not an efficient solution, 
however, for it requires that we move all the elements forward one array cell each 
time we perform a dequeue operation. Such an implementation would therefore 
take O(n) time to perform the dequeue method, where n is the current number of 
objects in the queue. To avoid moving objects once they are placed in Q, we detine 
two variables, f and r, which have the following meanings: 

• f is an index to the cell of Q storing the tirst element of the queue (which is 
the next candidate to be removed by a dequeue operation), unless the queue 
is empty (in which case f = r). 

• r is an index to the next available array cell in Q. 

Initially, we assign f = r = 0, which indicates that the queue is empty. Now, 
when we remove an element from the front of the queue, we increment f to in
dex the next cell. Likewise, when we add an element, we store it in cell Q[r] and 
increment r to index the next available cell in Q. This scheme allows us to impie
ment methods front, enq ueue, and dequeue in constant time, that is, 0( 1 )  time. 
However, there is still a problem with this approach. 

Consider, for example, what happens if we repeatedly enquev.e and dequeue a 
single element N different times. We would have f = r = N. If we were then to 
try to insert the element just one more time, we would get an array-out-of-bounds 
error, even though there is plenty of room in the array in this case. To be able to 
utilize all of the array Q, we let the f and r indices "wrap around" the end of Q. 
That is, we now view Q as a "circular array" that goes from Q[O] to Q[N 1] and 
then back to Q[O] again. (See Figure 5 .4.) 

r N-1 

Figure 5.4: Using array Q in a circular fashion: (a) the "normal" contiguration with 
f :::; r; (b) the "wrapped around" contiguration with r < f. 
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Using the Modu lo Operator to lmplement a C i rcu lar Array 

Implcmenting this circular view of Q is actually pretty easy. Each time we iocre
ment f or r, we compute this iocrement as " (! 1 )  mod N'' or "(r 1 )  mod N," 
respecti vel y. 

Reeall that operator " mod" is the modulo operator, which is computed by tak
ing the remaioder after an integral division. For example, 14 divided by 4 is 3 with 
remaioder 2, so 14 mod 4 2. Specifically, given integers x and y such that x � 0 
and y > 0, we have x mod y x lxfy Jy. That is, if r = x  mod y, then there is a 
nonnegative integer q, such that x - qy + r. Java uses "%" to denote the modulo 
operator. By using the modulo operator, we can view Q as a circular array and im
plement each queue method in a constant amount of time ( that is, 0( 1 )  time). We 
describe how to use this approach to implcment a queue in Code Fragment 5 . 14. 

Algorithm size() : 
return (N - f + r) mod N 

Algorithm isEmpty( ) :  
return (f = r) 

Algorithm front( ) :  
if isEmpty() then 

throw a EmptyQueueException 
return Q[f] 

Algorithm dequeue() : 
if isEmpty() then 

throw a EmptyQueueException 
temp � Q[f] 
Q [f] � nul l  
f � (! + 1 )  mod N 
return temp 

Algorithm en queue( e ) :  
if size( )  = N 1 then 

throw a Fui iQueueException 
Q[r] � e 
r � (r+ 1 )  mod N 

Code Fragment 5.14: Implementation of a queue using a circular array. The imple
mentation uses the modulo operator to "wrap" indices around the end of the array 
and it also includes two instanee variables, f and r, which index the front of the 
queue and fust empty cell after the rear of the queue respectively. 
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The implementation above contains an important detail, which might be missed 
at tirst. Consider the situation that occurs if we enqueue N objects into Q without 
dequeuing any of them. We would have f - r, which is the same condition that 
occurs when the queue is empty. Thus, we would not be able to tell the difference 
between a full queue and an empty one in this case. Fortunately, this is not a big 
problem, and a number of ways for dealing with it exist. 

The salution we describe here is to insist that Q can never hold more than 
N 1 objects. This simple rule for handling a full queue takes care of the tinal 
problem with our implementation, and leads to the pseudo-coded descriptions of 
the queue methods given in Code Fragment 5 . 14. Note our introduetion of an 
implementation-specitic exception, called Fu i iQueueException ,  to signal that no 
more elements can be inserted in the queue. Also note the way we compute the 
size of the queue by means of the expression (N f r) mod N, which gives the 
correct result both in the "normal" contiguration (when f < r) and in the "wrapped 
around" contiguration (when r < f). The Java implementation of a queue by means 
of an array is similar to that of a stack, and is left as an exercise (P-5.9). 

Table 5.3 shows the running times of methods in a realization of a queue by an 
array. As with our array-based stack implementation, each of the queue methods in 
the array realization executes a constant number of statements invalving arithmetic 
operations, comparisons, and assignments . Thus, each metbod in this implementa
tion runs in 0( 1 ) time. 

Table 5.3: Performance of a queue realized by an array. The space usage is O(N), 
where N is the size of the array, determined at the time the queue is created. Note 
that the space usage is independent from the number n < N of elements that are 
actually in the queue. 

As · with the array�based stack implementation, the only real disadvantage of 
· the array;.based queue implementation is that we artiticially set the capacity of the 
queue to be some tixed value. In a real application, we may actually need more 
or less queue capacity than this, but if we have a good capacity estimate, then the 
array-based implementation is quite efficient. 
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5 . 2 . 3  l mplement ing a Queue with a Generic L i n ked List 

We can efficiently implement the queue ADT using a generic singly linked list. Por 
efficiency reasons, we choose the front of the queue to be at the head of the list, and 
the rear of the queue to be at the tail of the list. In this way, we remove from the 
head and insert at the tail. (Why would it be bad to insert at the head and remove at 
the tail?) Note that we need to maintain references to both the head and tail nodes 
of the list. Rather than go into every detail of this implementation, we simply give 
a Java implementation for the fundamental queue methods in Code Fragment 5 . 1 5 .  

public void enqueue(E elem) { 
Node<E> node = new Node<E>( ) ;  
node.setEiement( elem ) ;  

} 

node.setNext(null ) ;  I I node wil l  be new ta i l  node 
if (size == 0) 

head = node; I I speci a l  case of a previously empty queue 
el se 

ta i l .setNext(node); I I add node at the ta i l  of the l ist 
ta i l  = node; I I update the reference to the tai l node 
size++; 

public E dequeue() throws EmptyQueueException { 
if (size == 0) 

} 

throw new EmptyQueueException ( 1 1 Queue is empty . 1 1 ) ;  
E tmp = head .getE iement( ) ;  
head head .getNext ( ) ;  
SIZe-- ;  
i f  (size == 0) 

ta i l  null ; I I the q ueue is now empty 
return tmp; 

Code· Fragment 5.15: Methods enqueue and dequeue in the implementation of the 
queue ADT by means of a singly linked list, using nodes from class Node of Code 
Fragment 5 .6. 

Each of the methods of the singly linked list implementation of the queue ADT 
runs in 0( 1 )  time. We also avoid the need to specify a maximum size for the queue, 
as was done in the array-based queue implementation, but this benefit comes at the 
expense of increasing the amount of space used per element. Still, the methods in 
the .singly linked list queue implementation are more complicated than we might 
like, for we must take extra care in how we deal with special cases where the queue 
is empty before an enqueue or where the queue becomes empty after a dequeue. 
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5 .2 .4  Round  Rob i n  Schedu le rs 

A popular use of the queue data structure is to implement a round robin scheduler, 
where we iterate through a coneetion of elements in a circular fashion and "service" 
each element by performing a given action on it. Such a schedule is used, for 
example, to fairly allocate a resource that must be shared by a collection of clients . 
For instance, we can use a round robin scheduler to allocate a slice of CPU time to 
various applications running concurrently on a computer. 

We can implement a round robin scheduler using a queue, Q, by repeatedly 
performing the following steps (see Figure 5 .5): 

1 .  e *--- Q.deq ueue() 
2. Service element e 
3 .  Q.enqueue(e) 

The Queue 

D D D D D D 
1 .  Deque the 
next element 

2. Service the 
next element 

Figure 5.5: The three iterative steps for using a queue to implement a round robin 
scheduler. 

The Josephus P roblem 

In the children's game "hot potato," a group of n children sit in a circle passing 
an object, called the "potato," around the circle. The potato begins with a starting 
child in the circle, and the children continue passing the potato until a leader rings a 
bell, at which point the child holding the potato must leave the game after handing 
the potato to the next child in the circle. After the selected child leaves, the other 
children close up the circle. This process is then continued until there is only one 
child remaining, who is declared the winner. If the leader always uses the strategy 
of ringing the bell after the potato has been passed k times, for some fixed value k, 
then determining the winner for a given list of children is known as the ]osephus 

problem. 
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Solving the Josephus  P roblem Us i ng a Q ueue 

We can solve the Josephus problem for a collection of n elements using a queue, 
by associating the potato with the element at the front of the queue and storing el
ements in the queue according to their order around the circle. Thus, passing the 
potato is equivalent to dequeuing an element and immediately enqueuing it again. 
After this process has been performed k times, we remove the front element by de
queuing it from the queue and discarding it. We show a complete Java program for 
solving the Josephus problem using this approach in Code Fragment 5 . 16, which 
describes a solution that runs in O(nk) time. (We can solve this problem faster 
using techniques beyond the scope of this book.) 

import net.datastructures. * ;  
public class Josephus { 

} 

/** Sol ution of the Josephus problem us ing a queue. *I 
public static <E> E Josephus(Queue< E> Q, int k) { 

if (Q . isEmpty() )  return null ; 

} 

while ( Q .size() > 1 )  { 
System.out.pri ntl n ( "  Queue : 11 + Q + 1 1 k = " + k); 
for (int i=O; i < k; i++) 

Q.enqueue(Q.dequeue() ) ;  11 move the front element to the end 
E e = Q.dequeue() ; I I remove the front element from the col lection 
System.out . pri nt l n ( "  11 + e + n is out " ) ;  
} 

return Q.dequeue( ) ;  I I the winner 

/** Bu i ld a q ueue from an array of objects *I 
public static <E> Queue<E> bu i ldQueue(E a [ ] ) { 

} 

Queue<E> Q = new NodeQueue<E>( ) ;  
for (int i=O; i<a . length ; i++) 

Q.enqueue(a [i] ) ;  
return Q; 

/** Tester method *I 
public static void ma i n (String[ ] args) { 

Stri ng[ ] a l = { "Alicen , 11Bob11 , 1 1Cindy " ,  "Doug" , nEd 11 , " Fred11 } ; 
Stri ng [ ]  a2 { "Gene " ,  "Hope" ,  " Irene 11 , 1 1 Jack11 , "Kim11 , " Lance " } ; 
Stri ng [ ]  a3 = { "Mike " ,  "Roberton } ; 
System .out . pri ntl n ( "First winner is  11 + Josephus(bui l dQueue(al) ,  3)) ;  
System .out.pri ntl n ( " Second winner is  1 1  + Josephus(bu i ldQueue(a2) , 10) ) ;  
System .out. pri ntl n ( "Third winner is  " + Josephus(bu i ldQueue(a3), 7) ) ;  l . . . . •  . . . 

· Code Fragment 5.16: A complete Java program for solving the Josephus problem 
using a queue. Class NodeQueue is shown in Code Fragment 5. 15.  
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5 .3 Double-Ended Queues 

Consider now a queue-like data structure that supports insertion and deletion at bath 
the front and the rear of the queue. Such an extension of a queue is called a double
ended queue, or deque, which is usually pronounced "deck" to avoid confusion 
with the dequeue methad of the regular queue ADT, which is pronounced like the 
abbreviation "D.Q." 

5 . 3 . 1 The Deq ue  Abstract Data Type 

The deque abstract data type is richer than bath the stack and the queue ADTs. The 
fundamental methods of the deque ADT are as follows: 

add Fi rst(e) : Insert a new element e at the head of the deque. 

add Last( e ) : Insert a new element e at the tail of the deque. 

removeF i rst( ) :  Remave and return the first element of the deque� an er
ror occurs if the deque is empty. 

removelast ( ) :  Re move and return the last element of the deque; an error 
occurs if the deque is empty. 

Additionally, the deque ADT may also include the following support methods: 
getFi rst( ) :  Return the first element of the deque; an error occurs if 

the deque is empty. 

getlast( ) :  Return the last element of the deque; an error occurs if 
the deque is empty. 

size() : Return the number of ele�ents of the deque. 

isEmpty(): Determine if the deque is empty. 

Example 5.5 :  The following table shows a series of operations and their effects 
on an initially empty deque D of integer objects. For simplicity, we use integers 
instead of integer objects as arguments of the operations. 

Operation Output D ! 

add F irst (3) - i (3) 
addFirst(5) - . (5 , 3) 

removeFirst( ) 5 (3) 
add last(7) (3 , 7) 

removeFi rst ( )  3 (7) 
removelast( )  7 () 
removeFi rst( )  "error" ( )  

isEmpty( )  true ( )  
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5 .3 .2  l m plement ing a Oeq ue 

Since the deque requires insection and remaval at both ends of a list, using a singly 
linked list to implcment a deque would be inefficient. We can use a doubly linked 
list, however, to implcment a deque efficiently. 

As discussed in Section 3.3,  inserting or removing elements at either end of a 
doubly linked list is straightforward to do in 0( 1 )  time, if we use sentin el nodes for 
the header and trailer, which is an implementation we support. 

Por an insertion of a new element e, we can have access to the node p befare 
the place e should go and the node q after the place e should go. To insert a new 
element between the two nodes p and q ( either or both of which could be sentinels ), 
we create a new node t, have t's prev and next links respectively refer to p and q, 
and then have p's  next link refer to t, and have q's prev link refer to t . 

Likewise, to re move an element stared at a node t, we can access the nodes p 
and q on either side of t (and these nodes must exist, since we are using sentinels) . 
To remave node t between nodes p and q, we simply have p and q point to each 
other instead of t. We need not change any of the fields in t ,  for now t can be 
reclaimed by the garbage collector, since no one is pointing to t . 

Performance and Li n ked List lmp lementation Deta i l s  

Table 5.4 shows the running times of methods for a deque �mplemented with a 
doubl y linked list. N ote that every methad runs in 0 ( 1 )  time. · 

Method Time 
size, isEmpty 0(1) 

getFirst, getlast 0(1 )  
add First, addlast 0(1 )  i 

removeFirst, remavelast 0(1 )  

Table 5.4: Performance of a deque realized by a doubly linked list. 

Thus, a doubly · linked list can be used to implcment each methad of the deque 
ADT in constant time. We leave the complete details of implcmenting the deque 
ADT efficiently in Java as an exercise (see P-5 .2). Nevertheless, we show a Deque 
interface in Code Fragment 5.17 and a partial implementation of this interface in 
Code Fragment 5 . 1 8 . 
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I**  
* I nterface for a d eque : a col lection of  objects that a re i nserted 
* and removed at both ends; a subset of java . ut i i . Li n ked L ist methods. 
* 
* «lauthor Roberto Tamassia 
* «lauthor M ichael Good rich 
*I 

public interface Deque<E> { 
!**  
* Returns the  n umber of  elements i n  the  deque. 
*I 
public int size( ) ; 

!** 
* Returns whether the deque is empty. 
*I 
public boolean i sEmpty() ; 

!** 
* Retu rns the fi rst element; an  exception is thrown if deq ue is empty. 
*I 
public E getFi rst( )  throws EmptyDequeException; 

/** 
* Returns the last e lement; an exception is thrown i f  deq ue is empty. 
*I 
public E getlast() throws EmptyDequeException ;  

!**  
* I nserts a n  element to be the  fi rst i n  the  deq ue. 
*I 
public void addF i rst (E element) ; 

!**  

} 

* I nserts a n  e lement to be the last i n  the deque. 
*I 
public void addLast (E element) ; 

!**  
* Removes the  fi rst element; a n  exception is throvvn i f  deque is empty. 
*I -
public E removeF irst( )  throws EmptyDequeException ;  

!* *  
* Removes the last element; a n  exception i s  th rown i f  deque i s  empty. 
*I 
public E removelast( )  throws EmptyDequeException ;  

225 

Code Fragment 5.17: Interface Deque documented with comments in Javadoe style 
(Section 1 .9.3). Note also the use of the generic parameterized type, E, which 
implies that a deque can contain elements of any specified class. 
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public class NodeDeque<E> implements Deque<E> { 
protected DLI\Jode<E> header, tra i ler; I I senti nels 
protected int size; I I number of elements 
public NodeDeq ue() { I I in it ia l ize an empty deque 

} 

header new DLNode<E>() ; 
tra i ler = new DLNode<E>() ;  
header.setNext(tra i ler ) ;  I I make header poi nt to tra i ler 
tra i ler.setPrev(header) ; I I make tra i ler poi nt to header 
size 0; 

public int size() { 
return size; 

} 
public boolean i sEmpty( )  { 

if (size = =  0) 
return true; 

return false; 
} 
public E getFirst() throws EmptyDequeException { 

if ( isEmpty( ) )  

} 
throw new EmptyDequeException ( "Deque is empty .  " ) ;  

return header.getNext() .getEiement( ) ;  

public void addF i rst(E  o) { 
DLNode<E> second = header.getl\lext() ;  
DLNode<E> fi rst new DLNode<E>(  o, header, second ) ;  
second.setPrev( fi rst ) ; 
header.setNext( fi rst) ; 
si ze++; 

} 
public E removelast() throws EmptyDequeException { 

if ( isEmpty( ) )  

} 
} 

throw new EmptyDequeException ( "Deque is empty . 1 1 ) ; 
DLNode<E> last = tra i ler.getPrev( ) ;  
E o = l ast.getE iement() ;  
DLNode<E> secondtolast = last.getPrev() ;  
tra i ler.setPrev( secondtolast) ; 
secendtol a st .set Next( tra i Ier) ; 
size--; 
return o; 

Code Fragment 5.18: Class NodeDeque implementing the Deque interface, except 
that we have not shown the class DLNode, which is a generic doubly linked list 
node, nor have we shown methods getlast, addlast, and removeFi rst. 
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5 . 3 . 3  Deques i n  the Java Col l eet iens Framewerk 

Incidentally, all of the methods of the deque ADT, as described above, are included 
in the java. ut i i . Deque interface. In the case of the update methods, which add or 
remove elements from the ends of the deque, the corresponding methods in the 
java . uti i . Deq ue interface are defined so that they throw an exception when used 
erroneously. Thus, the addFirst(e) metbod throws an exception if we try to add 
an element to a deque that is implemented in such a way that it is currently full 
and unable to accept additional elements, and the same is true for the addlast(e) 
method. Likewise, the removeFi rst() metbod throws an exception if we attempt to 
remove an element from an empty deque, and the same is true for removelast(). 

In actdition to the above update methods, which fail in bad situations, there 
are also corresponding methods in the java . uti i .Deque interface that are defined to 
behave more gracefully in bad situations. In particular, these alternative methods 
are useful in applications, such as producer-consumer scenarios that use a fixed
size buffer, where it is normal for us to try to insert items in a full deque or try to 
remove elements from an empty deque. These methods are as follows: 

offerFi rst ( e) : Inserts e at the head of the deque unless the deque is full, 
in which case this metbod returns false; if the metbod 
succeeds, it returns true. 

offerlast( e) : Inserts e at the tail of the deque unless the deque is full, 
in which case this mèthod returns false; if the metbod 
succeeds, it returns true. 

pol l Fi rst(): Removes and returns the first element ofthe deque; if the 
deqlie is empty, this metbod returns nutl. 

pol l last(): Removes and returns the last element of the deque; if the 
deque is empty, this metbod returns nul I . 

peekFi rst() : Returns, but does not remove, the first element of the 
deque; if the deque is empty, this metbod returns null . 

peeklast(): Returns, but does not remove, the last element of the 
deque; if the deque is empty, this metbod returns null. 

There are several concrete classes in Java that implement the java . uti i .Deque 
interface. These include the following: 

• java .ut i i .ArrayDeque 
• java . uti l .concurrent. L inkedBiockingDeque 

· • java . ut�Lli nkedlist 
· So, if we rieed tó use a deque and would rather not implement one from scratch, 

we can simply use the built-in class j ava.uti i .L inkedlist. 
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5 .4 Exercises 

For help with exercises, please visit the web s ite, www.wiley.com/go/globallgoodrich. 

Rei nforcement 

R-5 . 1  Describe how to implcment a capacity-limited queue, whicb uses tbe metb
ods of a capacity-limited Deque to perform the metbods of tbe queue ADT 
in ways tbat do not tbrow exceptions wben we attempt to perform a en
q ueue on a full queue or a dequeue on an empty queue. 

R-5.2 Soppose an initially empty stack S bas performed a total of 25 push op
erations, 12 top operations, and 10 pop operations, 3 of wbicb generated 
EmptyStack:Exceptions, wbicb were caugbt and ignored. Wbat is tbe cur
rent size of S? 

R-5 .3 Ifwe implemented tbe stack S from tbe previous problem witb an array, as 
described in tbis cbapter, tb en wbat is tbe current value of tbe top instanee 
variable? 

R-5.4 Describe tbe output of the following series of stack operations: push{5), 
push(3), pop(), push{2), push {8), pop(), pop(), push {9) ,  push(l) ,  pop() , 
push(?), push{6), pop(), pop() , push (4), pop{) , pop() .  

R-5.5 Give a recursive metbod for removing all tbe elements in a stack. 

R-5.6 Give a precise and complete detinition of tbe concept of matching for 
grouping symbols in an aritbmetic expression . .  

R-5 .7 Describe the output for tbe following sequence of queue operations: en
queue(5), enqueue{3), dequeue( ) ,  enqueue(2), enqueue{8), dequeue(), 
dequeue{) , enqueue(9 ) ,  en queue( 1 ) , dequeue(), enq ueue{7), enq ueue( 6), 
dequeue(), dequeue( ), enqueue( 4), dequeue{ ) ,  dequeue() .  

R-5.8 Soppose an initially-empty queue Q bas performed a total of 32  enqueue 
operations, 10 front operations, and 15 dequeue operations, 5 of wbicb 
generated EmptyQueueExceptions, wbicb were caugbt and ignored. Wbat 
is the current size of Q? 

R-5 .9 If tbe queue of tbe previous problem was implemented with an array of 
capacity N = 30, as described in tbe cbapter, and it never generated a 
Fu i iQueueException, what would be tbe current values of f and r? 

R-5.10 Describe the output for tbe following sequence of deque ADT operations: 
add First(3), addlast(8), addlast(9), addF i rst(5), removeFi rst(), remove
Last(), first(), addlast(7), removeFi rst(), last(), removelast() . 

www.wiley.com/go/global/goodrich
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R-5 . 11 Suppose you have a deque D containing the numbers ( 1 , 2 , 3 , 4, 5 , 6 , 7 , 8 ) ,  
in this order. Supposè further that you have an initially empty queue 
Q. Give a pseudo-code description of a methad that uses only D and 
Q ( and no other variables or objects) and results in D storing the elements 
( 1 , 2, 3 , 5 , 4, 6, 7 , 8) ,  in this order. 

R-5 . 1 2  Repeat the previous problem using the deque D and an initially empty 
stack S. 

Creativity 

C-5. 1 Suppose you have a stack S containing n elements and a queue Q that is 
initially empty. Describe how you can use Q to scan S to see if it contains a 
certain element x, with the additional constraint that your algorithm must 
return the elements back to S in their original order. You may not use 
an array or linked list-only S and Q and a constant nurnber of reference 
variables. 

C-5 .2 Give a pseudo-code description for an array-based implementation of the 
double-ended queue ADT. What is the running time for each operation? 

C-5 .3 Suppose Alice has picked three distinct integers and placed them into a 
stack S in random order. Write a short, straightline piece of pseudo-code 
(with no loops or- recursion) that uses only one comparison and only one 
variabie x, yet guarantees with probability 2/3 that at the end of this code 
the variabie x will store the largest of Alice's three integers. Argue why 
your methad is correct. 

i 
C-5 .4 Describe how to implement the stack ADT using two queues. What is the 

running time of the push( )  and pop() methods in this case? 

C-5 .5 Suppose we have an n x n two-dimensional array A that we want to use 
to store integers, but we don't want to spend the O(n2) work to initialize 
it to all O's (the way Java does), because we know in advance that we 
are only going to use up to n of these cells in our algorithrn, which itself 
runs in O(n) time (not counting the time to initialize A). Show how to 
use an array-based stack S storing (i, j, k) integer triples to allow us to 
use the array A without initializing it and still irnplement our algorithm in 
0( n) time, even though the initial values in the cells of A might be total 
garbage. 

C-5 .6 Describe a nonrecursive algorithm for enumerating all perrnutations of the 
numbers { 1 , 2, . . . , n  } .  

C-5.7 Postfix notation i s  an unambiguous way of writing an arithmetic expres
sion without parentheses. It is defined so that if "(e.q71)op(exp2)" is a nor
mal fully parenthesized expression whose operation is op, then the postfix 
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version of this is "pexp1 pexp2 op", where pexp1 is the postfix version of 
exp1 and pexp2 is the postfix version of exp2 . The postfix version of a sin
gle number or variabie is just that number or variable. So, for example, the 
postfix version of "( (5 + 2) * (8 - 3) ) /4" is "5 2 + 8 3 - * 4 j". Describe 
a nonrecursive way of evaluating an expression in postfix notation. 

C-5 .8 Suppose you have two nonempty stacks S and T and a deque D. Describe 
how to u se D so that S stores all the elements of T below all of its original 
elements, with both sets of elements still in their original order. 

C-5.9 Alice has three array-based stacks, A, B, and C, such that A has capacity 
1 00, B has capacity 5 ,  and C has capacity 3. Initially, A is full, and B 
and C are empty. Unfortunately, the person whoprogrammed the class for 
these stacks made the push and pop methods private. The only method 

. Alice can use is a static method, transfer(S, T) ,  which transfers (by itera
tively applying the private pop and push methods) elements from stack S 
to stack T until either S becomes empty or T becomes full. So, for exam
ple, starting from our initial contiguration and performing transfer( A, C) 
results in A now holding 97 elements and C holding 3. Describe a se
quence of transfer operations that starts from the initial contiguration and 
results in B holding 4 elements at the end. 

C-5 . 10  Alice has two queues, S and T, which can store integers. Bob gives Alice 
50 odd integers and 50 even integers and insist� that she stores all 100 
integers in S and T. They then play a game where Bob picks S or T 
at random and then applies the round-robin scheduler, described in the 
chapter, to the chosen queue a random number of times. If the number 
left out of the queue at the end of this game is odd, Bob wins. OthtJrwise, 
Alice wins. How can Alice allocate integers Jo queues to optimize her 
chances of winning? What is her chance of winning? 

C-5 . 1 1 Suppose Bob has four cows that he wants to take across a bridge, but only 
one yoke, which can hold up to two cows, side by side, tied to the yoke. 
The yoke is too heavy for him to carry across the bridge, but he can tie 
(and untie) cows to it in no time at all. Ofhis four cows, Mazie can cross 
the bridge in 2 minutes, Daisy can cross it in 4 minutes, Crazy can cross it 
in 10 minutes, and Lazy can cross it in 20 minutes. Of course, when two 
cows are tied to the yoke, they must go at the speed of the slower cow. 
Describe how Bob can get all his cows across the bridge in 34 minutes. 

C-5 . 1 2  Show how to use a stack S and a queue Q to generate all possible subsets 
of an n-element set T nonrecursively. 

Projects 

P-5 . 1  Design an ADT for a two-color, double-stack ADT that consists of two 
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stacks-one "red" and one "blue"-and has as its operations color-coded 
versions of the regular stack ADT operations. For example, this ADT 
should allow for both a red push operation and a blue push operation. 
Give an efficient implementation of this ADT using a single array whose 
capacity is set at some value N that is assumed to always be larger than 
the sizes of the red and blue stacks combined. 

P-5.2 Implement the deque ADT with a doubly linked list. 

P-5.3 Implement a capacity-limited version of the deque ADT, as given in Sec
tion 5.3.3, with an array used in a circular fashion. 

P-5 .4 Implement the Stack and Queue interfaces with a unique class that ex
tends class NodeDeque (Code Fragment 5 . 1 8). 

P-5.5 When a share of common stock of some company is sold, the capital 
gain (or, sometimes, loss) is the difference between the share 's selling 
price and the price originally paid to buy it. This rule is easy to under
stand for a single share, but if we sell multiple shares of stock bought 
over a long period of time, then we must identify the shares actually be
ing sold. A standard accounting principle for identifying which shares of 
a stock were sold in such a case is to use a FIFO protocol-the shares 
sold are the ones that have been held the longest (indeed, this is the de
fault metbod built into several personal finance software packages) . For 
example, suppose we buy 100 shares át $20 each on day 1 ,  20 shares at 
$24 on day 2, 200 shares at $36 on day 3, and then sell 150 shares on day 
4 at $30 each. Then applying the FIFO protocol means that of the 150 
shares sold, 100 were bought on day 1 ,  20 were boughtion day 2, and 30 
were bought on day 3. The capital gain i.n this case would therefore be 
100 · 10  + 20 · 6 + 30 · ( -6), or $940. W rite a program that takes as input 
a sequence of transactions of the form "buy x share (s) at $y each" 
or "sell x share (s )  at $y each," assuming that the transactions oc
cur on consecutive days and the values x and y are integers. Given this 
input sequence, the output should be the total capital gain ( or loss) for the 
entire sequence, using the FIFO protocol to identify shares. 

P-5.6 Implement the stack ADT with a doubly linked list. 

P-5 .7 Implement the stack ADT using the Java Arraylist class (without using 
the built-in Java Stack class). 

P-5 .8 Implement a program that can input an expression in postfix notation (see 
Exercise C-5.7) and output its value. 

P-5.9 Implement the queue ADT using an array. 

P-5 . 1 0  Implement the entire queue ADT using a singly link:ed list. 
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Chapter Notes 

We were introduced to the approach of defining data structures first in terrns of their ADTs 
and then in terms of concrete implementations by the classic books by Aho, Hopcroft, and 
Uilman [4, 5], which incidentally is where we first saw a problem similar to Exercise C-
5.5. Exercises C-5.9, C-5. 10, and C-5 . 1 1 are similar to interview questions said to be from 

a well-known software company. For further study .of abstract data types, see Liskov and 
Guttag [69], Cardelli and Wegner [20] , or Demurjian [27] . 

http:study.of
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6. 1 

Chapter 6. List Abstractions 

Array lists 

Soppose we have a collection S of n elements stored in a eertaio linear order, so 
that we can refer to the elements in S as first, second, third, and so on. Such a 
collection is generically referred to as a list or sequence. We can uniquely refer 
to each element e in S using an integer in the range [0, n - 1 ]  that is equal to the 
number of elements of S that preeede e in S. The index of an element e in S is the 
number of elements that are before e in S. Hence, the first element in S has index 
0 and the last element has index n 1 .  Also, if an element of S has index i, its 
previous element (if it exists) has index i - 1 ,  and its next element (if it exists) has 
index i + 1 .  This concept of index is related to that of the rank of an element in a 
list, which is usually defined to be one more than its index; so the first element is at 
rank 1 ,  the second is at rank 2, and so on. 

A sequence that supports access to its elements by their indices is called an 
array list (or vector, using an older term). Since our index definition is more con
sistent with the way arrays are indexed in Java and other programming languages 
(such as C and C++ ), we will be referring to the place where an element is stored 
in an array list as its "index," not its "rank" (although we may use r to denote this 
index, if the letter "i" is being used as a for-loop counter) . 

This index concept is a simple yet powerful notion, . since it can be used to 
specify where to insert a new element into a list or where to remove an old element. 

6 . 1 . 1  The Array L ist Abstract Data Type 
s 

As an ADT, an array list S has the following methods (besides the standard si ze() 
and isErnpty() methods): 

. · 

get( i) : Return the element of S with index i; an error condition 
occurs if i <  0 or i >  size() - 1 .  

set( i ,  e) : Replace with e and return the element at index i ;  an error 
condition occurs if i <  0 or i >  size() 1 .  

add (i , e) : Insert a new element e into S to have index i; an error 
condition occurs if i <  0 or i >  size() .  

remove(i) : Remave from S the element at index i; an error condition 
occurs if i < 0 or i > si ze() - 1 .  

We do not insist that an array should be used to  implement an array list, so that 
the element at index 0 is stored at index 0 in the array, although that is one (very 
natura!) possibility. The index definition offers us a way to refer to the "place" 
where an element is stored in a sequence without having to worry about the exact 
implementation of that sequence. The index of an element may change whenever 
the sequence is updated, however, as we illustrate in the following example. 
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Example 6 .1 :  We show below some operations on an initially empty array list S. 

Operation Output s 
1 add (0, 7 ) I - (7) 

add (0, 4) - (4, 7) 
get ( l )  7 (4, 7) 

add (2, 2) (4, 7 , 2) 
get(3) "error" (4, 7 , 2) 

remove( 1 )  7 (4, 2) 
add ( 1 , 5) - (4, 5 , 2) 
add ( l ,  3 )  - (4, 3 , 5 , 2) 
add ( 4, 9) - (4, 3 , 5 , 2, 9) 
get (2) 5 (4, 3 , 5, 2, 9) 

set (3 , 8) 2 (4, 3 , 5 , 8 , 9) 

6 . 1 . 2  The Ada pter Pattern  

Classes are often written to provide similar functionality to other classes. The 
adapter design pattem applies to any context where we want to modify an existing 
cia-ss so that its methods match those of a related, but different, class or interface. 
One general way for applying the adapter pattem is to define the new class in such 
a way that it contains an instanee of the old class as a bidden field, and implement 
each metbod of the new class using methods of this bidden instanee variable. The 6 
result of applying the adapter pattem. is that a new class that perfonns almost the 
same functions as a previous class, but in a more convenient way, has been created. 

With respect to our discussion of the array list ADT, we note that this ADT is 
sufficient to define an adapter class for the deque ADT, as shown in Table 6. 1 .  (See 
also Exercise C-6.8.) 

Deque Method 
size(), isEmpty() 
getFirst( ) 
getlast( )  
add F i  rst( e) 
addlast(e) 
removeFi rst() 
removelast ( )  

Realization with Array-List Methods 
size() ,  isEmpty( )  
get(O) 
get( si ze() - 1 )  
add (O, e) 
add ( size() , e) 
remove(O) . 
re move( si ze() - 1 )  

Table 6.1: Realization of a deque by means of an array list. 
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6 . 1 .3 A S imple Array-Based lmplernentation 

An obvious choice for implcmenting the array list ADT is to use an array A, where 
A[i] stores (a reference to) the element with index i. We choose the size N of array A 
sufficiently large, and we maintain the number of elements in an instanee variable, 
n < N. 

The details of this implementation of the array list ADT are simple. To im
plement the get( i) operation, for example, we just return A [i] . Implementations of 
methods add (i, e) and remove(i) are given in Code Fragment 6. 1 .  An important 
( and time-eonsuming) part of this implem�ntation involves the shifting of elements 
up or down to keep the occupied eells in the array eontiguous. These shifting op
erations are required to maintain our rule of always storing an element whose list 
index is i at index i in the array A. (See Figure 6. 1 and also Exercise R -6. 12.) 

Algorithm add(i, e) : 
for j = n 1 ,  n - 2, . . . , i do 

A [j + 1 ] <-- A [j] {make room for the new element} 
A [i] <-- e 
n <- n  1 

Algorithm remove(i) : 
e <-- A [i] { e is a temporary variabie} 
for j = i, i + l ,  . . . , n  2 do 

A[j] <-- A[j + 1 ] { fill in for the removed element} 
n <-- n - 1 
return e 

Code Fragment 6.1: Methods add (i , e) and remove(i) in the array implementation 
of the array list ADT. We denote, with n, the instanee variabie storing the number 
of elements in the array list. 

s 

(a) 

s 
0 . 1 2 N-1 

(b) 
Figure 6.1 : Array-based implementation of an array list S that is storing n elements: 
(a) shifting up for an insertion at index i; (b) shifting down for a removal at index i. 
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The Performa nce of a S imp le Array-Based l mplementation 

Table 6.2 shows the worst-case running times of the methods of an array list with 
n elements realized by means of an array. Methods isEmpty, size, get and set 
clearly run in 0( 1 )  time, but the insection and removal methods can take much 
longer than this. In particular, add (i, e) runs in time O(n) . Indeed, the worst case 
for this operation occurs when i 0, since all the existing n elements have to be 
shifted forward. A similar argument applies to method remove(i) , which runs in 
O(n) time, because we have to shift backward n 1 elements in the worst case 
(i 0). In fact, assuming that each possible index is equally likely to be passed 
as an argument to these operations, their average running time is O(n), for we will 
have to shift n/2 elements on average. 

Nietbod Time 

si ze() 0( 1 )  
isEmpty() 0( 1 )  

get(i) 0 ( 1 )  
set(i , e) 0 ( 1 )  
add (i, e) O(n) 

remove(i) O(n) 

Table 6.2: Performance of an array list with n elements realized by an array. The 
space usage is O(N) , where N is the size of the array. 

Looking more closely at add (i, e) and remçwe(i) ,. we note that they each run in 
time O(n - i+  1), for only those elements at index i and higher have to be shifted up 
or down. Thus, inserting or removing an item at the end of an array list, using the 
methods add ( n , e) and remove(n - 1) ,  respectively take 0( 1 )  time each. Moreover, 
this observation has an interesting consequence for the adaptation of the array list 
ADT to the deque ADT given in Section 6. 1 . 1 .  If the array list ADT in this case is 
implemented by means of an array as described above, then methods addLast and 
remavelast of the deque each run in 0( 1 )  time. However, methods add First and 
removeFirst of the deque each run in O(n) time. 

Actually, with a little effort, we can produce an array-based implementation of 
the array list ADT that achieves 0( 1) time for insertions and removals at index 0, as 

. .  well as · insertions and removals at the end of the array list. · Achieving this requires 
that we give up on our rule that an element at index i is stored in the array at index 
i, however, as we would have to use a circular array approach like the one we used 
in Section 5.2 to implement a queue. We leave the details of this implementation 
for an exercise (C-6.9). 
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6 . 1 .4 A S imple I nterface a nd the java . ut i i .Arrayl ist C l ass 

To prepare for constructing a Java implementation of the array list ADT, we show, 
in Code Fragment 6.2, a Java interface, l ndexlist, that captures the main methods 
from the array list ADT. In this case, we use a l ndexOutOfBoundsException to 
signal an invalid index argument. 

public interface l ndexlist<E> { 

} 

/** Retu rns the number of elements i n  th is l ist. *I 
publk int si ze() ; 
/** Returns whether the l ist is empty. *I 
public boolean isEmpty() ; 
I** I nserts a n  element e to be at i ndex i ,  sh ift ing a l l  e lements after this. *I 
public void add (int i ,  E e) 

throws I ndexOutOfBou ndsException ; 
I**  Retu rns the element at i ndex i ,  without removî ng it. *I 
public E get(int i) 

throws l ndexOutOfBoundsException; 
/** Removes and retu rns the e lement at i ndex i , sh ifti ng the elements after this . *I 
public E remove(int i ) 

throws I ndexOutOfBou ndsException ; 
/** Replaces the element at i ndex i with e, retu rn i ng the previous element at i .  *I 
public E set(int i, E e) 

throws l ndexOutOfBou ndsException ;  

Code Fragment 6.2: The I ndexlist interface for the array list ADT. s 

The java . uti i .Arraylist C lass 

Java provides a class, java . ut i i .Arraylist, that implements all the methods that we 
give above for our array list ADT. That is, it includes all of the methods included 
in Code Fragment 6.2 for the I ndexlist interface. Moreover, the java . uti i .Arraylist 
class has features in addition to those of our simplified array list ADT. For exam
ple, the class java . uti i .Arraylist also includes a method, clear(), which removes 
all the elements from the array list, and a method, toArray(), which returns an ar
ray containing all the elements of the array list in the same order. In addition, the 
class java . uti i .Arraylist also has methodsfor searching the list, including a metbod 
indexüf(e); which returns the index of the first occurrence of an element equal to 
e in the array list, and a metbod l ast l ndexüf(e), which returns the index of the last 
occurrence of an element equal to e in the array list. Both of these methods return 
the (invalid) index value - 1  if an element equal to e is not found. 
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6 . 1 . 5  l m p lement i ng  an  Array L ist Us ing Extendab le  Arrays 

In addition to imptementing the methods of the I ndexlist interface ( and some other 
useful methods), the class java . uti i .Arraylist provides an an interesting feature that 
overcomes a weakness in the simple array implementation. 

Specifically, a major weakness of the simple array implementation for the ar
ray list ADT given in Section 6. 1 .3 ,  is that it requires advance specification of a 
fixed capacity, N, for the total number of elements that may be stored in the array 
list. If the actual number of elements, n, of the array list is much smaller than N, 
then this implementation will waste space. Worse, if n increases past N, then this 
implementation will crash. 

Instead, the java . uti i .Arraylist uses an interesting extendable-array technique 
so that we never have to worry about array overflows when using this class. 

As with the java . uti i .Arraylist class, let us provide a means to grow the array 
A that stores the elements of an array list S. Of course, in Java (and other program
ming languages), we cannot actually grow the array A; its capacity is fixed at some 
number N, as we have already observed. Instead, when an overflow occurs, that 
is, when n = N and we make a eaU to the method add, we perform the following 
additional steps: 

l .  Allocate a new array B of capacity 2N 

2. Let B [i] � A[i] , for i =  0, . . . ,N 1 

3 .  Let A �  B, that is, we use B as the array supporting S 

4. Insert the new element in A. 

This array replacement strategy is known as an· extendable array, for it can 
be viewed as extending the end of the underlying array to make room for more 
elements. (See Figure 6.2.) Intuitively, this strategy is much like that of the herrnit 
crab, which moves into a larger shell when it outgrows its previous one. 

A -- A 

B B 

(a) (b) (c) 

Figure 6.2: An mustration of the three steps for "growing" an extendable array: (a) 
create new array B; (b) copy elements from A to B; ( c) reassign reference A to the 
new array. Not shown is the future garbage collection of the old array. 
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l m plementing the I ndexlist I n terface with a n  Extendab le Array 

We give portions of a Java implementation of the array list ADT using an extend
able array in Code Fragment 6.3. This class only provides means for the array to 
grow. Exercise C-6.2 explores an implementation that can also shrink.. 

/** Rea l ization of an i ndexed l ist by means of an  array, whir.h is doubled 
* when the size of the i ndexed l ist exceeds the capacity of the array. 
*I 

public class Array l ndexlist<E> implements l nd exlist<E> { 
private E [ ] A; I I array storing the e lements of the indexed l i st 
private int capacity = 16; I I i n it ia !  l ength of a rray A 
private int size = 0; I I n umber of elements stored i n  the i ndexed l ist 
/** C reates the i ndexed l ist with i n it ia I capacity 16. *I 
public Array l ndexlist ( )  { 

A = ( E[ ] )  new Object[capacity] ; I I the compi le r  may warn , but th is is ok 
} 
I** I nserts a n  element at the given index. *I 
public void add(int r, E e)  

} 

throws l nd exOutOfBoundsException { 
checkl n dex( r, size() + 1 ) ;  
i f  (size == capacity) { I I a n  overflow 

capacity 2; 
E [ ] B =(E[ ] )  new Object[capacity] ; 
for ( int i =O; i <size; i++)  

B [i] A [i] ;  
A B ;  

} s 

for (int i--) I I shift e lements up  
A[ i+1] = A [i ] ; 

A[r] = e ; 
s ize++ ;  

/** Removes the element stored at the given i ndex. *I 
public E remove(int r) 

throws l n dexOutOfBoundsException { 
checkl ndex(r, size( ) ) ;  
E tem p  A[r] ;  
for ( int i<size-1 ;  i ++) I I sh ift e lements down 

A[ i] A[ i+1] ; 

return temp; 
} .  

Code Fragment 6.3: Portions of class Arrayi ndexlist realizing the array list ADT 
by means of an extendable array. Method checkl ndex(r, n) (not shown) checks 
whether an index r is in the range {O,n - 1 ] . 
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An Amortized Ana lys is of Extendable Arrays 

This array replacement strategy might at first seem slow, for performing a single 
array replacement required by some element insertion can take O(n) time. Still, 
notice that after we perform an array replacement, our new array allows us to add n 
new elements to the array list before the array must be replaced again. This simple 
fact allows us to show that performing a series of operations on an initially empty 
array list is efficient in terms of its total running time. As a shorthand notation, let 
us refer to the insertion of an element to be the last element in an array list as a 
push operation. (See Figure 6.3.) 

2 3 4 5 6 7 8 9 10  1 1  12 13 14 15  16 
current number of ele111:ents 

Figure 6.3: Running times of a series of push operations on a ja va . uti i .Arraylist of 
initial size 1 .  

Using an algorithmic design pattem called amortiwtion, we can show that per
forming a sequence of such push operations on an array list implemented with an 
extendable array is actually quite efficient. To perform an amortized analysis, we 
use an accounting technique where we view the computer as a coin-operated appli
ance that requires the payment of one cyber-rupee for a constant amount of com
puting time. When an operation is executed, we should have enough cyber-rupees 
available in our current "bank account" to pay for that operation's running time. 

· Thu:s, the total amount of cyber.:rupees spent for any computation will be propor
tional to the total time spent on that computation. The beauty of using this analysis 
method is that we can overcharge some operations in order to save up cyber-rupees 
to pay for others. 
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Proposition 6.2: Let S be an array list implemented by means of an extendable 
array with initial length one. The total time to perform a series of n push operations 
in S, starting from S being empty is O(n ) . 

Justification :  Let us assume that one cyber-rupee is enough to pay for the exe
cution of each push operation in S, excluding the time spent for growing the array. 
Also, let us assume that growing the array from size k to size 2k requires k cyber
rupees for the time spent copying the elements. We shall charge each push oper
ation three cyber-rupees. Thus, we overcharge each push operation that does not 
cause an overflow by two cyber-rupees. Think of the two cyber-rupees profited in 
an insertion that does not grow the array as being "stored" at the element inserted. 
An overflow occurs when the array list S has 2i elements, for some integer i 2:: 0, 
and the size of the array used by the array list representing S is 21• Thus, doubling 
the size of the array will require i cyber-rupees. Fortunately, these cyber-rupees 
can be found at the elements stored in cells 2i-l through 2i 1 .  (See Figure 6.4.) 
Note that the previous overflow occurred when the number of elements became 
larger than 2i-l for the first time, and thus the cyber-rupees stored in cells 2i-l  

through 2i 1 were not previously spent. Therefore, we have a valid amortization 
scheme in which each operation is charged three cyber-rupees and all the comput
ing time is paid for. That is, we can pay for the execution of n push operations 
using 3n cyber-rupees. In other words, the amortized running time of each push 
operation is 0( 1 ) ;  hence, the total running time of n push operations is 0( n) . • 

(a) 

0 1 2 3 4 5 6 7  

(b) 

0 1 2 3 4 5 6 7 8 9 10 1 1  12  13 14 15 

Figure 6.4: mustration of a series of push operations on an array list: (a) an 8-
cell array is full, with two cyber-rupees "stored" at cells 4 through 7; (b) a push 
operation caus�s an overflow and a doubling of capacity. Copying the eight old 
ele1nents to the new �ay is paid for by the cyber-rupees already stored in the 
table. Inserting the new element is paid for by one of the cyber-rupees charged to 
the push operation, and the two cyber-rupees profited are stored at cell 8. 
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6 .2  Node lists 

U sing an index is not the only means of refening to the place where an element 
appears in a sequence. If we have a sequence S implemented with a (singly or 
doubly) linked list, then it could possibly be more natoral and efficient to use a 
node instead of an index as a means of identifying where to access and update S. In 
this section, we define the node list ADT, which abstracts the concrete linked list 
data structure (Sections 3 .2 and 3 .3) using a related position ADT that abstracts the 
notion of "place" in a node list. 

6 . 2 . 1  Node-Based Operatiens 

Let S be a (singly or doubly) linked list. We would like to define methods for S that 
take nodes as parameters and provide nodes as return types. Such methods could 
provide significant speedups over index-based methods, because finding the index 
of an element in a linked list requires searching through the list incrementally from 
its beginning or end, counting elements as we go. 

For instance, we could define a hypothetical metbod remove(v) that removes 
the element of S stored at node v of the list. Using a node as a parameter allows us 
to remove an element in 0( 1 )  �ime by simply going directly to the place where that 
node is stored and then "linking out" this node through. an update of the next and 
prev links of its neighbors. Similarly, we could insert, in 0( 1 ) time, a new element 
e into S with an operation such as addAfter( v, e) , which specifies the node v after 
which the node of the new element should be inserted. In this case, we simply "link 
in" the new node. 

Defining methods of a list ADT by actding such node-based operations raises 
the issue of how much information we should be exposing about the implemen
tation of our list. Certainly, it is desirabie for us to be able to use either a singly 
or doubly linked list without revealing this detail to a user. Likewise, we do not 
wish to allow a user to modify the intemal structure of a list without our knowl
edge. Such modification would be possible, however, if we provided a reference to 
a node in our list in a form that allowed the user to access internal data in that node 
. (such as a next orprev field). 

To abstract and unify the different ways of storing elements in the various im
plementations of a list, we introduce the concept of position, which formalizes the 
intuitive notion of "place" of an element relative to others in the list. 
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6 .2 . 2  Posit ions 

So as to safely expand the set of operations for lists, we abstract a notion of "po
sition" that allows us to enjoy the efficiency of doubly or singly linked list imple
mentations without vialating object-oriented design principles. In this framework, 
we view a list as a collection of elements that stores each element at a position and 
that keeps these positions arranged in a linear order. A position is itself an abstract 
data type that supports the following simple method: 

element(): Return the element stored at this position. 

A position is always defined relatively, that is, in terms of its neighbors. In a 
list, a position p will always be "after" some position q and "before" some position 
s (unless p is the first or last position). A position p, which is associated with some 
element e in a list S, does not change, even if the index of e changes in S, unless 
we explicitly remove e (and, hence, destray position p). Moreover, the position p 
does not change even if we replace or swap the element e stored at p with another 
element. These facts about positions allow us to de fine a set of position-based list 
methods that take position objects as parameters and also provide position objects 
as return values. 

6 .2 . 3  The Node L ist Abst ract Data Type 

Using the concept of position to encapsulate the idea of "node" in a list, we can 
define another type of sequence ADT called the node list ADT. This ADT supports 

• 
the following methods for a list S: 

f irst () : Return the position of the first element of S; an error oc
curs if S is empty. 

l ast( ) : Return the position of the last element of S; an error oc
curs if S is empty. 

prev (p) : Return the position of the element of S preceding the one 
at position p; an error occurs if p is the first position. 

next(p ) : Return the position of the element of S following the one 
at position p; an error occurs if p is the last position. 

The above methods allow us to refer to relative positions in a list, starting at the 
beginning or end, and to move incrementally up or down the list. These positions 
can intuitively be thought of as nodes in the list, but note that there are no specific 
references to node objects. Moreover, if we provide a position as an argument to a 
list method, then that position must represent a valid position in that list. 
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Node L ist Update Methods 

In addition to the above methods and the generic methods size and isEmpty, we also 
include the following update methods for the node list ADT, which take position 
objects as parameters and/or provide position objects as return values. 

set(p, e) : Replace the element at position p with e, retuming the 
element formerly at position p. 

add First( e) : Insert a new element e into S as the first element. 

addlast( e ) :  Insert a new element e into S as the last element. 

addBefore (p, e) :  Insert a new element e into S before position p. 

addAfter (p, e) : Insert a new element e into S after position p. 

remove(p) : Remove and return the element at position p in S, invali
rlating this position in S. 

The node list ADT allows us to view an ordered collection of objects in terms 
of their places, without worrying about the exact way those places are represented. 
(See Figure 6.5.) 

Baltimore New York Paris Providenee 

p q r s 

Figure 6.5: A node list. The positions in the cuirent order are p, q, r, and s. 

There may at first seem to be redundancy in the above repertory of opera
tions for the node list ADT, since we can perform operation addFirst(e) with 
add Before(first() , e) ,  and operation add last(e) with addAfter(getlast() , e) .  But 
these substitutions can only be done for a nonempty list. 

Note that an error condition occurs if a position passed as argument to one of 
the list operations is invalid. Reasons for a position p to be invalid include: 

• p = nul l 

• p was previously deleted from the list 
• p is a position of a differen� list 
• p is the first position of the list and we call prev(p) 
• p is the last position of the list and we call next(p) . 

We illustrate the operations of the node list ADT in the following example. 
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Example 6.3: We show below a series of operations for an initially empty list 

node S. We use variables P l , pz, and so on, to denote different positions, and we 

show the object currently stared at such a position in parentheses. 

Operation Output s I 
addF i rst(8) (8) i 

fi rst() Pl (8) (8) I addAfter(p1 , 5) - (8,5) 
next(pl ) pz (5) (8,5) 

addBefore(pz, 3) - (8,3,5) 
prev(pz) P3 (3) (8,3,5) 

addFirst(9) (9,8,3,5) 
l ast() pz (5) (9,8,3,5) 

remove(fi rst() )  9 (8,3,5) 
set(p3 , 7)  3 (8, 7,5) 

addAfter(fi rst() , 2) (8,2, 7,5) 

The node list ADT, with its built-in notion of position, is useful in a number 
of settings. Por example, a program that simulates a game of cards could model 
each person's hand as a node list. Since most people keep cards of the same suit 
together, inserting and removing cards from a person's hand could be implemented 
using the methods of the node list ADT, with the positions. being determined by a 
natura! ordering of the suits. Likewise, a simple text editor embeds the notion of 
positional insertion and removal, since such editors typically perform all updates 
relative to a cursor, which represents the current position in the list of characters of 
text being edited. 

. . • 

A Java interface representing the position ADT is given in Code Fragment 6.4. 

public interface Position< E> { 

} 

/** Return the element stored at th is position . * / 
E element( ) ;  

Code Fragment 6.4: Java interface for the position ADT. 

An interface for the node list ADT, called Posit ionlist, is given in Code Frag
ment 6.5. This interface uses the following exceptions to indicate error conditions. 

BoundaryViol ationException:  Thrown if an attempt is made at accessing an ele
ment whose position is outside the range of positions of the list (for example, 
calling method next on the last position of the sequence ). 

l nva l idPositionException: Thrown if a position provided as argument is not valid 
(for example, it is a null reference or it has no associated list). 



6.2. Node Lists 

pubtic interface Positionlist<E> { 
I** Returns the number of elements i n  th is l ist. *I  
public int size() ; 
/** Returns whether the l i st is empty. *I 
public boolean isEmpty() ; 
/** Returns the fi rst node i n  the l îst. *I 
public Position<E> fi rst( ) ; 
/** Retu rns the last node i n  the l i st. *I 
public Position<E> last() ; 
/** Returns the node after a given node i n  the l i st. *I 
public Posîtion < E> next( Position < E> p) 

throws I nva l id Position Exception, BoundaryViolation Exception ; 
/** Returns the node befare a given node i n  the l ist. *I 
public Position<E> prev(Position<E> p) 

throws lnva l idPositionException , BoundaryViolat ionException ; 
/** I n serts an  e lement at the front of the l ist, return ing new position .  *I 
public void addFirst(E e ) ; 
/** I nserts and e lement at the back of the l i st ,  return ing new position .  *I 
public void addLast(E e ) ; 
/** I n serts an  element after the given node i n  the l ist. *I 
public void addAfter(Position<E> p, E e) 

throws I nva l id Position Ex ception ; 
/** I nserts an  element befare the given node i n  the l ist. *I  
public void addBefore(Position<E> p ,  E e) . 

throws I nva I id Position Exception ;  
/** Removes a node from the l ist , retu rn ing the element stared there. *I 
pubtic E remove(Position<E> p) throws l nva l id PositionExcept ion ; 
/** Replaces the element stared at the given node, returning o ld e lement. *I 
pubtic E set(Position<E> p, E e) throws l nva l idPositionException ;  

• 

} 
Code Fragment 6.5: Java interface fo� the node list ADT. 

Yet Another Deque Adapter 
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With respect to our discussion of the node list ADT, we note that this ADT is 
sufticient to define an adapter class for the deque ADT, as shown in Table 6.3. 

• Deque Method I Realization with Node-list Methods 1 

I size() , isEmpty( )  1 size() , isEmpty() 
1 getFirst( )  fi rst() .element() 

getlast() last() .e lement() 
. addFirst(e) 1 addFirst(e) 

· · .addLast(e) addlast(e) · 

removeFirst( )  remove(first( ) )  
removelast() remove( last( ) )  

Table 6.3: Realization of a deque by means of a node list. 



248 Chapter 6. List Abstractions 

6 . 2 .4 Doubly L i nked L ist l m plementation 

Suppose we would like to imptement the node list ADT using a doubly linked 
list (Section 3 .3). We can simply make the nodes of the linked list implement 
the position ADT. That is, we have each node h:nplement the Position interface 
and therefore define a method, element() , which returns the element stored at the 
node. Thus, the nodes themselves act as positions. They are viewed internally by 
the linked list as nodes, but from the outside, they are viewed only as positions. 
In the internal view, we can give each node v instanee variables prev and next 
that respectively refer to the predecessor and successar nodes of v (which could 
in fact be header or trailer sentinel nodes marking the beginning and end of the 
list) . Instead of using variables prev and next directly, we define methods getPrev, 
setPrev, getl\lext, and setNext of a node to access and modify these variables. 

In Code Fragment 6.6, we show a Java class DNode for the nodes of a doubly 
linked list implementing the position ADT. This class is similar to class DNode 
shown in Code Fragment 3. 17, except that now our nodes store a generic element 
instead of a character string. Note that the prev and next instanee variables in the 
DNode class below are private references to other D Node objects. 

pubtic class DNade<E> implements Pasition<E> { 

} 

private DNode<E> prev, next ; // References to the nades befare a nd after 
private E element; // Element stared in th is positian 
/** Constructar * / 
public 01\lode(DNode<E> newPrev, DNode<E> newNext, E elem) { 

prev newPrev; 
next = newNext; 
element = elem; 

} 
// Method fram interface Pasition 
public E element() throws l nva l idPositionException { 

if ( (prev = =  null) && (next null)) 
throw new l nva l idPositionException ( "Position is not in a list ! " ) ;  

return element; 
} 
// Accessar · methods 
public DNode<E> getNext( )  { return next; } 
public DNode<E> getPrev( )  { return prev; } 
// Update methads 
public void setNext(DNode<E> newNext) { next = newNext; } 
public void setPrev(DNode<E> newPrev) { prev = newPrev; } 
public void setEiement(E newÈiement) { · element newEiement; } 

Code Fragment 6.6: Class DNode realizing a node of a doubly linked list and im
plementing the Position interface (ADT). 
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Given a position p in S, we can "unwrap" p to reveal the underlying node v. 
This is accomplished by casting the position to a node. Once we have node v, 
we can, for example, implement method prev(p) with v.getPrev (unless the node 
returned by v.getPrev is the header, in which case we signal an eiTor) . Therefore, 
positions in a doubly linked list implementation can be supported in an object
oriented way without any additional time or space overhead. 

Consider how we might implement the addAfter(p, e) method, for inserting an 
element e after position p. Similar to the discussion in Section 3.3. 1 ,  we create a 
new node v to hold the element e, link v into its place in the list, and then update the 
next and prev references of v's two new neighbors. This method is given in Code 
Fragment 6.7, and is illustrated (again) in Figure 6.6. Recalling the use of sentinels 
(Section 3 .3), note that this algorithm works even if p is the last real position. 

Algorithm addAfter(p, e) :  
Create a new node v 
v.setEiement( e) 
v.setPrev(p) {link v to its predecessor} 
v.setNext(p.getl\lext())  {link v to its successor} 
(p.getNext()) .setPrev(v) {link p's old successor to v} 
p.setNext( v) {link p to its new successor, v} 

Code Fragment 6.7: Inserting an element e after a position p in a linked list. 

header trailer 

(a) 
header trailer 

(b) 
header trailer 

(c) 

Figure 6.6: Adding a new node after the position for "JFK": (a) before the insertion; 
(b) creating node v with element "BWI" and linking it in; ( c) after the insertion. 

The algorithms for methods addBefore, addFirst, and addlast are similar to 
that for method addAfter. We leave their details as an exercise (R-6.5). 
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Next, consicter the remove(p) method, which removes the element e stored at 
position p. Similar to the discussion in Section 3.3.2, to perform this operation, we 
link the two neighbors of p to refer to one another as new neighbors-linking out p. 
Note that after p is linked out, no nodes will be pointing to p; hence, the garbage 
collector can reclaim the space for p. This algorithm is given in Code Fragment 6.8 
and is illustrated in Figure 6. 7 .  Recalling our use of header and trailer sentinels, 
note that this algorithm works even if p is the first, last, or only real position in the 
list. 

Algorithm remove(p) : 

t <-- p.element( )  {a temporary variabie to hold the return value} 
(p.getPrev() ) .setNext(p.getNext ( ) )  { linking out p} 
(p.getNext() ) . setP rev(p.getPrev()) 
p.setPrev( nul l ) { invalidating the position p} 
p .setNext( null) 
return t 

Code Fragment 6.8: Removing an element e stored at a position p in a linked list. 

header trailer 

(a) 

header 

(b) 
header trailer 

(c) 

Figure 6.7: Removing the object stored at the position for "PVD": (a) before the 
removal; (b) linking out the old node; ( c) after the removal (and garbage collection). 

In conclusion, using a doubly linked list, we can perform all the methods of the 
node list ADT in 0( 1 )  time. Thus, a doubly linked list is an efficient implementa
tion of the node list ADT. 
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A Node List l m plementation i n  Java 

Portions of the Java class NodePositionlist, which implements the node list ADT 
using a doubly linked list, are shown in Code Fragments 6.9-6. 1 1 . Code Frag
ment 6.9 shows NodePositionlist's instanee variables, its constructor, and a method, 
checkPosition, which perfarms safety checks and "unwraps" a position, casting it 
back to a Dl\lode. Code Fragment 6. 10 shows additional accessar and update meth
ods . Code Fragment 6. 1 1  shows additional update methods. 

public class NodePositionl ist<E> implements Positionlist<E> { 
protected int numEits; I I Number of elements i n  the l ist 
protected DNode<E> header, tra i ler; I I Specia l  sentinels 
I** Constructor that creates an empty list; 0(1) t ime *I 
public NodePosit ionlist( )  { 

n umEits = 0; 
header = new DNode<E>(null, null , null) ; I I create header 
tra i ler new DNode< E> (header, null ,  null ) ;  I I create tra i ler 
header.setNext (t ra i ler) ; I I make header and tra i ler poi nt to each other 

} 
/** Checks if position is va l id for this l ist and converts it to 

* DNode if it is va l i d ;  0(1 )  t ime *I 
protected DNode<E> checkPosition (Position< E> p) 

throws l nva l id PositionException { 
if (p = =  nul l) 

throw new l nva l i dPositionException 
( " Null position passed to NodeList" ); 

i f  (p = =  header) 
throw new l nva l i dPositionException 

( "The header node is not a valid position") ;  
if (p tra i ler) . · 

throw new l nva l id PositionException 
( "The trailer node is not a valid position11 ) ;  

try { 
Dt\lode<E> temp = (DNode<E> ) p; 
if ( (temp.getPrev( )  = =  nul l )  1 1  (temp.getNext( )  = =  nul l )) 

throw new l nva l i dPositionException 
( 11 Posi tion does not belong to a valid NodeList 11 ) ;  

return temp; 
} catch (CiassCastException e) { 

throw new l nva l idPositionException 

} 
} 

( "Position is  of wrong type for this list " ) ;  

Code Fragment 6.9: Portions of the NodePositionlist class implementing the node 
list ADT with a doubly linked list. (Continues in Code Fragments 6. 10 and 6. 1 1 .) 

http:6.9-6.11
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/** Returns the n umber of elements i n  the l ist; 0(1) t ime *I 
public int size() { return numEits; } 
/** Returns whether the l ist is empty; 0(1 )  time *I 
public boolean i sEmpty() { return ( numEits 0); } 
I** Returns the fi rst position i n  the l ist; 0(1 )  time *I 
public Position<E> fi rst( ) 

} 

throws EmptylistException { 
if ( isEmpty()) 

throw new EmptyListException ( 11 List is empty 11 ) ; 

return header.getNext() ; 

/ ** Returns the position before the g iven one; 0(1)  time *I 
public Position<E> prev(Position <E> p) 

} 

throws I nva l id Position Exception, BoundaryViolation Exception { 
DNode<E> v = checkPosition (p) ; 
DNode<E> prev v.getPrev(); 
if (prev = =  header) 

throw new BoundaryViolationException 
( 11Cannot advance past the beginning of the list 11 ) ; 

return prev; 

I** l nsert the given element before the given position; 
* 0(1) time *I 

public void addBefore( Position< E> p, E element) 

} 

throws l nva l idPositionException { 
DNode< E> v = checkPosition (p ) ;  
numEits++; 
DNode<E> newNode = new DNode<E>(v.getPrev() ,  v, element); 
v .getPrev() .setNext( n ewNode) ; 
v.setPrev( newNode ) ;  

Code Fragment 6.10: Portions of the NodePosition List class implementing the node 
list ADT with a doubly linked list. (Continued from Code Fragment 6.9. Contillues 
in Code Fragment 6. 1 1 .) 
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/** l nsert the gîven element at the begi nn i ng of the l ist, return ing 
* the new position ;  0(1) t ime *I 

public void addFirst (E element) { 
numEits++; 
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DNode<E> newNode = new DNode<E>(header, header.getNext( ) ,  element) ; 
header.getNext( ) .setPrev( newNode ) ;  
header.setNext( newNode) ; 

} 
/**Remove the given position from the l ist; 0(1) t ime *I 
public E re move( Position < E> p) 

} 

throws l nva l i dPositionException { 
DNode<E> v = checkPosition (p  ) ;  
n umEits--; 
DNode<E> vPrev = v.getPrev( ) ;  
DNode<E> vNext = v.getNext() ;  
vPrev.setNext(vNext) ;  
vNext .setPrev(vPrev ) ; 
E vEiem v.element ( ) ;  
I I un l i nk the position from the l i st and make i t  inva l i d  
v.setNext( nul!) ; 
v.setPrev( null) ; 
return vEiem; 

/** Replace the element at t�e given position with the new element 
* and return the old element; 0(1) t ime *I 

· 
i 

public E set(Position<E> p, E element) 

} 

throws l nva l i d PositionException { 
DNode<E> v = checkPosition (p  ) ;  
E oldEit = v .e lement( ) ;  
v .set E lement( element) ; 
return oldEit; 

Code Fragment 6.11: Portions of the NodePosition List class irnplernenting 
the node list ADT with a döubly linked list. (Continued frorn Code Frag
rnents 6 . 10 and 6. 1 1 .) Note that the rnechanisrn used to invalidate a position in 
the remave rnethod is consistent with one of the checks perforrned in the checkPo
sitien convenience function • .  · 
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6 .3  

Chapter 6. List Abstractions 

l terators 

A typical computation on an array list or a node list is to march through its elements 
in order, one at a time, for example, to look for a specific element. 

6 .3 . 1 The l terator and  lterable Abstract Data Types 

An iterator is a software design pattem that abstracts the process of scanning 
through a collection of elements one element at a time. An iterator consists of 
a list S, a current element in S, and a way of stepping to the next element in S and 
making it the current element. Thus, an iterator extends the concept of the position 
ADT we introduced in Section 6.2. In fact, a position can be thought of as an itera
tor that doesn't go anywhere. An iterator encapsulates the concepts of "place" and 
"next" in a collection of objects. 

We define the iterator ADT as supporting the following two methods: 

hasNext() : Test whether there are elements left in the iterator. 

next(): Return the next element in the i_terator. 

Note that the iterator ADT has the cursor notion of the "current" element in a 
traversal of a list. The first element in an iterator is retumed by the first ca}l to the 
metbod next, assuming of course that the iterator contains at least one element. 

An iterator provides a unified scheme to access all the elèments of a collection 
of objects in a way that is independent from the specific organization of the collec
tion. An iterator for an array list or node list should return the elements according 
to their linear ordering. 

S i m ple lterators i n  J ava 

Java provides an iterator through its java .uti l . lterator interface. We note that the 
java . uti i .Scan ner class (Section 1 .6) implements this interface. This interface sup
ports an additional ( optional) method to remove the previously retumed element 
from the collection. This functionality (removing elements through an iterator) is 
somewhat cantroversial from an object-oriented viewpoint, however, and it is not 
surprising that its implementation by classes is optional. Incidentally, Java also 
provides the java . ut i l .  En urneration interface, which is historically older than the 
iterator interface and uses narnes hasMoreEiements() and nextEiement(). 
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The l terable Abstract Data Type 

In order to provide a unified generic mechanism for scanning through a data struc
ture, ADTs storing collections of objects should support the following method: 

iterator(): Return an iterator of the elements in the collection. 

This methad is supported by the j ava .ut i i .Arraylist class. In fact, this methad is 
so important, that there is a whole interface, java . la ng. lterab le, which has only this 
methad in it. This methad can make it simple for us to specify computations that 
need to loop through the elements of a list. To guarantee that a node list supports 
the above methods, for example, we could add this methad to the Positionlist 
interface, as shown in Code Fragment 6. 12. In this case, we would also want to 
state that Positionlist extends l terable. Therefore, let us assume that our array lists 
and node lists lists support the iterator() method. 

public interface Positionlist<E> extends l terable<E> { 
I I . . . a l l  the other methods of the l ist ADT . . .  

} 

/** Returns a n  iterator of a l l  the e lements in  the l i st . *I 
public lterator<E> iterator() ;  

Code Fragment 6.12: Adding the iterator methad to the Positionlist interface. 

Given such a Positionlist definition, we could use an iterator 1etumed by the 
iterator() methad to create a string representation of a node list, as shown in Code 
Fragment 6. 13 . 

· · 

I** Returns a textua l  representation of a given node l ist *I 
public static <E> String toString(Positionlist<E> I) { 

} 

lterator < E> it I .  iterator() ; 
String s = 11 [ 11 ;  
while ( it . h asNext( ) )  { 

s it .next( ) ;  I I imp l icit cast of the next element to Stri ng 
if ( i t .hasNext( ) )  

s 
} 

s += liJ 11 ; 
return s; 

11 n .  
) I 

Code Fragment 6.13: Example of a Java iterator used to convert a node list to a 
string. 
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6 . 3 . 2  The Java For-Each Loop 

Since looping through the elements retumed by an iterator is such a common con
struct, Java provides a shorthand notation for such loops, called thefor-each loop. 
The syntax for such a loop is as follows: 

for (Type name : expression) 
loop _statement 

where expression evaluates to a collection that implements the java . l a ng. l terable 
interface, Type is the type of object retumed by the iterator for this class, and name 
is the name of a variabie that will take on the values of elements from this iterator 
in the loop _statement. This notation is really just shorthand for the following: 

for ( lterator<Type> it = expression. iterator(); it. hasNext(); ) { 
Type name = it.next(); 
loop _statement 

} 

For example, if we had a list, va l ues, of I nteger objects, and va l ues implements 
java . l ang. l terable, then we can add up all the integers in va lues as follows: 

List< I nteger> va I ues; 

I I . . . statements that create a new va lues l ist and fi ll it w
_
ith l ntegers . . . 

int sum = 0; 
for ( I nteger i : va lues) 

sum += i; I I unboxing a l l ows this 

We would read the above loop as, "for each I nteger i in va l ues, do the loop body 
(in this case, add i to sum)." 

In addition to the above form of for-each loop, Java also allows a for-each loop 
to be defined for the case when expression is an array of type Type, which, in this 
case, can be either a base type or an object type. For example, we can total up the 
integers in an array, v, which stores the first ten positive integers, as follows: 

int[ ] v = { 1 ,  2, 3, 4, 5, 6 , 7, 8, 9, 10} ; 
int total = 0; 
for (int i : v) 

tota l += i ;  
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6 . 3 . 3  l rn p lementi ng lterators 

One way to implement an iterator for a collection of elements is to make a "snap
shot" of it and iterate over that. This approach would involve storing the coneetion 
in a separate data structure that supports sequentia! access to its elements. For ex
ample, we could insert all the elements of the coneetion into a queue, in which case 
method hasNext() would correspond to ! isEmpty() and next() would correspond to 
dequeue(). With this approach, the method iterator() takes O(n) time for a collec
tion of size n. Since this copying overhead is relatively costly, we prefer, in most 
cases, to have iterators operate on the collection itself, not a copy. 

In implementing this direct approach, we need only to keep track of where 
in the collection the iterator's cursor points. Thus, creating a new iterator in this 
case simply involves creatîng an iterator object that represents a cursor placed just 
before the first element of the conection. Likewise, performing the next() method 
învolves returning the next element, if it exists, and moving the cursor just past this 
element' s position. Thus, in this approach, creating an iterator takes 0( 1 )  time, as 
do each of the iterator's methods. We show a class implementing such an iterator in 
Code Fragment 6. 14, and we show in Code Fragment 6. 1 5  how this iterator could 
be used to implement the iterator() method in the NodePositionlist class. 

public class Elementlterator<E> implements lterator< E> { 
protected Positionl ist< E> l ist; I I the u nderlying l ist 
protected Position<E> cursor; I I the next position 
/** Creates a n  e lement iterator over the given l ist. *I 
public Elementlterator(Positionlist<E> L) { 

l ist = L; 
cu rsor = ( l ist . i sEmpty( ) )? null : l ist.first( ) ; 

} 
public boolean hasNext( )  { return (cursor null ) ; } 
public E next( )  throws NoSuchEiementException { 

} 
} 

if (cursor == null) 
throw new NoSuchEiementException ( "No next element " ) ; 

E toRetu rn = cursor.element( ) ; 
cursor = (cursor == l ist. last( ) )? null : l ist. next(cursor) ; 
return toReturn ;  

Code Fragment 6.14: An element iterator class for a Positionlist. 

/** Returns an iterator of al l the elements in the l ist. *I 
public l terator<E> iterator( )  { return new Elementlterator<E>(this) ; } 

Code Fragment 6.15: The iterator() method of class NodePositionlist . 
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Position lterators 

For ADTs tbat support tbe notion of position, sucb as witb tbe list ADT, we can 
also provide tbe following metbod: 

positions(): Return an l terab le object (like an array list or node list) 
containing tbe positions in tbe collection as elements. 

An iterator retumed by tbis metbod allows us to loop througb tbe positions of a 
list. To guarantee tbat a node list supports tbis metbod, we could add it to the Posi
tienlist interface, as sbown in Code Fragment 6. 16. Then we could, for example, 
add an implementation of tbis metbod to tbe NodePositionlist ,  as sbown in Code 
Fragment 6. 17. Tbis metbod uses the NodePosition List class itself to create a list 
that contains tbe positions of the original list as its elements. Returning this list of 
positions as our l terable object allows us to tben call iterator() on tbis object to get 
an iterator of positions from tbe original list. 

public interface Positionlist<E> extends l terable<E> { 
I I . . .  a l l  the ether methods of the l ist ADT . . .  

} 

I** Returns a n  iterab le col leetien of a l l  the nodes i n  the l ist . *I  
public l terable<Position<E> > positions( ) ;  

Code Fragment 6.16: Adding iterator metbods to the Posit ionlist interface. 

I** Returns an iterable col leetien of a l l  the nodes in  the l ist. *I 
public lterable<Position<E> > positions() { I I create a l ist of posiitons � 

Positionlist<Position<E> > P = new f\lodePositionlist<Position<E> >( ) ;  
i f  { ! isEmpty{) )  { 

} 

Position<E> p first{) ;  
while ( true) { 

} 
} 

P .addlast(p) ;  I I add position p as the last element of l ist P 
if (p  l ast( ) )  

break ;  
p next(p) ;  

return P ;  I I retu rn P as ou r  lterab le object 

Code Fragment 6.17: The positions() metbod of class NodePositionlist. 

The iterator retumed by iterator() and otber lterable objects defines a restricted 
type of iterator that allows only one pass tbrougb tbe elements .  More powerful iter
ators can also be defined, bowever, wbicb allows us to move forward and backward 
over a certain ordering of the elements. 
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6 . 3 . 4  List lterators i n  Java 

The java. uti i . Li nked list class does not expose a position concept to users in its API. 
Instead, the preferred way to access and update a Linked list object in Java, without 
using indices, is to use a List lterator that is generated by the linked list, using a 
l istlterator() method. Such an iterator provides forward and backward traversal 
methods as well as local update methods. It views its current position as being 
before the first element, between two elements, or after the last element. That is, 
it uses a list cursor, much like a screen cursor is viewed as being located between 
two characters on a screen. Specifically, the java . uti i . List lterator interface includes 
the following methods: 

add( e ) :  Add the element e at the current position of the iterator. 

hasNext(): True if and only if there is an element after the current 
position of the iterator. 

hasPrevious(): True if and only if there is an element before the current 
position of the iterator. 

previous(): Return the element e before the current position and sets 
the current position to be before e. 

next() : Return the element e after the current position and sets 
the current position to be after e. 

next l ndex(): Return the index of the next element. 

previousl ndex(): Return the index of the previous element. 

set( e ) : Replace the element returned by the prevjous next or pre
vious operation with e. 

re move(): Re move the element returned by the previous next or pre
vious operation. 

It is risky to use multiple iterators over the same list while modifying its con
tents. If insertions, deletions, or replacements are required at multiple "places" in a 
list, it is safer to use positions to specify these locations. But the java. uti l .  L inked L ist 
class does not ex pose its position objects to the user. So, to avoid the risks of mod
ifying a list that has created multiple iterators (by calls to its iterator() method), 
ja va. uti l . lterator objects have a "fail-fast" feature that immediately invalidates such 
an iterator if its underlying collection is modified unexpectedly. For example, if a 
j ava .uti i . Li nkedlist object L has returned five different iterators and one of them 
modif.ies L, tpen the other ,four all become immediately . invalid. That is, Java al
. lmvs �any.list iterator

.
s to be traversing a linked list L at the same time, but if one of 

them modities L (using an add, set, or remove method), then all the other iterators 
for L become invalid. Likewise, if L is modified by one of its own update methods, 
then all existing iterators for L immediately become invalid. 
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List ADTs and the Col lections Framework 

In this section, we discuss general list ADTs, which combine methods of the deque, 
array list, and node list ADTs, and how they fit into the Java Collections Frame
work. 

6.4 . 1 Lists i n  the Java Col leet iens Framewerk 

Java provides a package of data structure interfaces and classes, which together de
fine the Java Collections Framework. This package, java . uti l ,  includes versions of 
several of the data structures discussed in this book, some of which we have already 
discussed and others of which we discuss later in this book. The root interface in 
the Java collections framework is the Collection interface. This is a general inter
face for any data structure that contains a coneetion of elements, such as a list. It 
extends ja va . l a  ng. l tera bie; hence, it includes an iterator() method, which returns an 
itemtor of the elements in this collection. It is a superinterface for other interfaces 
in the Java Collections Framework that can hold elements, including the java . uti l 
interfaces Deque, List, and Queue, which are discussed above. In addition, it also 
has a subinterface that defines another type of collection, Set, which we discuss in 
Section 1 1 .4, and it has several important related interfaces, including the lterator 
and Listlterator interfaces discussed above, as well as the Map interface discussed 
in Section 9. 1 .  

The Java Collections Framework also includes several concrete list-based classes 
imptementing various combinations of list-based interfaces. These include the fol-

• 

lowing java . uti l classes: 
ArrayBiockingQueue: An array implementation of the Quèue interface that al

lows for a capacity limit. 

ArrayDeque: An implementation of the Deque interface that uses an 

array, which can grow or shrink, as needed. 

Arraylist An implementation of the List interface that uses an ar
ray, which can grow or shrink, as needed. 

Concurrentli nkedQueue: A linked list FIFO queue implementation of the Queue 
interface that is thread safe. 

Lin kedBiockingDeque: A linked list implementation of the Deque interface that 
allows for a capacity limit. 

L inkedBiockingQueue: A linked list implementation of the Queuè interface that 
allows for a capacity limit. 

Lin kedlist: A linked list implementation of the List interface. 

Stack: An implementation of the stack ADT. 
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Col l ections a re l terab le 

Each of the above list-based classes in the Java Collections Framework implements 
the java . lang . lterable interface; hence, it includes an iterator() method and can 
be used in a for-each loop. In addition, any class implementing the java .uti i . L ist 
interface, such as the Arraylist and L inkedlist classes, also includes a l istl terator() 
method, as well. As we observed above, such interfaces are useful for looping 
through the elements of a collection or list. 

List-Based A lgorith ms in the Java Col lections Framework 

In actdition to the list-based classes that are provided in the Java Collections Frame
work, there are a number of simple algorithms that it provides as well. These algo
rithms are implemented as static methods in the java .uti l .  Col lections class and they 
include the following methods: 

d isjoi nt(C,D) :  Returns a Boolean value indicating whether the collee
tions C and D are disjoint 

fi i i (L , e ) :  Replaces each of the elements in the list L with the same 
element, e. 

freq uency(C, e) : Returns the number of elements in the collection C that 
are equal tó e. 

max(C) : Returns the maximum element in the co!lection C, based 
on the natura! ordering of its elements. 

' ' 

min(C): Returns the minimum element in the collection C, based 
on the natural ordering of its elements. 

rep laceAI I (L, e, J): Replaces each element in L that is equal to e with the 
same element, f. 

reverse(L): Reverses the ordering of elements in the list L. 

rotate(L, d): Rotates the elements in the list L by the distance d (which 
can be negative ), in a circular fashion. 

shuffle(L) : Pseudo-randomly permutes the ordering of the elements 
in the list L. 

sort(L) : Sorts the list L, using the natura! ordering of the elements 
in L. 
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Converting L ists i nto Arrays 

Lists are a beautiful concept and they can be applied in a number of different con
texts, but there are some instauces where it would be useful if we could treat a list 
like an array. Portunately, the java . uti i . Col lection interface includes the following 
helpful methods for generating an array that has the same elements as the given 
collection: 

toArray(): Returns an array of elements of type Object containing 
all the elements in this collection. 

toArray(A): Returns an array of elements of the same element type as 
A containing all the elements in this collection. 

If the collection is a list, then the returned array must have its elements stored in 
the same ordering as that of the original list. Thus, if we have a useful array
based method that we want to use on a list or other type of collection, then we can 
do so by simply using that collection's toArray() method to to produce an array 
representation of that collection. Por instance, if we want to print out a list of 
arrays, arrlist, performing the following won't work: 

System.out. print ln ( "arrList " + arrlist .toString( ) ) ;  I I WRONG !  

Instead, we should do sarnething like this: 

System .out.println ( " arrList = " + Arrays.deepToString(arrlist.toArray ( ) ) ) ;  

Converting Arrays i nto Lists 

In a similar vein, it is often useful to be able to couvert an array into an equivalent 
list. Portunately, the java . uti i .Arrays class includes the following method: 

aslist(A) : Returns a list representation of the array A, with the same 
element type as the elements of A. 

The list returned by this method uses the array A as its internal representation for 
the list. So this list is guaranteed to be an array-based list and any changes made to 
it will automatically be refiected in A. Because of these types of si de effects, use of 
the aslist method should always be done with caution, so as to avoid unintended 
consequences. But, used with care, this method can often save us a lot of work. Por 
instance, the following code fragment could be used to randomly shuffle an array 
of integers, arr: 

I nteger[ ) arr = {1 ,  2, 3, 4, 5, 6, 7, 8} ; I I a l lowed by autoboxing 
List<l nteger> l istArr= Arrays.aslist(arr) ; 
Col lections.shuffle( l istArr) ; I I this has side effect of shuffl i ng arr 
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The java . ut i i . List I nterface a nd lts l mplementations 

Java provides functionality similar to our array list and node lists ADT in the 
java .uti i .L îst interface, which is implemented with an anay in java .uti i .Arrayl ist 
and with a linked list in java . uti i . L i nkedlist. There are some trade-offs between 
these two implementations, which we explore in more detail in the next section. 
Moreover, Java uses iterators to achieve a functionality similar to what our node 
list ADT derives from positions. Table 6.4 shows COlTesponding methods between 
our (array and node) list ADTs and the java . uti l interfaces L ist and Listlterator in
terfaces, with notes about their implementations in the java . uti l classes Arraylist 
and L inkedlist. 

List ADT java.util.List Listlterator 
Metbod Metbod Metbod Notes 

si ze() si ze() 0( 1 )  time 
isEmpty() isEmpty() 0( 1 )  time 

get(i) get(i) A is 0( 1 ) ,  
L is O(min{i, n- i}) 

first() I ist ltera Lvr u first element is next 
l ast() l istl terator( si ze()) last element is previous 

prev(p) previausO 0( 1 )  time � next() 0( 1 )  time 
set(e) 0( 1 )  time 

set(z, e) set(i, e) A is 0( 1 ) ,  
L is O(min{ i,n i})  

add(i, e) add(i,.e) O(n) timé 
remove(i) remove(i) A is 0( 1 ) ,  

L is O(min{i, n i}) 
addFirst(e) add(O, e) A is O(n) , L is 0( 1 )  
addF irst(e) add First(e) only exists in L, 0( 1 )  
addLast(e) add(e) 0( 1 )  time 
addlast(e) add Last(e) only exists in L, 0( 1 )  

addAfter(p, e) add(e) insection is at cursor; 
A is O(n) , L is 0( 1 )  

addBefore(p, e) add(e) insertion is at cursor; 
A is 0 ( n) ,  L is 0 ( 1 )  

···-

remove(p) remove() deleliort is at cursor; 
A is O(n) , L is 0( 1 )  

Table 6.4: Conespondences between methods in the anay list and node list ADTs 
and the java . ut i l  interfaces List and Listlterator. We use A and L as abbreviations 
for java .uti i .Arraylist and java . uti i . Li n kedlist (or their running times). 
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6 .4 .2 Seq uences 

A sequence is an ADT that supports all of the methods of the deque ADT (Sec
tion 5 .3), the array list ADT (Section 6. 1 ), and the node list ADT (Section 6.2). 
That is, it provides explicit access to the elements in the list either by their indices 
or by their positions. Moreover, since it provides this dual access capability, we also 
include, in the sequence ADT, the following two "bridging" methods that provide 
connections between indices and positions: 

atl ndex(i) : Return the position of the element with index i; an error 
condition occurs if i < 0 or i > size() - 1 .  

i ndexOf (p) :  Return the index of the element at position p. 

Mu lt ip le l n heritance in the Sequence ADT 

The definition of the sequence ADT as including all the methods from three dif
ferent ADTs is an example of multiple inheritance (Section 2.4.2). That is, the 
sequence ADT inherits methods from three "super" abstract data types. In other 
words, its methods include the union of the methods of these super ADTs. See 
Code Fragment 6. 1 8  for a Java specification of the sequence ADT as a Java inter
face. 

/** 
* An i nterface for a seq uence, a data structure su pport ing a ll 
* operations of a deque, i ndexed l i st and position l i st . 
*I 

public interface Seq uence<E> 

} 

extends Deque< E>,  l ndexlist<E>,  Position list<E> { I** Returns the position conta i n i ng the element at the given i ndex. *I 
public Position<E> atl ndex( int r) throws BoundaryViolationException ;  
/** Returns the i ndex of the element stored at the given position . *I 
public int i ndexOf(Position <E> p ) throws l nva l i dPosition Except ion ;  

Code Fragment 6.18: The Seq uence interface defined via multiple inheritance. I t  in
cludes all the mythods of the Deq ue, I ndexlist, and Position List interfaces ( defined 
for any generic type E), and adds two more methods. 

· In essence, the sequence ADT combines the functionality of the java . uti i . List 
and java . uti i . List lterator interfaces. 
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l m plementing a Seq uence with a Lin ked List 
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Suppose we implement a sequence with a doubly linked list, which, as the docu
mentation for the ja va . ut i I .  L i  n ked List class makes clear, is the implementation for 
this class. With this implementation, all of the position-based update methods run 
in 0( 1 )  time each Gust like the list iterator update methods in java . uti i . Li nkedlist) . 
Likewise, all of the methods of the deque ADT also run in 0( 1) time each, since 
they merely involve updating or querying the list at its ends. But the methods from 
the array list ADT (which are also included in the java . uti i . Li nkedlist class) are 
not well-suited to an implementation of a sequence with a doubly linked list. 

Efficiency Trade-Offs with a Li nked-List-Based Sequence 

Since a linked list does not allow for indexed access to its elements, performing the 
operation get(i), to return the element at a given index i, requires that we perfarm 
link "hopping" from one of the ends of the list, counting up or down, until we locate 
the node storing the element with index i. As a slight optimization, we abserve that 
we can start this hopping from the doser-end of the list, thus achieving a running 
time that is 

O(min( i + l , n - i) ) ,  

- . 
where n is the number of elements in the list. The worst case for this kind of search 
occurs when 

r =  ln/2J . 

Thus, the running time is still 0( n) . 
The index-based update operations add(i , e) and remove(i) also must perfarm 

link hopping to locate the node storing the element with index i, and then insert 
or delete a node. The running times of these implementations of add (i, e) and 
remove( i) are likewise 

O(min(i + l , n  i +  1 ) ) ,  

which is O(n) . One advantage of this approach i s  that, 

· if i = 0 or i n - 1 ,  

as i s  the case in the adaptation of the array list ADT to the deque ADT given in 
Section 6. 1 . 1 ,  then add and re move run in 0( 1) time. Thus, in general, using 
array-list methods with a sequence implemented with a linked list is inefficient. 
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l rn p lementing a Sequence with an  Array 

Suppose instead we implcment a sequence S by storing each element e of S in a 
cell A [i] of an array A. We can define a position object p to hold an index i and 
a reference to array A, as instanee variables, in this case. We can then implcment 
method element(p) simply by retumingA [i] . A major drawback with this approach, 
however, is that the cells in A have no way to reference their corresponding posi
tions. Thus, after performing an addF i rst operation, we have no way of informing 
the existing positions in S that their indices each went up by 1 (remember that po
si ti ons in a sequence are always defined relative to their neighboring positions, not 
their indices). Hence, if we are going to implcment a general sequence with an 
array, we need a different approach. 

Consider an altemate solution, then, in which, instead of storing the elements 
of S in array A, we store a new kind of position object in each cell of A, and we 
store elements in positions. The new position object p holds the index i and the 
element e associated with p. 

With this data structure, illustrated in Pi gure 6.8, we can easily scan through the 
array to update the index variabie i for each position whose index changes because 
of an insertion or deletion. 

0 J FK 1 BWI 

s 
0 1 

2 PVD 

2 3 

3 SFO 

N-1 

Figure 6.8: An array-based implementation of the sequence ADT. 

Effic iency Trade-Offs with a n  Array-Based Sequence 

In this array implementation of � sequence, the add First, addBefore, addAfter, and 
remove methods take 0( n) time, because we have to shift position objects to make 
room for the new position or to fill in the hole created by the removal of the old 
position Gust as in the insert and remove methods based on index). All the other 
position-based methods take 0( 1 )  time. 
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6 .5  Case Study: The Move-ta- Front Heuristic 
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Suppose we would like to maintain a collection of elements while keeping track of 
the number of times each element is accessed. Keeping such access counts allows 
us to know which elements are among the "top ten" most popular, for instance. Ex
amples of such scenarios include a Web browser that keeps track of the most popu
lar Web addresses ( or URLs) a user visits or a photo album program that maintains 
a list of the most popular images a user views. In addition, a favorites list could be 
used in a graphical user interface (GUI) to keep track of the most popular buttons 
used in a pull-down menu, and then present the user with condensed pull-downs 
containing the most popular options. 

Therefore, in this sec ti on, we consider how we can implement a favorite list 
ADT, which supports the si ze() and isEm pty() methods as well as the following: 

access( e) : Access the element e, incrementing its access count, and 
adding it to the favorites list if it is not already present. 

re move( e) : Remove element e from the favorites list, provided it is 
already there. 

top (k) : Return an iterable collection of the k most accessed ele
ments. 

6 . 5 . 1 Us i ng a Sorted L ist and  a Nested C lass 

The fiTst implementation of a favorite list that we consider (in Code Fragments 6 . 19  
and 6 .20) i s  to build a class, Favoritelist, storing references to accessed objects 
in a linked list ordered by nonincreasing access counts. This class also uses a 
feature of Java that allows us to define a related class nested inside an enclosing 
class definition. Such a nested class must be declared statie, to indicate that this 
definition is related to the enclosing class, not any specific instanee of that class. 
U sing nested classes allows us to define "helper" or "support" classes that can be 
protected from outside use. 

In this case, the nested class, Entry, stores, for each element e in our list, a pair · 

(c, v) , where c is the access count for e and v is a value reference to the element e 
itself. Eaèhtime an element is accessed, we find it in the linked list (adding it if it is 
not already there) and in erement its access count. Removing an element amounts 
to finding it and taking it out of our linked list. Retuming the k most accessed 
elements simply involves our copying the entry values into an output list according 
to their order in the internal linked list. 
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I** List of favorite elements, with their access counts. *I 
public class Favoritelist<E> { 

proteeled Positionlist< Entry<E> > flist; I I List of entries 
I** Constructor; 0(1) t ime *I 
publie Favoritelist () { flist new NodePositionlist<Entry<E> > ( ) ; } 
/** Retu rns the number of elements in the l ist; 0(1) time *I 
public int size( ) { return flist.size( ) ; } 
I** Retu rns whether the l ist is empty; 0(1) t ime *I 
public boolean isEmpty ( ) { return flist. isEmpty( ) ; } 
I** Removes a given element, provided it is in the l i st; O(n ) time *I 
publie void remove(E obj ) { 

Posit ion<Entry<E>> p fi nd (obj ) ; I I search for obj 
if (p ! null) 
} 

flist. remove(p ) ; I I remave the en try 

/** I ncrements the access count for the given element and inserts it 
* if it is nat a l  ready present; O (n ) time *I 

public void access(E obj ) { 

} 

Position<Entry<E>> p = fin d (obj ) ; 11 fi nd the position of obj 
if (p != null) 

p.element( ) . i ncrementCount() ; I I i ncrement access cou nt 
else { 

flist.addlast(new Entry<E> (obj ) ) ; I I add the new entry at the end 
p flist . last( ) ; 

} 
moveUp(p ) ; I I moves the entry to its fi n a l  position 

I** Finds the position of a given element, or returns nu l  I ; O( n ) time *I 
proteeled Position<Entry<E> > fi nd (E obj ) { 

} 

for ( Position<Entry< E>> p: flist. positions()) 
i f  ( va l ue(p) .equa ls( obj ) ) 

return p; I I fount at position p 
return null ; I I nat fou nd 

I** Moves u p  an  entry to its correct position i n  the l ist; 0( n ) t ime *I 
proteeted void moveUp(Position <Entry<E> > cu r) { 

} 

Entry<E> e cu r.element( ) ; 
int c cou nt(cur) ; 
while ( cur != flist.fi rst( ) )  { 

} 

Position<Entry<E> > prev = flist. prev( cur) ; I I previous posit ion 
if (c <= count(prev ) ) break; I I entry i s  at correct position 
flist.set( cur, prev.element( )  ) ; I I move down previous entry 
cu r = prev; 

flist. set(cur, e) ; I I store the entry i n  its f ina l  position 

Code Fragment 6.19: Class Favoriteslist. ( Continnes in Code Fragment 6.20.) 
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I** Returns the k most accessed elements, for a given k; O(k) t ime *I 
public lterab le<E> top(int k) { 

} 

if (k < 0 1 1  k > size( ) )  
throw new l l lega iArgumentException ( " Invalid argument " ) ;  

Positionlist<E> T = new NodePosition list<E>() ;  I I top-k l i st 
int i = 0; I I cou nter of the ent ries added to the l ist 
for (Entry<E> e: flist) { 

} 

if ( i++ >= k) 
break; I I a l l  t he  k entries h ave been added 

T.addlast(e.va lue( )) ;  I I add one entry to the l i st 

return T; 

/** Str ing representation of the favorite l i st *I 
public Stri ng toStri ng() { return flist.toString( ) ;  } 
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I** Helper method that extracts the value of the entry at a given position *I 
protected E va lue(Position<Entry<E>> p) { return ( p.element() ) .va l ue() ;  } 
/** Helper method that extracts the counter of the entry at a given position *I 
protected int cou nt(Posit ion<Entry<E>> p) { return ( p.e lement() ) .cou nt() ;  } 
/** I nner c lass stori ng elements and their access counts. *I 
protected static class Entry<E> { 

· 

} 

private E va lue ;  I I element 
private int count; I I access count 
/** Constructor *I 
Entry(E v) { cou nt 1 ;  va l ue  = v; } 
/** Retu rns the element *I 
public E va l ue() { return va l ue; } 
/** Retu rns the access count *I 
public int cou nt() { return count; } 
I** l ncrements the access cou nt *I 
public int i ncrementCount() { return ++count; } 
/** String representation of the entry as [count,va l ue] *I 
public String toStr ing() { return 11 [ 11 + cou nt + " , 11 + va l ue  + " ] 11 ; } 

} I I End of Favoritelist class 

Code Fragment 6.20: Class Favoritelist ,  including a nested class, Entry, for repre
senting elements and their access count. (Continued from Code Fragment 6 . 19.) 



270 Chapter 6. List Abstractions 

6 .5 . 2  Usi ng a L ist with the Move-to-Front Heu r ist ic 

The previous implementation of a favorite list perfarms the access( e)  method in 
time proportional to the index of e in the favorite list. That is, if e is the kth most 
popular element in the favorite list, then accessing it takes O(k) time. In many real
life access sequences, including those formed by the visits that users make to Web 
pages, it is common that, once an element is accessed, it is likely to be accessed 
again in the near future. Such scenarios are said to possess locality of reference. 

A heuristic, or rule of thumb, that attempts to take advantage of the locality of 
reference that is present in an access sequence is the move-to-front heuristic. To 
apply this heuristic, each time we access an element we move it all the way to the 
front of the list. Our hope, of course, is that this element will then be accessed again 
in the near future. Consider, for example, a scenario in which we have n elements 
and the following series of n2 accesses: 

• element 1 is accessed n times 
• element 2 is accessed n times 
. . . .  

• element n is accessed n times. 

If we store the elements sorted by their access counts, inserting each element the 
first time it is accessed, then 

• each access to element 1 runs in 0( 1 )  time 
• each access to element 2 runs in 0(2) time 
. . . .  

• each access to element n runs in O(n) time. ti 

Thus, the total time for performing the series of acèesses:is proportional to 

which is O(n3) .  
On the other hand, if we use the move-to-front heuristic, inserting each element 

the first time it is accessed, then 

• each access to element 1 takes 0(1 )  time 
• each access to element 2 takes 0 ( 1 )  time 
. . . . 
• each access to element n runs in 0( 1 )  time. 

So the running time for performing all the accesses in this case is O(n2) .  Thus, the 
move-to-ftont implementation has faster access times for this scenario. This benefit 
comes at a cost, however. 
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l m plement ing the Move-to- Front Heu ristic i n  Java 

In Code Fragment 6.2 1 ,  we give an implementation of a favorite list using the 
move-to-front heuristic. We implement the move-to-front approach in this case 
by defining a new class, FavoritelistMTF, which extends the Favoritelist class 
and then overrides the definitions of the move U p  and top methods. The move Up  
method in this case simply removes the accessed element from its present position 
in the linked list and then inserts this element back in this list at the front. The top 
method, on the other hand, is more complicated. 

The Trade-Offs with the Move-to-Front Heu ristic 

Now that we are no longer maintaining the favorite list as a list of entries ordered by 
their value's access counts, when we are asked to find the k most accessed elements, 
we need to search for them. In particular, we can implement method top (k) as 
follows: 

1. We copy the entties of our favorite list into another list, C, and we create an 
empty list, T. 

2. We scan list C k times. In each scan, we find an entry of C with the largest 
access count, remove this entry from C, and insert its value at the end of T. 

3 . We return list T. 

This implementation of method top takes O(kn) time. Thus, when k is a constant, 
method top runs in 0( n) time. This occurs, for example, when we want to get the 
"top ten" list. However, if k is proportional to n, then top runs in O(n2) time. This 
occurs, for example, when we want a "top 25%" list. 

Still, the move-to-front approach is just a heuristic, or rule of thumb, for there 
are access sequences where using the move-to-front approach is slower than simply 
keeping the favorite list ordered by access counts. In addition, it trades off the po
tential speed of performing accesses that possess locality of reference, for a slower 
reporting of the top elements. 

6 . 5 . 3  Poss ib le  Uses of a Favorites L ist 

In Code Fragment 6.22, we use an example application of our favorite list imple
mentations to solve the problem of maintaining the most popular URLs in a sim
ulated sequence of Web page accesses. This program accesses a set of URLs in 
decreasing order and then pops up a window showing the most popular Web page 
accessed in the simulation. 
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public class FavoritelistMTF <E> extends Favoritelist<E> { 
/** Defau lt constructor *I 
public FavoritelistMTF() { } 
/** Moves u p  an  entry to the fi rst position ; 0(1) t ime *I 
protected void moveUp(Position<Entry<E> > pos) { 

flist. add Fi rst( flist . remove(pos)) ;  
} 
/** Retu rns the k most accessed elements, for a given k; O(kn) t ime *I 
public ltera ble<E> top( int k) { 

} 
} 

if ( k < 0 1 1  k > si ze( ) )  
throw new l l lega iArgumentException ( " Invalid argument " ) ;  

Positionlist<E> T = new NodePositionl ist<E>() ;  I I top-k l ist 
if ( ! isEmpty( ) )  { 

I I copy entries i nto temporary l ist C 
Positionlist<Entry<E> > C = new NodePositionlist<Entry<E> >( ) ;  
for (Entry<E> e :  flist) 

C.add last( e) ; 
I I find the top k elements, one at a t ime 
for ( int i = 0 ;  i < k; i++) { 

} 
} 

Position<Entry<E> > maxPos = nul l ;  I I position of top entry 
int maxCount = -1 ;  I I access eo.unt of top entry 
for (Position<Entry<E>> p: C. positions( ) )  { 

} 

I I exam i ne a l l  entries of C 
int c = count(p) ; 
if ( c > maxCount) { I I fou nd -cm en try with h igher access count • 

maxCount = c; 
maxPos = p; 

} 

T.add Last( va lue( maxPos) ) ;  
C .  re move( maxPos) ; 

I I add top entry to l ist T 
I I remove top entry from l ist C 

return T; 

Code Fragment 6.21: Class FavoritelistiVITF implementing the move-ta-front 
heuristic. This class extends Favoritelist (Code Fragments 6. 19  and 6.20) and 
overrides methods move Up and top. -



6.5. Case Study: The Move-ta-Front Heuristic 

import j ava . io .* ;  
import javax.swing. * ;  
import java . awt. * ;  
import java. net. * ;  
import java . uti i . Random;  
/** Example program for the Favoritelist a nd FavoritelistMTF classes *I 
public class Favorite Tester { 

public static void ma in (Stri ng[ ]  a rgs) { 
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String[ ] u riArray = { "http : //wiley . com ' ' , "http : I/ datastructures . net " ,  
" http : //algorithmdesign . net " ,  "http : //www . brown . edu " ,  
"http : //uci . edu" } ;  

} 
} 

Favoritelist<String> L1  = new Favoritelist<String>( ) ;  
FavoritelistMTF<String> L2  new FavoritelistMTF<Stri ng> ( ) ;  
int n = 20; I I n umber of access operations 
I I S imu lation scenario: access n times a random URL 
Random rand = new Random( ) ;  
for ( int k 0; k < n ;  k++) { 

} 

System .out. print l n (  " - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 1 1 ) ; 
int i rand . next l nt( u riArray. length) ;  I I random index 
String u rl = u riArray[i] ; I I random URL 
System .out . print l n ( 1 1Accessing : " + u rl ) ;  
L l . access( u rl ) ;  
System .out.printl n ( "L1  = ft + Ll ) ;  
L2.access( ur l ) ;  
System .out. println ( " L2 = " + L2) ; 

int t Ll .size( )l2; 
System .out.pri nt l n ( " - - - - - --- - - - - - - - - - - - - - - - - - --- - - - - - - - - - - - - - - - " ) ;  
System .out.printl n ( "Top f t + t + 1 1 in L 1  = 11 + Ll.top(t)) ;  1 

System.out. printl n ( "Top " + t + " . in L2 = " + L2.top(t ) ) ;  
I I Pop up a browser window d isplayi ng thè most popu lar URL i n  L1 
try { 

String popu lar = Ll .top(l) . iterator() . next() ; I I most popu lar U RL i n  Ll  
J Ed itorPane jep = new JEd itorPane(popu lar) ; 
jep.setEditable( false) ; 
JFrame frame = new JFrame(popular) ;  
frame.getContentPane() . add( new JScrol i Pa ne(jep) , Borderlayout .CENTER) ; 
frame.setSize(640, 480) ;  
fra me.setVisible( true) ; 

} catch ( IOException e) { I I ignore 110 exceptions 
} 

Code Fragment 6.22: Illustrating the use of the Favoriteslist and FavoritelistMTF 
classes for counting Web page access counts. This simulation randomly accesses 
several Web pages and then displays the most popular page. 

http://ucLedu
http://www
http:http://algorithmdesign.net
http://datastructures
http://wiley.comll
http:java.net
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6 .6  

Chapter 6. List Abstractions 

Exercises 

For help with exercises, please visit the web site, www.wiley.com/go/global/goodrich. 

Rei nforcement 

R-6. 1 Draw a representation of an initially empty array list A after perform
ing the following sequence of operations: add (0 ,4) , add (0, 3 ) , add (0 ,2) , 
add (2, 1 ) , add ( 1 ,  5) ,  add ( 1 ,  6) , add (3 ,  7) , add (O, 8) .  

R-6.2 Give a justification of the running times shown in Table 6.2 for the meth
octs of an array list implemented with a (nonexpanding) array. 

R -6.3 Give an adapter class to support the Stack interface using the methods of 
the array list ADT. 

R-6.4 Redo the justification of Proposition 6.2 assuming that the the cost of 
growing the array from size k to size 2k is 3k cyber-rupees. How much 
should each push operation be charged to make the amortization work? 

R-6.5 Give pseudo-code descriptions of algorithms for performing the methods 
addBefore (p, e) , addF i rst(e) , and add Last(e) of the node list ADT, as
suming the list is implemented using a doubly linked list. 

R-6.6 Draw pictures illustrating each of the major steps in the algorithms given 
in the previous exercise. 

R-6.7 Provide the details of an array implementation of the node list ADT, in
cluding how to perfarm the methods addBefore and addAfter. 

R-6.8 Provide Java code fragments fór the methods of the Positionlist interface 
of Code Fragment 6.5 that are not included in Code Fragments 6.9-6. 1 1 .  

R-6.9 Describe a nonrecursive method for reversing a node list represented with 
a doubly linked list using a single pass through the list. 

R-6. 10 Given the set of element { a ,b, c, d, e ,f} stored in a list, show the final state 
of the list, assuming we use the move-to-front beuristic and access the ele
ments according to the following sequence: (a, b ,c ,d , e, f, a, c,j, b, d, e) .  

R-6. 1 1  Suppose that we have made kn total accesses to the elements in a list L of 
n elements, for some integer k ::::: 1 .  What are the minimum and maximum 
number of elements that have been accessed fewer than k times? 

R-6. 12 Give pseudo-code descrihing how to implement all the operations in the 
array list ADT using an array whose elements are stored in a contiguous 
fashion. What is the running time of each method? 

R-6. 1 3  Using the Sequence interface methods, describe a recursive method for 
determining if a sequence S of n integers contains a given integer k. Your 
method should not contain any loops. How much space does your method 
use in actdition to the space used for S? 

http:6.9-6.11
www.wiley.com/go/global/goodrich
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R-6. 1 4  Briefly describe how to perform a new sequence metbod makeFirst(p) 
that moves an element of a sequence S at position p to be the first element 
in S while keeping the relative ordering of the remaining elements in S 
unchanged. That is, makeFirst(p) performs a move-to-front. Your metbod 
should run in 0( 1 )  time if S is implemented with a doubly linked list. 

R -6. 1 5  Describe how to use an array list and an int field to implement an iterator. 
Include pseudo-code fragments descrihing hasNext() and next(). 

R -6. 16 Describe how to create an itemtor for a node list that returns every other 
element in the list. 

R-6. 17 Suppose we are maintaining a collection C of elements such that, each 
time we add a new element to the collection, we copy the contents of C 
into a new array list of just the right size. What is the running time of 
adding n elements to an initially empty collection C in this case? 

R-6. 1 8  Describe an implementation of the methods addlastand addBefore real
ized by using only methods in the set { isEmpty, checkPosition, fi rst, last, 
prev, next, addAfter, addFirst } .  

R -6. 1 9  Let L be maintained to be a list of n items ordered by decreasing access 
count. Describe a series of O(n2) accesses that will reverse L. 

R-6.20 LetL be a list of n items maintained according to the move-to-front heuris
tic. Describe a series of 0( n) accesses that will reverse L. 

R-6.21 Give a short Java code fragment for sorting a list by converting it to an 
array and using the j ava . ut i i .Arrays.sort method. 

Creativity 

C-6. 1 Give pseudo-code for the methods of a class, Shrinki ngArraylist, that 
extends the class Arrayi ndexlist shown in Code Fragment 6.3 and adds 
a method, shrinkToFit(), which replaces the underlying array with one 
whose capacity is equal to the number of elements currently in the list. 

C-6.2 Describe the changes needed to the extendable array implementation gîven 
in Code Fragment 6.3 in order to have it shrink by half the size, N, of the 
array any time the number of elements in the array list goes below N /4. 

C-6.3 Show that, using an extendable array that grows and shrinks as in the 
previous exercise, the following series of 2n operations takes 0( n) time: 
(i) n push operations on an array list with initial capacity N = 1 ;  (ii) n pop 
.(rernoval of the last element) operations. 

C-6.4 Show how to improve the implementation of metbod add in Code Frag
ment 6.3 so that, in case of an overflow, elements are copied into their 
final place in the new array, that is, no shifting should be done. 
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C-6.5 Consider an implementation of the array list ADT using an extendable 
array, but instead of copying the elements into an array of double the size 
(that is, from N to 2N) when its capacity is reached, we copy the elements 
into an array with fN /41 additional cells, going from capacity N to N 
f N /41 . Show that performing a sequence of n push operations ( that is, 
insertions at the end) still runs in O(n) time in this case. 

C-6.6 The NodePosition list implementation given in Code Fragments 6.9-6. 1 1  
does not do any error checks to test if a given position p is actually a 
member of this particular list. For example, if p is a position in list S and 
we call T.addAfter(p, e) on a different list T, then we actually will add the 
element to S just after p. Describe how to change the NodePositionlist 
implementation in an efficient manner to disallow such rnisuses. 

C-6.7 Soppose we want to extend the Sequence abstract data type with methods 
i ndexOfEiement( e) and positionOfEiement( e ) , which respectively return 
the index and the position of the (fi.rst occurrence of) element e in the 
sequence. Show how to implement these methods by expressing them in 
terms of other methods of the Seq uence interface. 

C-6.8 Give an adaptation of the array list ADT to the deque ADT that is different 
from that given in Table 6. 1 .  

C-6.9 Give a pseudo-code description for an array-based implementation of the 
array list ADT that achieves 0( 1 ) time for insertions and removals at index -

0, as well as insertions and removals at the end of the array list. Your 
implementation should also provide for a constant-time get method. 

C-6. 1 0 Describe an efficient way of putting an array list representing a 9eck of 
n cards into random order. You may use a function, ra ndom lnteger(n), 
which returns a random number between 0 ànd n · 1 ,  inclusive. Your 
method should guarantee that every possible ordering is equally likely. 
What is the running time of your method? 

C-6. 1 1  Describe an efficient methad for maintaining a favorites list L such that 
every element in L has been accessed at least once in the last n accesses, 
where n is the size of L. 

C-6. 1 2  Soppose we have an n-element list L maintained according to the move
to-front heuristic. Describe a sequence of n2 accesses that is guaranteed 
to take .Q(n3 ) time to perfarm on L. 

C-6. 1 3  Design a circular node list ADT that abstracts a circularly linked list in the 
same way that the node list ADT abstracts a doubly linked list. 

C-6. 14 Describe how to implement an itemtor for a circularly linked list. Since 
hasNext() will always return true in this case, describe how to perfarm 
hasNewNext(), which returns true if and only if the next node in the list 
has not previously had its element retumed by this iterator. 

http:6.9-6.11
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C-6. 15 Describe a scheme for creating list iterators thatfail Jast, that is, they all 
become invalid as soon as the underlying list changes. 

C-6. 16 An array is sparse if most of its entries are nul l .  A list L can be used to 
implement such an array, A, efficiently. In particular, for each nonnull cell 
A [i] , we can store an en try (i , e) in L, where e is the element stored at A [i] . 
This approach allows us to represent A using O(m) storage, where m is 
the number of nonnull entries in A. Describe and analyze efficient ways of 
performing the methods of the array list ADT on such a representation. 

C-6.17 There is a simple, but inefficient, algorithm, called bubble-sort, for sort
ing a sequence S of n comparable elements. This algorithm scans the 
sequence n 1 times, where, in each scan, the algorithm- compares the 
current element with the next one and swaps them if they are out of or
der. Give a pseudo-code description of bubble-sort that is as efficient as 
possible assuming S is implemented with a doubly linked list. What is the 
running time of this algorithm? 

C-6. 1 8  Answer Exercise C-6. 17 assuming S is implemented with an array list. 

C-6. 19  A useful operation in databases is the natura[ jo in. If we view a database 
as a list of ordered pairs of objects, then the natural join of databases A 
and B is the list of all ordered triples (x,y, z) such that the pair (x,y) is in 
A and the pair (y, z) is in B. Describe and analyze an efficient algorithm 
for computing the natural jo in of a list A of n pairs and a list B of m pairs. 

C-6.20 When Bob wants to send Alice a message M on the Internet, he breaks M 
into n data packets, humhers the packets consècutivelyi and injects them 
into the network. When the packets arrive at Alice's computer, they may 
be out of order, so Alice must assembie the sequence of n packets in order 
before she can be sure she has the entire message. Describe an efficient 
scheme for Alice to do this. What is the running time of this algorithm? 

C-6.2 1 Given a list L of n positive integers, each represented with k !log n l + 1 
bits, describe an O(n)-time method for finding a k-bit integer not in L. 

C-6.22 Argue why any solution to the previous problem must run in Q(n) time. 

C-6.23 Given a list L of n arbitrary integers, design an O(n)-time method for 
finding an integer that cannot be formed as the sum of two integers in L. 

C-6.24 Isabel has an interesting way of summing up the values in an array A of 
n integers, where n is a power of two. She creates an array B of half the 
size of A and sets B[i] A [2i] + A [2i + 1 ] ,  for i =  0, 1 ,  . . .  , (n/2) - 1 . If B 
has size 1 ,  then she outputs B[O] . Otherwise, she replaces A with B, and 
repeats the process .  What is the running time of her algorithm? 
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Projects 

P-6. 1 Implement the array list ADT by means of an extendable array used in a 
circular fashion, so that insertions and deletions at the beginning and end 
of the array list run in constant time. 

P-6.2 Implement the array list ADT using a doubly linked list. Show experimen
tally that this implementation is worse than the array-based approach. 

P-6.3 Write a simple text editor, which stores and displays a string of characters 
using the list ADT, tagether with a cursor object that highlights a position 
in this string. Your editor should support the following operations: 

• left: Move cursor left one character (do nothing if at text end). 
• right: Move cursor right one character (do nothing if at text end). 
• cut: Delete the character right of the cursor (do nothing at text end). 
• paste c: Insert the character c just after the cursor. 

P-6.4 Implcment a phased favorites list. A phase consists of N accesses in the 
list, for a given parameter N. During a phase, the list should maintain 
itself so that elements are ordered by decreasing access counts during that 
phase. At the end of a phase, it should clear all the access counts and start 
the next phase. Test this implementation's efficiency. 

P-6.5 Write a complete adapter class that implements the sequence ADT using 
a ja va .uti i .Arraylist object. 

P-6.6 Implcment the favorites list application using an array list. 

Chapter Notes 

The concept of viewing data structures as collections ( and other principles of object -oriented 
design) can be found in object-oriented design hooks by Booch [ 1 5], Budd [ 1 8] ,  Galberg 
and Robson [38], and Liskov and Guttag [69]. Lists and iterators are pervasive concepts 
in the Java Collections Framework. Our node list ADT is derived from the "position" ab
straction introduced by Aho, Hopcroft, and Uilman [5], and the list ADT of Wood [ 100]. 
Implementations of lists via arrays and linked lists are discussed by Knuth [62]. 
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7 .1  

Chapter 7. Tree Structures 

General Trees 

Productivity experts say that breakthroughs come by thinking "nonlinearly." In 
this chapter, we discuss one of the most important nonlinear data structures in 
computing-trees . Tree structures are in deed a breakthrough in data organization, 
for they allow us to implement a host of algorithms much faster than when using 
linear data structures, such as list. Trees also provide a natura! organization for data, 
and consequently have become ubiquitous structures in file systems, graphical user 
interfaces, databases, Web sites, and other computer systems. 

lt is not always clear what productivity experts meao by "nonlinear" thinking, 
but when we say that trees are "nonlinear," we are referring · to an organizational 
relationship that is richer than the simple "before" and "after" relationships be
tween objects in sequences. The relationships in a tree are hierarchical, with some 
objects being "above" and some "below" others. Actually, the main terminology 
for tree data structures comes from family trees, with the terms "parent," "child," 
"ancestor," and "descendent" being the most common words used to describe rela
tionships. We show an example of a family tree in Figure 7 . 1 .  

Figure 7.1 :  A family tree showing some descendents of Abraham, as recorded in 
Genesis, chapters 25-36. 
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7. 1 . 1  Tree Defi n it ions a nd P roperties 

A tree i s  an abstract data type that stores elements hierarchically. With the excep
tion of the top element, each element in a tree has a parent element and zero or 
more children elements. A tree is usually visualized by placing elements inside 
ovals or rectangles, and by drawing the connections between parents and children 
with straight lines. (See Figure 7.2.) We typically call the top element the root 

of the tree, but it is  drawn as the highest element, with the other elements being 
connected below Gust the opposite of a botanical tree). 

Figure 7.2: A tree with 17 nodes representing the orgariization ef a fictitious cor
poration. The root stores Electranies R 'Us. '.The children of the root store R&D, 
Sales, Purchasing, and Manufacturing. The internal nodes store Sales, Interna
tional, Overseas, Electranies R 'Us, and Manufacturing. 

Forma!  Tree Defi n ition 

Formally, we de fine a tree T as a set of nodes storing elements such that the nodes 
have a parent-child relationship, that satisfies the following properties: 

• If T is nonempty, it has a special node, called the root of T, that has no parent 
• Each node v of T different from the root bas a unique parent node w; every 

11ode.with parent w is a child of w. 

Note that according to our definition, a tree can be empty, meaning that it doesn't 
have any nodes. This convention also allows us to define a tree recursively, such 
that a tree T is either empty or consists of a node r, called the root of T, and a 
(possibly empty) set of trees whose roots are the children of r. 
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Other Node Rel ationshi ps 

Two nodes that are children of the same parent are siblings . A node v is external 
if v has no children. A node v is internat if it has one or more children. Extemal 
nodes are also known as leaves. 

Example 7 .1 :  In most operating systems, files are organized hierarchically into 
nested directories (also called folders), which are presented to the user in the farm 
of a tree. (See Figure 7.3.) More specifically, the intemal nodes of the tree are 
associated with directories and the extemal nodes are associated with regular files. 
In the UNIX and Linux operaring systems, the root of the tree is appropriately 
called the "root directory," and is represented by the symbol "/." 

/user/rt/courses/ 

homeworkst programs/ 

papers/ demos/ 

I buylow 1 1  sel lhigh 1 1  market I 
Figure 7.3: Tree representing a portion of a file system. 

A node u i s  an ancestor of a node v if u = v or u is an ancestor of the parent 
of v. Conversely, we say that a node v is a descendent of a node u if u is an ancestor 
of v. For example, in Figure 7.3, cs252/ is an ancestor of papers/, and pr3 is a 
descendent of cs016/. The subtree of T rooted at a node v is the tree consisting of 
all the descendents of v in T (including v itselt) .  In Figure 7 .3, the subtree rooted at 
cs016/ consists of the nodes cs016/, grades, homeworks/, programs/, hwl, hw2, 
hw3, prl, pr2, and pr3. 
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Edges and Paths i n  Trees 

An edge of tree T is a pair of nodes (u, v) such that u is the parent of v, or vice 
versa. A path of T is a sequence of nodes such that any two consecutive nodes in 
the sequence form an edge. For example, the tree in Figure 7.3 contains the path 
(cs252/, projects/, demos/, market). 

Example 7 .2 :  The inheritance relation between classes in a Java program farms 
a tree. The root,_java . la ng.Object, is an ancestor of all other classes. Bach class, C, 
is a descendent of this root and is the root of a subtree of the classes that extend C. 
Thus, there is a path from C to the root, java . l ang.Object, in this inheritance tree. 

Ordered Trees 

A tree is ordered if there is a linear ordering defined for the children of each node; 
that is, we can i<lentify the children of a node as being the first, second, third, and 
so on. Such an ordering is usually visualized by arranging siblings left to right, 
according to their ordering. Ordered trees typically indicate the linear order among 
siblings by listing them in the correct order. 

Example 7 .3 :  The components of a structured document, such as a baak, are hi
erarchically organized as a tree whose intemal nodes are parts, chapters, and sec
tions, and whose extemal nodes are paragraphs, tables, figures, and sa on. (See 
Figure 7.4.) The root of the tree corresponds to the baak itself. We could, in fact, 
consider expanding the tree further to show paragraphs consisting of sentences, 
sentences consisting of words, and words consisting of characters. Such a tree is 
an example of an ordered tree, ·because there is a well-defined ordering among the 
children of each node. 

Figure 7.4: An ordered tree associated with a book. 
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7 . 1 . 2  The Tree Abstract Data Type 

The tree ADT stores elements at positions, which, as with positions in a list, are 
defined relative to neighboring positions. The positions in a tree are its nodes, and 
neighboring positions satisfy the parent-child relationships that define a valid tree. 
Therefore, we use the terms "position" and "node" interchangeably for trees. As 
with a list position, a position object for a tree supports the method: 

element() : Return the object stored at this position. 

The real power of node positions in a tree, however, comes from the accessar 
methods of the tree ADT that return and accept positions, such as the following: 

root( ) :  Return the tree' s root; an error occurs if the tree is empty. 

pa rent( v ) :  Return the parent of v; an error occurs if v is the root. 

ch i ldren(v) : Return an iterable collection containing the children of 
node v. 

If a tree T is ordered, then the iterable collection, ch i ldren ( v) , stores the children of 
v in order. If v is an external node, then ch i ldren (v) is empty. 

In addition to the above fundamental accessor methods, we also include the 
following query methods : 

i s lntern a l (v) : Test whether node v is internal. 

isExterna l (v) : Test whether node v is externaL 

îsRoot(v) : Test whether node v is the root. 

These methods make programming with trees easier and more readable, sirree we 
can use them in the conditionals of if statements and while loops, rather thán using 
a nonintuitive conditionat 

There are also a number of generic methods a tree should probably support that 
are not necessarily related to its tree structure, including the following: 

sîze() :  Return the number of nodes in the tree. 

îsEmpty( ) :  Test whether the tree has any nodes or not. 

îterator( ) :  Return an iterator of all the elements stored at nodes of 
the tree. 

positîons( ) :  Return an iterable collection of all the nodes of the tree. 

replace( v, e ) : Replace with e and return the element stored at node v. 

Any method that takes a position as an argument should generate an error condition 
if thatposition is invalid. We do not de fine any specialized update methods for trees 
here. Instead, we prefer to describe different tree update methods in conjunction 
with specific applications of trees in subsequent chapters. In fact, we can imagine 
several kinds of tree update operations beyond those given in this book. 
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7. 1 . 3 l mp lement ing a Tree 

The Java interface shown in Code Fragment 7. 1 represents the tree ADT. Error 
conditions are handled as follows: Each method that cao take a position as an 
argument, may throw an l nva l idPositionException, to indicate that the position is 
invalid. Method parent throws a BoundaryViolation Exception if it is called on the 
root. Method root throws an Empty TreeException if it is called on an empty tree. 

!** 
* An i nterface for a tree where nodes ca n have an arbitrary n umber of ch i ld ren . 
*I 

public interface Tree<E> { 

} 

/** Returns the number of nodes i n  the tree. *I 
public int size() ; 
I** Returns whether the tree is empty. *I 
public boolean isEmpty() ; 
/** Returns a n  iterator of the elements stared i n  the tree. *I 
public lterator< E> iterator() ; 
I** Returns a n  iterable col lection of the the nodes. *I 
public lterab le<Position<E> > positions() ; 
/** Replaces the element stared at a given node. *I 
public E rep lace(Position<E> v, E e) 

throws I nva I i d  Position Exception ;  
I** Returns  the root of  the tree: *I 
public Posit ion<E> root() throws Empty TreeException ;  
/** Retu rns the  parent of a given node. *I 
public Posit ion< E> parent(Position<E> v) 

throws l nva l idPositionException, BoundaryViolationE�ception; 1 
/** Returns a n  iterable col l ection of the ch ild ren of a given node. *I 
public l tera ble<Position<E> > ch i l d ren(Posit ion<É> v) 

throws l nva l id PositionException ;  
/** Returns whether a given node i s  i nterna I .  * / 
public boolean is lnternai (Position< E> v) 

throws l nva l id PositionException ;  
I** Returns whether a given node is externa l .  *I 
public boolean isExternai(Position<E> v) 

throws l nva l i dPositionException ; 
I** Retu rns whether a given node is the root of the tree. *I 
public boolean isRoot(Position<E> v) 

throws I nva I id Position Exception ;  

Code Fragment 7.1 :  Java interface Tree representing the tree ADT. Additional up
date methods may be added, depending on the application. We do oot include such 
methods in the interface, however. 
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A L inked Structu re for Genera l Trees 

A natural way to realize a tree T is to use. a linked structure, where we represent 
each node v of T by a position object (see Figure 7.5a) with the following fields: 
A reference to the element stored at v, a link to the parent of v, and a some kind 
of collection (for example, a list or array) to store links to the children of v. If v 
is the root of T, then the parent field of v is nu l l .  Also, we store a reference to 
the root of T and the number of nodes of T in intemal variables. This structure is 
schematically illustrated in Figure 7 .5b. 

parent 

element 

childrenCol lection 
(a) (b) · 

Figure 7.5: The linked structure for a general tree: (a) the position object associated 
with a node; (b) the portion of the data structure associated with a node and its 
children. 

Table 7 . 1  summarizes the performance of the implementa:tion of a general tree 
using a linked structure. The analysis is left as an exercise (C-7.25), but we note 
that, by using a collection to store the children of each node v, we can implement 
ch i ldren (v) simply by returning a reference to this collection. 

Operation Time i 
size, isEmpty 0( 1 ) 

iterator, positions O(n) 
rep lace 0(1 ) 

root, parent 0( 1 ) 
ch i ldren (v) O(cv) 

l isl nterna l ,  i sExterna l ,  isRoot 0( 1 ) 

Table 7.1:  Running times of the methods of an n-node general tree implemented 
with a linked structure. We let cv denote the number of children of a node v. The 
space usage is O(n) . 
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7 .2  Tree Traversa l Algorithms 

In this section, we present algorithms for performing traversal computations on a 
tree by accessing it through the tree ADT methods. 

7.2 . 1  Depth a nd Height 

Let v be a node of a tree T. The depth of v is the number of ancestors of v, excluding 
v itself. For example, in the tree of Figure 7 .2, the node storing International has 
depth 2. Note that this definition implies that the depth of the root of T is 0. 

The depth of a node v can also be recursively defined as follows: 

• If v is the root, then the depth of v is 0 
• Otherwise, the depth of v is one plus the depth of the parent of v. 

Based on this definition, we present a simple, recursive algorithm, depth, in Code 
Fragment 7.2, for computing the depth of a node v in T. This method calls itself 
recursively on the parent of v, and adds 1 to the value returned. A simple Java 
implementation of this algorithm is shown in Code Fragment 7.3. 

Algorithm depth (T, v) : 
if v is the root of T then 

return 0 
else 

return 1 + depth (T, w) , where w is the parent of v in T 

Code Fragment 7.2: Algorithm for computing the depth of a nodé v in a tree T. 

public static <E> int depth (Tree<E> T, Position< E> v) { 
if (T. i sRoot( v)) 

return 0 ;  
el se 

return 1 + depth(T, T.parent(v)) ;  
} 

Code Fragment 7.3: Method depth written in Java. 

The running time of algorithm depth ( T, v) is 0( dv) , where dv denotes the depth 
of the node v in the tree T, because the algorithm performs a constant-time recursive 
step for each ancestor of v. Thus, algorithm depth (T, v) runs in O(n) worst-case 
time; where n is the total number öf nodes of T, since a node of T may have 
depth n 1 in the worst case. Although such a running time is a function of the input 
size, it is more accurate to characterize the running time in terms of the parameter 
dv, since this parameter can be much smaller than n. 
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Height 

The height of a node v in a tree T is also defined recursively: 

• If v is an extemal node, then the height of v is 0 

• Otherwise, the height of v is one plus the maximum height of a child of v. 

The height of a nonempty tree T is the height of the root of T. For example, the 
tree of Figure 7.2 has height 4. In addition, height can also be viewed as follows. 

Proposition 7.4: The height of a nonempty tree T is equal to the maximum depth 
of an extemal node ofT .  

We leave the j ustification of this fact to an exercise (R-7.6). We present an al
gorithm, heightl, shown in Code Fragment 7 .4 and implemented in Java in Code 
Fragment 7.5, for computing the height of a nonempty tree T based on the propo
sition above and the algorithm depth from Code Fragment 7.2. 

Algorithm heightl (T) : 
h � o  
for each vertex v in T do 

if v is an extemal node in T then 

h � max(h, depth(T, v)) 
return h 

Code Fragment 7.4: Algorithm heightl for computing the height of a nonempty 
tree T. Note that this algorithm calls algorithm depth (Code Fragment 7.2) . 

public static <E> int heightl (Tree<E> T) { 

} 

int h 0; 
for (Position<E> v : T.positions()) { 

if (T. isExterna l (v ) )  
h = Math .max(h , depth (T, v) ) ;  

} 
return h ;  

Code Fragment 7.5: Method heightl written in  Java. Note the use of the max 
method of class java . l a ng.Math. 

Unfortunately, algorithm heightl is not very efficient. Sirree heightl calls algo
rithm depth (v) on each external node ·v of T, the running time of heightl is given 
by O(n+ Ev ( l  dv)), where n is the number of nodes ofT, dv is the depth of node 
v, and E is the set of external nodes of T. In the worst case, the sum Ev ( l  dv) 
is proportional to n2• (See Exercise C-7.6.) Thus, algorithm heightl runs in O(n2) 
time. 
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Algorithm height2, shown in Code Fragment 7.6 and implemented in Java in 
Code Fragment 7 .7, computes the height of tree T in a more efficient manoer by 
using the recursive definition of height. 

Algorithm height2(T, v) : 

if v is an extemal node in T then 

return 0 
else 

h +- 0  
for each child w of v in T do 

h +- max(h, height2(T, w) ) 
return 1 + h  

Code Fragment 7.6: Algorithm height2 for computing the height of the subtree of 
tree T rooted at a node v. 

public static < E> int height2 (Tree<E> T, Position<E> v) { 
if (T.isExterna l (  v)) return 0; 

} 

int h 0 ;  
for (Position<E> w : T.chi ldren(v)) 

h = Math .max(h, height2(T, w) ) ;  
return 1 + h ;  

Code Fragment 7.7: Methad height2 written in Java. 

Algorithm height2 is more efficient than heightl (from Code Fragment 7 .4). 
The algorithm is recursive, and, if it is initially called on the root of T, it will 

I 
eventually be called on each node of T. Thus, we can de termine the running time 
of this methad by summing, over all the nodes, the amount of time spent at each 
node (on the nonrecursive part). Processing each node in ch i ld ren (v) takes O(cv) 
time, where Cv denotes the number of children of node v. Also, the while loop 
has cv iterations and each iteration of the loop takes 0( 1 )  time plus the time for 
the recursive call on a child of v. Thus, algorithm height2 spends 0( 1 + cv) time 
at each node v, and its running time is O(.Lv( l  cv) ) .  In order to complete the 
analysis, we make use of the following property. 

Proposition 7.5: Let T be a tree with n nodes, and let cv denote the number of 

children of a node v of T. Th en, summing over the vertices in T, Lv Cv = n 1 .  

J ustification: Each node of T, with the exception of the root, is a child of another 
node, and thus contributes one unit to the above sum. • 

By Proposition 7.5, the running time of algorithm height2, when called on the 
root of T, is 0( n) , where n is the number of nodes of T. 
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7 .2 . 2  P reorder Traversa l 

A traversal of a tree T is a systematic way of accessing, or "visîtîng," all the nodes 
of T. In thîs section, we present a basic travers al scheme for trees, called preorder 
traversaL In the next section, we will study another basic traversal scheme, called 
postorder traversal. 

In a preorder traversal of a tree T, the root of T is visited first and then the 
subtrees rooted at its children are traversed recursively. If the tree is ordered, then 
the subtrees are traversed according to the order of the children. The specific action 
associated with the "visit" of a node v depends on the application of this traversal, 
and could involve anything from incrementing a counter to performing some com
plex computation for v. The pseudo-code for the preorder traversal of the subtree 
rooted at a node v is shown in Code Fragment 7 .8 .  We initially call this algorithm 
with preorder(T, T. root() ) .  

Algorithm preorder(T, v) : 

perfarm the "visit" action for node v 

for each child w of v in T do 
preorder(T, w) { recursively traverse the subtree rooted at w} 

Code Fragment 7.8: Algorithm preorder for performing the preorder traversal of the 
subtree of a tree T rooted at a node v. 

The preorder traversal algorithm is useful for producing a linear ordering of 
the nodes of a tree where pareuts must always come befare their children in the 
ordering. Such orderings have several different applications. ,We explore a simple 
instanee of such an application in the next example. 

Figure 7.6: Preorder travers al of an ordered tree, where the children of each node 
are ordered from left to right. 
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Example 7.6 :  The preorder traversal of the tree associated with a document, as in 
Example 7.3, examines an entire document sequentially, from beginning to end. If 
the extemal nodes are removed befare the traversal, then the traversal examines the 
table of contents of the document. (See Figure 7.6.) 

The preorder travers al is also an efficient way to access all the nodes of a tree. 
To justify this, let us consider the running time of the preorder traversal of a tree 
T with n nodes under the assumption that visiting a node takes 0( 1 )  time. The 
analysis of the preorder traversal algorithm is actually similar to that of algorithm 
height2 (Code Fragment 7 .7), given in Section 7.2. 1 .  At each node v, the nonre
cursive part of the preorder traversal algorithm requires time 0( 1 + cv) , where Cv is 
the number of children of v. Thus, by Proposition 7.5, the overall running time of 
the preorder traversal of T is 0( n) . 

Algorithm toStringPreorder(T, v) , implemented in Java in Code Fragment 7.9, 
perfarms a preorder printing of the subtree of a node v of T, that is, it performs the 
preorder traversal of the subtree rooted at v and prints the element stored at a node 
when the node is visited. Reeall that, for an ordered tree T, methad T.chi ldren(v) 
returns an iterable collection that accesses the children of v in order. 

public static <E> String toStri ngPreorder{Tree<E> T, Position<E> v) { 

} 

Stri ng s v.element() .toStri ng{ ) ;  I I the ma in  "visit" action 
for ( Position<E> w : T.ch i ldren(v)) 

s += n ,  n + toStringPreorder(T, w); 
return s; 

Code Fragment 7.9: Method toStringPreorder(T, v) that.performs a preorder print-i 
ing of the elements in the subtree of node v of T. 

There i s  an interesting application of the preorder traversal algorithm that pro
duces a string representation of an entire tree. Let us assume again that for each 
element e stared in tree T, calling e.toStri ng() returns a string associated with e. 

The parenthetic string representation P(T) of tree T is recursively defined as fol
lows. If T consists of a single node v, then 

P(T) v.element( ) .toStri ng() . 

Otherwise, 

P(T) = v.element() ,toString() + " ( " P(T1 ) + " , "  . . .  " , " + P(n) " ) ", 

where V is the root of T and Tl ' T2, . . .  ' n are the subtrees rooted at the children of V, . 
which are given in order if T is an ordered tree. 
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Note that the above definition of P(T) is recursive. Also, we are using "+" 
here to denote string concatenation. The parenthetic representation of the tree of 
Figure 7.2 is shown in Figure 7.7. 

Electronles R ' Us ( R&D 
Sales ( Dornestic 

International ( Canada S. America 
Overseas ( Africa Europe As ia Australia ) ) ) 

Purchasing 
Manufacturing ( TV CD Tuner ) ) 

Figure 7.7: Parenthetic representation of the tree of Figure 7.2. Indentation, line 
breaks and spaces have been added for clarity. 

N ote that, technically speaking, there are some computations that occur be
tween and after the recursive calls at a node's children in the above algorithm. We 
still consicter this algorithm to be a preorder traversal, however, since the primary 
action of printing a node's contents occurs prior to the recursive calls. 

The Java method parentheticRepresentation, shown in Code Fragment 7 . 10, is 
a variation of method toStringPreorder (Code Fragment 7.9). It implements the 
definition given above to output a parenthetic string representation of a tree T. As 
with the method toStri ngPreorder, the method parentheti�Representation makes 
use of the toString method that is defined for every Java object. In fact, we cao 
view this method as a kind of toString( ) method for tree objects. 

public static <E> String  parentheticRepresentation (Tree<E> T, Position<E;> v) { 
Stri ng s = v.element() .toStri ng( ) ;  I I ma i n  visit action 

} 

if (T. is lnterna l (v)) { , 

} 

Boolean fi rstTime = true; 
for ( Position<E> w : T.ch i ld ren(v)) 

if (firstTime) { 
s += 11 ( 11 + parentheticRepresentation(T, w) ; I I the fi rst ch i ld 
fi rstTime = false; 

} 
else s += 11 , " + parentheticRepresentation(T, w) ; I I su bseq uent ch i ld 

s 1 1  ) 11 ; Ij close parenthesis 

return s; 

Code Fragment 7.10: Algorithm parentheticRepresentation . Note the use of the + 
. . · .  

operator to concatenate two strings. 

We explore a modification to Code Fragment 7 . 10 in Exercise R -7.9, to display 
a tree in a fashion more closely matching that given in Figure 7.7. 

I l 
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7 .2 . 3  Postorder Traversa l 

Another important tree traversal algorithm is the postorder traversal. This algo
rithm can be viewed as the opposite of the preorder traversal, because ît recursively 
traverses the subtrees rooted at the children of the root fi.rst, and then visits the 
root. It is similar to the preorder traversal, however, in that we use it to solve a 
partienlar problem by specializing an action associated with the "visit" of a node v. 
Still, as with the preorder traversal, if the tree is ordered, we make recursive calls 
for the children of a node v according to their specified order. Pseudo-code for the 
postorder traversal is given in Code Fragment 7. 1 1 . 

Algorithm postorder(T, v) : 
for each child w of v in T do 

postorder( T, w) { recursively traverse the subtree rooted at w} 
perform the "visit" action for node v 

Code Fragment 7.11: Algorithm postorder for performing the postorder traversal of 
the subtree of a tree T rooted at a node v. 

The name of the postorder traversal comes from the fact that this traversal 
metbod will visit a node v after it has visited all the other nodes in the subtree 
rooted at v. (See Figure 7.8.) 

Figure 7.8: Postorder traversal of the ordered tree of Figure 7.6. 

The analysis of the running time of a postorder traversal is analogous to that of 
a preorder traversal. (See Section 7.2.2.) The total time spent in the nonrecursive 

· portions of the algorithm is proportional to the time spent visiting the children of 
each node in the tree. Thus ,  a postorder traversal of a tree T with n nodes takes 
0( n) time, assuming that visiting each node takes 0( 1 )  time. That is, the postorder 
traversal runs in linear time. 
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As an example of postorder traversal, we show a Java method toStringPos
torder in Code Fragment 7 . 12, which performs a postorder traversal of a tree T. 
This method prints the element stored at a node when it is visited. 

public static <E> String toStr ingPostorder(Tree<E> T, Posit ion<E> v)  { 

} 

String s " " ;  
for ( Position<E> w : T.ch i l d ren(v)) 

s toStringPostorder(T, w) + " " ; 
s v.element() ; I I ma in  visit action 
return s; 

Code Fragment 7.12: Method toStringPostorder(T1 v) that performs a postorder 
printing of the elements in the subtree of node v of T. The method implicitly calls 
toString on elements, when they are involved in a string concatenation operation. 

The postorder traversal method is useful for solving problems where we wish 
to compute some property for each node v in a tree, but computing that property for 
v requires that we have already computed that same property for v's children. Such 
an application is illustrated in the following example. 

Example 7. 7: Consider a file system tree T, where extemal nodes represent files 
and intemal nodes represent directories (Example 7. 1). Suppose we want to com
pute the disk space used by a directory, which is recursively given by the sum of: 

• The size of the directory itself 

• The sizes of the files in the directory 

• The space used by the children directories. 

(See Figure 7.9.) This computation can be done with a postorder traversal of tree T. 
After the subtrees of an intemal node v have been traversed, we compute the space 
used by v by adding the sizes of the directory v itself and of the files contained in v 

to the space used by each intemal child of v, which was computed by the recursive 
postorder traversals of the children of v. 

A Recu rsive J ava M ethod for Comput ing Disk Space 

Motivated by Example 7.7, Java method d iskS pace, shown in Code Fragment 7 . 13, 
perfonns a postorder traversal of a file-system tree T, printing the name and disk 
space used by the directory associated with each internat node of T. Wh en called 
on the root of tree T, d iskSpace runs in time O(n), where n is the number of nodes 
of T, provided the auxiliary methods name and size take 0( 1 )  time. 
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51 24K 
/user/rVcourses/ 1 K  

buylow 
26K 
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4786K 

Figure 7.9: The tree of Figure 7.3 representing a file system, showing the name and 
size of the associated file/directory inside each node, and the disk space used by the 
associated directory above each intemal node. 

public static <E> i nt d iskSpace (Tree<E> T ,  Position< v) { 

} 

i nt s = size(v ) ;  I I start with the size of the node itself 
for (Position<E> w : T.ch i ldren(v)) 

I I add the recursively computed space used by the ch i ldren of v 
s += d iskSpace(T, w) ;  

i f  (T. isl nterna l (v)) { 
I I print name a nd d isk space used 
System .out.print(name(v) + " : 11 + s) ;  
} 

return s; 

Code Fragment 7.13: Methad d iskSpace prints the name and disk space used by the 
directory associated with each intemal node of a file-system tree. This method calls 
the auxiliary methods n ame and size, which should be defined to return the name 
and size of the file/directory associated with a node. 

Other K inds of Traversa l s  

A�though the preorder and . postorder traversals are common ways of visiting the 
nodes ofa tree, we can also imagine other traversals. For example, we could tra
verse a tree so that we visit all the nodes at depth d befare we visit the nodes at 
depth d 1 .  Consecutively numbering the nodes of a tree T as we visit them in this 
traversal is called the level numbering of the nodes of T (see Section 7 .3.5). 
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Binary Trees 

A binary tree is an ordered tree with the following properties: 

1 .  Every node has at most two children. 
2. Each child node is labelect as being either a left child or a right child. 
3 .  A left child precedes a right child in the ordering of children of a node. 

The subtree rooted at a left or right child of an intemal node v is called a left subtree 
or right subtree, respectively, of v. A binary tree is proper if each node has either 
zero or two children. · Some people also refer to such trees as being Juli binary 
trees. Thus, in a proper binary tree, every intemal node has exactly two children. 
A binary tree that is not proper is improper. 

Example 7.8: An important class of binary trees arises in contexts where we wish 
to represent a number of different outcomes that can result from answering a series 
of yes-or-no questions. Each intemal node is associated with a question. Starting at 
the root, we go to the left ar right child of the current node, depending on whether 
the answer to the question is "Yes" ar "No." With each decision, we follow an 
edge from a parent to a child, eventually tracing a path in the tree from the root 
to an extemal node. Such binary trees are known as decision trees, because each 
extemal node v in such a tree represents a decision of what to do if the questions 
associated with v 's ancestars are answered in a way that· leads to v. A decision 
tree is a proper binary tree. Figure 7. 10  illustrates a decision tree that provides 
recommendations to a prospective investor. 

Yes 

Stock portfolio. 

Will you need to access most of the 

money within the next 5 years? 

No 

Are you willing to accept risks in 
exchange for higher expected returns? 

No 

Diversified portfolio with stocks, 

honds, and short-tenn instruments. 

Figure 7.10: A decision tree providing investment advice. 

1 I 
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Example 7 .  9 :  An arithmetic expression can be represented by a binary tree whose 
extemal nodes are associated with variables or constants, and whose intemal nodes 
are associated with one of the operators +, - , x , and I . (See Figure 7. 1 1 .) Each 
node in such a tree bas a value associated with it. 

• If a node is extemal, then its value is that of its variable or constant. 
• If a node is intemal, then its value is defined by applying its operation to the 

values of its children. 

An arithmetic expression tree is a proper binary tree, since each operator +, - , 
x , and I takes exactly two operands. Of course, if we were to allow for unary 
operators, like negation (-), as in "-x," then we could have an impraper binary 
tree. 

Figure 7.11: A binary tree representing an arithmetic expression. This tree repre
sents the expression ( ( ( (3 + 1 )  x 3) I ( (9 - 5 )  + 2) ) - ( (3 x (7 -4)) + 6) ) . The value 
associated with the internal node labeled "/" is 2. 

A Recu rsive B inary Tree Defin ition 

Incidentally, we can also define a binary tree in a recursive way such that a binary 
tree is either empty or consists of: 

• A node r� called the root of T and storing an element 
• A binary tree, called the left subtree of T 
• A binary tree, called the right subtree of T. 
We discuss some of the specialized topics for binary trees below. 
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7 .3 . 1 The B i na ry Tree ADT 

As an abstract data type, a binary tree is a specialization of a tree that supports three 
additional accessar methods: 

Ie ft( v) : Return the left child of v; an error condition occurs if v 
has no left child. 

right(v) : Return the right child of v; an error condition occurs if v 
has no right child. 

hasleft(v) : Test whether v has a left child. 

hasRight(v) : Test whether v has a right child. 
Just as in Section 7 . 1 .2 for the tree ADT, we do not de fine specialized update 

methods for binary trees here. Instead, we will consicter some possible update 
methods when we describe specific implementations and applications of binary 
trees . 

7 . 3 . 2  A B ina ry Tree I nterface i n  Java 

We model a binary tree as an abstract data type that extends the tree ADT and 
adds the three specialized methods for a binary tree. In Code Fragment 7. 14, we 
show the simple Java interface we can define using this _approach. By the way, since 
binary trees are ordered trees, the iterable collection retumed by methad chi ldren (v) 
(inherited from the Tree interface) stores the left child of v befare the right child 
of v. 

I** 
* An i nterface for a binary tree, where each node ca n have zer.o, one, 
* or two ch i l d ren . 

· 

*I  
public interface BinaryTree<E> extends Tree<E> { 

/** Retu rns the left chi ld of a node. *I 
public Position<E> left(Position<E> v) 

throws l nva l idPositionException, BoundaryViolationException ; 
I** Returns the right ch i l d  of a node. *I 
public Position<E> right{Position<E> v) 

throws I nva l i d  PositionException , Bou ndaryViolation Exception ; 
/** Returns whether a node has a left ch i ld .  *I 
public boolean hasleft(Position<E> v) throws l nva l i dPositionException ; 
I** Returns whether a node has a right chi ld . *I 
public boolean hasRight{Position<E> v) . throws l nva l i dPositionException ; 

} 
. . . 

Code Fragment 7.14: Java interface BinaryTree for the binary tree ADT. Interface 
BinaryTree extends interface Tree (Code Fragment 7. 1) . 
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7 . 3 . 3  Propert ies of B ina ry Trees 

Binary trees have several interesting properties dealing with relationships between 
their heights and number of nodes. We denote the set of all nodes of a tree T at the 
same depth d as the level d of T. In a binary tree, level 0 has at most one node ( the 
root), level 1 has at most two nodes (the children of the root), level 2 has at most 
four nodes, and so on. (See Figure 7 . 12.) In general, level d has at most 2d nodes. 

Level 

0 

2 

3 

� - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
1 \ 
I I 
I I 
I I 

I 

I \ 
I I 
I I 
I I 
\ I 

\ 
I 

I I 
I I 
\ I 

I \ 
I I 
I I 
I I 
\ I - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - �  

Nodes 

1 

2 

4 

8 

Figure 7.12: Maximum number of nodes in the levels of a binary tree. 

We can see that the maximum number of nodes on· the levels of a binary tree 
grows exponentially as we go down the tree. From this simple observation, we can 
derive the following properties relating the height óf a binary T with its number of 
nodes. A detailed justification of these properties is left as an exercise (R -7 . 1 5) .  

Proposition 7. 10: Let T be a nonempty binary tree, and let n, nE, nl and h denote 
tbe number of nodes, number of extemal nodes, number of intemal nodes, and 
beigbt of T, respectively. Tb en T bas the following properties: 

1 .  h + 1 � n � 2h+ 1 - 1 
2. 1 � nE � 2h 
3 .  h � nl � 2h - 1 
4. log(n + 1 ) - 1 � h � n - 1 .  

Also, if T is proper, then T bas the following properties: 
1 .  2h + 1 � n � 2h+ 1 - 1 
2. h + 1 � nE < 2h 
3 .  h � nl � 2h - 1 
4. log(n + 1 )  - 1 � h � (n - 1 ) /2. 
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Relating l nterna l  Nodes to Externa l  Nodes in  a Proper B inary Tree 

In actdition to the binary tree properties above, we also have the following relation
ship between the number of internat nodes and extemal nodes in a proper binary 
tree. 

Proposition 7 . 1 1 :  In a nonempty proper binary tree T, with nE extemal nodes 
and n1 intemal nodes, we have nE = n1 + 1 .  

Justification: We justify this proposition by removing nodes from T and divid
ing them up into two "piles", an internal-node pile and an external-node pile, until 
T becomes empty. The piles are initially empty. At the end, the external-node pile 
will have one more node than the internal-node pile. We consicter two cases: 
Case 1: If T has only one node v, we remove v and place it on the external-node 

pile. Thus, the external-node pile has one node and the internal-node pile is 
empty. 

Case 2: Otherwise (T has more than one node), we remove from T an (arbitrary) 
external node w and its parent v, which is an internal node. We place w on 
the external-node pile and v on the internal-node pile. If v has a parent u, 

then we reconnect u with the former sibling z of w, as shown in Figure 7 . 13 .  
This operation, removes one internat node and one external node, and leaves 
the tree being a proper binary tree. 
Repeating this operation, we eventually are left with a final tree consisting 
of a single node. Note that the same number of external and intemal nodes 
have been removed and placed on their respective piles by the sequence of 
operations leading to this final tree. Now, we remove the node of the final 
tree and we place it on the external-node pile. Thus ,  the the external-node 
pile has one more node than the internal-node pile. 

• 

(a) (b) (c) 

Figure 7.13: Operation that removes an external node and its parent node, used in 
the justification of Proposition 7 . 1 1 .  

Note that the above relationship does not hold, in general, for impraper binary 
trees and nonbinary trees, although there are other interesting relationships that can 
hold, as we explore in an exercise (C-7 .7) . 
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As with a general tree, a natural way to realize a binary tree T is to use a linked 
structure, where we represent each node v of T by a position object (see Fig
ure 7 . 14a) with fields providing references to the element stared at v and to the 
position objects associated with the children and parent of v. If v is the root of T, 
then the parent field of v is nu l I .  If v has no left child, then the left field of v is nu l I .  
If  v has no right child, then the right field of v is n u  1 1 .  Also, we store the number of 
nodes of T in a variable, called size. We show the linked structure representation 
of a binary tree in Pi gure 7 . 14b. 

parent 

Ie ft right 
element 

(a) 

0 

CD 
si ze 

(b) 

Figure 7.14: A node (a) and a linked structure (b) for representing a binary tree. 
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Java l mplementat ion of a B inary Tree Node 

We use a Java interface BTPosition (not shown) to represent a node of a binary 
tree. This interfaces extends Position, thus inheriting metbod element, and has 
additional methods for setting the element stared at the node (setEiement) and for 
setting and returning the left child (setleft and getleft), right child (setRight and 
getRight), and parent ( setParent and getParent) of the node. Class BTNode (Code 
Fragment 7 . 1 5) implements interface BTPosition by an object with fields element, 
left, right, and parent, which, for a node v, reference the element at v, the left child 
of v, the right child of v, and the parent of v, respectively. 

/** 
* Class implementing a node of a binary tree by storing references to 
* an  element, a parent node, a left node, a nd a right node. 
*I 

public class BTNode<E> impiemeuts BTPosit ion<E> { 

} 

private E element ;  I I element stored at th is node 
private BTPosition left, right, parent; I I adjacent nodes 
/** Ma i n  constructor *I 
public BTNode(E element, BTPosit ion<E> parent, 

BTPosition< left, BTPosit ion<E> right) { 
setEiement ( element) ; 
setParent(parent) ; 
setLeft( l eft) ; 
setRight( right) ; 

} 
I** Returns the e lement stored at t h is- position *I 
public E element( )  { return element ; } 
I** Sets the element stored at th is position *I 
public void setEiement(E o) { element=o; } 
/** Returns the left ch i ld of this position *I 
public BTPosition < E> getLeft() { return I e  ft; } 
/** Sets the left ch i l d  of this posit ion *I  
public void setLeft(BTPosition<E> v) { left=v; } 
/** Returns the right chi ld of th is position *I 
public BTPosition<E> getRight( )  { return right; } 
/** Sets the right ch i ld of this position *I  
public void setRight(BTPosition< v) { right=v; } 
/** Returns the parent of this position * I  
public BTPosition< E> getParent() { return parent; } 
/** Sets the parent of this position * I  
public void setParent(BTPosition<E> v) { parent=v; } 

Code Fragment 7.15: Auxiliary class BTf\lode for imptementing binary tree nodes. 
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Java lmplementation of the Li n ked B inary Tree Structure 

In Code Fragments 7 . 1 6-7.20, we show portions of class LinkedBinary Tree that im
plements the Binary Tree interface (Code Fragment 7 . 1 4) using a linked data struc
ture. Thîs class stores the size of the tree and a reference to the BTNode object 
associated with the root of the tree in internat variables. In actdition to the Bina
ry Tree interface methods, Lin kedBinary Tree has various other methods, including 
accessor method s ib l ing (v) , which returns the sibling of a node v, and the following 
update methods: 

addRoot (e) : Create and return a new node r storing element e and 
make r the root of the tree; an error occurs if the tree is 
not empty. 

i nsertleft(v, e) : Create and return a new node w storing element e, add w 
as the the left child of v and return w; an error occurs if v 
already has a left child. 

i n sertRight(v, e) : Create and return a new node z storing element e, add z 
as the the rîght child of v and return z; an error occurs if 
v already has a right child. 

remove (v) : Remove node v, replacè it with its child, if any, and re
turn the element stored at v; an error occurs if v has two 
children. 

I 

attach ( v, T1 , T2) :  Attach T1 and T2, respectiv�ly, as the left and right sub-
trees of the external node v; an error condition occurs if 
v is not extemal. 

Class Lin kedBinary Tree has a constructor wîth no arguments that returns an 
empty binary tree. Starting from this empty tree, we can build any binary tree by 
creating the fi.rst node with method addRoot and repeatedly applying the i nsertleft 
and i n sertRight methods and/or the attach method. Likewise, we can dismantie 
any binary tree T using the remove operation, ultimately reducing such a tree T to 
an empty binary tree. 

When a position v is passed as an argument to one of the methods of class 
Lin kedBinaryTree, its validity is checked by calling an auxiliary helper method, 
checkPosition (v) . A list of the nodes visited in a preorder traversal of the tree 
is constructed by recursive method preorderPositions. Error conditions are indi
cated by throwing exceptions I nva I id Position Exception, Bou ndaryViolation Excep
tion, Empty TreeException, and NonEmpty TreeException .  

http:7.16-7.20
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I** 
* An im plementation of the BinaryTree interface by means of a l i nked structu re. 
*I 

public class L inkedBinaryTree<E> implements BinaryTree<E> { 
protected BTPosition<E> root; I I reference to the root 
protected int size; I I number of nodes 
/** Creates a n  empty b inary tree. *I 
public LinkedBi naryTree() { 

} 
root = nul l ;  I I start with a n  empty tree 
size = 0 ;  

/** Returns the number of nodes i n  the tree. *I 
public int size() { 

return size; 
} 
/** Returns whether a node is i nterna I .  *I 
public boolean is lnterna i (Position< E> v) throws l nva l id PositionException { 

} 
checkPosition(v) ; I I auxi l iary method 
return ( hasleft(v) 1 1  hasRight(v)) ;  

I** Returns whether a node is the root. *I 
public boolean isRoot(Position<E> v) throws l nva l i dPositionException { 

checkPosition( v) ; 
return ( v root() ) ;  

} 
I** Returns whether a node has a left ch i ld .  *I 
public boolean hasleft(Position<E> v) throws l nva l id PositionException { 

BTPosition<E> vv = checkPosition( v ) ;  
return (vv.getleft() != nul l) ; 

} ' 
/** Returns the root of the tree. *I 
public Position<E> root() throws EmptyTreeException { 

if ( root == null) 
throw new EmptyTreeException ( "The tree i s  empty" ) ;  

return root; 
} 
/** Retu rns the left chi ld of a node. *I 
public Position<E> left(Position <E> v) 

} 

throws l nval id PositionException , Bounda ryViolationException { 
BTPosition<E> vv = checkPosition(v) ; 
Position <E> leftPos vv.getleft() ; 
if ( leftPos == null) 

throw new Bou ndaryViolationExcept ion( 11No left child" ) ;  
return leftPos; 

Code Fragment 7.16: Portions of the LinkedBinaryTree class, which implements 
the BinaryTree interface. (Continues in Code Fragm�nt 7.17.) 
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I** Returns the parent of a node. *I 
public Position<E> parent(Position<E> v) 

} 

throws l nval i dPositionException, BoundaryViolationException { 
BTPosit ion<E> w checkPosition (v) ; 
Position<E> parentPos w.getParent( ) ; 
if (parentPos null) 

throw new BoundaryViolationException ( "No parent 11 ) ;  
return parentPos; 

/** Returns an itera ble col lection of the chi ldren of a node. *I 
public l terable<Position<E> > ch i ldren (Position<E> v) 

throws l nva l i dPositionException { 
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Positionl ist<Position<E> > ch i l d ren = new NodePosition list<Position<E> >( ) ; 
if ( hasleft( v) )  

ch i ldren .addlast( left( v) ) ; 
if (hasRight( v) )  

ch i l d ren .addLast( right( v) ) ; 
return ch i ldren ; 

} 
/** Returns an iterable col lection of the tree nodes. *I 
public l tera ble<Position<E> > positions() { 
Position list<Position<E> > positions new NodePosit ion list<Position<E> > () ; 
if(size != 0) 

preorderPos itions(root( ) , positions) ; I I assign positions in preorder 
return positions; 

} 
/** Returns a n  iterator of the elements stored at the nodes *I 
public lterator<E> iterator( )  { · 

} 

l terable<Position<E> > positions = positions() ; . 
Positionlist<E> elements = new NodePosition list<E>( ) ; 
for (Position<E> pos: positions) 

elements.add Last(pos.element( )  ) ; 
return elements . i terator( ) ; I I An iterator of elements 

I** Repl aces the element at a node. * / 
public E replace(Position<E> v, E o) 

· }  

throws l nva l idPositionException { 
BTPosit io n<E> vv = checkPosition (v) ; 
E temp = v.element () ; 
vv.setEiement ( o ) ; 
return temp; 

Code Fragment 7.17: Portions of the Lin kedBinaryTree class, which implements 
the BinaryTree interface. (Continues in Code Fragment 7. 1 8.) 
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I I Additiona l accessor method 
/** Return the si b l i ng of a node *I 
public Position< E> sib l ing(Position<E> v) 

} 

throws l nva l id PositionException, BoundaryViolationException { 
BTPosition<E> vv = checkPosition (v) ; 
BTPosit ion<E> parentPos vv.getParent( ) ;  
i f  (parentPos !=  null) { 

} 

BTPosition<E> sibPos; 
BTPosition<E> leftPos parentPos.getleft() ;  
i f  ( leftPos vv) 

sibPos = parentPos.getRight() ;  
el se 

sibPos parentPos.getleft() ;  
i f  (sibPos null) 

return s ibPos; 

throw new BoundaryViolationException( "No sibling " ) ;  

I I Addîtîona l  u pdate methods 
/** Adds a root node to an empty tree *I 
publ ic Position<E> addRoot(E e) throws NonEmpty TreeException { 

} 

if( ! isEmpty()) . 
throw new NonEmptyTreeException ( "Tree already has a root " ) ; 

size = 1; 
root createNode( e,null ,nul l ,nul l) ; 
return root; 

/** I nserts a left ch i ld  at a given node. * I  
public Position<E> i nsertleft(Position<E> v, E e) 

throws l nva l id PositionException { 

} 

BTPosition< E> vv checkPosition (v) ; 
Position<E> leftPos vv.getleft( ) ;  
if ( leftPos ! nul l) 

throw new l nva l idPositionExcept ionC1Node already has a left child" ) ; 
BTPosition<E> ww = createNode( e, vv , null , null) ; 
vv.setleft( ww) ; 
size++; 
return ww; 

Code Fragment 7.18: Portions of the LinkedBinaryTree class, which implements 
the BinaryTree interface. (Continues in Code Fragment 7. 19.) 



7.3. Binary Trees 

/** Removes a node with zero or one ch i ld .  * / 
public E remove(Position<E> v) 

throws l nval îdPosîtîonException { 
BTPosition<E> vv = checkPosit ion(v ) ;  
BTPosition<E> leftPos = vv.getleft{) ;  
BTPosition<E> rightPos = vv.getRight() ;  
if ( leftPos null & &  rightPos null) 
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throw new l nva l idPositionException ( "Cannot remove node with two children"� . 

} 

BTPosition<E> ww; // the on ly chi ld of v, if any 
if ( leftPos null) 

ww l eftPos; 
else if ( rightPos null) 

ww rightPos; 
else // v is a leaf 

ww = null ;  
if {vv -- root) { // v is the root 

} 

if {ww nul l ) 
ww.setParent( null ) ;  

root = ww; 

else { // v is not the root 

} 

BTPosition<E> u u  vv.getParent{ ) ;  
if {vv = =  uu .getleft{)) 

u u .setleft{ ww ) ;  
else 

UU .setRight( WW); 
if(ww ! =  null) 

ww.setParent{ u u ) ;  

size--; 
return v .element{ ) ;  

Code Fragment 7.19: Portions of the Lin kedBinaryTree class, which implements 
the Binary Tree interface. (Continues in Code Fragment 7.20.) 
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/** Attaches two trees to be subtrees of an externa l node. *I 
public void attach(Position<E> v, B inaryTree<E> Tl, B inaryTree<E> T2) 

throws l nva l id PositionException { 

} 

BTPosition<E> vv checkPosition (v) ; 
if (is lnternal ( v) )  

throw new l nva l idPositionException( 11 Cannot attach from internal node '' ) ; 
int newSize size + Tl.size () + T2.size( ) ; 
if ( !Tl . isEmpty( ) )  { 

BTPosition<E> rl = checkPosition(Tl.root( ) ) ; 

} 
vv.setleft( rl ) ; 
rl . setParent( vv ) ; 

if ( ! T2 . isEmpty( ) )  { 

I I Tl should be inva l i dated 

BTPosition<E> r2 = checkPosition(T2. root( ) ) ; 

} 
vv.setRight( r2) ; 
r2.setParent( vv) ; 

SI Ze newSize; 

I I T2 should be inva l 1 dated 

I** lf v is a good binary tree node, cast to BTPosition ,  else th row exception *I 
protected BTPosition<E> checkPosition (Position v) 

throws l nval id PositionException { 
if (v == null 1 1  ! (v instanceof BTPosition ) )  

throw new l nval idPositionException( "The position is  invalid11 ) ; 
return (BTPosition<E> ) v; 

} 
/** Creates a new binary tree node * / 1 

protected BTPosition<E> createNode(E element, BTPosition<E> parent, 
BTPosition<E> left, BTPosition<E> right) { 

return new BTNode<E> (element, parent, left , right) ; } 
I** Creates a l i st stori ng the the nodes in the subtree of a node, 

* ordered accord i ng to the preorder traversa i of the su btree. *I 
protected void preorderPositions( Position < E> v, Position List< Position < E> > pos ) 

throws l nva l id PositionException { 

} 

pos.addlast(v ) ; 
if (hasleft( v) )  

preorderPositions( left(v) , pos) ; I I recu rse on l eft ch i ld 
if (hasRight( v) )  

preorderPosit ions(right (v) , pos) ; I I recu rse o n  right ch i ld 

Code Fragment 7.20: Portions of the L inkedBinaryTree class, which implements 
the BinaryTree interface. (Continued from Code Fragment 7. 19.) 
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Performance of the Li n kedB inary Tree lmp lernentation 

Let us now analyze the running times of the methods of class LinkedBinary Tree, 
which uses a linked structure representation: 

• Methods si ze( )  and isEmpty() use an instanee variabie storing the number of 
nodes of T, and each take 0 ( 1 )  time. 

• The accessor methods root, left, right, s ib l ing and parent take 0(1 )  time. 

• Metbod replace(v, e) takes 0(1 )  time. 

• Methods iterator () and positions() are implemented by performing a pre
order traversal of the tree (using the auxiliary metbod preorderPositions). 
The nodes visited by the traversal are stored in a position list implemented 
by class NodePositionl ist (Section 6.2.4) and the output iterator is gener
ated with metbod iterator() of class NodePosition list. Methods iterator( )  
and positions() take O(n) time and methods hasNext() and next() of the 
returned iterators run in 0( 1 )  time. 

• Metbod ch i ldren uses a similar approach to construct the retumed iterable 
collee ti on, but it runs in 0( 1 )  time, since there are at most two children for 
any node in a binary tree. 

• The update methods i nsertleft, insertRight, attach, and remove all run in 
0( 1 )  time, as they involve constant-time rrianipulation of a constant number 
of nodes. 

Consictering the space required by this data structure for a tree with n nodes, 
note that there is an object of class BTNode (Code Fragment 7. 11) for every node 
of tree T. Thus, the overall space requirement is O(n) . Table 7.2 summarizes the 
performance of the linked structure implementation of a binary tree. 

i Operation Time 
size, isEmp 0( 1 )  

iterator, positions O(n) 
replace • 0(1 )  

root, parent, chi l d ren, left, right, sib l i ng 0( 1 )  1 
hasleft, hasRight, is l nterna l , isExterna l ,  isRoot o( 1 )  1 

i nsertleft, i nsertRight, attach, remove 0 ( 1 )  

· · · · 

Table.
'
7;2 :  Rtinnirtg times for thè methods of an n-node binary tree implemented 

w1th a Hl1ked structure. Methods hasNext() and next() of the iterators returned by 
iterator ( ) ,  positions( ) . iterator(), and ch i ldren (v) . iterator() run in 0( 1 )  time. The 
space usage is O(n) . 
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7 .3 . 5  An Array-L ist Representation of a B i n a ry Tree 

An alternative representation of a binary tree T is based on a way of numbering the 
nodes of T.  For every node v of T, let p( v) be the integer defined as follows .  

• If v is the root of T, then p (v) - 1 .  

• If v is the left child of node u, then p( v) 2 p( u). 

• If v is the right child of node u, then p( v) = 2p ( u) + 1 .  
The numbering function p is known as a level nambering of the nodes in a binary 
tree T, for it numbers the nodes on each level of T in increasing order from left to 
right, although it may skip some numbers. (See Figure 7. 15 . ) 

(a) 

(b) 

Figure 7.15: Binary tree level numbering: (a) general scheme; (b) an example. 

The level numbering function p suggests a representation of a binary tree T by 
means of an array list S such that node v of T is the element of S at index p(v). As 
mentioned in the previous chapter, we realize the array list S by means of an ex
tendable array. (See Section 6. 1 .4.) Such an implementation is simple and efficient, 
for we can use it to easily perfarm the methods root, pa rent, left, right, hasleft, 

. . 

hasRight, isl nterna l , isExterna l ,  and isRoot by using simple arithmetic operations 
on the numbers p (v) associated with each node v involved in the operation. We 
leave the details of this implementation as an exercise (R-7.26). 
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We show an example array-list representation of a binary tree in Figure 7. 16. 

s 

T ... ... ... ... " " " " ... ... ... ... 
+ ..... .... .... ... ... 

' 
\ 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

I 
I 

0 1 2 3 4 5 6 7 8 9 10  1 1  12 13  
Figure 7.16: Representation of a binary tree T by means of an array list S. 

Let n be the number of nodes of T, and let PM be the maximum value of p( v) 
over all the nodes of T.  The array list S has size N - PM + 1 since the element of S at 
index 0 is not associated with any node of T. Also, S will have, in general, a number 
of empty elements that do not refer to existing nodes of T. In fact, in the worst case, 
N = 2n, the justification of which is left as an exercise (R-7.23). In Section 8.3, we 
will see a class of binary trees, called "heaps" for which N = � + 1 .  Thus, in 
spite of the worst-case space usage, there are applications for which the array-list 
representation of a binary tree is space efficient. Still, for general binary trees, the 
exponential worst-case space requirement of this representation is prohibitive. 

Table 7.3 summarizes running times of the methods of a binary tree imple
mented with an array list. We do not include any tree update methods here. 

Operation Time I 
• size, isEmpty 0( 1 )  ! 

iterator, positions O(n) I 
rep lace 0( 1 )  

root, parent, chi ld ren, left, right 0( 1 )  
hasLeft, hasRight, is l nterna l , isExterna l ,  isRoot o(1 )  1 

Table 7.3: Running times for a binary tree T implemented with an array list S. We 
denote the number of nodes of T with n, and N denotes the size of S. The space 
usage is O(N) , which is 0(2n) in the worst case. 
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7 .3 . 6  Traversa ls  of B i n a ry Trees 

As with general trees, binary tree computations often involve traversals. 

Bu i l d i ng an Expression Tree 

Consider the problem of constructing an expression tree from a fully parenthesized 
arithmetic expression of size n. (Recall Example 7.9 and see Code Fragment 7.24.) 
In Code Fragment 7.21 ,  we give algorithm bu i ldExpression for building such an 
expression tree, assuming all arithmetic operations are binary and variables are not 
parenthesized. Thus, every parenthesized subexpression contains an operator in the 
middle. The algorithm uses a stack S while scanning the input expression E looking 
for variables, operators, and right parentheses. 

• When we see a variable or operator x, we create a single-node binary tree T, 
whose root stores x and we push T on the stack. 

• Wh en we see a right parenthesis, ")", we pop the top three trees from the 
stack S, which represent a Subexpression (E1 o E2) .  We then attach the trees 
for E1 and E2 to the one for o, and push the resulting tree back on S. 

We repeat this until the expression E has been processed, at which time the top 
element on the stack is the expression tree for E. The total running time is 0(  n) . 

Algorithm bu i l dExpression(E) :  
Input: A fully-parenthesized arithmetic expression E eo , e1 ,  . . .  , en- 1 ,  with 

each ei being a variable, operator, or parenthetic symbol 
Output: A binary tree T representing arithmetic expression E · i 

S +-- a new initially-empty stack 
for i +-- 0 to n - 1 do 

if ei is a variabie or an operator then 
T +-- a new empty binary tree 
T.addRoot(ei) 
S.push(T) 

else if ei =' (' then 
Continue looping 

else {ei )' } 
T2 S. pop() {the tree representing El} 
T S.pop() { the tree representing o} 
T1 +-- S. pop() {the tree representing El } 
T.áttach (T. root() , T1 , T2) 
S. push (T) 

return S.pop() 
Code Fragment 7.21 :  Algorithm bu i ldExpression. 
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P reorder Traversa l  of a B ina ry Tree 

Since any binary tree can also be viewed as a general tree, the preorder traversal 
for general trees (Code Fragment 7 .8) can be applied to any binary tree. We can 
simplify the algorithm in the case of a binary tree traversal, however, as we show 
in Code Fragment 7.22. 

Algorithm b inaryPreorder(T, v) : 

perform the "visit" action for node v 

if v has a left child u in T then 
binaryPreorder(T, u) {recursively traverse left subtree} 

if v has a right child w in T  then 
binaryPreorder(T, w) { recursively traverse right subtree} 

Code Fragment 7.22: Algorithm bina ryPreorder for performing the preorder traver
sal of the subtree of a binary tree T rooted at a node v. 

As is the case for general trees, there are many applications of the preorder 
traversal for binary trees. 

Postorder Traversa l  of a B ina ry Tree 

Analogously, the postorder traversal for general trees (Code Fragment 7. 1 1 ) can be 
specialized for binary trees, as shown in Code Fragment 7.23. 

Algorithm b inaryPostorder(T, v) : 

if v has a left child u in T thèn 
binaryPostorder(T, u) { recursively trav((rse left subtree} 

if v has a right child w in T then 
· 

binaryPostorder(T, w) · { recursively traverse 1ight subtree} 
perform the "visit" action for node v 

Code Fragment 7.23: Algodthm binaryPostorder for performing the postorder 
traversal of the subtree of a binary tree T rooted at node v .  

Expression Tree Eva l u ation 

The postorder traversal of a binary tree can be used to solve the expression tree 
evaluation problem. In this problem, we are given an arithmetic expression tree, 
that is, a binary tree where each extemal node has a value associated with it and 
each internal node has an arithmetic operation associated with it (see Example 7 .9), 
and we want to compute the value of the arithmetic expression represented by the 
tree. 
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Algorithm eva l uateExpression, given in Code Fragment 7.24, evaluates the ex
pression associated with the subtree rooted at a node v of an arithmetic expression 
tree T by performing a postorder traversal of T starting at v. In this case, the "visit" 
action consists of performing a single arithmetic operation. Note that we use the 
fact that an arithmetic expression tree is a proper binary tree. 

Algorithm eva luateExpression (T, v) : 

if v is an internal node in T then 

let o be the operator stored at v 

x .._  eva luateExpression (T, T. left(v) ) 
y .._ eva l uateExpression(T, T.right( v)) 
return x o y  

else 

return the value stored at v 

Code Fragment 7.24: Algorithm eval uateExpression for evaluating the expression 
represented by the subtree of an arithmetic expression tree T rooted at node v. 

The expression-tree evaluation application of the postorder traversal provides 
an O(n)-time algorithm for evaluating an arithmetic expression represented by a 
binary tree with n nodes. Indeed, like the general postorder traversal, the postorder 
traversal for binary trees can be applied to other "bottom-up" evaluation problems 
(such as the size computation given in Example 7.7) as well. 

l norder Traversa l of a B i na ry Tree 

An additional traversal method for a binary tree is the inorder traversaL In this 
traversal, we visit a node between the recursive traversals of its left and right sub
trees. The inorder traversal of the subtree rooted at a node v in a binary tree T is 
given in Code Fragment 7.25. 

Algorithm i norder(T, v) : 

if v has a left child u in T then 

inorder(T, u) { recursively traverse left subtree} 
perform the "visit" action for node v 

if V has a right child W În J then 

· ·. inorder(T,w) { recursively traverse right subtree} 

Code Fragment 7.25: Algorithm i norder for performing the inorder traversal of the 
subtree of a binary tree T rooted at a node v. 
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The inorder traversal of a binary tree T can be informally viewed as visiting 
the nodes of T "from left to right." lndeed, for every node v, the inorder traversal 
visits v after all the nodes in the left subtree of v and befare all the nodes in the right 
subtree of v. (See Figure 7. 17 .) 

Figure 7.17: Inorder traversal of a binary tree. 

Binary Search Trees 

Let S he a set whose elements have an order relation. For example, S could be a set 
of integers. A binary search tree for S is a proper binary tree T such that 

• Each intemal node v of T stores an elem��t of S, denoted with x( v) . 
• For each intemal node v of T, the elements stared in the left subtree of v are 

less than or equal to x( v) and the elements stared in the right subtree of v are 
greater than or equal to x( v) . 

• The extemal nodes of T do not store any element. 

An inorder traversal of the intemal nodes of a binaty search tree T visits the ele
ments in nondecreasing order. (See Figure 7 . 1 8.) 

.. .. .... .. .... .. .. .. .... .... .. 90 

Figure 7.18: A binary search tree storing integers. The blue solid path is traversed 
when searching (successfully) for 36. The blue dashed path is traversed when 
searching (unsuccessfully) for 70. 



316 Chapter 7. Tree Structures 

We can use a binary search tree T for set S to find whether a given search 
value y is in S, by traversing a path down the tree T, starting at the root. (See 
Figure 7.1 8.) At each internal node v encountered, we campare our search value y 
with the element x( v) stored at v. If y < x( v), then the search continnes in the left 
subtree of v. If y = x (v), then the search terminates successfully. If y � x(v) , then 
the search continoes in the right subtree of v. Finally, if we reach an extemal node, 
the search terminates unsuccessfully. In other words, a binary search tree can be 
viewed as a binary decision tree (recall Exarnple 7.8), where the question asked 
at each internal node is whether the element at that node is less than, equal to, or 
larger than the element being searched for. Indeed, it is exactly this correspondence 
to a binary decision tree that motivates restricting binary search trees to be proper 
binary trees (with "place-holder" external nodes). 

Note that the running time of searching in a binary search tree T is proportional 
to the height of T. Reeall from Proposition 7 . 10  that the height of a proper binary 
tree with n nodes can be as small as log( n 1 )  1 or as large as ( n 1 )  /2. Thus, 
binary search trees are most efficient when they have small height. We illustrate 
an example search operation in a binary search tree in Figure 7. 1 8, and we study 
binary search trees in more detail in Section 10. 1 .  

Us ing l norder Traversa l for Tree Drawi ng 

The in order traversal can also be applied to the problem of computing a drawing of 
a binary tree. We can draw a binary tree T with an algorithm that assigns x- and 
y-coordinates to a node v of T using the following two rules (see Figure 7. 19): 

• x( v) is the number of nodes visited befare v in the i norder traversal of T 
• y(v) is the depth of v in T. 

In this application, we take the convention common in computer graphics that x
coordinates increase left to right and y-coordinates increase top to bottom. So the 
origin is in the upper left corner of the computer screen. 

0 
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1 2 3 4 5 6 7 8 9 10 11 12 
Figure 7.19: An inorder drawing of a binary tree. 
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The Eu ler Tou r  Traversa l  of a B i na ry Tree 

The tree-traversal algorithms we have discussed so far are all forms of iterators. 
Each traversal visits the nodes of a tree in a eertaio order, and is guaranteed to visit 
each node exactly once. We can unify the tree-traversal algorithms given above into 
a single framework, however, by relaxing the requirement that each node be visited 
exactly once. The resulting traversal method is called the Euler tour traversal, 
which we study next. · The advantage of this traversal is that it allows for more 
general kinds of algorithms to be expressed easily. 

The Euler tour traversal of a binary tree T can be informally defined as a "walk" 
around T, where we start by going from the root toward its left child, viewing the 
edges of T as being "walls" that we always keep to our left. (See Figure 7.20.) 
Each node v of T is encountered three times by the Euler tour: 

• "On the left'' (before the Euler tour of v's left subtree) 
• "From below" (between the Euler tours of v's two subtrees) 
• "On the right" (after the Euler tour of v's right subtree). 

If v is extemal, then these three "visits" actually all happen at the same time. We 
describe the Euler tour of the subtree rooted at v in Code Fragment 7 .26. 

Figure 7.20: Euler tour traversal of a binary tree. 

Algorithm eulerTour(T, v) : 
perform the action for visiting node v on the left 
if v has a left child u in T then 

euler Tour(T, u) { recursively tour the left subtree of v } 
perform the action for visiting node v from below 
if v has a right child w in T then 

eulerTou r(T, w) { recursively tour the right subtree of v } 
perform the action for visiting node v on the right 

Code Fragment 7.26: The Euler tour of the subtree of a binary tree T rooted at v. 
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The running time of the Euler tour traversal of an n-node tree is easy to analyze, 
assuming each visit action takes 0(1 )  time. Since we spend a constant amount of 
time at each node of the tree during the travers al, the overall running time is 0( n) . 

The preorder traversal of a binary tree is equivalent to an Euler tour traversal 
such that each node has an associated "visit" action occur only when it is encoun
tered on the left. Likewise, the inorder and postorder traversals of a binary tree 
are equivalent to an Euler tour such that each node has an associated "visit" action 
occur only when it is encountered from below or on the right, respectively. The 
Euler tour traversal extends the preorder, inorder, and postorder traversals, but it 
can also perfarm other kinds of traversals . For example, suppose we wish to com
pute the number of descendents of each node v in an n-node binary tree. We start 
an Euler tour by initializing a counter to 0, and then increment the counter each 
time we visit a node on the left. To determine the number of descendents of a node 
v, we compute the difference between the valnes of the counter when v is visited 
on the left and when it is visited on the right, and add 1 .  This simple rule gives 
us the number of descendents of v, because each node in the subtree rooted at v is 
counted between v's visit on the left and v's visit on the right. Therefore, we have 
an O(n) -time method for computing the number of descendents of each node. 

Another application of the Euler tour traversal is to print a fully parenthesized 
arithmetic expression from its expression tree (Example 7.9). Algorithm pri ntEx
pression ,  shown in Code Fragment 7 .27, accomplishes this task by performing the 
following actions in an Euler tour: 

-

• "On the left" action: if the node is intemal, print "(" 

• "From below" action: print the value or operator stored at the node 

• "On the right" action: if the node is intemal, print ")". 

Algorithm printExpression (T, v) : · 

if T. isl nternal (v) then 

print "(" 
if T.hasleft(v) then 

printExpression (T, T. left(v) ) 
if T. isl nterna l (v)  then 

print the operator stored at v 
else 

print the value stared at v 
if T.hasRight(v) then 

pri ntExpression (T, T. right( v) )  
if T. i s  I nterna I ( v) then 

print ")" 
Code Fragment 7.27: An algorithm for printing the arithmetic expression associated 
with the subtree of an arithmetic expression tree T rooted at v. 
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Tbe tree traversal metbods described above are actually examples of an interest
ing object-oriented software design pattem, tbe template method pattern . Tbe 
template metbod pattem describes a generic computation mecbanism tbat can be 
specialized for a particular application by redefining eertaio steps. Following tbe 
template metbod pattern, we design an algoritbm that implements a generic Euler 
tour traversal of a binary tree. Tbis algoritbm, called templateEulerTou r, is sbown 
in Code Fragment 7.28. 

Algorithm templateEu lerTour(T, v) : 
r +- new object of type T ou rResu lt 
visitleft(T, v, r) 
if T. hasleft(v) then 

r. left +- templateEul erTou r(T, T. l eft(v) ) 
visitBelow(T, v, r) 
if T. hasRight(v) then 

r. right +- templateEu lerTou r(T, T. right(v) )  
visitRight(T, v, r) 
return r.out 

Code Fragment 7.28: An Euler tour traversal of tbe subtree of a binary tree T rooted 
at a node v, following tbe template metbod patteni. 

Wben called on a node v, metbod templateEu lerTour  eaUs several otber auxil
iary metbods at different pbases of tbe traversal. Namely, it 

• Creates a local variabie r of type TourResu lt, wbich is used to store interme
diate results of tbe computation and bas fields feft, right, and out 

• Calls auxiliary metbod visitleft(T, v,r) , wbicb perfarms tbe computations 
associated witb encountering tbe node on tbe Ie ft 

• If v bas a left cbild, recursively eaUs itself on tbe Ie ft cbild of v and stores tbe 
retumed value in r. left 

• Calls auxiliary metbod visitBelow(T, v, r) , wbicb perfarms tbe computations 
associated with encountering tbe node from below 

• If v bas a rigbt cbild, recursively eaUs itself on tbe rigbt cbild and stores tbe 
returned value in r. right 

• Calls auxiliary metbod visitRight(T, v, r) , wbicb perfarms the computations 
associated witb encountering tbe node on the rigbt 

• Returns r.out. 

Metbod templateEulerTour  can be viewed as a template or "skeleton" of an Euler 
tour. (See Code Fragment 7 .28.) 
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Java lmpl ementation 

Java class Eu lerTour, shown in Code Fragment 7 .29, implements an Euler tour 
traversal using the template method pattem. The recursive traversal is performed 
by method eu lerTou r. The auxiliary methods called by eulerTour are empty place 
holders. That is, they have an ernpty body or they just return n u l I .  Class Eu IerTour 
is  abstract and thus cannot be instantiated. It contains an abstract rnethod, called 
execute, which needs to be specified in the concrete subclass of Eu lerTour. Class 
Tou rResu lt, with fields left, right, and out, is not shown. 

!** 
* Template for a lgorithms travers ing a b inary tree using an Euler 
* tou r. The su bclasses of this class wi l l  redefi ne some of the 
* methods of th is c lass to create a specific traversa l .  
*I 

public abstract class Eu lerTour<E, R> { 

} 

protected Binary Tree<E> tree; 
/** Execution of the traversa l .  T h is a bstract methad must be 
* specified in a concrete subclass. *I 

public abstract R execute(B inaryTree<E> T); 
/** l niti a l ization of the traversa I *I 
protected void i n it(B i nary Tree< E> T) { tree T; } 
/** Template methad *I 
protected R eulerTour(Posit ion<E> v) { 

TourResu lt<R> r = new Tou rResu lt<R>() ;  

} 

visitleft(v, r) ; 
. 

if (tree. hasleft( v)) 
r. left eulerTou r(tree . left(v) ) ;  I I recu rsive traversal 

visitBelow(v, r ) ;  
i f  (tree .hasRight(v)) 

r. right eu lerTour(tree. right(v)) ;  I I recursive traversa I 
visitRight(v. r) ; 
return r.out; 

I I Auxi l i a ry methods that can be redefi ned by su bcl asses: 
I** Methad cal led for the visit on the l eft *I 
protected void visitleft(Position<E> v, TourResult<R> r) { }  
/** Methad ca l led for the visit o n  from below *I 
protected void visitBelow(Position<E> v, TourResult<R> r) {} 
/** Methad ca l l ed for the visit on  the right *I 
protected void visitRight(Posit ion<E> v, Tou rResu lt<R> r) { }  

Code Fragment 7.29: Java class Eu  IerTour  defining a generic Euler tour of a binary 
tree. This class realizes the template method pattem and must be specialized in 
order to get an interesting computation. 
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The class, Eu lerTou r, itself does not perform any useful computation. Nev
ertheless, we can extend it and override the empty auxiliary methods to do use
ful tasks. We illustrate this concept using arithmetic expression trees (see Exam
ple 7.9). We assume that an arithmetic expression tree has objects of type Expres
sion Term at each node. Class Expression Term has subclasses ExpressionVaria b ie 
(for variables) and ExpressionOperator (for operators). In turn, class Expressio n
Operator has subclasses for the arithmetic operators, such as AdditionOperator 
and Mu ltip l icationOperator. Method va l ue of Expression Term is overcidden by its 
subclasses. For a variable, it returns the value of the variable. For an operator, it re
turns the result of applying the operator to its operands. The operands of an operator 
are set by method setOpera nds of ExpressionOperator. In Code Fragment 7.30, 
we show the classes Expression Term, ExpressionVaria bie, ExpressionOperator and 
Add itionOperator . 

I** Class for a term (operator or variabie) of a n  arithmetîc expressîon .  *I 
public class ExpressionTerm { 

public I nteger getValue( )  { return 0 ;  } 
public String toString( )  { return new Strîng( 11 '' ) ; } 

} 
I** Class for a variabie of a n  arithmetic expressîon .  *I  
public class ExpressionVariable extends ExpressionTerm { 

protected I nteger var; 
public ExpressionVariable( l nteger x) { var = x; · } 
public void setVariable(l nteger x) { var = x; } · 
public I nteger getValue( )  { return var; } 
public String toString( )  { return var.toString( ) ; } 

} . 
/** Class for a n  operator of a n  arithmetic expression *I 
public class ExpressionOp'erator extends ExpressionTerm { 

protected I nteger firstOperand ,  secondOperand ;  
· 

public void setOperands( l nteger x, I nteger y) { 

} 
} 

fi rstOperand x; 
secondOpera nd y; 

/** Class for the add ition operator in a n  arithmetic expression . *I 
public class AdditionOperator extends ExpressionOperator { 

public I nteger getVal ue ( )  {. 

} 
return (firstOperand + secondOperand ) ; I I u nboxing a nd then a utoboxi ng 

public String toString() { ,return new String( "+ " ) ; } 
} . . . . . . . 

. . 

Code Fragment 7.30: Classes for a variable, generic operator, and addition operator 
of an arithmetic expression. 
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In Code Fragments 7 .3 1 and 7.32, we show classes Eva l uateExpressionTour  
and PrintExpression Tou r, spedalizing Eu Ier Tour, that evaluate and print the arith
metic expression stored in a binary tree, respectively. Class Eva l uateExpression
Tou r  overrides auxiliary metbod visitRight(T, v, r) with the following computation: 

• lf v is an external node, set r.out equal to the value of the variabie stored at v 
• Else (v is an internal node), combine r. left and r. right with the operator stored 

at v, and set r.out equal to the result of the operation. 
Class Pri ntExpression Tou r  overrides methods visitleft, visitBelow, and visitRight 
following the approach of pseudo-code version shown in Code Fragment 7.27 . 

I** Compute the value of an arithmetic expression tree. *I 
public class Eva l uateExpressionTour extends Eu lerTour<ExpressionTerm ,  I nteger> { 

public I nteger execute(Bi nary Tree< Expression Term> T) { 
i n it(T) ; I I ca l ls method of superclass 
return eu lerTou r(tree. root() ) ;  I I returns the va l ue of the expression 

} 
protected void visitRight(Position<ExpressionTerm> v, Tou rResu lt<l nteger> r) { 

ExpressionTerm term = v.element( ) ;  
i f  (tree. is l nterna l (v) )  { 

} 

ExpressionOperator op = (Express ionOperator) term; 
op.setOpera nds( r. left, r. right) ; 

r .out = term.getVa l ue() ; 

} 
} 
Code Fragment 7.31: Class Eva luateExpressionTour that spedalizes Eu lerTour to 
evaluate the expression assodated with �n arithmetic expression tree. 

/** Print out the expression stored in an arithmetic expression tree. *I 
public class PrintExpressionTour extends EulerTour<ExpressionTerm, String> { 

} 

public Stri ng execute(BinaryTree<ExpressionTerm> T) { 
i n it(T) ; 

} 

System .out. print( 1 1 Expression : 11 ) ;  
eu lerTour(T. root() ) ; 
System .out.pri ntln ( ) ;  
return null ; I I noth ing to retu rn 

protected void visitleft(Position<ExpressionTerm> v, Tou rResu lt<String> r) { 
if (tree. isl nterna l (v ) )  System .out.pri nt( 1 1  ( 11 ) ; } 

protected void visitBelow(Position<Expression Term> v, TourResu lt<String> r) { 
System.out. pri nt(v.element() ) ;  } 

protected void visitRight(Position<Expression Term> v, Tou rResu lt<String> r) { 
if (tree. is l nterna l (v) )  System .out.print( 11 ) 11 ) ;  } 

Code Fragment 7.32: Class PrintExpression Tou r  that spedalizes EulerTour to print 
the expression associated with an arithmetic expression tree. 
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7 .4 Exercises 

Por help with exercises, please visit the web site, www.wiley.com/go/global/goodrich. 

Rei nforcement 

R-7 . 1 The following questions refer to the tree of Figure 7.3. 

a. Which node is the root? 
b. What are the intemal nodes? 
c. How many descendents does node cs016/ have? 
d. How many ancestars does node cs016/ have? 
e. What are the siblings of node homeworks/? 
f. Which nodes are in the subtree rooted at node projects/? 
g. What is the depth of node papers/? 
h. What is the height of the tree? 

R -7 .2 Find the value of the arithmetic expression associated with each subtree 
of the binary tree of Figure 7 . 1 1 . 

R-7 .3 Let T be an n-node binary tree that may he improper. Describe how to 
represent T by means of a proper binary tree T' with O(n) nodes. 

R -7 .4 What are the minimum and maximurn · number of in te mal and external 
nodes in an impraper binary tree with n nodes? 

R -7.5 Show a tree achieving the worst -case running time for algorithm depth . 

R -7.6 Give a justification of Proposition 7 .4. 

R-7.7 What is the running time of algorithrn heigbt2(T, v) (Code Fragment 7.6) 
when called on a node v distinct from the root of T? 

R-7 .8 Let T be the tree of Figure 7.3, and refer to Code Fragrnents 7.9 and 7. 10 .  

a.  Give the output of toStri ngPostorder(T, T. root()) .  
b. Give the output of parentheticRepresentation(T, T. root()). 

R-7.9 Describe a rnodification to parentheticRepresentation, from Code Frag
ment 7 . 10, sa that it uses the length() methad for String objects to output 
the parenthetic representation of a tree with line breaks and spaces added 
to display the tree in a text window that is 80 characters wide. 

R-7. 10 Draw an arithmetic expression tree that has four external nodes, storing 
the numbers 1 ,  5, 6, and 7 (with each number stared in a distinct external 
node, but nat necessarily in this order), and has three intemal nodes, each 
storing an operator from the set { +,  - ,  x , /}, sa that the value of the root 
is 21 .  The operators may return and act on fractions, and an operator may 
be used more than once. 

www.wiley.com/go/global/goodrich
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R-7 . 1 1  Let T be an ordered tree with more than one node. Is it possible that the 
preorder traversal of T visits the nodes in the same order as the postorder 
traversal of T? If so, give an example; otherwise, argue why this cannot 
occur. Likewise, is it possible that the preorder traversal of T visits the 
nodes in the reverse order of the postorder traversal of T? If so, give an 
example; otherwise, argue why this cannot occur. 

R -7. 1 2  Answer the previous question for the case when T is a proper binary tree 
with more than one node. 

R-7. 1 3  What is the running time ofparentheticRepresentation(T, T. root( ) )  (Code 
Fragment 7 . 10) for a tree T with n nodes? 

R-7 . 14  Draw a (single) binary tree T such that 

• Each intemal node of T stores a single character 
• Apreorder traversal of T yields EXAMFUN 
• An inorder traversal of T yields MAFXU EN. 

R -7. 15  Answer the following questions so as to justify Proposition 7. 10 .  

a .  What is the minimum number of extemal nodes for a proper binary 
tree with height h? Justify your answer. 

b. What is the maximum number of extemal nodes for a proper binary 
tree with height h? Justify your answer. 

c. Let T be a proper binary tree with height h and n nodes. Show that 

log(n +  1 ) 1 <  h � (n - 1 )/2. 

d. Por which valnes of n and h can the above lower and upper ljounds 
on h be attained with equality? 

R -7 . 16 Describe a generalization of the Euler tour travers al tó trees such that each 
intemal node has three children. Describe how you could use this traversal 
to compute the height of each node in such a tree. 

R-7. 17 Compute the output of algorithm toStringPostorder(T, T. root()) ,  from 
Code Fragment 7 . 12, on the tree T of Figure 7.3. 

R-7. 1 8  Illustrate the execution of algorithm diskSpace(T, T. root() )  (Code Frag
ment 7 . 1 3) on the tree T of Figure 7.9. 

R -7. 1 9  Let T be the binary tree of Pi gure 7 . 1 1 .  

a. Give the output of toStri ngPostorder(T, T. root () )  (Code Fragment 7.9). 
b. Give the output of parentheticRepresentation(T, T. root()) (Code Frag
ment 7,10). 
' . . . . . . . . 

R -7.20 Let T be the binary tree of Pi gure 7 . 1 1 .  

a. Give the output of toStringPostorder(T, T. root()) (Code Fragment 7 . 12). 

b. Give the output of pri ntExpression(T, T . root()) (Code Fragment 7.27). 

http:ment7.l3
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R-7.21 Describe, in pseudo-code, an algorithm for computing the number of de
scendents of each node of a binary tree. The algorithm should be based 
on the Euler tour traversal. 

R-7.22 Let T be a (possibly improper) binary tree with n nodes, and let D be the 
sum of the depths of all the external nodes of T. Show that if T has the 
minimum number of external nodes possible, then D is O(n) and if T has 
the maximum number of external nodes possible, then D is O(nlogn) . 

R -7 .23 Let T he a binary tree with n nodes, and let p be the level numbering of 
the nodes of T, as given in Section 7.3.5. 

a. Show that, for every node v of T, p( v) :::;; 2n - 1 .  
b. Show an example of a hinary tree with seven nodes that attains the 
above upper bound on p(v) for some node v. 

R-7.24 Show how to use the Euler tour traversal to compute the level number, 
defined in Section 7.3.5, of each node in a binary tree T. 

R-7 .25 Draw the binary tree representation of the following arithmetic expres
sion: "(( (5 2) * (2 - 1 ) ) / ( (2 9) ( (7 - 2) - 1 ) ) * 8)". 

R-7 .26 Let T be a binary tree with n nodes that is realized with an array list, S, and 
let p be the level numbering of the nodes in T, as given in Section 7.3.5. 
Give pseudo-code descriptions of each of the methods root, parent, l eft, 
right, hasleft, hasRight, isl nterna l ,  i sExterna l ,  and isRoot. 

Creat iv ity 

C-7 . 1  For each node v in a tree T, let pre ( v) be thé rank o� v in a preorder 
traversal of T, let post( v) he the rank. of v in a postorder traversal of T, let 
depth (v) he the depth of v, and let desc(v)· be the number of descendents 
of v, not counting v itself. Derive a formula defining post ( v) in terms of 
desc( v ) , depth ( v ) ,  and pre( v ) ,  for each node v in T. 

C-7 .2 Let T be a tree whose nodes store strings. Give an efficient algorithm that 
computes and prints, for every node v of T, the string stared at v and the 
height of the subtree rooted at v. 

C-7 .3 Design algorithms for the following operations for a hinary tree T:  
• preorderNext(v) : return the node visited after node v in a preorder 

traversal of T 
• i norderNext(v) : return the node visited after node v in an inorder 

traversal of T 
• postorderNext( v ) : return the node visited after node v in a postorder 

traversal of T. 
What are the worst-case running times of your algorithms? 
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C-7.4 Give an O(n) -time algorithm for computing the depth of all the nodes of 
a tree T, where n is the number of nodes of T .  

C-7 .5 The indented parenthetic representation of a tree T is  a variation of the 
parenthetic representation of T (see Figure 7.7) that uses indentation and 
line breaks as illustrated in Figure 7.2 1 .  Give an algorithm that prints this 
representation of a tree. 

(a) 

Sales ( 
Do mestic 
International ( 

Canada 
S. America 
Overseas ( 

Africa 
Europe 
As ia 
Australia 

(b) 
Figure 7.21: (a) Tree T ;  (b) indented parenthetic representation of T. 

C-7.6 LeLT be a (possibly improper) binary tree with n nodes, and let D be the 
sum of the depths of all the external nodes of T. Describe a contiguration 
for T such that D is Q(n2) .  Such a tree would be the worst case for the 
asymptotic running time of Algorithm heightl (Code Fragment 7.5). 

C-7. 7 For a tree T, let n1 denote the number of its intemal nodes, and�let nE 
denote the number of its external nodes. Show that if every internal node 
in T has exactly 3 children, then nE = 2ni + 1 .  

C-7.8 Describe how to clone a proper binary tree using the attach method in
stead of methods i nsertleft and i nsertRight. 

C-7.9 The balance factor of an internal node v of a proper binary tree is the 
difference between the heights of the right and left subtrees of v. Show 
how to specialize the Euler tour traversal of Section 7.3.7 to print the 
balance factors of all the internal nodes of a proper binary tree. 

C-7 . 10  Two ordered trees T' and T" are said to be isomorphic if one of the fol-
lowing holds: 

• Both T' and T" are empty 
• Both T' and T" consist of a single node 
• Both T' and T" have the same number k 2 1 of sub trees, and the ith 

subtree of T' is isomorphic to the ith subtree of T", for i = 1 ,  . . . , k. 
Design an algorithm that tests whether two given ordered trees are iso
morphic. What is the running time of your algorithm? 
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C-7 . 1 1  Extend the concept of an Euler tour to an ordered tree that is not necessar
ily a binary tree. 

C-7 . 12 We can de fine a binary tree representation T' for an ordered general tree 
T as follows (see Figure 7.22) : 

• For each node u of T, there is an internal node u
' of T' associated 

with u .  

• If u is  an external node of T and does not have a sibling immediately 
following it, then the children of u' in T' are external nodes. 

• If u is an internal node of T· and v is the first child of u in T, then v' 
is the left c.hild of u' in T. 

• If node v has a sibling w immediately following it, then w' is  the 
right child of v' in T'. 

Given such a representation T' of a general ordered tree T, answer each 
of the following questions: 

a. Is a preorder traversal of T' equivalent to a preorder traversal of T? 
b. Is a postorder traversal of T' equivalent to a postorder traversal of T? 
c. Is an inorder traversal of T' equivalent to one of the standard traver

sals of T? If so, which one? 

(a) (b) 

Figure 7.22: Representation of a tree with a binary tree: (a) tree T; (b) binary tree 
T' for T. The dashed edges conneet nodes of T' that are siblings in T. 

C-7 . 13  As mentioned in Exercise C-5.7, posifix notation is an unambiguous way 
of writing an arithmetic expression without parentheses. It is defined so 
that if "(exp1 )op(exp2)" is a normal (infix) fully parenthesized expression 
with operation op, then its postfix equivalent is "pexp1 pexp2 op", where 
pexp 1 is the postfix version of exp 1 and pexp2 is the postfix version of 
exp2 . The postfix version of a single number of variables is just that num
ber or variable. So, for example, the postfix version of the infix expression 
"( ( 5 2) * ( 8 - 3)) / 4" is "5 2 + 8 3 * 4 /". Give an efficient algorithm 
for converting an infix arithmetic expression to its equivalent postfix no
tation. (Hint: First convert the infix expression into its equivalent binary 
tree representation, using the algorithm of Code Fragment 7 .21 .) 
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C-7 . 14 Given a proper binary tree T, de fine the rejlection of T to be the binary 
tree T' such that each node v in T is also in T', but the left child of v in T 
is v's right child in T' and the right child of v in T is v's left child in T'. 
Show that a preorder traversal of a proper binary tree T is the same as the 
postorder traversal of T's reflection, but in reverse order. 

C-7 . 15 Algorithm preorderDraw draws a binary tree T by assigning x- and y
coordinates to each node v such that x( v) is the number of nodes preceding 
v in the preorder traversal of T and y(v) is the depth of v in T. Algorithm 
postorderDraw is similar to preorderDraw but assigns x-coordinates using 
a postorder traversal. 

a. Show that the drawing of T produced by preorderDraw has no pairs 
of crossing edges. 

b. Redraw the binary tree ofFigure 7 . 19  using preorderDraw. 
c. Show that the drawing of T produced by postorderDraw has no pairs 

of crossing edges. 
d. Redraw the binary tree of Figure 7 . 1 9  using postorderDraw. 

C-7 . 1 6 Design an algorithm for drawing general trees that generalizes the in order 
traversal approach for drawing binary trees. 

C-7. 1 7  Let a visit action in the Euler tour traversal be denoted by a pair ( v, a) , 
where v is the visited node and a is one of left; below, or right. Design 
and analyze an algorithm for performing operation tourNext(v, aY, which 
returns the visit action (w, b) following (v, a) . 

C-7 . 1 8  Consicter a varlation of the linked data structure for binary trees where 
• 

each node object has references to the node objects of .the chikJren but 
not to the node object of the parent Describe an implementation of the 
methods of a binary tree with this data structure ànd analyze the time 
complexity for these methods. 

C-7 . 1 9  Design an alternative implementation of the linked data structure for proper 
binary trees using a class for nodes that specializes into subclasses for an 
internal node, án external node, and the root node. 

C-7.20 Within the linked data structure for binary trees, explore an alternative 
design for imptementing the iterators returned by the methods iterator( ) ,  
positions( ) . iterator(), and ch i ldren (v) . iterator() such that each of these 
methods takes 0( 1 )  time. Can you still achieve constant time implemen
tations for the methods hasNext() and next() of the itemtors returned? 

C-7 .21 Let T be a tree with n nodes. Define the lowest common ancestor (LCA) 
, ·  . .  between two nodes v and w as the lowest node in T that has both v and 

w as descendents (where we allow a node to be a descendent of itself). 
Given two nodes v and w, describe an efficient algorithm for finding the 
LCA of v and w. What is the running time of your algorithm? 

., 
:j 
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C-7.22 Let T be a binary tree with n nodes, and, for any node v in T, let dv denote 
the depth of v in T. The distance between two nodes v and w in T is 
dv + dw - 2du, where u is the lowest common ancestor (LCA) u of v and 
w. The diameter of T is the maximum distance between two nodes in T. 
Describe an efficient algorithm for finding the diameter of T. What is the 
running time of your algorithm? 

C-7.23 Suppose each node v of a binary tree T is labeled with its value p(v) in 
a level numbering of T. Design a fast methad for determining p( u) for 
the lowest common ancestor (LCA), u, of two nodes v and w in T, given 
p( v) and p( w) . You do not need to find node u, just compute its level
numbering label. 

C-7.24 Justify the bounds in Table 7.3 by providing a detailed analysis of the 
running times of the methods of a binary tree T implemented with an 
array list, S, where S is realized by means of an array. 

C-7 .25 Justify Table 7 . 1 ,  summarizing the running time of the methods of a tree 
represented with a linked structure, by providing, for each method, a de
scription of its implementation, and an analysis of its running time. 

C-7 .26 Describe a nonrecursive methad for evaluating a binary tree re presenting 
an arithmetic expression. 

C-7.27 Let T be a binary tree with n nodes. Define a Roman node to be a node 
v in T, such that the number of descendents in v's left subtree differ from 
the number of descendents in v's right subtree by at most 5 .  Describe 
a linear-time methad for finding each node v of T, such that v is not a 
Roman node, but all of v's descendents are Roman nodes . .  

C-7 .28 Describe a nonrecursive methad for performing an Euler ,�tour traversal of 
a binary tree that runs in linear time and do�s not use a stack. 

C-7.29 Describe, in pseudo-code, a nonrecursive ·method for performing an in
order traversal of a binary tree in linear time. 

C-7.30 Let T be a binary tree with n nodes (T may be realized with an array list 
or a linked structure). Give a linear-time algorithm that uses the methods 
of the Binary Tree interface to traverse the nodes of T by increasing values 
of the level numbering function p given in Section 7.3.5. This traversal is 
known as the level order traversal. 

C-7 . 3 1  The path length of a tree T is the sum of the depths of all the nodes in T. 
Describe a linear-time methad for computing the path length of a tree T 
(which is not necessarily binary) .  

C-7 .32 Define the internalpath length, I(T) , of a tree T to be the sum of the 
depths of all the internat nodes in T. Likewise, define the external path 
length, E(T), of a tree T to be the sum of the deptbs of all the extemal 
nodes in T. Show that if T is a proper binary tree with n nodes, then 
E(T) = I(T) + n - 1 . 
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P rojects 

P-7 . 1  Implement the binary tree ADT using an array list. 
P-7 .2 Implement the tree ADT using a linked structure. 
P-7.3 Write a program that draws a binary tree. 
P -7.4 A slicing floorplan di vides a rectangle with horizontal and vertical si des 

using horizontal and vertical cuts. (See Figure 7 .23a.) A slicing ft oorplan 
can be represented by a proper binary tree, called a slicing tree, whose 
intemal nodes represent the cuts, and whose extemal nodes represent the 
basic reetangles into which the ft oorplan is decomposed by the cuts. (See 
Figure 7 .23b.) The compaction problem for a slicing fioorplan is defined 
as follows. Assume that each basic rectangle of a slicing fioorplan is as
signed a minimum width w and a minimum height h. The compaction 
problem is to find the smallest possible height and width for each rectangle 
of the slicing ft oorplan that is compatible with the minimum dimensions 
of the basic rectangles. Namely, this problem requires the assignment of 
values h ( v) and w( v) to each node v of the slicing tree such that: 

if v is an external node whose basic reet-w 
angle has minimum width w 
if v is an internal node associated with a 

w(v) = max(w(w) , w(z) ) horizontal cut with left child w and right 
child z 
if v is an intemal node associated, with 

w(w) w(z) a vertical cut with lef� child w and right 
child z 

h 
if v is an extemal node whose basic reet-
angle has minimum height h 

if v is an internal node associated with a 

h (v) h (w) + h (z) horizontal cut with left child w and right 
child z 
if v is an internal node associated with 

max(h(w) , h (z) ) a vertical cut with left child w and right 
child z 

Design a data structure for slicing ft oorplans that supports the operations: 

• Create a fioorplan consisting of a single basic rectangle. 
• Decompose a basic rectangle by means of a horizontal cut. 
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• Decompose a basic rectangle by means of a vertical cut. 
• Assign minimum height and width to a basic rectangle. 
• Draw the slicing tree associated with the fioorplan. 
• Compact and draw the fioorplan. 

E F 

A c D 

B 
(a) (b) 

Figure 7.23: (a) Slicing fioorplan; (b) slicing tree associated with the floorplan. 

P-7.5 Write a program that takes as input a fully parenthesized, arithmetic ex
pression and converts it to a binary expression tree. Your program should 
display the tree in some way and also print the value associated with the 
root. For an additional challenge, allow for the leaves to store variables 
of the form Xt, x2, x3 , and so on, which are initially 0 and which can be 
updated interactively by your program, with the corresponding update in 
the printed value of the rooi of the expiession tree. 

P-7.6 Write a program that draws a general tree. 
P-7.7 Write a program that can input and display a person's family tree. 
P-7 . 8  Implement the tree ADT using the binary tree representátion described in 

Exercise C-7 . 1 2. You may reuse the,Li n ke�Bi naryTree implementation of 
a binary tree. 

P-7.9 Write a program that visualizes an Euler tour traversal of a proper binary 
tree, including the movements from node to node and the actions associ
ated with visits on the left, from below, and on the right. Illustrate your 
program by having it compute and display preorder labels, inorder labels, 
postorder labels, ancestor counts, and descendent counts for each node in 
the tree (not necessarily all at the same time). 

P-7 . 1  0 The arithmetic expression code in Code Fragments 7.29-7.32 only worles 
for I nteger expressions with the actdition operator. Write a Java program 
that can evaluation arbitrary expressions of any N umber type of object. 

P-7. 1 1 Write a program that can play Tic-Tac-Toe effectively. (See Section 3 . 1 .5.) 
To do this, you will need to create a game tree T, which is a tree where 
each node cotTesponds to a game conjiguration, which, in this case, is 
a representation of the tic-tac-toe board. The root node corresponds to 

http:7.29-7.32
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the initial configuration. For each in te mal node v in T, the children of v 
correspond to the game states we can reach from v's game state in a single 
legal move for the appropriate player, A (the first player) or B (the second 
player) . Nodes at even depths correspond to moves for A and nodes at 
odd depths correspond to moves for B. Extemal nodes are either final 
game states or are at a depth beyond which we don't want to explore. We 
score each external node with a value that indicates how good this state 
is for player A .  In large games, like chess, we have to use a heuristic 
scoring function, but for small games, like tic-tac-toe, we can construct 
the entire game tree and score extern al nodes as + 1 ,  0, 1 ,  indicating 
whether player A has a win, draw, or lose in that configuration. A good 
algorithm for choosing moves is minimax. In this algorithm, we assign a 
score to each internal node v in T, such that if v represents A's turn, we 
compute v's score as the maximum of the scores of v's children (which 
corresponds to A's optimal play from v). If an internal node v represents 
B's turn, then we compute v's score as the minimum of the scores of v's 
children (which corresponds to B's optima! play from v). 

Chapter Notes 

Discussions of the classic preorder, inorder, and postorder tree traversal methods can be 
found in Knuth's Fundamental Algorithms book [62] . The Euler tour traversal technique 
co mes from the parallel algorithms community, as it is introduced by Tarjan and Vishkin [89] 
and is discussed by JáJá [53] and by Karp and Ramachandran [57] .  The algorithm for 
drawing a tree is generally considered to be a part of the "folklore" of graph dra'Ying al
gorithms. The reader interested in graph drawing is referred to the book by Di Battista, 
Eades, Tamassia and Tollis [28] and the survey by Tamassia ·and Libtta [88] .  The puzzler 
in Exercise R -7. 10 was communicated by Micha Sharir. 
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8 . 1  

Chapter 8. Priority Queues 

The P riority Queue Abstract Data Type 

A priority queue is an abstract data type for storing a collection of prioritized el
ements that supports arbitrary element insertion but supports removal of elements 
in order of priority, that is, the element with fi.rst priority can be removed at any 
time. This ADT is fundamentally different from the position-based data structures 
we discussed in previous chapters, such as stacks, queues, deques, lists, and even 
trees . These other data structures store elements at specific positions, which are 
often positions in a linear arrangement of the elements determined by the inser
tion and deletion operations performed. The priority queue ADT stores elements 
according to their priori ties, and exposes no notion of "position" to the user. 

8. 1 . 1  Keys , P ri orit ies ,  a n d  Tota l  Order Relat ions 

Applications commonly require that we compare objects according to parameters 
or properties, called "keys," that are assigned for each object in a collection. For
mally, we define a key to be an object that is assigned to an element as a specific 
attribute for that element, which can be used to identify or weigh that element. Note 
that the key is assigned to an element, typically by a user or application; hence, a 
key might represent a property that an element did not originally possess. 

The key an application assigns to an element is not necessarily unique, however, 
and an application may even change an element's key if it needs to. For example, 
we can compare companies by eamings or by number of employees; hence,*either 
of these parameters can be used as a key for a company, depending on the infor
mation we wish to extract. Likewise, we can compare restaurants by a critic's food 
quality rating or by average entrée price. To achieve the most generality then, we 
allow a key to be of any type that is appropriate for a partienlar application. 

As in the examples above from an airport, the key used for comparisons is 
often more than a single numerical value, such as price, length, weight, or speed. 
That is, a key can sometimes be a more complex property that cannot be quantified 
with a single number. For example, the priority of standby passengers is usually 
determined by taking into account a host of different factors, including frequent
flyer status, the fare paid, and check-in time. In some applications, the key for 
an object is part of the object itself (for example, it might be an instanee variabie 
storing the list price of a book, or the weight of a car). In other applications, the key 
is not part of the object but the object gets assigned its key by the application (for 
example, the quality rating given to a stock by a financial analyst, or the priority 
assigned to a standby passenger by a gate agent). 
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A priority queue needs a comparison rule that will never contradiet itself. In order 
for a comparison rule, which we denote by �' to be robust in this way, it must 
define a total order relation, which is to say that the comparison rule is defined for 
every pair of keys and it must satisfy the following properties: 

• Reflexive property: k � k. 
• Antisymmetrie property: if kt < k2 and k2 � kt , then k1 = k2. 
• Transitive property: if kt � k2 and k2 � kJ, then k1 < kJ . 

Any comparison rule, �' that satisfies these three properties will never lead to a 
comparison contradiction. In fact, such a rule defines a linear ordering relationship 
among a set of keys; hence, if a (finite) collection of elements has a total order 
defined for it, then the notion of a smallest key, kmin . is well defined, as a key in 
which kmin � k, for any other key k in our collection. 

A priority queue is a collection of elements, called values, each having an 
associated key that is provided at the time the element is inserted. A key-value pair 
inserted into a priority queue is called an entry of the priority queue. The name 
"priority queue" comes from the fact that keys determine the "priority" used to 
piek entries to be removed. The two fundamental methods of a priority queue P are 
as follows: 

• i nsert (k,x): Insert a value x with key k into P. 

• remcveMin () :  Return and remove from P an entry with the smallest key, that 
is, an entry whose key is less than or equal to that of every1other entry in P. 

By the way, some people refer to the remcveM i.n method as the "extractM in" 
method, so as to stress that this method simultaneously removes and returns an 
entry P. There are many applications where the i nsert and remcveMi n  operations 
play an important role. We consider such an application in the example that follows. 

Example 8 .1 :  Suppose a certain flight is fully booked an hour prior to departure. 
Because of the possibility of cancellations, the airline maintains a priority queue of 
standbypassengers hoping to get a seat. The priority of each standbypassenger is 
determined by the airline taking into account the fare paid, the frequent-flyer sta
tus, and the time that the passenger is inserted into the priority queue. A standby 
passenger reierenee is inserted into the priority queue with an i nsert operation as 
soon as he or she requests to fly standby. Shortly before the flight departure, if seats 
become available (for example, due to no-shows or last-minute cancellations), the 
airline removes a standbypassenger with first priority from the priority queue, us
ing a remcveM in  operation and Jets this person board. This process is then repeated 
until all available scats have been tilled or the priority queue becomes empty. 
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8 . 1 . 2  Entr ies and  Cam parators 

There are still two important issues that we have left undetermined to this point: 

• How do we keep track of the associations between keys and values? 

• How do we compare keys so as to determine a smallest key? 

Answering these questions involves the use of two interesting design pattems. 
The definition of a priority queue implicitly makes use of two special kinds 

of objects that answer the above questions, the entry and comparator, which we 
discuss in this subsection. 

Entries 

An entry is an association between a key k and a value x, that is, an entry is simply 
a key-value pair. We use entries in a priority queue Q to keep track of the way Q is 
associating keys and their corresponding values. 

An entry is actually an example of a more general object-oriented design pat
tem, the composition pattern, which defines a single object that is composed of 
other objects. We use this pattem in a priority queue when we define the entries 
being stored in the priority queue to be pairs consisting of a key k and a value x. 
A pair is the simplest composition, for it combines two objects into a single pair 
object. To implement this concept, we define a class that stores two objects in its 
first and second instanee variables, respectively, and provides methods to ;tccess 
and update these variables. 

In Code Fragment 8 . 1 ,  we show an implementation of the ·composition pattem 
for entries storing key-value pairs in a priority queue. We realize this composition 
with an interface called Entry (the java . uti l package includes a similar Entry inter
face, by the way). Other kinds of compositions include triples, which store three 
objects, quadruples, which store four objects, and so on. 

I** I nterface for a key-va lue pai r  entry **I 
public interface Entry<K.V> { 

} 

/** Retu rns the key stared i n  th is entry. *I 
public K getKey( ) ; 
/** Returns the va l ue stared i n  th is entry. * / 
public V getVal ue{ ) ; 

Code Fragment 8.1: Java interface for an entry storing key-value pairs in a priority 
queue. 
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Another important issue in the priority queue ADT that we need to define is how to 
specify the total order re lation for camparing keys. One possibility is to implcment 
a different priority queue for each key type we want to use and each possible way 
of camparing keys of such types. The problem with this approach is that it is not 
very general and it requires that we create a lot of similar code. 

An alternative strategy is to require that keys be able to campare themselves 
to one another. This salution allows us to write a general priority queue class that 
can store instances of a key class that has a well-established natura[ ordering, 
that is, a natural way of camparing such keys in a way that defines a total order. 
Such an ordering is defined in Java, for instance, by objects that implcment the 
java . la ng.Cornpara ble interface. This salution is an impravement over the special
ized approach, for it allows us to write a single priority queue class that can handle 
lots of different types of keys. But there are contexts in which this salution is ask
ing too much of the keys, such as when there are at least two natural ways for 
camparing them, as in the following example. 

Example 8.2 :  There are atleast two ways ofcomparing the strings, "4 " and " 1 2 ". 
In the lexicographic orde ring, which is an extension of the alphabetic ordering to 
Unicode, we have "4 " > " 1 2  " . But if we interpret these strings as integers, then 
"4 " < " 1 2 ". 

Thus, for a general and reusable form of a priority queue, we should not rely 
on the keys to provide their cornparison rules .  Instead, we use spacial camparator 
objects that are external to the keys to supply .the comparison rules. A camparator 
is an object that compares two keys. We assume that a priority queue P is given 
a camparator when P is constructed, and we might also imagine the ability of a 
priority queue to be given a new camparator if its old one ever becomes "out of 
date." When P needs to campare two keys ,  it uses the camparator it was given to 
perfarm the comparison. Thus, a programmer can write a general priority queue 
implementation that works correctly in a wide variety of contexts. Formally, the 
camparator ADT provides the following method: 

compare( a, b) :  Returns an integer i such that i 0 if a <  b, i 0 if a =  b, 
and i > 0 if a > b; an error occurs if a and b cannot be 
compared. 

The standard Java interface java . uti i . Comparator corresponds to the camparator 
ADT above, which offers a general, dynamic, reusable way to campare objects. It 
also includes an equ a ls() method for camparing a comparator to other comparators. 
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8 . 1 . 3  The  P riority Queue A DT 

Having described the composition and camparator patterns, let us now define the 
priority queue ADT, to support the following method for a priority queue P: 

size() : Return the number of entries in P. 

isEmpty () : Test whether P is empty. 

min ( ) :  Return (but do not remove) an entry of P with smallest 
key; an error condition occurs if P is empty. 

i nsert(k ,x) :  Insert into P key k with value x and return the en try stor
ing them; an error condition occurs if k is invalid (that is, 
k cannot be compared with other keys. 

remaveMin ( ) : Remove from P and return an en try with smallest key; an 
error condition occurs if P is empty. 

As mentioned above, the primary methods of the priority queue ADT are the 
i nsert and remaveMin operations. The other methods are query operation min and 
the generic collection operations size and isEmpty. Note that we allow a priority 
queue to have multiple entries with the same key. 

Example 8.3: The following table shows a series of operations and their Mfects 
on an initially empty priority queue P. We denote with ei an �ntry object returned 
by methad insert . The "Priority Queue" column is somewhat deceiving since it 
shows the entries sorted by key. This is more than is required of a priority queue. 

Operation Output Priority Queue 
i n sert (5 ,A) el [= (5 ,A) ] { (5,A) } 
i nsert(9 ,C) e2 (9 ,C)] { ( 5 ,A) , (9, C) } 
i nsert(3 ,B) I e3 ( 3 ,B) ] { (3 ,B) ,  (5 ,A) , (9, C)} 
i nsert(7,D) e4 (7,D)) { (3 ,B) ,  (5 ,A) ,  (7 ,D) ,  (9,C) } 

m i n ( )  e3 { (3 ,B) , (5 ,A) ,  (7 ,D) ,  (9,C)} 
remaveMin () · e3 { (5 ,A) , (7 ,D) ,  (9, C)}  

si ze() 3 { (5,A) , (7 ,D) ,  (9, C) }  
remaveMin ( )  e1 { (7, D) ,  (9, C) }  
remave M in () e4 { (9 ,C) }  
remaveMin () e2 { }  
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Another important application of a priority queue is sorting, where we are given a 
collection S of n elements that can be compared according to a total order relation, 
and we want to rearrange them in increasing order ( or at least in nondecreasing 
order if there are ties). The algorithm for sorting S with a priority queue Q, called 
PriorityQueueSort, is quite simple and consists of the following two phases: 

1 .  In the first phase, we put the elements of S into an initially empty priority 
queue P by means of a series of n i nsert operations, one for each element. 

2. In the second phase, we extract the elements from P in nondecreasing order 
by means of a series of n removeM i n  operations, putting them back into S in , 
order. 

We give pseudo-code for this algorithm in Code Fragment 8.2, assuming that S is 
a sequence (pseudo-code for a different type of collection, such as an array list or 
node list, would be similar). The algorithm works correctly for any priority queue 
P, no matter how P is implemented. However, the running time of the algorithm 
is determined by the running times of operations i nsert and removeMin ,  which do 
depend on how P is implemented. Indeed, PriorityQueueSort should be considered 
more a sorting "scheme" than a sorting "algorithm," because it does not specify 
how the priority queue P is implemented. The PriorityQueueSort scheme is the 
paradigm of several popular sorting algorithms, including selection-sort, insertion-
sort, and heap-sort, which we discuss in this chapter. 

. 
• 

Algorithm PriorityQueueSort(S,P) : 
Input: A sequence S storing n elements, on which a total order relation is 

defined, and a priority queue, P, that compares keys using the same total 
order relation 

Output: The sequence S sorted by the total order relation 
while !S. isEmpty() do 

e f- S. removeF i rst() 
P. i nsert ( e, 0) {a null value is used} 

while !P. isEmpty() do 
e f- P. removeM i n () .getKey() 

· S.add Last( e) {the smallest key in P is added to the end of S} 

Code Fragment 8.2: Algorithm PriorityQueueSort. Note that the elements of the 
input sequence S serve as keys of the priority queue P. 
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lmplementing a Priority Queue with a List 

In this section, we show how to implcment a priority queue by storing its entries 
in a list S. (See Chapter 6.2.) We provide two realizations, depending on whether 
or not we keep the entries in S sorted by key. When analyzing the running time 
of the methods of a priority queue implemented with a list, we will assume that a 
comparison of two keys takes 0( 1 )  time. 

l mplementation with an Unsorted List 

As our fi.rst implementation of a priority queue P, let us consider storing the en tri es 
of P in a list S, where S is implemented with a doubly linked list. Thus, the elements 
of S are entdes (k,x), where k is the key andx is the value. 

A simple way of performing operation i nsert(k, x) on P is to create a new entry 
object e = (k,x) and add it at the end of list S, by executing method addlast(e) 
on S. This implementation of method i nsert takes 0( 1 )  time. 

The above insertion algorithm implies that S will be unsorted, for always in
serting en tri es at the end of S does not take into account the ordering of the keys. 
As a consequence, to perform operation mi n or remaveMin  on P, we must inspeet 
all the elements of list S to find an en try ( k, x) of S with minimum k. Thus, meth�ds 
min and remaveMin take O (n) time each, where n is the number of entries in P at 
the time the method is executed. Moreover, these methods run in time proportional 
to n even in the best case, since they each require searching the entire list to find a 
minimum-key entry. That is, using the notation of Section 4.2.3, we can say that 
these methods run in E>(n) time. Finally, we implcment methods size and isÊmpty 
by simply retuming the output of the corresponding methods executed on list S. 

Thus, by using an unsorted list to implcment a priority queue, we achieve 
constant-time insertion, but linear-time search and removal. 

l mplementation with a Sorted List 

An alternative implementation of a priority queue P also uses a list S, except that 
this time let us store the entries sorted by key. Specifically, we represent the priority 
queue P by using a list S of entries sorted by nondecreasing keys, which means that 
the first element of S is an entry with the smallest key. 

We can implement method min  in this case simply by accessing the first element 
of the list with tfte fi rst method of S. , Likewise, we can implcment the remaveMin  
method of P as S. remove(S.fi rst ( )  ) . Assuming that S is implemented with a doubly 
linked list, operations min and removeM in  in P take 0( 1 )  time. Thus, using a 
sorted list allows for simple and fast implementations of priority queue access and 

, removal methods. 
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This benefit co mes at a co st, however, for now method i nsert of P requires that 
we scan through the list S to find the appropriate position to insert the new entry. 
Thus, implementing the i n sert method of P now takes O(n) time, where n is the 
number of entries in P at the time the method is executed. In summary, when using 
a sorted list to implement a priority queue, insertion runs in linear time whereas 
finding and removing the minimum can be done in constant time. 

Table 8 . 1 compares the running times of the methods of a priority queue re
alized by means of a sorted and unsorted list, respectively. We see an interesting 
trade-off when we use a list to implement the priority queue ADT. An unsorted list 
allows for fast insertions but slow queries and deletions, while a sorted list allows 
for fast queries and deletions, but slow insertions. 

Unsorted List Sorted List 
m pty 0( 1 )  0( 1 )  

i nsert 0( 1 )  O(n) 
min, removeM i n  O(n) 0( 1 )  

Table 8.1 :  Worst-case running times of the methods of a priority queue of size n, 
realized by means of an unsorted or sorted list, respectively. We assume that the 
list is implemented by a doubly linked list. The space requirement is 0( n) . 

8 . 2 . 1 A J ava Priority Queue lmplementat ion Usi ng a L ist 

Let us consider how we could l.mplement a priority queue in Jaw using a sorted 
list. We begin with a Javá interface, called Priority_Queue, for the priority queue 
ADT, which is shown in Code Fragment 8.3 . 

I** I nterface for the priority q ueue ADT *I 
public interface PriorityQueue<K .V> { 

} 

I** Retu rns the number of items i n  the priority q ueue. *I 
publiè int size() ;  
/** Retu rns whether the priority queue is empty. *I 
public boolean isEmpty( ) ;  
/** Retu rns but does not remove an entry with m in imum key. *I  
public Entry<K,V> m in () throws EmptyPriorityQueueException ;  
/** I nserts a key-va lue pa i r  and return the entry created . *I 
public Entry<K.V> i nsert (K key, V va lue) throws l nva l idKeyException ; 
/** Removes and returns an  entry with m in imum · key. *I 
public Entry<K,V> removeMin() throws EmptyPriorityQueueException; 

Code Fragment 8.3: Java interface for the priority queue ADT. 
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A Java l mp lementation with a Sorted List 

In Code Fragments 8.5 and 8.6, we give a Java implementation of the priority queue 
ADT that uses a sorted node list. This implementation uses a class, Defau ltCom
parator, which realizes a camparator using the natural ordering, as shown in Code 
Fragment 8.4. This implementation also uses a nested class, called MyEntry, to 
implement the Entry interface (see Section 6.5 . 1 ) .  We do not show an auxiliary 
method, checkKey(k) , which throws an l nval id KeyException if key k cannot be 
compared with the camparator of the priority queue. 

public class Defau ltComparator<E> implements Comparator<E> { 
public int compare(E a ,  E b) throws ClassCastException { 

} 
} 

return ((Comparable<E> ) a) . compareTo(b) ; 

Code Fragment 8.4: Java class DefaultComparator that implements a camparator 
using the natural ordering. 

public class SortedlistPriorityQueue<K .V> implements PriorityQueue<K,V> { 
protected Position list<Entry<K ,V> > entries; 
protected Comparator<K> c; 
protected Position<Entry<K,V> > action Pos; I I variabie used by subclasses 
/** I nner class for entries *I 
protected static class MyEntry<K,V> implements Entry<K,V> { 

protected K k ;  I I key 

} 

protected V v ;  I I va lue 
public MyEntry(K key, V va l ue) { 

} 
k = key; P 
v = va lue; 

I I methods of the Entry i nterface 
public K getKey() { return k ;  } 
public V getVa lue() { return v ;  } 

/** Creates the priority queue with the defau lt com parator. *I 
public SortedlistPriorityQueue ( )  { 

entries = new NodePosition list<Entry<K,V> > ( ) ; 
c new DefaultComparator<K> () ; 

} 
/** Creates the priority queue with the given comparator. *I 
public Sorted ListPriorityQueue ( Comparator< K> com p) { 

entries = new NodePosition list<Entry<K,V>> () ; 
. c comp; 
} 

Code Fragment 8.5: Portions of the Java class SortedListPriorityQueue, which im
plements the PriorityQueue interface. (Continues in Code Fragment 8.6.) 

I 
I 
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/** Returns but does nat remave a n  entry with m in imum key. * / 
public Entry<K ,V> m i n  ( )  throws EmptyPriorityQueueException { 

if ( entries. isEmpty()) 

} 

throw new EmptyPriorityQueueException("priority queue is empty" ) ;  
el se 

return entries.f irst ( ) .element ( ) ;  

/** I n serts a key-va lue pa i r  a nd return the entry created . *I 
public Entry<K.V> i nsert (K  k ,  V v) throws l nva l i dKeyException { 

checkKey(k) ;  11 a uxi l iary key-checking methad (cou ld th row exception)  
Entry<K,V> entry = new MyEntry< K,V>(k, v) ;  

} 

insertEntry(entry) ; 11 auxi l i ary i nsertion methad 
return entry; 

/** Auxi l iary methad used for i nsertion . *I 
protected void i n sertEntry( Entry< K,V> e) { 

if ( entries. isEmpty( ) )  { 
entries.add Fi rst( e ) ;  I I insert into empty l ist 

I I i nsertion position action Pos = entries.fi rst ( ) ;  
} 
else if ( c .compare( e.getKey() ,  entries . l ast() .element() .getKey()) > 0) { 

} 

entries.addlast( e ) ; I I insert at the end of the l ist 
actionPos = entries. last() ;  I I i nsertion position 

else { 
Position<Entry<K,V> > curr entries.f irst ( ) ;  
while (c .compare( e.getKey() ,  curr.element() .getKey() )>  0) { ,� 

curr = entries .next(curr) ; I I advance toward insertion position 
} 

. . 

entries.addBefore(cu rr, e) ;  
actionPos = entries. prev(curr ) ;  I I i nsertion position 

} 
} 
I** Removes and retu rns a n  entry with m i n imum key. *I 
public Entry<K.V> removeM in ( )  throws EmptyPriorityQueueException { 

if ( entries. isEmpty( ) )  

} 

throw new EmptyPriorityQueueException ( "priority queue is empty" ) ;  
el se 

return entries. remove( entries.f i rst() ) ;  
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Code Fragment 8.6: Portions of theJava class SortedUstPriorityQueue, which im
plements the PriorityQueue interface. (Continued from Code Fragment 8.5.) 

http:entries.fi
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8 . 2 . 2  Selecti on-Sart a nd l nsert ion-Sort 

Reeall the PriarityQueueSart scheme intraduced in Section 8. 1 .4. We are given an 
unsorted sequence S containing n elements, which we sort using a priority queue 
P in two phases. In Phase 1 we insert all the elements into P and in Phase 2 we 
repeatedly remove the elements from P using the remaveMi n() method. 

Selection-Sort 

If we implement P with an unsorted list, then Phase 1 of PriarityQueueSort takes 
0( n) time, for we can insert each element in 0( 1 )  time. In Phase 2, the running time 
of each remaveMin  operation is propoftional to the size of P. Thus, the bottleneck 
computation is the repeated "selection" of the minimum element in Phase 2. For 
this reason, this algorithm is better known as selection-sort. (See Figure 8. 1 .) 

As noted above, the bottleneck is in Phase 2 where we repeatedly remove an 
entry with smallest key from the priority queue P. The size of P starts at n and 
incrementally decreases with each remaveMin until it becomes 0. Thus, the first 
remaveM in  operation takes time O(n) , the second one takes time O(n 1 ) ,  and so 
on, until the last (nth) operation takes time 0(1 ) . Therefore, the total time needed 
for the second phase is 

O (n + (n - 1 ) + . .  · +2 + 1) o (�t)-
By Proposition 4.3, we have Et=l i n(n +  1 ) /2. Thus, Phase 2 takes time 9(n2) , 
as does the entire selection-soft algorithm. 

Sequence S Priority Queue P I 
1 Input (7 , 4, 8 , 2, 5 , 3 , 9) 0 I 
1 Phase 1 (a) (4, 8 , 2, 5 , 3 , 9) ! (7) 
i (b) (8 , 2, 5 , 3 , 9) I (7 ,4) 

(g) () (7, 4, 8 , 2, 5 , 3, 9) 
Phase 2 (a) (2) (7, 4, 8 , 5 , 3 , 9) ! 

(b) (2, 3) (7 , 4, 8 , 5 ,9) I (c) (2, 3 , 4) (7 , 8 , 5 , 9) 
(d) (2, 3 , 4, 5) (7 , 8, 9) 
(e) (2, 3 , 4, 5 , 7) (8 , 9) 
, (f) (2, 3,4 , 5 , 7, 8) (9) 
(g) (2 , 3 , 4, 5 , 7 , 8 , 9) () 

Figure 8.1: Execution of selection-soft on sequence S = (7 , 4, 8, 2,5, 3, 9). 
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l nsertion-Sort 
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If we implement the priority queue P using a sorted list, then we improve the run
ning time of Phase 2 to O(n) , for each operatien remaveMin on P now takes 0( 1 )  
time. Unfortunately, Phase 1 now becomes the bottleneck for the running time, 
since, in the worst case, each i nsert operatien takes time proportional to the size 
of P. This sorting algorithm is therefore better known as insertion-sort (see Fig
ure 8.2), for the bottleneck in this sorting algorithm involves the repeated "inser
tion" of a new element at the appropriate position in a sorted list. 

Sequence S Priority queue P i 
• Input (7, 4, 8 , 2, 5 , 3 , 9) () 
I Phase 1 (a) (4, 8 , 2, 5, 3 , 9) (7) I 

(b) (8 , 2, 5 , 3 , 9) (4 ,7) 
(c) (2, 5 , 3 , 9) (4, 7 , 8) 
(d) (5 , 3 , 9) . (2, 4,7 , 8) 
(e) (3 , 9) (2, 4, 5 ,7, 8) 
(f) (9) (2, 3 ,4 , 5 , 7 , 8) 
(g) () (2, 3 , 4, 5 , 7 ,8 ,9) 

Phase 2 (a) (2) (3 ,4 , 5 ,7 ,8 ,9) 
(b) (2, 3) (4, 5 ,7, 8 ,9) 

i (g) (2, 3 ,4 ,5 ,7 , 8 , 9) . () 

Figure 8.2: Execution of insertion-sort on sequence S = (7 ,4, 8 , 2, 5 , 3 , 9) .  In 
Phase 1 ,  we repeatedly remove the first element of S and insert it into P, by scan
ning the list implementing P, until we find the correct place for Jhis element. In 
Phase 2, we repeatedly perform remaveMin operations on P, each of which returns 
the first element of the list implementing P, . and we add the element at the end 
of S. 

Analyzing the running time of Phase 1 of insertion-sort, we note that it is 

0( 1 + 2 +  . . .  + (n - 1 ) + n) = 0 (t i) . 
!=l  

Again, by recalling Proposition 4.3, Phase 1 runs in O(n2) time, and hence, so does 
the entire insertion-sort algorithm. 

Altematively, we could change our definition of insertion-sort so that we insert 
elements starting from the end of the priority-queue listin Phase 1 ,  in which case 
performing insertion-sort on a sequence that is already sorted would run in O(n) 
time. Indeed, the running time of insertion-sort in this case is O(n +I) , where I is 
the number of inversions in the sequence, that is, the number of pairs of elements 
that start out in the input sequence in the wrong relative order. 
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H eaps 

The two implementations of the PriorityQueueSort scheme presented in the previ
ous section suggest a possible way of improving the running time for priority-queue 
sorting. For one algorithm (selection-sort) achieves a fast running time for Phase 1 ,  
but has a slow Phase 2 ,  whereas the other algorithm (insertion-sort) has a slow 
Phase 1 ,  but achieves a fast running time for Phase 2. If we can somehow balance 
the running times of the two phases, we might be able to significantly speed up the 
overall running time for sorting. This is, in fact, exactly what we can achieve using 
the priority-queue implementation discussed in this section. 

An efficient realization of a priority queue uses a data structure called a heap. 
This data structure allows us to perform both insertions and removals in logarith
mic time, which is a significant impravement over the list-based implementations 
discussed in Section 8.2. The fundamental way the heap achieves this impravement 
is to abandon the idea of storing entries in a list and take the approach of storing 
entries in a binary tree instead. 

8 .3 . 1 The Heap Data Structu re 

A heap (see Figure 8.3) is a binary tree T that stores a collection of entties at its 
nodes and that satisfies two additional properties: a relatiönal property defined in 
terms of the way keys are stored in T and a structural property defined in terms of 
the nodes of T itself. We assume that a total order relation on the keys is given, for 
example, by a comparator. 

The relational property of T, defined in terms of the way �eys are stored, is the 
following: 
Heap-Order Property: In a heap T, for every node v other than the root, the key 

stored at v is greater than or equal to the key stored at v's parent 
As a consequence of the heap-order property, the keys encountered on a path from 
the root to an extemal node of T are in nondecreasing order. Also, a minimum key 
is always stored at the root of T. This is the most important key and is informally 
said to be "at the top of the heap"; hence, the name "heap" for the data structure. 
By the way, the heap data structure defined here has nothing to do with the memory 
heap (Section 14. 1 .2) used in the run-time environment supporting a programming 
language like Java. 

If we define our camparator to indicate the opposite of the standard total order 
relation between keys (so that, for example, com pa re(3 , 2) < 0), then the root of 
the heap stores the largest key. This versatility comes essentially "for free" from 
our use of the camparator pattem. By defining the minimum key in terms of the 
comparator, the "minimum" key with a "reverse" camparator is in fact the largest. 
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Figure 8.3: Exarnple of a heap storing 13  entries with integer keys. The last node is 
the one storing entry (8 ,  W). 

Thus, without loss of generality, we assurne that we are always interested in the 
minimum key, which will always be at the root of the heap. 

For the sake of efficiency, as will becorne clear later, we want the heap T to have 
as srnall a height as possible. We enforce this requirernent by insisting that the heap 
T satisfy an additional structural property: it rn1:1St be complete. Before we de fine 
this structural property, we need sorne definitions. We reeall frorn Section 7.3.3 
that level i of a binary tree T is the set of norles of T that have depth i .  Given nodes 
v and w on the sarne level of T, we say that v is to the left of w if v is encountered 
before w in an in order travers al of T. That is, there is a node u of T such that v is 
in the left subtree of u and w is in the right subtree of u. For exarnple, in the binary 
tree of Figure 8.3, the node storing en try ( 15 , K) is to the left of the node storing 
en try (7 ,  Q). In a standard drawing of a binary tree, the "to the left of" relation is 
visualized by the relative horizontal placement of the nodes. 

Complete Binary Tree Property: A heap T with height h is a complete binary tree 
if leyels 0, 1 , 2, . . . , h - 1 of T have the maximurn number of nodes possible 
(narnely, level i has i nodes, for 0 � i < h 1) and in level h - 1 ,  all the 
internal nodes are to the left of the external nodes and there is at most one 
node with one child, which must be a left child. 

By insisting that a heap T be complete, we identify another important node in a 
heap T, other th� the root, narnely, the last node of T, which we de fine to be the 
right-rnost, deepest extemal node of T (see Figure 8.3). 
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The Height of a Hea p 

Let h denote the height of T. Another way of defining the last node of T is that 
it is the node on level h such that all the other nodes of level h are to the left of 
it. Insisting that T be complete also has an important consequence, as shown in 
Proposition 8 .4. 

Proposition 8.4: A heap T storing n entries bas height 

h = llognJ . 

Justification: From the fact that T is complete, we know that the number of 
nodes of T is at least 

This lower bound is achieved when there is only one node on level h. In addition, 
also following from T being complete, we have that the number of nodes of T is at 
most 

1 + 2 4 + . . .  + 2h 
= 2h+l 1 .  

This upper bound is achieved when level h has 2h nodes. Since the number of nodes 
is equal to the number n of entries, we obtain 

n 

and 
n :;  2h+l - 1 . . 

Thus, by taking logarithms of both si des of these two inequalities, we see that 

h :; logn 

and 
log(n +  1 )  1 :;  h. 

Since h is an integer, the two inequalities above imply that 

h = llognJ . 

• 

Proposition 8.4 has an important consequence, for it implies that if we can 
perfarm update operations on a heap in time proportional to its height, · then those 
operations will run in logarithmic time. Let us therefore turn to the problem of how 
to efficiently perform various priority queue methods using a heap. 
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8 .3 . 2  Complete B i n ary Trees a nd The i r  Representat ion 

Let us discuss more about complete binary trees and how they are represented. 

The Complete B ina ry Tree ADT 

As an abstract data type, a complete binary T supports all the methods of binary 
tree ADT (Section 7 .3 . 1) ,  plus the following two methods: 

add(o ) : Add to T and return a new external node v storing ele
ment o such that the resulting tree is a complete binary 
tree with last node v. 

re m ove () : Remove the last node of T and return its element. 

Using only these update operations guarantees that we will always have a complete 
binary tree. As shown in Figure 8.4, there are two cases for the effect of an add or 
re m ove. Specifically, for an add, we have the following (remove is similar). 

• If the bottorn level of T is not full, then add inserts a new node on the bottorn 
level of T, immediately after the right-most node of this level (that is, the last 
node); hence, T 's height remains the same. 

• If the bottorn level is full, then add inserts a new node as the left child of the 
left-most node of the bottorn level of T; hence, T's height increases by one. 

(a) (b) 

(c) (d) 

Figure 8.4: Examples of operations add and rem ove on a complete binary tree, 
where :w denotes the node inserted by add or deleted by re move. The trees shown 
in (b) and (d) are the results of performing add operations on the trees in (a) and (c), 
respectively. Likewise, the trees shown in (a) and (c) are the results of performing 
rem ove operations on the trees in (b) and (d), respectively. 



350 Chapter 8. Priority Queues 

The Array List Representation of a Complete B inary Tree 

The array-list binary tree representation (Section 7.3.5) is especially suitable for a 
complete binary tree T. We reeall that in this implementation, the nodes of T are 
stored in an array list A such that node v in T is the element of A with index equal 
to the level number p (  v) of v, defined as follows: 

• If v is the root of T, then p(v) = 1 .  

• If v is the left child of node u, then p (  v) 2p( u) . 

• If v is the right child of node u, then p(v) = 2p (u) + 1 .  

With this implementation, the nodes of T have contiguous indices in the range [ 1 ,  n] 
and the last node of T is always at index n, where n is the number of nodes of T. 
Figure 8.5 shows two examples illustrating this property of the last node. 

w 

(a) 
0 1 2 3 4 5 6 

w 
(c) 

w 

0 (b) 
0 1 2 3 4 5 6 7 8 

w 
(d) 

Figure 8.5: Two examples showing that the last node w of a heap with n nodes has 
level number n: (a) heap T1 with more than one node on the bottorn level; (b) heap 
T2 with one node on the bottorn level; (c) array-list representation of T1 ; (d) array
list representation of r2. 

The simplifications that come from representing a complete binary tree T with 
an array list aid in the implementation of methods add and remove. Assuming 
that no array expansion is necessary, methods add and remove can be performed in 
0( 1) time, for they simply involve actding or removing the last element of the array 
list. Moreover; the array list associated with T has n + 1 elements (the element at 

· · index Ois a pla:ce-holder), If we use an extendable array that grows and shrinks for 
the implementation of the array list (Section 6. 1 .4 and Exercise C-6.2), the space 
used by the array-list representation of a complete binary tree with n nodes is O(n) 
and operations add and re move take 0( 1) amortized time. 
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J ava lmplementat ion of a Complete B i na ry Tree 

We represent the complete binary tree ADT in interface CompleteBinary Tree shown 
in Code Fragment 8.7 . We provide a Java class ArraylistCompleteBinary Tree that 
implements the Com pleteBinary Tree interface with an array list and supports meth
ods add and remave in 0(1 )  time in Code Fragments 8.8-8. 10. 

public interface CompleteBinaryTree<E> extends BinaryTree<E> { 
public Position<E> add{E elem) ;  
public E remove() ;  

} 
Code Fragment 8.7: Interface CompleteBinary Tree for a complete binary tree. 

public class ArraylistCompleteBinary Tree<E> 
implements CompleteBinaryTree<E> { 

protected Arraylist<BTPos<E> > T; I I indexed l ist of tree positions 
/** 1\lested class for a index l ist-based complete binary tree node. *I 
protected static class BTPos<E> implements Position<E> { 

E element; I I element stored at th is position 
int i ndex; I I index of this position in the array l ist 
public BTPos(E elt, int i) { 

} 
element = elt ; 
index = i ;  

public E element() { return element; } 
public int i ndex{) { return i ndex; } 
public E setEiement(E elt) { 

E temp = element ; 
element = elt; 
return temp; 

} 
} 
/** defau lt constructor *I 
public ArraylistCompleteBinary Tree{) { 

T = new Arraylist<BTPos<E> >( ) ;  
· 

T.add{O, null) ; I I the location at rank 0 is del i berately empty 
} 
/** Returns the n umber of { interna l  and externa l) nodes. *I 
public int si ze( )  { return T .size() - 1 ;  } 
/** Retu rns whether the tree is empty. *I 
public boolean isEmpty( )  { return (size() == 0); } 

Code Fragment 8.8: Class ArraylistCompleteBinary Tree implementing inter
face CornpleteBinary Tree using a java .uti i .Arraylist. (Continues in Code Frag
ment 8 .9.) 

http:8.8-8.10


352 Chapter 8. Priority Queues 

/** Returns whether v is a n  i nterna l  node. *I 
public boolean is l nterna i (Position<E> v) throws l nva l id PositionException { 

return hasleft(v) ; I/ if v has a right chi ld it wi l l  have a left chi ld 

} 
I** Returns whether v is a n  externa l  node. *I 
public boolean isExterna i ( Position<E> v) throws l nva l id PositionException { 

return ! is l nterna l (v) ; 

} 
/** Returns whether v is the root node. *I 
public boolean isRoot(Position<E> v) throws l nva l i dPositionException { 

} 

BTPos<E> vv checkPosition (v) ; 
return vv. i ndex() 1 ;  

/** Returns whether v has a left ch i l d .  *I 
public boolean hasleft( Position<E> v) throws l nva l idPositionException { 

BTPos<E> vv checkPosit ion(v); 
return 2*vv. i ndex() <= size() ;  

} 
/** Returns whether v has a right ch i ld .  *I 
public boolean hasRight (Position<E> v) throws l nva l idPositionException { 

BTPos<E> vv checkPosition(v) ; 
return 2*vv. index() + 1 <= size( ) ;  

} 
/** Returns the root of the t ree. *I 
public Position<E> root() throws Empty TreeExcept ion { 

if (isEmpty()) throw new EmptyTreeException ( "Tree is empty" ) ; 
return T.get(1) ;  

} i 

/** Returns the left chi ld of v. *I 
public Position<E> left(Position<E> v) 

throws l nva l i dPositionException ,  BoundaryViol ationException { 
if ( ! hasleft(v) ) throw new Bou ndaryViolationException ( "No left child" ) ; 
BTPos<E> vv checkPosition(v) ; 
return T.get(2*vv . i ndex() ) ;  

} 
/** Retu rns the right ch i l d  of v. *I 
public Position<E> right(Position<E> v) 

throws l nval id PositionException { 
if ( ! hasRight(v)) throw new BoundaryViolationExceptionC'No right child" ) ; 
BTPos<E> vv checkPosition (v) ; 
return T.get(2*vv. i ndex() + 1) ;  

} 

Code Fragment 8.9: Class ArraylistComp leteBinaryTree imptementing the com
plete binary tree ADT. (Continues in Code Fragment 8. 10.) 
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/** Retu rns the parent of v .  * / 
public Position<E> parent(Position<E> v) 

} 

throws lnva l id PositionException , BoundaryVio lationException { 
if ( i sRoot(v)) throw new BoundaryViolationException( '' No parent 11 ) ;  
BTPos<E> vv = checkPosition (v) ; 
return T.get(vv.i ndex( ) l2) ; 

/** Replaces the element at v. * I  
public E replace(Position<E> v ,  E o) throws l nva l id PositionException { 

BTPos<E> vv checkPosition (v) ; 
return vv.setEiement( o ) ; 

} 
/** Adds a n  element just after the last node (i n  a level numbering) . *I 
public Position <E> add (E e ) { 

int i size() + 1; 
BTPos<E> p new BTPos<E> (e , i ) ; 
T.add ( i ,  p ) ; 
return p ;  

} 
/** Removes and returns the element at the last node. *I  
public E remove( )  throws Empty TreeException { 

} 
if( isEmpty()) throw new EmptyTreeException ( 1 1Tree is  empty11 ) ; 
return T. remove(size() ) . element( ) ; 

/** Determines whether -the given position is a val îd node. *I 
protected BTPos< E> checkPosition(Position<E> v) 

throws l nva l idPosit ionException 
{ 

if ( v null 1 1  ! ( v instanceof BTPos) )  
throw new l nva l id PositionException ( 1 1Pos;i ti on . is invalid11 ) ;  

return (BTPos<E> ) v ;  
} 
I** Returns an iterator of the elements stored at a l l  nodes i n  the tree. *I 
public lterator<E> iterator( )  { 

Arraylist<E> l ist = new Arraylist<E> ( ) ; 
lterator<BTPos<E> > iter = T . iterator( ) ; 
iter. next() ; I I ski p the f irst element 
while ( iter. hasNext( ) )  

l ist.add( iter. next() .element( ) ) ; 
return l ist. iterator( ) ; 

} 
} 
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Code Fragment 8.10: Class ArraylistCompleteBinary Tree implementing the com
plete binary tree ADT. Methods ch i l d ren and positions are omitted. (Continued 
from Code Fragment 8.9.) 
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8 . 3 . 3  l mp lernent i ng a P riority Queue with a Heap  

We now discuss how to implement a priority queue using a heap. Our heap-based 
representation for a priority queue P consists of the following (see Figure 8 .6): 

• heap, a complete binary tree T whose internal nodes store entries so that the 
heap-order property is satisfied. We assume T is implemented using an array 
list, as described in Section 8.3.2. For each internal node v of T, we denote 
the key of the en try stored at v as k( v) . 

• comp, a comparator that defines the total order relation among the keys. 

With this data structure, methods si ze and isEm pty take 0( 1 )  time, as usual. In 
addition, method min  can also be easily performed in 0( 1 )  time by accessing the 
entry stored at the root of the heap (which is at index 1 in the array list). 

l n se rtion 

Let us consider how to perform insert on a priority queue implemented with a 
heap T. To store a new entry (k,x) into T we add a new node z to T with opera
tion add so that this new node becomes the last node of T and stores entry (k,x) . 

After this action, the tree T is complete, but it may violate the heap-order prop
erty. Hence, unless node z is the root of T (that is, the priority queue was empty 
before the insertion), we compare key k(z) with the key k(u) stored at the parent 
u of z. If k(z) 2: k(u) , the heap-order property is satisfied and the algorithm ter
minates. If instead k( z) k( u) , then we need to resto re the heap-order property, 
which can be locally achieved by swapping the entries stored at z and u. (See Fig
ure 8 .7c and d.) This swap causes the new en try (k, e) to move up one leveL Again, 
the heap-order property may be violated, imd we continue swapping, going up in T 
until no violation of the heap-order property occurs. (See Figure 8 .7e and h.) 

Figure 8.6: Illustration of the heap-based implementation of a priority queue. 
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(a) (b) 

(c) (d) 

(e) (f) 

(g) (h) 

Figure 8.7: Insertion of a new entry with key 2 into the heap of Figure 8.6: (a) 
· initial heap; (b) aft�r perfórming operation add; (c and d) swap to locally restare 
the partfalorder property; (e and f) another swap; (g and h) final swap. 
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The upward movement of the newly inserted entry by means of swaps is con
ventionally called up-heap bubbling. A swap either resolves the vialation of the 
heap-order property or propagates it one level up in the heap. In the worst case, up
heap bubbling causes the new entry to move all the way up to the root of heap T. 
(See Figure 8.7.) Thus, in the worst case, the number of swaps performed in the 
execution of method i nsert is equal to the height of T, that is, it is llog n J by Propo
si ti on 8.4. 

Remava l 

Let us now turn to method remaveM in of the priority queue ADT. The algorithm 
for perforrning method remaveMin using heap T is illustrated in Figure 8.8 . 

We know that an entry with the smallest key is stored at the root r of T (even 
if there is more than one entry with smallest key). However, unless r is the only 
intemal node of T, we cannot simply delete node r, because this action would 
disrupt the binary tree structure. Instead, we access the last node w of T, copy its 
entry to the root r, and then delete the last node by perforrning operation remave of 
the complete binary tree ADT. (See Figure 8.8a ,and b.) 

Dawn-Heap Bubbl i ng after a Remava l 

We are not necessarily done, however, for, even though T is now complete, T may 
now vialate the heap-order property. If T has only one node (the root), then the 
heap-order property is trivially satisfied and the algorithm terrninates. Otherwise, 
we distinguish two cases, where r denotes the root of T: 5 

• If r has no right child, let s be the left child of r. · 

• Otherwise (r has both children), let s be a child of r with the smallest key. 

If k(r) ::; k(s) , the heap-order property is satisfied and the algorithm terminates. If 
instead k(r) > k(s) , then we need to restore the heap-order property, which can be 
locally achieved by swapping the entries stored at r and s. (See Figure 8.8c and 
d.) (Note that we shouldn't swap r with s's sibling.) The swap we perforrn restores 
the heap-order property for node r and its children, but it may vialate this property 
at s; hence, we may have to continue swapping down T until no vialation of the 
heap-order property occurs. (See Figure 8 .8e and h.) 

This downward swapping process is called down-heap bubbling. A swap either 
resolves th.e vialation of the heap.,qrder p�operty or propagates it one level down in 
the heap. In the worst case, an entry moves all the way down to the bottorn level. 
(See Figure 8.8.) Thus, the number of swaps perforrned in the execution of method 
remaveMin is, in the worst case, equal to the height of heap T, that is, it is llogn J 
by Proposition 8 .4. 
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(a) (b) 

(c) (d) 

(e) (t) 

(g) (h) 

Figure 8.8: Remaval of the en try with the smallest key from a heap: (a and b) 
qeleticm ()( tl1e 1ast :n6dè, whosê en try. gets stored into the root; ( c and d) swap to 
l�c�lly rést��e-the heap-order property; (e and t) another swap; (g and h) final swap. 
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Ana lys is 

Table 8 .2 shows the running time of the priority queue ADT methods for the heap 
implementation of a priority queue, assuming that two keys can be compared in 
0( 1 )  time and that the heap T is implemented with either an array list or linked 
structure. 

Opera ti on Time 
size, isEmpty 0( 1 )  

m1n ,  0( 1 )  
i nsert O(logn) • 

remaveMin  O(logn) 

Table 8.2: Performance of a priority queue realized by means of a heap, which 
is in turn implemented with an array list or linked structure. We denote with n 
the number of entries in the priority queue at the time a method is executed. The 
space requirement is O(n). The running time of operations insert and remaveMin 
is worst case for the array-list implementation of the heap and amortized for the 
linked representation. 

In short, each of the priority queue ADT methods can be performed in 0( 1 )  or 
in O(logn) time, where n is the number of entries at the time the method is exe
cuted. The analysis of the running time of the methods is based on the following: 

• The heap T has n nodes, each storing a reference to an entry. 

• Operations add and remave on T take either 0(1 )  amortized time (array-list 
representation) or O(logn) worst-case time. 

• In the worst case, up-heap and down-heap bubbling perfarm a number of 
swaps equal to the height of T.  

• The height of  heap T i s  O(logn ) ,  since T i s  complete (Proposition 8.4). 

We conclude that the heap data structure is a very efficient realization of the 
priority queue ADT, independent of whether the heap is implemented with a linked 
structure or an array list. The heap-based implementation achieves fast running 
times f�r bÖth insertiÖn and rèÛiÖval, unÜke the

, Üst-based priority queue imple
me�tations. Indeed, àn important consequence of the efficiency of the heap-based 
implementation is that it can speed up priority-queue sorting to be much faster than 
the list-based insertion-sort and selection-sart algorithms. 
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8 . 3 .4 A Java Hea p  l m plementation 

A Java implementation of a heap-based priority queue is shown in Code Frag
ments 8. 1 1-8 . 1 3 . To aid in modularity, we delegate the maintenance of the structure 
of the heap itself to a complete binary tree. 

!**  
* Rea l ization of  a priority queue by means of a heap .  A complete 
* b inary tree rea l ized by means of an array l i st is used to 
* represent the heap. 
*I 

public class HeapPriorityQueue< K,V> implements PriorityQueue< K.V> { 
protected CompleteBinaryTree<Entry< K,V>> heap; I I u nderlying hea p 
protected Comparator<K> camp;  I I campa rator for the keys 
/** I nner c lass for hea p entries. *I 
protected static class MyEntry<K ,V> implements Entry<K ,V> { 

protected K key; 

} 

protected V val ue; 
pubtic MyEntry(K k ,  V v) { key k; va l ue v; } 
public K getKey() { return key; } 
public V getVa l ue() { return va lue ;  } 
public Stri ng toStri ng() { return 11 ( 11 + key + " ,  1 1 + va lue + 11 ) 11 ;  } 

/** Creates a n  empty heap with the defau lt camparator *I  
public HeapPriorityQueue( ) { 

. · , 

} 

heap new ArraylistCom pleteBinaryTree<Entry<K,V>>( ) ;  I I use an array l ist 
camp new Defau l tComparator<K>() ;  I I use the defau l t  camparator 

I** Creates a n  empty heap with the given camparator *I  
public HeapPriorityQueue(Comparator<K> c )  { 

heap new ArraylistCompleteBinary Tree<Entry< K,V> >( ) ;  
camp = c ;  

} 
I** Returns the size of the hea p *I  
public int size() { return heap.size() ; } 
/** Retu rns whether the heap is empty *I 
public boolean isEmpty() { return heap.size() == 0; } 

Code Fragment 8 .11 :  Class HeapPriorityQueue, which implements a priority queue 
with a heap. A nested class MyEntry is used for the entries of the priority queue, 
which form the elements in the heap tree. (Continues in Code Fragment 8 . 12.) 

http:8.11-8.13
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I** Returns but does not remave an  entry with m in imum key *I 
public Entry<K .V> m i n ( )  throws EmptyPriorityQueueException { 

if ( isEmpty() ) 
throw new EmptyPriorityQueueExcept ion( "Priority queue is empty" ) ;  

return heap . root() .element() ;  
} 
I** I nserts a key-va lue pa ir and returns the entry created *I 
public Entry<K,V> i nsert (K k, V x) throws lnva l idKeyException { 

checkKey(k) ; I I may th row a n  l nva l idKeyException 
Entry<K.V> entry new MyEntry<K .V>(k,x) ;  
upHeap(hea p.add( en try) ) ;  
return entry ;  

} 
I** Removes a nd retu rns a n  entry with m i n imum key *I 
public Entry<K ,V> removeMin () throws EmptyPriorityQueueException { 

if ( isEmpty() )  

} 

throw new EmptyPriorityQueueExceptionC'Priority queue is empty" ) ; 
Entry<K,V> m in  = heap . root() .element( ) ;  
if (si ze() == 1) 

hea p. remove( ) ;  
else { 

} 

he a p. replace(heap. root() ,  heap. remove() ) ; 
downHeap(heap . root() ) ;  

return min ;  

/**  Determines whether a given key i s  va  l id *I 
protected void checkKey (K key) throws l nva l idKeyException { 

try { 
comp.compare(key, key) ;  

} 
catch(Exception e) { 

} 
} 

throw new l nva l idKeyException( " Invalid key " ) ;  

Code Fragment 8.12: Methods min, i nsert and remcveMin and some auxiliary 
methods of class HeapPriorityQueue. (Continues in Code Fragment 8 . 13.) 
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/** Performs up-heap bu bbl ing *I 
protected void upHeap(Position<Entry<K.V> > v) { 

Position<Entry<K ,V> > u ; 
while ( l heap . isRoot(v)) { 

u hea p .parent(v); 

361 

if (comp.compare(u . element() .getKey() , v.element() .getKey() )  <= 0) break; 
swap(u ,  v) ;  

} 
} 

V u· ' 

/** Performs down-heap bubb l ing *I 
protected void downHeap(Position<Entry<K,V> > r) { 

while (heap .îsl nterna l ( r) )  { 
Position<Entry<K.V>> s; I I the position of the sma l ler chi ld 
if ( ! heap . hasRight(r)) 

s heap . l eft(r ) ;  
else if ( comp .compare(heap . left( r) .element( ) .getKey() ,  

heap. right(r ) . element() .getKey() )  <=0) 
s = heap . l eft(r) ; 

el se 
s = hea p. right(r) ; 

if (comp.compare(s.element() .getKey() ,  r.element( ) .getKey() )  < 0) { 
swap(r , s) ; 
r = s; 

} 
el se 

break; 

} 
} 
/** Swaps the entries of the two given positions *I 
protected void swap(Position<Entry<K ,V> > x, Posit ion<Entry<K.V> > y) { 

} 

Entry<K ,V> temp x.element( ) ;  
heap . replace(x, y .element()) ;  
heap . replace(y, temp) ; 

I** Text visua l iza tion for debugging purposes *I 
public String toString() { 

return heap.toString( ) ;  
} 

Code Fragment . 8.13: . Remairring auxiliary methods of class HeapPriorityQueue. 
(Continuedfröm Code Fragment 8 . 1 2.) 

http:Co(jeFragment.8.13
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8 .3 . 5  Hea p-Sort 

As we have previously observed, realizing a priority queue with a heap has the 
advantage that all the methods in the priority queue ADT run in logarithmic time or 
better. Hence, this realization is suitable for applications where fast running times 
are sought for all the priority queue methods. Therefore, let us again consider the 
PriorityQueueSort sorting scheme from Section 8 . 1 .4, which uses a priority queue 
P to sort a sequence S with n elements. 

During Phase 1 ,  the i-th i nsert operation ( 1  < i <  n) takes 0(1 log i) time, 
since the heap has i entries after the operation is performed. Likewise, during 
Phase 2, the j-th remcveMin  operation (1 < j < n) runs in time 0(1  + log(n- j 1 ) , 
since the heap has n - j + 1 entries at the time the operation is performed. Thus, 
each phase takes O(n logn) time, so the entire priority-queue sorting algorithm runs 
in O(n logn) time when we use a heap to implement the priority queue. This sorting 
algorithm is better known as heap-sort, and its performance is summarized in the 
following proposition. 

Proposition 8 .5 :  The heap-sort algorithm sorts a sequence S of n elements in 
O(n logn) time, assuming two elements ofS can be compared in 0(1) time. 

Let us stress that the O(n logn) running time of heap-sort is considerably better 
than the O(n2) runninglime of selection-sart and insertion:-sort (Section 8.2.2). 

l mplementing Heap-Sort l n-P i ace 
i 

If the sequence S to be sorted is implemented by means of an .array, we can speed 
up heap-sort and reduce its space requirement by a constant factor using a portion 
of the sequence S itself to store the heap, thus avoiding the use of an external heap 
data structure. This is accomplished by modifying the algorithm as follows: 

1. We use a reverse comparator, which corresponds to a heap where an entry 
with the largest key is at the top. At any time during the execution of the 
algorithm, we use the left portion of S, up to a certain index i - 1 ,  to store 
the entries of the heap, and the right portion of S, from index i to n 1 ,  to 
store the elements of the sequence. Thus, the fi.rst i elements of S (at indices 
0, . . . , i - 1 )  provide the array-list representation of the heap (with modified 
level numbers starting at 0 instead of 1 ), that is, the element at index k is 
greater than or equal to its "children" at indices 2k + 1 and 2k + 2. 

2. In the first phàse of the algorithm, we start with an empty heap and move the 
boundary between the heap and the sequence from left to right, one step at 
a time. In step i (i - 1 ,  . . .  , n), we expand the heap by adding the element at 
index i - 1 . 
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3. In the second phase of the algorithm, we start with an empty sequence and 
move the boundary between the heap and the sequence from right to left, one 
step at a time. At step i (i = 1 ,  . . .  , n), we remave a maximum element from 
the heap and store it at index n - i. 

The variation of heap-sort above is said to be in-place because we use only a 
small amount of space in actdition to the sequence itself. Instead of transferring 
elements out of the sequence and then back in, we simply rearrange them. We il
lustrate in-place heap-sort in Figure 8 .9. In general, we say that a sorting algorithm 
is in-place if it uses only a small amount of memory in actdition to the sequence 
storing the objects to be sorted. 

I - - - - l 
I 0 I 
I I 
I I 
I I 
I r: I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I i I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 

- - --'  

Figure 8.9: First three steps of Phase 1 of in-place heap-sort. The heap portion of 
the sequence is highlighted in blue. We draw next to the sequence a binary tree 

· view of the heap, even though · this tree is not actually constructed by the in-place 
algorithm. 
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8 .3 .6  Bottorn-U p  Hea p  Construct ion * 

The analysis of the heap-sort algorithm shows that we can construct a heap storing 
n entries in O(nlogn) time, by means of n successive i nsert operations, and then 
use that heap to extract the entries in order by nondecreasing key. However, if all 
the n key-value pairs to be stored in the heap are given in advance, there is an al
temative bottorn-up construction method that runs in O(n) time. We describe this 
method in this section, observing that it could be included as one of the constructars 
of a class implementing a heap-based priority queue. For simplicity of exposition, 
we describe this bottorn-up heap construction assuming the number n of keys is an 
integer of the type n = 2h+ 1 - 1 .  That is, the heap is a complete binary tree with 
every level being full, so the heap has height h = log(n + 1 ) - 1 .  Viewed nonre
cursively, bottorn-up heap construction consists of the following h + 1 = log( n + 1 )  
steps: 

1. In the first step (see Figure 8 . 10a), we construct (n + 1) /2 elementary heaps 
storing one entry each. 

2. In the second step (see Figure 8. 1 Ob-c ), we form ( n + 1 )  /4 heaps, each stor
ing three entries, by joining pairs of elementary heaps and adding a new 
entry. The new entry is placed at the root and may have to be swapped with 
the en try stored at a child to preserve the heap-order property. 

3 .  In the third step (see Figure 8 . 10d-e), we form (n + i)/8 heaps, each storing 
7 entries, by joining pairs of 3-entry heaps (constructed in the previous step) 
and adding a new entry. The new entry is placed initially at the root, but may 
have to move down with a down-heap bubbling to preserve the heap.order 
property. 

i. In the generic ith step, 2 :::; i :::; h, we form ( n + 1 )  /2i heaps, each storing 2i - 1 
entries, by joining pairs of heaps storing (2i- l 

- 1 )  en tri es ( constructed in the 
previous step) and adding a new en try. The new entry is placed initially at 
the root, but may have to move down with a down-heap bubbling to preserve 
the heap-order property. 

h + 1 .  In the last step (see Figure 8 . 1  Of-g), we form the final heap, storing all the 
n en tri es, by joining two heaps storing ( n - 1) /2 en tri es ( constructed in the 
previous ·· step) and adding a new entry, The new entry is placed initially at 
the root, but may have to move down with a down-heap bubbling to preserve 
the heap-order property. 

We illustrate bottorn-up heap construction in Figure 8 . 10 for h = 3. 
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(b) 

(c) (d) 

(e) 

(g) 
Figure 8.10: Bottorn-up construction of a heap with 15  entries: (a) we begin by 
constructing l -entry heaps on the bottorn lev et (b and c) we combine these heaps 
into 3-entry heaps and then ( d and e) 7 -en try heaps, until (f and g) we create 
the final heap. The paths of the down-heap bubblings are highlighted in blue. For 
simplicity, we only show the key within each node instead of the entire entry. 
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Recu rsive Bottam-Up  Heap Const ruction 

We can also describe bottorn-up heap construction as a recursive algorithm, as 
shown in Code Fragment 8. 14, which we call by passing a list storing the key-value 
pairs for which we wish to build a heap. 

Algorithm Bottom U pHeap( S) :  
Input: A list L storing n - 2h+ 1 1 en tri es 
Output: A heap T storing the entries in L. 
if S.isEmpty( )  then 

return an empty heap 
e � L. rernove(L.fi rst( ) )  
Split L into two lists, L1 and L},, each of size (n 1 )  /2 
T1 � BottomUpHeap(LI ) 
T2 � BottomU pHeap(L2) 
Create binary tree T with root r storing e, left subtree T1 , and right subtree T2 
Perform a down-heap bubbling from the root r of T, if necessary 
return T 

Code Fragment 8.14: Recursive bottorn-up heap _construction. 

Bottorn-up heap construction is asymptotically faster than incrementally insert
ing n keys into an initially empty heap, as the following proposition shows. 5 

Proposition 8.6 :  Bottorn-up construction of a heap with n entries takes O(n) 
time, assuming two keys can be compared in 0( 1 )  time. 

J ustification: We analyze bottorn-up heap construction using a "visual" ap-
proach, which is illustrated in Figure 8 . 1 1 .  

Let T be the final heap, let v be a node of T ,  and let T ( v) denote the subtree of 
T rooted at v. In the worst case, the time for forming T ( v) from the two recursivel y 
formed subtrees rooted at v's children is proportional to the height of T(v) . The 
worst case occurs when down-heap bubbling from v traverses a path from v all the 
way to a bottom�most nOde of T( v) . · . . . . . 

Now consider the path p( v) of T from node v to its in order successor extemal 
node, that is, the path that starts at v, goes to the right child of v, and then goes 
down leftward until it reaches an extemal node. We say that path p( v) is associated 
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with node v. Note that p (v) is not necessarily the path foliowed by down-heap 
bubbling when forming T(v) . Clearly, the size (number of nodes) of p (v) is equal 
to the height of T (v) plus one. Hence, forming T(v) takes time proportional to the 
size of of p(v), in the worst case. Thus, the total running time of bottorn-up heap 
construction is proportional to the sum of the sizes of the paths associated with the 
nodes of T. 

Observe that each node v of T belongs to at most two such paths: the path p( v) 
associated with v itself and possibly also the path p( u) associated with the ciosest 
ancestor u of v preceding v in an inorder traversal. (See Figure 8 . 1 1 .) In particular, 
the root r of T and the nodes on the leftmost root-to-leaf path each belong only to 
one path, the one associated with the node itself. Therefore, the sum of the sizes 
of the paths associated with the intemal nodes of T is at most 2n 1 .  We conclude 
that the bottorn-up construction of heap T takes 0( n) time. • 

/ 

Figure 8.11 :  Visual justification of the linear running time of bottorn-up heap con
struction, where the paths associated with the intemal nodes have been highlighted 
with altemating colors. For example, the path associated with the root consists of 
the nodes storing keys 4, 6, 7, and 1 1 .  Also, the path associated with the right child 
of the root consists of the intemal nodes storing keys 6, 20, and 23 .  

To summarize, Proposition 8 .6 states that the running time for the first phase 
of heap-sort can be reduced to be O(n). Unfortunately, the running time of the 
second phase of hear-sort cannot be made asymptotically better than O(nlogn) 

; (that"is, it Will àlways be Q( n log n) in the worst case). We will not justify this lower 
bound until Chapter 1 1 , however. Instead, we conclude this chapter by discussing 
a design pattem that allows us to extend the priority queue ADT to have additional 
functi onality. 
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8 .4  Adaptable Priority Queues 

The methods of the priority queue ADT given in Section 8 . 1 .3 are sufficient for 
most basic applications of priority queues, such as sorting. However, there are 
situations where additional methods would be useful, as shown in the scenarios 
below, which refer to the standby airline passenger application. 

• A standby passenger with a pessimistic attitude may become tired of waiting 
and decide to leave ahead of the boarding time, requesting to be removed 
from the waiting list. Thus, we would like to remove from the priority queue 
the entry associated with this passenger. Operation remaveMin is not suitable 
for this purpose since the passenger leaving is unlikely to have fi.rst priority. 
Instead, we would like to have a new operation remove( e) that removes an 
arbitrary en try e. 

• Another standby passenger finds her gold frequent-flyer card and shows it to 
the agent. Thus, her priority has to be modified accordingly. To achieve this 
change of priority, we would like to have a new operation rep laceKey(e, k) 
that replaces with k the key of en try e in the priority queue. 

• Finally, a third standby passenger notices her name is misspelled on the 
ticket and asks it to be corrected. To perform the change, we need to up
date the passenger's record. Hence, we would like to have a new operation 
replaceVal ue (e ,x) that reptaces with x the value of entry e in the priority 
queue. 

Methods of the Ada ptab le  P riority Queue ADT 

The above scenarios motivate the definition of a new ADT that extends the prior
ity queue ADT with methods remove, replaceKey, and replaceVa lue. Namely, an 
adaptable priority queue P supports the following methods in addition to those of 
the priority queue ADT: 

rernove( e ) : Remove from P and return entry e .  

rep l aceKey (e , k) : Replace with k and return the key of entry e of P; an . . 
error condition occurs if k is invalid (that is, k cannot be 
compared with other keys ) . 

replaceVa l ue(e,x) :  Replace with x and return the value of entry e of P. 
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8 .4. 1 Us i ng the java . ut i i . Prior ityQueue C lass 

369 

There is no priority queue interface built into Java, but Java does include a class, 
j ava . uti i . PriorityQueue, which implements the java . uti i .Queue interface. lnstead 
of adding and removing elements according to the FIFO policy, however, which 
is the standard queue policy, the java . uti i . PriorityQueue class processes its entties 
according to a priority. This priority is defined by a given comparator object, which 
is passed to the queue in a constructor, or it is defined by the natural ordering of 
the elements being stored in the queue. Thus, the java . ut i i .PriorityQueue class is a 
type of priority queue, which is based on inserting and removing general elements 
rather than key-value pair entries. 

The java . uti i . PriorityQueue class is implemented with a heap, so it guarantees 
0 (log n) time performance for inserting an element and removing the minimum el
ement. In addition, it provides a method, remove(e), for removing an element, e. 
lt doesn' t have methods for replacing keys or values, though, since it operates on 
general objects, not entries. Still, we can define it to use entry objects as its ele
ments, and we can perform key and value replacement by the appropriate element 
removal and insertion. lndeed, the Java Collections Framework includes an entry 
object, called java . uti i .AbstractMap .S impleEntry, which implements an interface, 
java .uti i .Ma p . Entry, that includes the entry ADT discussed above in Section 8 . 1 .2. 
Thus, we can use built-in Java classes to construct a simple adapter pattem imple
mentation of the adaptable priority queue ADT, as shown in Table 8 .3 .  

The only drawback with this irriplementation of the adaptable priority queue 
ADT is that, even though the priority queue methods min () and removeM i n () run in 
O(logn) time using this implementation, the methods remove(e), rep laceKey(e , k) ,  
and replaceVa l ue(e ,x) ru'n in O(n) time. The main problem i s  that this adaptation 
has no fast way of locating element e in the heap; só we have to search through the 
entire heap to find e and remove it. 

Metbod j a  va . u t i l .  P riorityQueue Adaptation 
si ze( )  size() 

isEmpty() isEmpty() 
insert(k, v) add(new S impleEntry(k, v)) 

min () peek() 
removeM in ( )  remove() 

remave remove(e) 
rep laèeKey( e, k) remove( e ) ; add(new S impleEntry(k, e.getVa l ue() ) )  

replaceVa l ue(  e, x) remove(e) ; add(new SimpleEntry(�.getKey( ) , x) )  

Table 8.3: Methods of the adaptable priority queue ADT and corresponding adapter 
pattem implementations using the j ava . uti i . PriorityQueue class. 
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8 .4 .2 Locatien-Aware Entries 

In order to implement methods remove, replaceKey, and rep l aceVa l ue of an adapt
able priority queue P efficiently, we need a mechanism for finding the position of 
an entry of P. Namely, given the entry e of P passed as an argument to one of the 
above methods, we need to find the position storing e in the the data structure im
plementing P (for example, a doubly linked list or a heap). This position is called 
the location of the en try. 

Instead of searching for the location of a given entry e, we augment the entry 
object with an instanee variabie of type Position storing the location. This im
plementation of an en try that keeps track of its position is called a location-aware 
entry. A summary description of the the use of location-aware entries for the sorted 
list and heap implementations of an adaptable priority queue is provided below. We 
denote the number of entries in the priority queue at the time an operation is per
formed, with n. 

• Sorted list implementation. In this implementation, after an en try is inserted, 
we set the location of the en try to refer to the position of the list containing 
the entry. Also, we update the location of the entry whenever it changes 
position in the list. Operations remove(e) and rep laceVa l ue(e,x) take 0( 1 )  
time, since we can obtain the position p of en try e in· 0(  1 )  time following the 
location reference stared with the entry. Instead, operation replaceKey(e, k) 
runs in O(n) time, because the modification of the key of entry e may require 
rnaving the en try to a different position in the list to preserve the ord�ing of 
the keys. The use of location-aware entries increases th� running time of the 
standard priority queue operations by a constant factor. · 

• Heap implementation. In this implementation, after an entry is inserted, we 
set the location of the entry to refer to the node of the heap containing the 
entry. Also, we update the location of the entry whenever it changes node 
in the heap (for example, because of the swaps in a down-heap or up-heap 
bubbling). Operation replaceVa l ue(e, x) takes 0( 1 )  time since we can obtain 
the position p of entry e in 0( 1 )  time following the location reference stared 
with the en try. Operations remove( e) and replaceKey( e ,  k) run instead in 
O(logn) (details are explored in Exercise C-8.22). The use of location-aware 
entries increases the running tirp_e of operations i nsert and remaveMin  by a 
constant factor overhead. 

The use of location-aware entries for the unsorted list implementation is explored 
in Exercise C-8.21 .  
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Performance of Adapta ble P riority Queue l mplementations 

The performance of an adaptable priority queue implemented by means of various 
data structures with location-aware entties is summarized in Table 8.4. 

Metbod Unsorted List Sorted List Heap 
size, isEmpty 0( 1 )  0( 1 )  0(1 )  

i nsert 0( 1 )  O(n) O(logn) 
mm O(n) 0(1 )  0( 1 )  

remcveMin O(n) 0(1 )  O(logn) 
re move 0(1 )  0( 1 )  O(logn) 

rep laceKey 0( 1 )  O(n) O(logn) 
rep laceVa lue 0( 1 )  0( 1 )  0( 1 )  

Table 8.4: Running times of the methods of an adaptable priority queue of size n, 
realized by means of an unsorted list, sorted list, and heap, respectively. The space 
requirement is 0( n) . 

8 .4 .3  l mp lement ing an  Ada ptable Priority Queue 

In Code Fragment 8 . 15  and 8 . 16, we show the Java implementation of an adaptable 
priority queue based on a sorted list. This implementation is obtained by ex tending i 
class Sorted listPriorityQueue shown in Code Fragment 8.5. In particular, Code 
Fragment 8. 16  shows how to realize a location-aware entry in Java by extending a 
regular entry. 

The main idea bebind this implementation is that the LocationAwareEntry 
class, which implements the Entry interface, now contains a field, loc, that stores 
the location of each entry. That is, loc is a pointer to the position of this entry in 
the list representing the priority queue. In addition, location-aware entry objects 
support a method, setlocation, and each time the list-based priority queue moves 
an entry, it notities the entry of this change using its setlocation method. This al
lows for each update operation to have the same asymptotic time performance as in 
a nonadaptive priority queue while also allowing for constant-time location of any 
location-aware entry. 
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/** lmplementation of an adaptab le priority queue by means of a sorted l ist. *I  
public class Sorted ListAdaptablePriorityQueue<K ,V> 

extends Sorted ListPriorityQueue<K,  V> 
implements AdaptablePriorityQueue<K,V> { 

/** Creates the priority queue with the defau lt camparator *I 
public SortedlistAdaptablePriorityQueue() { 

super() ; 
} 
/** Creates the priority queue with the given camparator *I 
public SortedlistAdaptablePriorityQueue(Comparator<K> comp) { 

super( comp  ) ;  
} 
/** I nserts a key-va l ue pa i r  and returns the entry created *I 
public Entry<K ,V> insert (K k , V v )  throws l nva l id KeyException { 

checkKey(k) ; 

} 

LocationAwareEntry<K,V> entry - new LocationAwareEntry<K,V>(k,v) ; 
i nsertEntry{ en try ) ;  
entry.setlocation(actionPos) ; 11 position of the new entry 
return entry; 

I** Removes and returns the given entry *I 
publk Entry<K,V> remove(Entry<K ,V> entry) { 

checkEntry( en try) ; 
LocationAwareEntry<K,V> e ( LocationAwareEntry<:K,V>) entry; 
Position<Entry<K,V> > p e . location( ) ;  
entries. remove(p ) ;  
e.setlocation( null) ; 
return e; 

} 
I** Rep laces the key of the given entry *I 
publk K replaceKey(Entry<K,V> entry, K k) { 

} 

checkKey{k) ;  
checkEntry( entry ) ; 
LocationAwareEntry<K,V> e = ( LocationAwareEntry<K,V>) remove(entry) ; 
K oldKey = e.setKey(k) ;  
insertEntry( e) ; 
e .setlocation(actionPos) ; 11  position of new entry 
return old Key; 

Code Fragment 8.15: Java implementation of an adaptable priority queue by means 
of a sorted list storing location-aware entries. Class SortedlistAdaptablePriori
tyQueue extends class Sorted listPriorityQueue (Code Fragment 8 .5) and imple
ments interface Ada ptablePriorityQueue. (Continues in Code Fragment 8 . 16.) 
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/** Replaces the va lue of the given entry *I 
public V replaceVa l ue( Entry<K,V> e, V val ue) { 

checkEntry( e ) ;  
V oldVa lue (( LocationAwareEntry<K,V>) e) .setVal ue(val ue) ; 
return oldVa l ue; 

} 
/** Determ ines whether a given entry is va l id * / 
protected void checkEntry(Entry ent) throws l nva l idEntryException { 

if ( ent == null 1 1  ! (ent instanceof LocationAwareEntry)) 
throw new l nva l id EntryException( 11 invalid entry11 ) ;  

} 
I** I n ner class for a location-aware entry *I 
protected static class LocationAwareEntry<K,V> 

extends MyEntry<K.V> implements Entry<K,V> { 
I** Position where the entry is stored . *I 
private Position<Entry<K.V>> loc; 
public LocationAwareEntry(K key, V val ue) { 

super( key, value) ; 
} 
public LocationAwareEntry(K key, V va lue, Position<Entry<K,V> > pos) { 

super( key, va lue) ;  
loc = pos; 

} 
protected Position<Entry<K,V> > location( )  { 

} 
return loc; 

· 
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protected Position<Entry<K.V>> setlocation(Position<Entry<K,V> > pos) { 
Posit ion<Entry<K,V>> oldPosition = l ocation ( ) ;  

} 

loc pos; 
return oldPosition ; 

} 
protected K setKey(K key) { 

K oldKey getKey() ;  
k key; 
return oldKey; 

} 
protected V setVa l ue(V val ue) { 

V oldVa l ue = getVa l ue() ;  
v = val ue; 
return oldVa lue; 

} 

Code .Fragment 8.16: An adaptable priority queue implemented with a sorted list 
storing location-aware entries. (Continued from Code Fragment 8. 15.) The nested 
class LocationAwareEntry realizes a location-aware en try and extends nested class 
MyEntry of SortedlistPriorityQueue shown in Code Fragment 8.5. 

http:Code.Fragment8.16
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8 .5  

Chapter S. Priority Queues 

Exercises 

For help with exercises, please visit the web site, www.wiley.com/go/glóbal/goodrich. 

Rei nforeement 

R-8. 1  Suppose you label each node v of a binary tree T with a key equal to the 
preorder rank of v. Under what circumstances is T a  heap? 

R-8 .2 What is the output from the following sequence of priority queue ADT 
methods: i nsert (5 ,A) ,  i nsert(4 ,B) ,  i nsert(7 , /) ,  i n sert( 1 , D) ,  removeMin(), 
i nsert (3 ,J) ,  i nsert (6,L), removeMin(), removervlin(), i nsert(8, G), remove
M in (), i n sert(2,H), removeMin() ,  removeMin () ? 

R-8 .3 An airport is developing a computer simulation of air-traffic control that 
handles events such as landings and takeoffs. Each event has a time-stamp 
that denotes the time when the event occurs. The simulation program 
needs to efficiently perform the following two fundamental operations: 

• Insert an event with a given time-stamp (that is, add a future event). 
• Extract the event with smallest time-stamp ( that is, determine the 

next event to process). 
Which data structure should be used for the aboye operations? Why? 

R-8.4 Although it is correct to use a "reverse" camparator with the priority queue 
ADT so that we retrieve and remove an entry with the maximum key each 
time, it is confusing to have an entry with maximum key returned by a 
metbod named "removeMin ." Write a short adapter class that tan take 
any priority queue P and an associated camparator C and implement a 
priority queue that concentrates on the element with maximum key, using 
methods with narnes like remave Max. 

R -8.5 Illustrate the execution of the selection-sort algorithm on the following 
input sequence: (22, 15 , 36, 44, 10, 3 , 9, 1 3, 29, 25 ) .  

R-8.6 Illustrate the execution of the insertion-sort algorithm on the input se
quence of the previous problem. 

R-8.7 Give an example of a worst-case sequence with n elements for insertion
sort, and show that insertion-sort runs in .Q(n2) time on such a sequence. 

R-8.8 At which nodes of a heap can an entry with the largest key be stored? 

R:·8.9 In defining the relation "to the left of' for two nodes of a binary tree (Sec
. ti on 8.3 . 1  ), can we use a preorder traversal instead of an in order traversal? 
How a bout a postorder traversal? 

R-8. 10 Illustrate the execution of the heap-sort algorithm on the following input 
sequence: (2, 5 , 16 ,4, 10, 23, 39, 18 , 26, 15) .  

www.wiley.com/go/global/goodrich
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R-8. 1 1  Let T be a complete binary tree such that node v stores the entry (p(v) , 0), 
where p(v) is the level number of v. Is tree T a  heap? Why or why not? 

R-8 . 12 Explain why the case where node r has a right child but not a left child 
was not considered in the description of down-heap bubbling. 

R -8. 13  Is there a heap T storing se ven entries with distinct keys such that a pre
order traversal of T yields the entties of T in increasing or decreasing 
order by key? How about an i norder traversal? How about a postorder 
traversal? If so, give an example; if not, say why. 

R-8 . 14 Let H be a heap storing 15  entties using the array-list representation of a 
complete binary tree. What is the sequence of indices of the array list that 
are visited in a preorder traversal of H? What about an inorder traversal 
of H? What about a postorder traversal of H? 

R -8. 15 Show that the sum 
n [ log i, 

i== I 

which appears in the analysis of heap-sort, is Q(n logn) . 
R-8 . 16  Bill claims that a preorder traversal of a heap will list its keys in nonde

creasing order. Draw an example of a heap that proves him wrong. 

R-8. 17 Hillary claims that a postorder traversa� of a heap will list its keys in non
increasing order. Draw an exarnple of a heap that proves her wrong. 

R-8 . 1 8  Show all the steps of the algorithm for removing key 16  from the heap of 
Figure 8.3. 

s 

R-8 . 19 Show all the steps of the algorithm for replacing key 5 with 1 8  in the heap 
of Figure 8.3. 

" ·  · 

R-8.20 Draw an exarnple of a heap whose keys are all the odd numbers from 1 to 
59 (with no repeats), such that the insertion of an entry with key 32 would 
cause up-heap bubblîng to proceed all the way up to a child of the root 
(replacing that child's key with 32). 

R-8.21 Complete Figure 8.9 by showing all the steps of the in-place heap-sort 
algorithm. Show both the array and the associated heap at the end of each 
step. 

R-8 .22 Give a pseudo-code description of a nonrecursive in-place heap-sort algo
rithm. 

R-:8.23 A group. of children want to play a game, called Unmonopoly, where in 
each turn the player with the most money must give half of hislher money 
to the. player with the least arnount of money. What data structure(s) 
should be used to play this game efficiently? Why? 

http:group.of
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Creativity 

C-8. 1 An online computer system for trading stock needs to process orders of 
the form "buy 100 shares at $x each" or "sell 100 shares at $y each." A 
buy order for $x can only be processed if there is an existing sell order 
with price $y such that y � x. Likewise, a sell order for $y can only be 
processed if there is an existing buy order with price $x such that y � x. 
If a buy or sell order is entered but cannot be processed, it must wait 
for a future order that allows it to be processed. Describe a scheme that 
allows for buy and sell orders to be entered in O(logn) time, independent 
of whether or not they can be immediately processed. 

C-8.2 Extend a salution to the previous problem so that users are allowed to 
update the prices for their buy or sen orders that have yet to be processed. 

C-8.3 Write a camparator for nonnegative integers that determines order based 
on the number of 1 's in each integer's  binary expansion, so that i <  j if 
the number of 1 's in the binary representation of i is less than the number 
of 1 's in the binary representation of j. 

C-8.4 Show how to implement the stack ADT using only a priority queue and 
one additional integer instanee variable. 

C-8.5 Show how to implement the (standard) queue ADT using only a priority 
queue and one additional integer instanee variabfe. 

C-8.6 Describe in detail an implementation of a priority queue based on a sorted 
array. Show that this implementation achieves 0( 1 ) time for operations 
min  and removeMih and O(n) time for operation i nsert. 

C-8.7 Describe an in-place version of the selection-sart algorithm that uses only 
0( 1 ) space for instanee variables in actdition to an input array itself. 

C-8.8 Assuming the input to the sorting problem is given in an array A, describe 
how to implement the insertion-sort algorithm using only the array A and, 
at most, six additional (base-type) variables. 

C-8.9 Describe how to imptement the heap-sort algorithm using, at most, six 
integer variables in actdition to an input array itself. 

C-8 . 1  0 Describe a sequence of n insertions in a heap that requires .0.( n log n) time 
to process. 

C-8. 1 1  An alternative methad for finding the last node during an insertion in a 
heap T is to store, in the last node and each extemal node of T, a reference 
td 'the extemal node immediately to its right (wrapping to the fust node 
in the next lower level for the right-most external node). Show how to 
maintain such references in 0( 1 ) time per operation of the priority queue 
ADT assuming T is implemented as a linked structure. 
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C-8 . 12 Describe an implementation of complete binary tree T by means of a 
linked structure and a reference to the last node. In particular, show how 
to update the reference to the last node after operations add and re move in 
O(log n) time, where n is the current number of nodes of T. Be sure and 
handle all possible cases, as illustrated in Figure 8 . 12. 

u 

(b) 
Figure 8.12: Updating the last node in a complete binary tree after operation add or 
remove. Node w is the last node befare operation add or after operation remove. 
Node z is the last node after operation add or befare operation remove. 

C-8. 1 3  We can represent a path from the root to a given node of a binary tree 
by means of a binary string, where 0 means "go to the left child" and 1 
means "go to the right child." For example, the path from the root to the 
node storing (8, W) in the heap of Fig�re 8 . 12a is represented by "10 1 ." 
Design an O(logn)-time algorithm for finding the last node of a complete 
binary tree with n nodes, based on the above representation. Show how 
this algorithm can be used in the implementation of a complete binary tree 
by means of a linked · structure that does not keep a reférence to the last 
node. 

C-8 . 14 Given a heap T and a key k, give an algorithm to compute all the entries 
in T with key less than or equal to k. For example, given the heap of 
Figure 8 . 12a and query k = 7, the algorithm should report the entries with 
keys 2, 4, 5, 6, and 7 (but not necessarily in this order). Your algorithm 
should run in time proportional to the number of entries retumed. 

C-8 . 15 Provide a justification of the time bounds in Table 8.4. 
C-8 . 16 Tamarindo Airlines wants to give a first-class upgrade coupon to their top 

log n frequent flyers, based on the number of mil es accumulated, where 
n is the total number of the airlines' frequent flyers. The algorithm they 
cun:epdyp.se; which runs in O(n logn) time, sorts the flyers by the number 

· 
· of mil es flown and then scans the sorted list to piek the top log n flyers. 
Describe an algorithm that identifies the top logn flyers in O(n) time. 

C-8. 17 Develop an algorithm that computes the kth smallest element of a set of n 
distinct integers in O(n k logn) time. 

http:cunertdyp.se
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C-8. 1 8 Suppose two binary trees, T1 and T2, hold entries satisfying the heap-order 
property. Describe a metbod for combining T1 and T2 into a tree T whose 
internal nodes hold the uni on of the entdes in T1 and T2 and also satisfy 
the heap-order property. Your algorithm should run in time O(h1 + h2) 
where h1 and h2 are the respective heights of T1 and T2. 

C-8 . 19  Give an alternative analysis of bottorn-up heap construction by showing 
the following summation is 0( 1 ) , for any positive integer h: 

h 
.E (i/2i) .  
i= i 

C-8.20 Give an alternate description of the in-place heap-sort algorithm that uses 
a standard comparator instead of a reverse one. 

C-8 .21 Describe efficient algorithms for performing operations remove (e) and 
replaceKey(e, k) on an adaptable priority queue realized by means of an 
unsorted list with location-aware en tri es. 

C-8.22 Describe efficient algorithms for performing operations remove( e) and 
replaceKey( e, k) on an adaptable priority queue realized by means of a 
heap with location-aware entries. 

C-8 .23 Let S be a set of n points in the plane with distinct integer x- and y
coordinates. Let T be a complete binary tree storing the points from S 
at its extemal nodes, such that the points are ordered left-to-right by in
creasingx-coordinates. For each node v in T, lefS(v) denote the subset of 
S consisting of points stored in the subtree rooted at v. For the root r of 
T, define top(r) to be the point in S = S(r) with maximum y-coordinate. 
For every other node v, define top(r) to be the point in S with hi.,ghest y
coordinate in S(v) that is not also the highest_y-coo�dinate in S(u) , where 
u is the parent of v in T (if such a point exists ). Such labeling tums T into 
a priority search tree. Describe a linear-time algorithm for turning T into 
a priority search tree. 

Projects 

P-8 . 1  Give a Java implementation of a priority queue based on an unsorted list. 
P-8.2 Write an applet or stand-alone graphical program that animates both the 

insertion-sort and selection-soft algorithms. Your animation should visu
alize the movement of elements to their correct locations. 

P-8.3 Write an applet or stand-alone graphical program that animates a heap. 
Your program should support all the priority queue operations and should 
visualize the swaps in the up-heap and down-heap bubblings. (Extra: Vi
sualize bottorn-up heap construction as well.) 

P-8.4 Imptement the heap-sort algorithm using bottorn-up heap construction. 
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P-8.5 Implement the in-place heap-sort algorithm. Experimentally compare its 
running time with that of the standard heap-sort that is not in-place. 

P-8.6 Implement a heap-based priority queue that supports the following addi
tional operation in linear time: 

replace(omparator( c ) : Replace the cmrent comparator with c. 

(Hint: Utilize the bottorn-up heap construction algorithm.) 
P-8 .7 Write a program that can process a sequence of stock buy and sell orders 

as described in Exercise C-8. 1 .  
P-8.8 One of the main applications of priority queues is in operating systems

for scheduling jobs on a CPU. In this project you are to build a program 
that schedules simulated CPU jobs. Your program should run in a loop, 
each iteration of which corresponds to a time slice for the CPU. Each job 
is assigned a priority, which is an integer between -20 (highest priority) 
and 19 (lowest priority), inclusive. From among all jobs waiting to be pro
cessed in a time slice, the CPU must work on a job with highest priority. 
In this simulation, each job will also co me with a length value, which is an 
integer between 1 and 100, inclusive, indicating the number of time slices 
that are needed to process this job. Por simplicity, you may assume jobs 
cannot be interrupted-once it is scheduled on the CPU, a job runs for a 
number of time slices equal to its length. Your simulator must output the 
name of the job running on the CPU in each time slice and must process 
a sequence of commands, one per time· slice, each of which is of the form 
"add job name with length n and priority p" or "no new job this slice". 

P-8.9 Develop a Java implementation of an adaptable priority queue that is based 
on an unsorted list and supports location-aware·entries. s 

P-8 . 1 0 Develop a Java imp1ementation of an adap�able priority queue that is based 
on a heap and supports location-aware entries. 

Chapter Notes 

Kouth's hook on sorting and searching [63] describes the motivation and history for the 
selection-sort, insertion-sort, and heap-sort algorithms. The heap-sort algorithm is due 
to Williams [99] ,  and the linear-time heap construction algorithm is due to Floyd [34]. 
Additional algorithms and analyses for heaps and heap-sort variations can be found in 
papers by Bendey [ 13] ,  Carlsson [21 ] ,  Gonnet and Munro [40], McDiarmid and Reed [71 ], 
and Schafter and Sedgewick [85]. The design pattem of using location-aware entries (also 
described in [ 41]) appears to be new. 





( ha pter 

9 

Contents 
9.1 

Maps a nd D ictiona r ies 

Maps . . . . . . .  . 

9 . 1 . 1  The Map ADT 
9 .1 .2 A Simple List-Based Map lmp lementation 

9.2 Hash Tables . . . . . . . . .  . 

382 

383 
385 
386 

386 
387 
388 
391 

9.3 

9.4 

9.5 

9.2. 1 Bucket Arrays . 
9 .2 .2 Hash Functions 
9.2.3 Hash Codes . . 
9 .2 .4 
9.2.5 
9.2.6 

Campression Functions 
Col l ision-Hand l i ng Schemes 
A J ava Hash Table lmplementation . 

9 .2.7 Load Factors and Rehash ing . . . .  
9 .2 .8 Appl ication: Counti ng Word Frequencies . 
Ordered Maps . . . . . . . . . . . . . . . . . 

9 .3 .1 Ordered Sea rch Tables and Binary Search 
9.3 .2 T wo Appl ications of Ordered Maps . 
Skip Lists . . . . . . . . . . . . . . . . . 

9 .4 .1 Search and U pdate Operations in a Skip List 
9.4.2 · A P robab i l istic A na lysis of Skip Lists * 
Dictionaries . . . . . . . . 

9S1 The Dictionary ADT 

I, 393 
397 
401 
402 

. . . . 403 

404 
408 

. . . .  411 

413 
417 

. . . . 420 

420 
9.5.2 l mplementations with Location-Aware Entries 422 
9.5.3 An lmplementation Using the java . ut i l  Package 423 

9.6 Exercises . . . . . . . . . . . . . . . . . . . . . . . . . 426 



382 

9 . 1  

Chapter 9. Maps and Dictionaries 

Maps 

Map 

Figure 9.1:  A conceptual mustration of the map ADT. Keys (labels) are assigned to 
values (folders) by a user. The resulting entries (labeled folders) are inserted into 
the map (file cabinet) . The keys can be used later to retrieve or rernove values. 

\ 

I 
A map allows us to store elements so they can be located quickly using keys. 

The motivation for such searches is that each element typically stores additional 
useful information besides its search key, but the only way to get at that information 
is to use the search key. Specifically, a map stores key-value pairs (k, v) , which we 
call entries, where k is the key and v is its corresponding value. In àddition, 1:he map 
ADT requires that each key be unique, so the association of keys to values defines a 
mapping. In order to achieve the highest level of generality, we allow both the keys 
and the values stared in a map to be of any object type. (See Figure 9. 1 .) In a map 
storing student records· (such as the stuctent's name, address, and course grades), 
the key might be the stuctent's ID number. In some applications, the key and the 
value may be the same. For example, if we had a map storing prime numbers, we 
could use each number itself as both a key and its value. 

In either case, we use a key as a unique identifier that is assigned by an appli
cation or user to an associated value object. Thus, a map is most appropriate in 
situations where each key is to be viewed as a kind of unique index address for its 
value, that is, an object that serves as a kind of location for that value. For exam
. ple, if we wish to store student records, we would probably want to use student ID 
objects .as keys (and disallow two students having the same student ID). In other 
words, the key associated with an object can be viewed as an "address" for that 
object. Indeed, maps are sametimes referred to as associative stores, because the 
key associated with an object determines its "location" in the data structure. 
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9 . 1 . 1  The Map  ADT 

Since a map stores a collection of objects, it should be viewed as a collection of 
key-value pairs . As an ADT, a map M supports the following methods: 

size() : Return the number of entries in M. 

isEmpty( ) :  Test whether M is empty. 

get ( k) : If M contains an en try e ( k, v) , with key equal to k, then 
return the value, v, for e, else return nu ll. 

put(k, v) : If M does not have an entry with key equal to k, then add 
entry (k, v) to M and return nul l ;  else, replace with v the 
existing value of the entry with key equal to k and return 
the old value. 

re move( k) : Remove from M the en try with key equal to k, and return 
its value; if M has no such entry, then return nul l .  

keySet () : Return an iterable collection containing all the keys stored 
in M (so keySet( ) . i terator() returns an iterator of keys). 

val ues() : Return an iterable collection containing all the values 
associated with keys stored in M (so val ues() . iterator () 
returns an iterator of values) . .  

entrySet( ) :  Return an iterable collec�ion containing all the key-value 
entries in M (so entrySet() . iterator() returns an iterator 
of entries). 

When operations get(k) , put(k, v) and remove(k) are performed on a map M that 
has no entry with key equal to k, we use the convention of returning null . A special 
value such as this is known as a sentinel. (See also Section 3.3.) The disadvantage 
with using nul l as such a sentinel is that this choice can create ambiguity should 
we ever want to have an entry (k, null) with value nul l in the map. Another choice, 
of course, would be to throw an exception when someone requests a key that is 
not in our map. This would probably not be an appropriate use of an exception, 
however, since. it is nonnal to ask for sarnething that might not be in our map. . . . 
Moreover, throwing and catching an exception is typically slower than a test against 
a sentinel; he nee, using a sentin el is more efficient ( and, in this case, conceptually 
more appropriate ) .  So we u se nul l as a sentin el for a value associated with a missing 
key. 
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Example 9 . 1 :  In the following, we show the effect of a series of operations on an 
initially empty map storing entries with integer keys and single-eharaeter values. 

I Operation Output Map 
isEmpty( )  true 0 
put (5 ,A)  nul l  { (5 ,A)}  
put(7,B) nul l  { (5 ,A) , (7, B)} 
put(2 , C) nul l { (5,A) , (7 , B) , (2,C) } 
put(8 ,D) nul l  { (5 ,A) , (7 , B) , (2, C) ,  (8 ,D) }  
put(2, E) c { (5 ,A) , (7 , B) , (2,E) ,  (8 ,D) }  
get(7) B { (5 ,A) , (7 ,B) , (2, E) ,  (8 ,D) }  
get( 4) nul l  { (5,A) , (7 , B) , (2, E) ,  (8 ,D) }  
get(2) E { (5 ,A) , (7 ,B) , (2, E) ,  (8 ,D) }  
si ze()  4 { (5 ,A ) , (7 , B) , (2, E) ,  (8 ,D) }  

remove(5) A { (7 , B) , (2, E) ,  (8 ,D) }  
remove(2) E { (7 ,B) , (8 , D)}  

get(2) nul l { (7 , B) , (8, D)}  
isEmpty() false { (7 ,B) , (8 ,D) }  
entrySet() { (7 ,B) , (8, D) }  { (7 ,B) , ( 8 ,D) }  
keySet() {7, 8} { (7 ,B) , (8, D) }  
va l ues ( )  {B, D} { (7 , B) , t8 ,D) }  

Maps i n  the java . ut i l  Package 

The Java package java . uti l includes an interface for the map ADT, which is called 
java.uti l .  Map. This interface is defined so that an imptementing class enforces 
unique keys, and it includes all of the methods of the map ADT given above. It 
also includes some additional methods, as well, for adding and removing large 
collections of entries at once. 

In addition, the ja va. ut i I. Map interface assumes that all the associated en tri es, 
which would be returned in the collection provided by entrySet(), are of type 
java . uti i . Map .Entry. As we have noted above, the java . uti i . Map .Entry interface 
includes all the methods of the entry ADT given in Section 8.1 .2, including the 
methods getKey() and getVa lue(). 

Having defined the map abstract data type, and its Java counterpart, let us now 
discuss some ways of imptementing this ADT. 
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9 . 1 . 2  A S impl e  L ist-Based Ma p  l m plementat ion 

A simple way of implementing a map i s  to store its n entries in a list S,  implemented 
as a doubly linked list. Pertorming the fundamental methods, get(k) , put(k, v) , and 
remove(k) ,  involves simple scans down S looking for an entry with key k. We give 
pseudo-code for performing these methods on a map M in Code Fragment 9 . 1 .  

This list-based map implementation i s  simple, but i t  i s  only efficient for very 
small maps. Every one of the fundamental methods takes 0( n) time on a map with 
n entries,  because each methad involves searching through the entire list in the 
worst case. Thus, we would like sarnething faster. 

Algorithm get( k): 
Input: A key k 
Output: The vaiue for key k in M, or nul l if there is no key k in M 

for each position p in S. positions() do 
if p.e lement() .getKey () k then 

return p.element( ) .getVa l ue() 
return nul l { there is no entry with key equal to k} 

Algorithm put( k, v) : 

Input: A key-vaiue pair (k, v) 
Output: The old vaiue associated with key k in M, or null if k is new 

for each position p in S.positions() do 
if p.element() .getKey( )  = k then 

t +- p.element() .getVal ue() 
S.set(p, (k, v) )  
return t {return the oid value} 

S.addlast ( (k, v) )  
n +- n 1 { increment variabie storing number of en tri es} 
return nul l  { there was no previous en try with key equai to k} 

Algorithm remove(k) : 
Input: A key k 
Output: The (removed) value for key k in M, or nul l if k is not in M 

for each position p in S.positions() do 
if p.element( ) .getKey()  = k then 

t +- p.element( ) .getVa lue() 
S. remove(p) 
n � n .:.:. r , 
return t 

return nul l  

{decrement variabie storing number of entries} 
{return the removed vaiue} 

{ there is no en try with key equal to k} 

Code Fragment 9.1 :  Algorithms for the fundamental map methods with a list S. 
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Hash Tables 

The keys associated with values in a map are typically thought of as "addresses" for 
those values. Examples of such applications include a compiler's symbol table and 
a registry of environment variab1es. Both of these structures consist of a collection 
of symbolic narnes where each name serves as the "address" for properties about 
a variable's type and value. One of the most efficient ways to implement a map in 
such circumstances is to use a hash table. Although, as we will see, the worst-case 
running time of map operations in an n-entry hash table is O(n) , a hash table can 
usually perfarm these operations in 0( 1 )  expected time. In general, a hash table 
consists of two major components, a bucket array and a hash function. 

9 . 2 . 1 B ucket Arrays 

A bucket array for a hash table is an array A of size N, where each cell of A is 
thought of as a "bucket" (that is, a collection of key-value pairs) and the integer 
N defines the capacity of the array. If the keys are integers well distributed in the 
range [O,N 1] ,  this bucket array is all that is needed. An entry e with key k is 
simply inserted into the bucket A [k] . (See Figure 9.2.) To save space, an empty 
bucket may be replaced by a nul l  object. 

If our keys are unique integers in the range [O, N  1 ] ,  then each bucket holcts 
at most one entry. Thus, searches, insertions, and removals in the bucket array take 
0( 1 )  time. This sounds like a great achievement, but it has two drawbacks. First, 
the space uspd is pr()portional to N. Thus, if N is much larger than the number of 
entries n actually present in the map, we have a waste of space. The second draw
back is that keys are required to be integers in the range [ 0, N- 1] , which is aften not 
the case. Because of these two drawbacks, we use the bucket array in conjunction 
with a "good" mapping trom the keys to the integers in the range [O,N - 1 ) .  
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9.2 . 2  Hash Funct ions 

The second part of a hash table structure is a function, h ,  called a hash function, 
that maps each key k in our map to an integer in the range [O,N - 1 ] ,  where N is 
the capacity of the bucket array for this table. Equipped with such a hash function, 
h, we can apply the bucket array method to arbitrary keys. The main idea of this 
approach is to use the hash function value, h(k) , as an index into our bucket array, 
A, instead of the key k (which is most likely inappropriate for use as a bucket array 
index). That is, we store the entry (k, v) in the bucket A [h(k) ] . 

Of course, if there are two or more keys with the same hash value, then two 
different entries will be mapped to the same bucket in A. In this case, we say 
that a collision has occurred. Clearly, if each bucket of A can store only a single 
entry, then we cannot associate more than one entry with a single bucket, which 
is a problem in the case of collisions. To be sure, there are ways of dealing with 
collisions, which we will discuss later, but the best strategy is to try to avoid them 
in the first place. We say that a hash function is "good" if it maps the keys in our 
map so as to minimize collisions as much as possible. For practical reasons, we 
also would like a hash function to be fast and easy to compute. 

Following the convention in Java, we view the evaluation of a hash function, 
h ( k) , as consisting of two actions-mapping the key k to an integer, called the 
hash code, and mapping the hash code to an integer within the1range of indices 
( [0, N 1 ] )  of a bucket array, called the compressiof!-function. (See Figure 9.3.) 

haShëödê 
...... . . . . . . . . . . . . . . . . . . . . . ..... �··· -2 -1 0 1 2 · · · � 

�ompression function--------

·� 
• • • • • • • • • • •  0 1 2 · · ·  N-1 

Figure 9.3: The two parts of a hash function: a hash code and a compression func
tion. 
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9 .2 . 3  Hash Codes 

The fust action that a hash function performs is to take an arbitrary key k in our map 
and assign it an integer value. The integer assigned to a key k is called the hash 
code for k. This integer value need not be in the range [O,N - 1 ] ,  and may even be 
negative, but we desire that the set of hash codes assigned to our keys should avoid 
collisions as much as possible. For if the hash codes of our keys cause collisions, 
then there is no hope for our compression function to avoid them. In addition, to 
be consistent with all of our keys, the hash code we use for a key k should be the 
same as the hash code for any key that is equal to k. 

Hash Codes i n  Java 

The genetic Object class defined in a Java comes with a default hash(ode() methad 
for mapping each object instanee to an integer that is a "representation" of that ob
ject. Specifically, the hashCode() metbod returns a 32-bit integer of type int. Un
less specifically overridden, this metbod is inherited by every object used in a Java 
program. We should be careful in using the default Object version of hashCode(), 
however, as this could just be an integer interpretation of the object's location in 
memory (as is the case in many Java implementations) . - This type of hash code 
works poorly with character strings, for example, because two different string ob
jects in memory might actually be equal, in which case we would like them to have 
the same hash code. Indeed, the Java Stri ng class overrides the hash(ode metbod 

I 

of the Object class to be something more appropriate for character strings. Like-
wise, if we intend to use certain objects as keys in a map, then we should override 
the built-in hash(ode() metbod for these objects, replacing it with a mapping that 
assigns weil-spread, consistent integers to these types of objects. 

Let us consider, then, several common data types and some example methods 
for assigning hash codes to objects of these types. 

- Casting to a n  I nteger 

To begin, we note that, for any data type X that is represented using at most as many 
bits as our integer hash.codes, we can simply take as a hash code for X an integer 
interpretation of its bits. Thus, for Java base types byte, short, int, and char, 
we can achieve a good hash code simply by casting this type to int. Likewise, 
for a variabie x ofbase type float, we can convert x to an integer using a call to 
Float.floatTo l ntBits (x) , and.then use this integer as x's hash code. 
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Summ i ng Components 

Por base types, such as long and double, whose bit representation is double that 
of a hash code, the above scheme is not immediately applicable. Still, one possible 
hash code, and indeed one that is used by many Java implementations, is to simply 
cast a (long) integer representation of the type down to an integer the size of a 
hash code. This hash code, of course, ignores half of the information present in the 
original value, and if many of the keys in our map only differ in these bits, then 
they will collide using this simple hash code. An alternative hash code, then, which 
takes all the original bits into consideration, is to sum an integer representation of 
the high-order bits with an integer representation of the low-order bits . Such a hash 
code can be written in Java as follows: 

static int hashCode(long i) {return (int) (( i  > >  32) + (int) i ) ; }  

Indeed, the approach of summing components can be extended to any object x 
whose binary representation can be viewed as a k-tuple (xo ,x1 ,  . . .  ,Xk- l ) of integers, 
for we can then form a hash code for x as Et"01 Xï . Por example, given any fioating
point number, we can sum its mantissa and exponent as long integers, and then 
apply a hash code for long integers to the result. 

Polynom i a l  Hash Codes 

The summation hash code, described above, i� not a good choice for character 
strings or other variable-length objects that can be viewed as tuples of the form 
(xo ,x1 ,  . . .  , xk_1 ) , where the order of the xi 's is significant. Por example, consider a 
hash code for a character string s that sums the ASCII (or Unicode) values of the 
characters in s. This hash code·unfortunately produces löts of unwanted collisions 
for common groups of strings. In particular, "tempO! "  and "temp10"  collide using 
this function, as do " stop " ,  " t ops " ,  " pots " ,  and " spot " .  A better hash code 
should sorriehow take into consideration the positions of the x/s. An alternative 
hash code, which does exactly this, is to choose a nonzero constant, a i- 1 ,  and use 
as a hash code the value 

xoi-1 +x1i-2 + · · · +xk-2a +xk- 1 · 
Mathematically speaking, this is simply a polynomial in a that takes the compo
nents (xo ,x1 ,  . . .  ,xk_1 ) of an object x as its coefficients. This hash code is therefore 
called apolynomial hash code. By Homer's rule (see Exercise C-4. 14), this poly
nomial can be written as 

Xk-1 + a(xk-2 + a(xk-3 +· · · + a(x2 + a(x1 + axo)) · · · ) ) . 

Intuitively, a polynomial hash code uses multiplication by the constant a as a 
way of "making room" for each component in a tuple of values while als·o preserv
ing a characterization of the previous components . 
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Of course, on a typical computer, evaluating a polynomial will be done using 
the fini te bit representation for a hash code; hence, the value will periodically over
flow the bits used for an integer. Since we are more interested in a good spread of 
the object x with respect to other keys, we simply ignore such overflows. Still, we 
should be mindful that such overflows are occurring and choose the constant a so 
that it has some nonzero, I ow-order bits, which will serve to preserve some of the 
information content even as we are in an overflow situation. 

We have done some experimental studies that suggest that 33, 37, 39, and 41  
are particularly good choices for a when working with character strings that are 
English words. In fact, in a list of over 50,000 English words formed as the union 
of the word lists provided in two variauts of Unix, we found that taking_a to be 33, 
37 , 39, or 41 produced less than 7 collisions in each case! It should come as no 
surprise, then, to learn that many Java implementations choose the polynomial hash 
function, using one of these constauts for a, as a default hash code for strings. For 
the sake of speed, however, some Java implementations only apply the polynomial 
hash function to a fraction of the characters in long strings. 

Cycl ic Sh ift Hash  Codes 

A variant of the polynomial hash code replaces multiplication by a with a cyclic 
shift of a partial sum by a certain number of bits. Such a function, applied to 
character strings in Java could, for example, look like the following: 

static int hash(ode(Str ing s) { 
int h=O; 

} 

for (int i=O; i<s. length( ) ;  i++) { 

} 

h ( h  < < 5) I ( h  > > > 27) ; I I 5-bit cyc l ic sh ift of the run n ing sum 
h += (int) s .charAt( i ) ;  I I add in next character 

return h ;  

As with the traditional polynomial hash code, using the cyclic-shift hash code re
quires some fine-tuning. In this case, we must wisely choose the amount to shift 
by for each new character. We show in Table 9. 1 the results of some experiments 
run on a list of just over 25,000 English words, which campare the number of col
lisions for various shift amounts. These ànd our previous experiments show that if 
we choose our constant a or our shift value wisely, then either the polynomial hash 
code or its cyclic-shift variant are suitable for any object that can be written as a 
tuple (xo,xi , . . . , xk_ I ) , where the order in tuples matters. 
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I Collisions 
Shift I Total Max I 

0 23739 86 i 
1 105 17 2 1  I 
2 2254 6 
3 448 3 
4 89 2 !  
5 4 2 
6 6 2 
7 14  2 
8 105 2 : 
9 1 8  2 

1 0  277 3 
1 1  453 4 I 
1 2  43 2 
1 3  1 3  2 
14 135 3 
1 5  1082 1 6 
16 8760 9 

Table 9.1 : Comparison of collision behavior for the cyclic shift variant of the poly
nomial hash code as applied to a list of just over 25,000 English words. The "Total" 
column records the total number ofcollisions and the "Max" column records the 
maximum number of collisions for any one hash code. Note that with a cyclic shift 
of 0, this hash code reverts to the one that simply sums all the characters. 

9 .2 .4 Cam press ion Funct ions 

The hash code for a key k will typically not be suitable for immediate use with a 
bucket array, because the range of possible hash codes for our keys will typically 
exceed the range of legal indices of our bucket array A. That is, incorrectly using 
a hash code as an index into our bucket array may result in an array out-of-bounds 
exception being thrown, either because the index is negative or it exceeds the ca
pacity of A. · Thus, once we have detennined an integer hash code for a key object 
k, there is still the issue of mapping that integer into the range [O, N  - 1 ] .  This map
ping is the second action that a hash function performs, and a good compression 
function is one that rninimizes the possible number of collisions in a given set of 
hash codes. 
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The D ivision Method 

One simple compression function is the division method, which maps an integer i 
to 

i mod N, 

where N, the size of the bucket array, is a fixed positive integer. Additionally, if 
we take N to be a prime number, then this compression function helps "spread out" 
the distri bution of hashed values. Indeed, if N is not prime, then there is a higher 
likelihood that pattems in the distribution of hash codes will be repeated in the 
distribution of hash values, thereby causing collisions. Por example, if we insert 
keys with hash codes {200, 205 , 2 10, 2 15 ,220, . . .  , 600} into a bucket array of size 
100, then each hash code will collide with three others. But if we use a bucket 
array of size 101 ,  then there will be no collisions. If a hash function is chosen 
well, it should ensure that the probability of two different keys getting hashed to 
the same bucket is 1/N. Choosing N to be a prime number is not always enough, 
however, for if there is a repeated pattem of hash codes of the form pN q for 
several different p's, then there will still be collisions. 

The MAD Method 

A more sophisticated compression function, which helps eliminate repeated pat
teros in a set of integer keys is the multiply-add-and-divide ( or "MAD") method. 
This methad maps an integer i to 

[(ai + b) mod p] mod N, . 

where N is the size of the bucket array, p is a prime number larger than N, and a 
and b are integers chosen at random from the interval [O, p - 1 ] ,  with a >  0. This 
compression function is chosen in order to eliminate repeated pattems in the set of 
hash codes and get us closer to ha ving a "good" hash function, that is, one such that 
the probability any two different keys collide is 1 /  N. This good behavior would be 
the same as we would have if these keys were "thrown" into A uniformly at random. 

With a compression function such as this , which spreads integers fairly evenly 
in the range [O,N - 1 ] ,  and a hash code that transfarms the keys in our map into 
integers, we have an effective hash function. Together, such a hash function and 
a bucket array define the main ingrediepts of the hash table implementation of the 

. map ADT. 

But befare we can give the details of how to perfarm such operations as put, 
get, and re move, we must first resolve the issue of how we will be handling colli
stans. 
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9 . 2 . 5  Col l is ion-Hand l i ng Schemes 

The main idea of a hash table is to take a bucket array, A, and a hash function, h, and 
use them to implement a map by storing each entry (k, v) in the "bucket" A [h (k)] .  
This simple idea i s  challenged, however, when we have two distinct keys, k1 and k2, 
such that h (kr ) h (k2) .  The existence of such collisions prevents us from simply 
inserting a new entry (k, v) directly in the bucket A [h(k)] . They also complicate our 
procedure for perforrning the get (k) , put (k, v) , and remove(k) operations. 

Sepa rate Cha in ing 

A simple and efficient way for dealing with collisions is to have each bucket A [i] 
store a small map, M;, implemented using a list, as described in Section 9. 1 .2, 
holding entries (k, v) such that h (k) = i. That is, each separate Mi chains tagether 
the entries that hash to index i in a linked list. This collision resolution rule is 
known as separate chaining. Assuming that we initialize each bucket A [i] to be an 
empty list -based map, we can easily use the separate chaining rule to perfarm the 
fundamental map operations, as shown in Code Fragment 9.2. 

Algorithm get(k) : 
Output: The value associated with the key k in the map, or nul l  if there is no 

en try with key equal to k in the map 

return A [h(k) ] .get(k) { delegate the get to the list-based map at A [h (k)] } 

Algorithm put(k, v) : 
Output: If there is an existing entry in our map with key equal to k, then we 

return its value (replacing it with v) ; otherwise, we return null 

t +-- A [h(k)] . put(k, v) { delegate the put to the list-based map atA [h(k)] } 
if t null then {k is a new key} 

n +-- n 1 
return t 

Algorithm remove(k) : 
Output: The (removed) value associated with key k in the map, or null if there 

is no entry with key equal to k in the map 

t +-- A[h(k) ] . remove(k) { delegate the remove to the list-based map at A [h(k)] } 
if t #- null then {k was found} 

n +-- n - 1  
return t 

Code Fragment 9.2: The fundamental methods of the map ADT, implemented with 
a hash table that uses separate chaining to resolve collisions among its n entries. 
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For each fundamental map operation, invalving a key k, the separate-chaining 
approach delegates the handling of this operation to the miniature list-based map 
stared at A [ h( k) ] .  So, put ( k, v) will scan this list looking for an en try with key equal 
to k; if it fincts one, it replaces its value with v, otherwise, it puts (k, v) at the end 
of this list. Likewise, get ( k) will search through this list until it reaches the end or 
fincts an entry with key equal to k. And remove(k) will perform a similar search 
but additionally remove an entry after it is found. We can "get away" with this 
simple list-based approach, because the spreading properties of the hash function 
help keep each bucket's list small. lndeed, a good hash function will try to minimize 
collisions as much as possible, which will imply that most of our buckets are either 
empty or store just a single entry. This observation allows us to make a slight 
change to our implementation so that, if a bucket A[i] is empty, it stores nul l ,  and 
if A [i] stores ju st a single en try ( k, v) , we can simply have A [i] point directly to the 
entry (k, v) rather than to a list-based map holding only the one entry. We leave the 
details of this final space optimization to an exercise (C-9.5). In Figure 9.4, we give 
an illustration of a hash table with separate chaining. 

Assuming we use a good hash function to index the n entries of our map in a 
bucket array of capacity N, we expect each bucket to be of size njN. This value, 
called the loadfactor of the hash table (and denoted with À), should be bounded by 
a small constant, preferably below 1 .  For, given a good hash function, the expected 
running time of operations get, put, and re move in a map implemented with a hash 
table that uses this function is 0( I n/Nl ) . Thus, we can implement these operations 
to run in 0 ( 1 )  expected time, provided n is 0 ( N) . 

0 1 2 3 4 5 6 7 8 9 10 1 1  1 2  
A 

Figure 9.4: A hash table of size 1 3, storing 10  entries with integer keys, with colli
sions resolved by separate chaining. The compression function is h(k) = k rnod 1 3. 
For simplicity, we do not show the values associated with the keys. 
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O pen Add ressing 

The separate chaining rule has many nice properties, such as allowing for simple 
implementations of map operations, but it nevertheless has one slight disadvan
tage: it requires the use of an auxiliary data structure-a list-to hold entries with 
colliding keys. We can handle collisions in other ways besides using the separate 
chaining rule, however. In particular, if space is at a premium (for example, if we 
are writing a program for a small handheld device), then we can use the alternative 
approach of always storing each entry directly in a bucket, at most one entry per 
bucket. This approach saves space because no auxiliary structures are employed, 
but it requires a bit more complexity to deal with collisions. There are several vari
ants of this approach, collectively referred to as open addressing schemes, which 
we discuss next. Open actdressing requires that the load factor is always at most 1 
and that entries are stored directly in the cells of the bucket array itself. 

Li near Probing a nd its Variants 

A simple open actdressing method for callision handling is linear probing. In this 
method, if we try to insert an en try ( k, v) into a bucket A [i) that is already occupied, 
where i =  h(k) , then we try next at A[(i + 1 )  mod N] . lf A[(i +  1 )  mod N) is also 
occupied, then we try A[(i + 2) mod N] , and so on, until we find an empty bucket 
that can accept the new entry. Once this bucket is located, we simply insert the 
entry there. Of course, this callision resolution strategy requires that we change the 
implementation of the get(k, v) operation. In particular, to perfarm such a search, 
foliowed by either a reptacement or insertion, we must examine c�nsecutive buck
ets, starting from A[h(k) ] ,  until we either finQ an eq.try with key equal to k or we 
find an empty bucket. (See Figure 9.5 .) The name "linear probing" comes from the 
fact that accessing a cell of the bucket array can be viewed as a "probe." 

must probe 4 times 

New element with befare finding empty slot 

key = 1 5  to be inserted \ :-.... ('4..A ('4.. � 
0 1 2 3 4 5 6 7 8 9 10 

Figure 9.5: Insertion into a hash table with integer keys using linear probing. The 
hash function is h( k) k mod 1 1 .  Values associated with keys are not shown. 
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To implement remove(k), we might, at first, think we need to do a consider
able amount of shifting of entries to make it look as though the entry with key k 
was never inserted, which would be very complicated. A typical way to get around 
this difficulty is to replace a deleted entry with a special "available" marker object. 
With this special marker possibly occupying buckets in our hash table, we modify 
our search algorithm for remove(k) or get(k) so that the seatch for a key k will 
skip over cells containing the available marker and continue prohing until reach
ing the desired entry or an empty bucket ( or returning back to where we started 
from). Additionally, our algorithm for put(k, v) should remember an available cell 
encountered during the search for k, since this is a valid place to put a new entry 
(k, v ) . Thus, linear prohing saves space, but it complicates removals. 

Even with the use of the available marker object, linear prohing suffers from an 
additional disadvantage. lt tends to cluster the entries of the map into contiguOllS 
runs, which may even overlap (particularly if more than half of the cells in the hash 
table are occupied) . Such contiguous runs of occupied hash cells causes searches 
to slow down considerably. 

Another open actdressing strategy, known as quadratic probing, involves itera
tively trying the buckets A [(i + f(j)) mod NJ , for j = 0, 1 , 2, . . .  , where f(j) = p, 
until finding an empty bucket. As with linear probing, the quadratic prohing strat
egy complicates the removal operation, but it does avoid the kinds of clustering 
pattems that occur with linear probing. Nevertheless, it· creates its own kind of 
clustering, called secondary clustering, where the set of tilled array cells "bounces" 
around the array in a fixed pattem. If N is not chosen as a prime, then the quadratic 
prohing strategy may not find an empty bucket in A even if one exists. In fa�t, even 
if N is prime, this strategy may not find an empty slot, if the bucket array is at least 
half full; we explore the cause of this type of clustering in an èxercise (C-9.9). 

Another open actdressing strategy that does not cause clustering of the kind 
produced by linear prohing or the kind produced by quadratic prohing is the double 

hashing strategy. In this approach, we choose a secondary hash function, h', and 
if h maps some key k to a bucketA[i] , with i =  h(k) , that is already occupied, then 
we iteratively try the buckets A[ (i + f(j)) mod N] next, for j = 1 , 2, 3 ,  . . .  , where 
f(j) = j · h'(k) . In this scheme, the secondary hash function is not allowed to 
evaluate to zero; a common choice is h' ( k) = q- ( k mod q) , for some prime number 
q < N. Also, N should be a prime. Moreover, we should choose a secondary hash 
function that will attempt to minimize clustering as much as possible. 

These open addressing schemes save some space over the separate chaining 
method, but they are not necessarily faster. In experimental and theoretica! anal
yses, the chaining method is either competitive or faster than the other methods, 
depending on the load factor of the bucket array. So, if memory space is not a ma-

� 
jor issue, the collision-handling method of choice seems to be separate chaining. 
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9 .2 . 6  A Java Hash Tab le l mp lementation 

The Java Collections Framework provides a hash table implementation in the class 
java . utii . H ashiVIap. This class implements the java .uti i . Map interface; hence, it 
performs all the methods of the map ADT, as well as several others, such as a 
clear() method, which removes all the entties from the map. It implements callision 
resolution using the separate chaining scheme described above, and it even allows 
users to specify the initia! capacity of the hash table and the load factor that the table 
should not exceed. Standard instances of this class start with a default capacity of 
1 1  and default load factor of 0.75. Thus, if we want to have a hash table that uses 
some form of linear prohing to resolve collisions, we will have to implement it 
"from scratch." 

In Code Fragments 9.3-9.5, we show a class, HashTableMa p, which imple
ments the map ADT using a hash table with linear prohing to resolve collisions. 
These code fragments include the entire implementation of the map ADT, except 
for the methods va l ues() and entrySet(), which we leave as an Exercise (R-9. 1 1 ). 

The main design elements of the Java class Hash TableMap are as follows: 

• We maintain, in instanee variables, the size, n, of the map, the bucket array, 
A, and the capacity, N ,  of A. 

• We use methad hashVa l ue to compute the hash function of a key by means 
of the built-in hashCode methad and the· multiply-add-and-divide (MAD) 
compression function. 

• We define a sentinel, AVAILABLE, as a marker for deactivated entries .  

• We provide an optional constructor that allows US tó specify the initia! capac
ity of the bucket array. 

• If the current bucket array is full and one tri es to insert a new en try, we rehash 
the entire contents into a new array that is twice the s ize as the old version. 

• The following (protected) auxiliary methods are used: 

o checkKey(k), which checks if the key k is valid. This methad currently 
just checks that k is not nul l ,  but a class that extends HashTableMap  
can override this methad with a more elaborate test. . 

o rehash(), which computes a new MAD hash function with random pa-
rameters and rehashes the entries into a new array with double capacity. 

o fi ndEntry(k), which looks for an entry with key equal to k, starting at 
• lhe index A [h( k) Land going through the array in a circular fashion. If 
the methad finds a cell with such an entry, then it returns the index i of 
this cell. Otherwise, it returns 1 ,  where i is the index of the last 
empty or available cell encountered. 



398 Chapter 9. Maps and Dictionaries 

/** A hash ta ble with l i near probi ng and the MAD hash function * / 
public class HashTableMap<K.V> implements Map<K,V> { 

public static class HashEntry<K ,V> implements Entry<K,V> { 
protected K key; 
protected V va l ue; 
public HashEntry(K k, V v) { key = k; va l ue v; } 
public V getVa lue() { return va l ue ; } 
public K getKey() { return key; } 
public V setVa l ue(V va l )  { 

V oldVa l ue = va lue; 
va lue = va l ;  
return oldVa l ue; 

} 
public boolean equa ls(Object o) { 

HashEntry<K,V> ent; 
try { ent = (HashEntry<K,V>) o ; } 
catch (CiassCastException ex) { return false; } 
return (ent.getKey() == key) && (ent.getVa lue() == va l ue) ;  

} 
} 
protected Entry<K.V> AVAILABLE = new HashEntry<K,V>(null , nul l) ;  
protected int n 0 ; // number of entries i n  the d ictionary 
protected int prime, capacity; // prime factor and capacity of bucket array 
protected Entry<K,V> ( ]  bucket ;// bucket array 
protected long sca le, shift; // the shift and sea l ing factors 
/** Creates a hash table with prime factor 109345121 and given ca pacity. * / 
public Hash TableMap(int ca p) { this( 109345121 ,  ca p) ; } 
/** Creates a hash table with the given pri me factor and ca pa city. * / 
public HashTableMap(int p, int ca p) { 

} 

prime = p; 
capacity = cap ;  
bucket = ( Entry<K ,V>( ] )  new Entry[capacity] ; // safe cast 
java . ut i i . Ra ndom ra nd = new java . ut i i . Ra ndom( ) ;  
sca le = rand . next l nt(prime-1) + 1 ;  
shift rand . next l nt(prime ) ; 

/** Determines whether a key is va l id .  * / 
protected void checkKey( K k) { 

if ( k  null) throw new l nva l idKeyException( " Invalid key : null . " ) ;  
} 
/** Hash fu nction applying IVIAD methad to defa u lt hash code. * / 
public int hashVa lue(K key) { 

return (int) ((Math.a bs(key; hashCode()*sca le + sh ift) % prime) % capacity) ; 

} 
Code Fragment 9.3: Class Hash Ta bieMap  implementing the map ADT using a hash 
table with linear probing. (Continues in Code Fragment 9.4.) 
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I** Retu rns the n umber of entries i n  the hash ta ble. *I 
public int size() { return n ;  } 
/** Returns whether or not the table is empty. *I 
public boolean isEm pty() { return (n == 0) ;  } 
/** Returns a n  itera ble object conta i n i ng a l l  of the keys. *I 
public lterable<K>  keySet () { 

Positionlist<K> keys = new f\lodePositionlist<K> () ; 
for (int i=O; i <capacity; i++) 

if ( (bucket [i] null) && (bucket [ i) AVAI LABLE)) 
keys .addLast(bucket[ i) .getKey() ) ;  

return keys; 

} 
/** Helper search method - retu rns index of found key or -(a + 1) ,  
* where a i s  the index of the fi rst empty or  ava i l ab le slot found .  *I 

protected int findEntry(K key) throws J nva l idKeyException { 

} 

int ava i l  -1 ;  
checkKey(key ) ;  
int i = hashVa l ue(key) ; 
int j = i ;  
do { 

Entry<K,V> e b ucket [ i] ; 
if ( e nul l) { 

} 

if (ava i l  < 0 )  
avai l  = i ;  I I key i s  not i n  table 

break; 

if (key.equa ls ( e.getKey( ) ) )  I I we have fou nd our key 
return i ;  I I key fou nd 

if ( e == AVAILABLE) { I I bucket is deactivated 
if (ava i l  < 0 )  

. ' 

ava i l  = i; I I remember that th is slot is ava i lab le 

} 
i = ( i + 1 )  % ca pacity; I I keep look ing 

} while ( i != j) ;  
return -(ava i l  + 1 ) ;  I I fi rst empty or ava i l able slot 

/** Returns the va l ue associated with a key. *I 
public V get (K key) throws lnva l i dKeyException { 

} 

int i = findEntry(key) ; I I helper method for fi nd ing a key 
if ( i < 0) return null ;  I I there is no va lue for this key, so reutrn nu l l  
return bucket [i] .getVa lue() ; I I return the  found va lue i n  th i s  case 
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Code Fragment 9.4: Class Hash TableMap implcmenting the map ADT using a hash 
table with linear probing. (Continues in Code Fragment 9.5 .) 
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I** Put a key-va lue pa i r  i n  the map, replacing prevîous one if it exists. *I 
publk V put ( K  key, V va l ue) throws l nva l id KeyException { 

} 

int i fi ndEntry (key) ; I lfi nd the appropriate spot for this entry 
if (i >= 0) I I th is key has a previous va l ue 

return ( (HashEntry<K,V>) bucket [i] ) . setVa l ue(va l ue) ; I I set new va lue 
if ( n  >= capacity 12) { 

rehash() ;  I I rehash to keep the load factor <= 0 .5 
findEntry (key) ; I lfi nd agaîn the appropriate spot for th is entry 

} 
bucket[- i-1] new HashEntry<K,V>(key, va lue) ; I I convert to proper index 
n++; 
return null ; I I there was no previous va lue 

I** Doubles the size of the hash table and rehashes a l l  the entries. *I 
protected void rehash() { 

capacity = 2*ca pacity; 
Entry<K,V> [ ]  old bucket; 
bucket = (Entry<K.V> [ ] )  new Entry [ca pacityJ ; I I new bucket is twice as big 
java . uti l . Random rand = new java .ut i i . Random() ; 
sca le rand . next lnt(prime-1) + 1; I I new hash sea l ing factor 
shift = rand. nextl nt(prîme) ; I I new hash shift ing factor 
for (int i=O; i <old. length ;  i++) { 

Entry<K,V> e old(i] ; 
if ( (e != null) && (e AVAILABLE)) { I I a va l id entry 

int j = - 1 - fi ndEntry(e.getKey() ) ; 
bucketOJ e ;  

} 
} 

} 
I** Removes the key-va lue pai r with a specified key. *I 
public V remove (K key) throws l nva l îdKeyException { 

} 
} 

int i = fi ndEntry( key) ;  I I find th is key fi rst 
if ( i  < 0) return null ; I I noth ing to remove 
V toReturn bucket [iJ .getVa lue( ) ;  
bucket[i] AVA ILABLE; I I mark th is slot as deactivated 
n--· I 

return toReturn ;  

Code Fragment 9.5: Class HashTableMap  implementing the map ADT using a 
hash table with linear probing. · (Continued from Code Fragment 9.4.) We have 
omitted the va lues() and entrySet() methods in the listing above, as they are similar 
to keySet(). 



9.2. Hash Tables 401 

9 .2 . 7  Load Factors and  Rehash i ng  

In the hash table schemes described above, we should desire that the load factor, 
À =  n/N, be kept below 1 .  Experiments and average-case analyses suggest that we 
should maintain À < 0.5 for the open addressing schemes and we should maintain 
À < 0.9 for separate chaining. As we mention above, the Java Collections Frame
work class java . uti i . HashMap, which implements the map ADT, uses the thresh
old 0.75 as a default maximum load factor and rehashes any time the load factor 
exceeds this (or an optional user-set load factor). The choice of 0.75 is fine for 
separate chaining (which is the implementation in java . ut i i . HashMap), but, as we 
explore in Exercise C-9.9, the performance of some open addressing schemes can 
start to degrade when À > 0.5. Although the details of the average-case analysis of 
bashing are beyond the scope of this hook, its pro babilistic basis is quite intuitive. 
If our hash function is good, then we expect the entries to be uniformly distributed 
in the N cells of the bucket array. Thus, to store n entries, the expected number of 
keys in a bucket would be r n I Nl ' which is 0 ( 1 )  if n is 0( N). 

With separate chairring, as k. gets very close to 1 ,  the probability of a callision 
also approaches 1 ,  which adds overhead to our operations, since we must revert 
to linear-time list-based methods in buckets that have collisions. Of course, in the 
worst case, a poor hash function could map every entry to the same bucket, which 
would result in linear-time performance for all map operations, but this is unlikely. 

With open addressing, on the other hand, as the laad factor À grows beyond 0.5 
and starts approaching 1 ,  clusters óf en tri es in the bucket array start to grow as well. 
These clusters cause the probing strategies to "bounce around" the bucket array for 
a considerable amount of time befare they can finish. 

Thus, keeping the laad factor below a certain t�eshold is vital for open ad
dressing schemes and is also of concern with the separate chaining method. If the 
load factor of a hash table goes significantly above the specified threshold, then it 
is common to require that the table be resized (to regain the specified laad factor) 
and all the objects inserted into this new table. When rehashing to a new table, 
it is a good requirement for the new array's size to be at least double the previous 
size. Once we have allocated this new bucket array, we must define a new hash 
function to go with it, possibly computing new parameters. We then reinsert every 
en try from the ?ld array into the new array using this new hash function. In our im
plementation of a hash table with linear prohing given in Code Fragments 9.3-9.5, 
rehashing is used to keep the laad factor less than or equal to 0.5. 

Even with periadie rehashing, a hash table is an efficient means of implement
ing a map. Indeed, if we always double the size of the table with each rehashing 
operation, then we can amortize the cast of rehashing all the entties in the table 
against the time used to insert them in the first place. (See Section 6. 1 .4.) Each 
rehashing will generally scatter the entties tbraughout the new bucket array. 



402 Chapter 9. Maps and Dictionaries 

9 . 2 . 8  App l ication :  Cou nt ing Word Freq uencies 

As a miniature case study of using a hash table, consider the problem of counting 
the number of occurrences of different words in a document, which arises, for 
example, when pundits study politica! speeches looking for themes. A hash table 
is an i deal data structure to use here, for we can use words as keys and word counts 
as values. We show such an application in Code Fragment 9.6. 
. . . * 1mport Java . lo . ; 
import java . ut i i .Scan ner; 
import net.datastructu res. *; 
/** A program that counts words i n  a document, print ing the most frequent. *I 
public class WordCount { 

public static void main (String[ ]  args) throws IOException { 
Sca n ner doe = new Sca n ner(System. i n ) ; 

. }  
} 

doc. useDel im iter( " [�a-zA-Z] " ) ;  I I ignore non-letters 
HashTableMap<String , lnteger> h new HashTableMap<String, l nteger> () ; 
Stri ng word ; 
I nteger cou nt ;  
while (doe. hasNext( ) )  { 

word = doe. next( ) ; 

} 

if (word .equa ls ( 11 " ) )  continue; I I îgnore nu l l  stri ngs .between de l im iters 
word word .tolowerCase( ) ; I I ignore case . 
cou nt h .get(word) ; I I get the previous count for this word 
if ( count == null ) 

. 

h .put(word , 1 ) ;  I I a utoboxing a l l ows this 
el se 

h .put (word , ++count) ; I I autoboxi nglun boxing a l lows th is 

int maxCount 0 ;  
Stri ng maxWord = "no word" ;  
for (Entry<String, l nteger> ent : h .entries( ) )  { /I find max-count word 

if ( ent.getVa lue( )  > maxCount) { 

} 
} 

maxWord = ent.getKey( ) ; 
maxCount ent.getVa l ue() ; 

System .out . printC• the most frequent word is \" 11 + maxWord ) ; 
System.out .pr int!n( " ,  \ "  with word-count = " + maxCount + 11 • " )

; 

Code FragnÏent9.6: A program for counting word frequencies in a document, print
ing the most frequent word. The document is parsed using the Sca nner  class, for 
which we change the delimiter for separating tokens from whitespace to any non
letter. We also convert words to lowercase. 

http:Scanner(System.in
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9 .3  Ordered Maps 

In some applications, simply looking up values based on associated keys is not 
enough. We often also want to keep the entries in a map sorted according to some 
total order and be able to look up keys and values based on this ordering. That is, in 
an ordered map, we want to perform the usual map operations, but also maintain an 
order re lation for the keys in our map and use this order in some of the map meth
ods. We can use a camparator to provide the order relation among keys, allowing 
us to define an ordered map relative to this comparator, which can be provided to 
the ordered map as an argument to its constructor. 

When the entries of a map are stored in order, we can provide efficient imple
mentations for additional methods in the map ADT. In particular, as an ADT, the 
ordered map includes all the methods of the standard map ADT plus the following: 

fi rstEntry(k) : Returns the entry with smallest key value; if the map is 
empty, then it returns nul I. 

l astEntry(k) : Returns the entry with largest key value; if the map is 
empty, then it returns nul l .  

cei l i ngEntry( k) : Returns the entry with the least key value greater than or 
equal to k; if there is no such entry, then it returns nul I. 

floorEntry( k) : Returns the en try with the greatest key value less than or 
equal to k; if there is no such entry, then it returns nul l .  

i 
lowerEntry(k) : Returns the entry with the greatest key value strictly less 

than k; if there is no such entry, then it returns nul l .  

higherEntry(k) : Returns the entry with the least key value strictly greater 
than k; if there is no such entry, then it returns nul I .  

Incidentally, each of these methods i s  included in the java . uti i . N avigableMap 
interface; hence, Java provides a superset of the ordered map ADT. 

l mp lementing an  Ordered Map  

The ordered nature of the operations given above for the ordered map ADT makes 
the use of an unordered list or a hash table inappropriate, because neither of these 
data structures maintains any ordering information for the keys in the map. Indeed, 
hash tables achieve their best search speeds when their keys are distributed almost 
at random. Thus, we should consider an alternative implementation when dealing 
with ordered maps. We discuss one such implementation next, and we discuss other 
implementations in Section 9.4 and Chapter 10. 
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9 .3 . 1  Ordered Search Tab les a nd B i nary Search 

If the keys in a map come from a total order, we can store the rnap's entries in an 
array list S in increasing order of the keys. (See Figure 9.6.) We specify that S is an 
array list, rather than a node list, because the ordering of the keys in the array list 
S allows for faster searching than would be possible had S been, say, implemented 
with a linked list. Adrnittedly, a hash table has good expected running time for 
searching. But its worst-case time for searching is no better than a linked list, 
and in some applications, such as in real-time processing, we need to guarantee a 
worst-case searching bound. The fast algorithm for searching in an ordered array 
list, which we discuss in this subsection, has a good worst-case guarantee on its 
running time. So it rnight be preferred over a hash table in eertaio applications. We 
refer to this ordered array list implementation of a map as an ordered search table. 

0 1 2 3 4 5 6 7 8 9 10 

Figure 9.6: Realization of a map by means of an ordered search table. We show 
only the keys for this map, so as to highlight their ordering. 

The space requirement of an ordered search table is O(n) , which is sirnilar to 
the list-based map implementation (Section 9 . 1 .2), assurning we grow and shrink 
the array supporting the array list S to keep the size of this array proportional to the 
number of entries in S. Unlike an unordered list, however, performing updates in 
a search table takes a considerable amount of time. In particular, performing the 
put( k, v) operation in a search table req�ires 0( n) time in the worst case, since we 
need to shift up all the entries in the array list with key greater than k to make room 
for the new entry (k, v) . A similar observation applies to the operation remove(k) , 
since it takes O(n) time in the worst case to shift all the entries in the array list with 
key greater than k to close the "hole" left by the removed entry (or entries). The 
search table implementation is therefore inferior to the linked list implementation in 
terms of the worst-case running times of the map update operations. Nevertheless, 
we can perfarm the get methad much faster in a search table. 

Binary Search 

A significant advantage of using an ordered array list S to implement a map with n 
entries .is .that accessing an element of S by its index takes 0( 1 )  time. We recall, 
from Section 6J, that the index of an element in an array list is the number of 
elements preceding it. Thus, the first element in S has index 0, and the last element 
has index n 1 .  In this subsection, we give a classic algorithm, binary search, 
to locate an entry in an ordered search table. We show how this methad can be 
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used to quickly perform the get() method of the map ADT, but a similar method 
can be used for each of the ordered map methods, cei l i ngEntry( ) , floorEntry( ) ,  
lowerEntry() , and h igherEntry() .  

The elements stored in S are the entries of a map, and since S is ordered, the en
try at index i has a key no smaller than the keys of the entries at indices 0, . . .  , i - 1 ,  
and no larger than the keys of the en tri e s  at indices i+  1 ,  . . .  , n 1 .  This observation 
allows us to quickly "home in" on a search key k using a variant of the children's 
game "high-low." We call an entry of our map a candidate if, at the current stage 
of the search, we cannot rule out that this entry has key equal to k. The algorithm 
maintains two parameters, l ow and h igh ,  such that all the candidate en tri es have 
index at least l ow and at most h igh in S. Initially, l ow = 0 and h igh = n - 1 .  We 
then compare k to the key of the median candidate e, that is, the entry e with index 

mid = l( low h igh)/2J . 

We consider three cases: 
• If k e.getKey() ,  then we have found the entry we were looking for, and the 

search terminates successfully retuming e. 
• If k < e.getKey () ,  then we recur on the fi.rst half of the array list, that is, on 

the range of indices from low to mid - 1 . 
• If k > e.getKey() ,  we recur on the range of indices from mid + 1 to high. 

This search method is called binary search, and_is given in pseudo-code in Code 
Fragment 9.7. Operation get(k) on an n-entry map implemented with an ordered 
array list S consists of calling BinarySearch(S, k, O,n - 1  ) . 

Algorithm BinarySearch(S, k, low, h igh ) :  
Input: An ordered array list S storing n entries aod integers low and high 
Output: An entry of S with key equal to k and index between low and h igh, if 

such an entry exists, and otherwise null 

if low > high then 
return null 

else 
mid +- l( low h igh)/2J 
e +- S.get(m id )  
i f  k = e.getKey() then 

return e 
else if k < e.getKey() then 

retum BinarySearch (S, k, low, m id 1 )  
· else 

. . .  

return BînarySearch (S, k, m id 1 ,  h igh) 

Code Fragment 9.7: Binary search in an ordered array list. 
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We illustrate the binary search algorithm in Figure 9.7. 

+ low 

1 1 1 8 1 9 1 12 1 14 1 1 7 1 19 1 22 1 25 1 27 1 28 1 33 1 37 1 
t hl mid 1gh 

+ + • low mid high 

1 2  1 4 1 5 1 1 1 8 1 9 1 12 1 14 1 17 1 19 1 22 1 25 1 27 1 28 1 33 1 37 1 
IOW=m�=high 

Figure 9.7: Example of a binary search to perform operation get(22), in a map with 
integer keys, implemented with an ordered array list. For simplicity, we show the 
keys, not the whole entries. 

Consiclering the running time of binary search, we observe that a constant num
ber of primitive operations are executed at each recursive call of method Binary
Search. Hence, the running time is proportional to the number of recursive calls 
performed. A crucial fact is that with each recursive call the number of candidate 
entries still to be searched in the array list S is given by the value 

h igh � low 1 . 

Moreover, the number of remaining candidates is reduced by at least one half with 
each recursive call. Specifically, from the definition of mid, the number of remairr
ing candidates is either 

or 

mt - ow+ = - ow < -----( .d 1 )  1 1 
l low h igh j 

1 
h igh - low 1 

2 2 

h. h ( .d 1 )  1 h .  h 
l low + h igh j high low + 1 

1g - mt + + = tg - < . 
2 - 2 

Initially, the number of candidate entries is n; after the first call to BinarySearch, it 
is at most n/2; after the second call, it is at most n/ 4; and so on. In general, after the 
ith call to BinarySearch, the number of candidate entries remairring is at most nji. 
In the worst case (unsuccessful search), the recursive calls stop when there are no 
more candidate en tri es. Hence, the maximum number of recursive calls performed, 
is the smallest integer m such that 
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In other words (recalling that we omit a logarithm's base when it is 2), m > logn. 
Thus, we have 

m = llogn J + 1 ,  

which implies that binary search runs in O (logn) time. 
Thus, we can use an ordered search table to perfarm fast searches in an ordered 

map, but using such a table for lots of map updates would take a considerable 
amount of time. For this reason, the primary applications for search tables are in 
situations where we expect few updates but many searches. Such a situation could 
arise, for example, in an ordered list of English words we use to order entties in an 
encyclopedia or help file. 

Camparing Map  l m pl ementations 

Note that we can use an ordered search table to implement the map ADT even if we 
don't want to use the additional methods of the ordered map ADT. Table 9.2 com
pares the running times of the methods of a (standard) map realized by either an 
unordered list, a hash table, or an ordered search table. Note that an unordered list 
allows for fast insertions but slow searches and removals, whereas a search table 
allows for fast searches but slow insertions and removals. Incidentally, although 
we don't explicitly discuss it, we note that a sorted list implemented with a doubly 
linked list would be slow in performing almast all the map operations. (See Exer
cise R-9.4.) Nevertheless, the list-like data structure we discuss in the next section 
can perfarm the methods of the órdered map ADT quite efficiently. 5 

Metbod List Hash Table Search Table I 
size, isEmpty 0(1 )  0(1 )  0( 1 )  

entrySet O (n) O(n) O (n) 
get O (n) 0(1 )  exp., O(n) worst-case O(logn) I 
put 0 ( 1 )  0 ( 1 )  O (n) 

remove O (n) 0( 1 )  exp., 0( n) worst-case O(n) 
Table 9.2: Comparison of the running times of the methods of a map realized by 
means of an unordered list, a hash table, or an ordered search table. We let n 
denote the number of entries in the map and we let N denote the capacity of the 
bucket array in the hash table implementation. The space requirement of all the 
implèmentations · is O (n) , assuming that the arrays supporting the hash table and 
search table implementations are maintained such that their capacity is proportional 
to the number of entries in the map. 
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9 . 3 . 2  Two App l icat ions of O rdered Maps 

As we have mentioned in the preceding sections, unordered and ordered maps have 
many applications. 

In this section, we explore some specific applications of ordered maps. 

F l ight Databases 

There are several web sites on the Internet that allow users to perform queries on 
flight databases to find flights between various cities, typically with the intent to 
buy a ticket. To make a query, a user specifies origin and destination cities, a depar
ture date, and a departure time. To support such queries, we can model the flight 
database as a map, where keys are Fl ight objects that contain fields corresponding 
to these four parameters. That is, a key is a tuple 

k = (origin , destin ation, date, time) . 

Additional information about a flight, such as the flight number, the number of seats 
still available in first (F) and coach (Y) class, the flight duration, and the fare, can 
be stored in the value object. 

Finding a requested flight is not simply a matter of finding a key in the map 
matching the requested query, however. The main difficulty is that, although a user 
typically wants to exactly match the origin and destination cities, as well as the 

• 
departure date, he or she will probably be content with any departure time that is 
close to his or her requested departure time. We can handle su'ch a query, of course, 
by ordering our keys lexicographically. Thus, given a user query key k, we could, 
for instance, call cei l i ngEntry(k) to return the flight between the desired cities on 
the desired date, with departure time at the desired time or after. A similar use of 
floorEntry(k) would give us the flight with departure time at the desired time or 
before. Given these entries, we could then use the h igherEntry() or lowerEntry() 
methods to find flights with the next close-by departure times that are respectively 
higher or lower than the desired time, k. Therefore, an efficient implementation for 
an ordered map would be a good way to satisfy such queries. For example, calling 
cei l i ngEntry(k) on a query key k = (ORD, PVD, 05May, 09:30), foliowed by the 
respective calls to higherEntry(), rnight result in the following sequence of entries: 

· ((ORDl PVD,  05May, 09:53), (AA 1840, F5 , Y15, 02:05, $251) ) 
( (ORD, PVD, 05May, 13:29), (AA 600, F2, YO, 02: 16, $713) ) 
( (ORD, PVD, 05May, 17:39), (AA 416, F3, Y9, 02:09, $365) ) 
( (ORD, PVD, 05May, 19:50), (AA 1828, F9, Y25 , 02:13 ,  $186) ) 
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Maxima Sets 

409 

Life is full of trade-offs. We often have to trade off a desired performance measure 
against a cortesponding cost. Suppose, for the sake of an example, we are interested 
in maintaining a database rating automobiles by their maximum speeds and their 
cost. We would like to allow someone with a certain amount to spend to query our 
database to find the fastest car they can possibly afford. 

We can model such a trade-off problem as this by using a key-value pair to 
model the two parameters that we are trading off, which in this case would be the 
pair ( cost, speed) for each car. Notice that some cars are strictly better than other 
cars using this measure. For example, a car with cost-speed pair (20, 000, 100) is 
strictly better than a car with cost-speed pair (30, 000, 90) . At the same time, there 
are some cars that are not strictly dominated by another car. For example, a car with 
cost-speed pair (20000, 100) may be better or worse than a car with cost-speed pair 
(30000, 120) , depending on how much money we have to spend. (See Figure 9.8.) 

Q) 
(.) 
c 
("(j 
E � 
0 ...,_ � 
Q) 

a.. 

Co st 
Figure 9.8: Illustrating the cast-performance trade-off with key-value pairs repre
sented by points in the plane. Notice that point p is strictly better than points c, d, 
and e, but may be better or worse than points . a, b, f, g, and h, depending on the 
price we are willing to pay. Thus, if we were to add p to our set, we could remove 
the points c, d, and e, but not the others. 

Formally, we say a price-performance pair (a, b) dominates a pair ( c, d) if a < c 
and b > d. A pair ( a,b) is called a maximum pair if it is not dominated by any other 
pairs. ·  We are interestèdin maintaining the set of maxima of a collection C of price
performance pairs. That is, we would like to add new pairs to this collection (for 
example, when a new car is introduced), and we would like to query this collection 
for a given rupee amount, d, to find the fastest car that costs no more than d rupees. 



410 Chapter 9. Maps and Dictionaries 

Ma i nta i n i ng a M ax ima Set with a n  O rdered Map 

We can store the set of maxima pairs in an ordered map, M, ordered by cost, so  that 
the cost is the key field and performance (speed) is the value field. We can then 
implement operations add (c, p), which adds a new cast-performance pair (c, p) , 
and best(c) , which returns the best pair with cost at most c, as shown in Code 
Fragments 9.8. and 9.9. 

Algorithm best ( c) :  
Input: A cost c 
Output: The cast-performance pair in M with largest cost less than or equal to 

c or or nu l l  if there is no such pair 
return M.floorEntry(  c) 

Code Fragment 9.8: The best() method, used in a class maintaining a set of maxima 
implemented with an ordered map M. 

Algorithm add (c, p) : 
Input: A cast-performance pair ( c, p) 
Output: None (but M will have (c, p) added to the set of cast-performance 

pairs) 
e +-- M.floorEntry(c) 
if e i= nul l  then 

if e.getVa l ue () > p then 

{ the greatest pair with cost at most c} 

return { ( c ,  p) is dominated, so don't insert if in M} 
e +-- M.cei l i ngEntry(c) {next pair with cost at least c} 
{Remove all the pairs that are dominated by ( c, p) } 
while e i=  nul l  and e.getVa l ue() < p do { assume conditional and as in Java} 

M.remove(e.getKey()) {this pair is dominated by (c, p) } 
e +-- M.higherEntry(  e.getKey( ) )  { the next pair after e} 

M.put(c, p) {Add the pair (c, p) , which is not dominated} 

Code Fragment 9.9: The add(c,p) metbod used in a class for maintaining a set of 
maxima irnplemented with an ordered map M. 

Unfortunately, if we implement M using any ofthe data structures described 
above, it will result in a poor running time for the above algorithm. If, on the 
other hand, we implement M using a skip list, which we describe next, then we 
can perfarm best (c) queries in O (logn) expected time and add (c, p) updates in 
0( ( 1 + r) log n) expected time, where r is the number of points removed. 
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9 .4 Skip lists 

An interesting data structure for efficiently realizing the ordered map ADT is the 
skip list. This data structure makes random choices in arranging the entties in such 
a way that search and update times are O(log n) on average, where n is the number 
of entties in the dictionary. Interestingly, the notion of average time complexity 
used bere does not depend on the probability distribution of the keys in the input. 
Instead, it depends on the use of a random-number generator in the implementation 
of the insertions to help decide where to place the new entry. The running time is 
averaged over all possible outcomes of the random numbers used when inserting 
entties. Interestingly, Java includes an implementation of the ordered map ADT 
using a skip list, in the ConcurrentSk iplistMap class, which guarantees O(logn) 
expected time performance for the get, put, and re move methods and their vatiants. 

Because they are used extensively in computer games, cryptography, and com
puter simulations, methods that generate numbers that can be viewed as random 
numbers are built into most modem computers. Some methods, called pseudo
random number generators (Section 3 . 1 .3) , generate random-like numbers, start
ing with an initial seed. Other methods use hardware devices to extract "true" 
random numbers from nature. In any case, we will assume that our computer bas 
access to numbers that are sufficiently random for our analysis. 

The main advantage of using randomizatiof! in data structure and algorithm 
design is that the structures and methods that result are usually simple and efficient. 
We can devise a simple randomized data structure, called the skip list, which bas the 
same logatithmic time bounds for searching as is achieved by the binary searching 
algotithm. Nevertheless, the bounds are expected for the skip list, while they are 
worst-case bounds for binary searching in a look-up _table. On the other hand, skip 
lists are much faster than look-up tables for map updates. 

A skip list S for a map M consists of a series of lists {So,Sl ,  . . .  , Sh} ·  Each list 
Si stores a subset of the entties of M sorted by increasing keys plus entties with 
two special keys, denoted -oo and +oo, where -oo is smaller than every possible 
key that can be inserted in M and +oo is larger than every possible key that can be 
inserted in M. In addition, the lists in S satisfy the following: 

• List So contains every entry of the map M (plus the special entties with keys 
-oo and +oo ). 

• For i =  1 ,  . . .  ,h 1 ,  list Si contains (in addition to -oo and +oo) a randomly 
generated subset of the entties in list si-1 · 

· • Listsh cantaiDs only '-oo and +oo. 
. . . . . . . . 

An example of a skip list is shown in Figure 9.9. It is customary to visualize a skip 
list S with list So at the bottorn and lists S 1 , . . . , Sh above it. Also, we refer to h as 
the height of skip list S. 
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Figure 9.9: Example of a skip list storing 10 entries. For simplicity, we show only 
the keys of the entries. 

Intuitively, the lists are set up so that Si+I contains more or less every other 
entry in Si· As we shall see in the details of the insertion method, the entries in Si+ I 
are chosen at random from the entries in si by picking each entry from si to also 
be in Si+ I with probability 1 /2. That is, in essence, we "flip a coin" for each entry 
in si and place that entry in si+ l if the coin co mes up "heads." Thus, we expect sl 
to have about n/2 entries, S2 to have about n/4 entries, and, in general, Si to have 
about n/2i entries. In other words, we expect the height h of S to be about logn. 
The halving of the number of entries from one list to the next is not enforced as an 
explicit property of skip lists, however. Instead, randomization is used. 

Using the position abstraction used for lists and trees, we view a skip list as a 
two-dimensional collection of positions arranged horizontally into levels and ver
tically into towers. Each level is a list Siand each tower contains positions�toring 
the same entry across consecutive lists. The positions in a skip list can be traversed 
using the following operations: 

next(p) : Return the position following p on the same level. 

prev(p) : Return the position preceding p on the same level. 

below(p ) : Return the position below p in the same tower. 

a bove(p) : Return the position above p in the same tower. 

We conventionally assume that the above operations return a null position if the 
position requested does rtot exist. Without going into the details, we note that we 
can easily implement a skip list by means of a linked structure such that the above 
traversal methods each take 0( 1 )  time, given a skip-list position p. Such a linked 
structure is essentially a collection of h doubly linked lists aligned at towers, which 
are also doubly linked lists. 
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9 . 4 . 1  Search a nd U pdate Operations in a Sk ip  List 

The skip list structure allows for simple map search and update algorithms. In fact, 
all of the skip list search and update algorithms are based on an elegant SkipSearch 
method that takes a key k and finds the position p of the entry e in list So such that 
e has the largest key (which is possibly -oo) less than or equal to k .  

Searching i n  a Sk ip  List 

Suppose we are given a search key k. We begin the Ski pSearch method by setting 
a position variabie p to the top-most, left position in the skip list S, called the start 
position of S. That is, the start position is the position of Sh storing the special 
entry with key -oo. We then perform the following steps (see Figure 9. 10), where 
key(p) denotes the key of the entry at position p: 

1 .  If S.below(p) is null, then the search terminates-we are at the bottom and 
have located the largest entry in S with key less than or equal to the search 
key k. Otherwise, we drop down to the next lower level in the present tower 
by setting p � S.below(p) . 

2. Starting at position p, we move p forward until it is at the right-most position 
on the present level such that key(p) ::; k. We call this the scan forward step. 
Note that such a position always exists, since each level contains the keys 
+oo and -oo. In fact, after we perform the scan forward for this level, p 
may remain where it started. In any case, we then repeat the previous step. 

Figure 9.10: Example of a search in a skip list. The positions visited when searching 
for key 50 are highlighted in blue . 

. We give a pseudo-éode description of the skip-list search algonthm, SkipSearch, 
in Code Fragment 9. 10. Given this method, it is now easy to implement the op
eration get(k)-we simply perform p �  Ski pSearch(k) and test whether or not 
key (p) = k. If these two keys are equal, we return p; otherwise, we return null . 
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Algorithm SkipSearch (k) : 
Input: A search key k 
Output: Position p in the bottorn list S0 such that the entry at p has the largest 

key less than or equal to k 
p t- S  
while below(p) =f null do 

p t- below(p) {drop down} 
while k > key( next(p) ) do 

p t- next(p) {scan forward} 
return p. 

Code Fragment 9.10: Search in a skip list S. Variabie s holds the start position of S. 

As it turns out, the expected running time of algorithm SkipSearch on a skip 
list with n entries is O(logn) . We postpone the justification of this fact, however, 
until after we discuss the implementation of the update methods for skip lists. 

l nsertion i n  a Sk ip  L ist 

The insertion algorithm for skip lists uses randomization to decide the height of the 
tower for the new entry. We begin the insertion of a new entry (k, v) by performing 
a SkipSearch (k) operation. This gives us the position p of the bottorn-level entry 
with the largest key less than or equal to k (note that p may hold the special entry 
with key -oo). We then insert (k, v) immediately after position p. After irrserting 
the new entry at the bottorn level, we "flip" a coin. If the flip:comes up tails, then 
we stop here. Else (the flip comes up heads), we backtrack to the previous (next 
higher) level and insert (k, v) in this level at the appropriate position. We again 
flip a co in; if it comes up heads, we go to the next higher level and repeat. Thus, 
we continue to insert the new entry (k, v) in lists until we tirrally get a flip that . 
comes up tails. We link tagether all the references to the new entry (k, v) created 
in this process to create the tower for the new entry. A coin flip can be simulated 
with Java's built-in pseudo-random number generator java .ut i i . Ra ndom by calling 
nextl nt(2), which returns 0 of 1 ,  each with probability 1 /2. 

We give the insertion algorithm for a skip list S in Code Fragment 9. 1 1  and we 
illustrate it in Figure 9. 1 1 . The algorithm uses methad i nsertAfterAbove(p,q, (k, v) )  
that inserts a position storing the entry (k, v) after position p (on the same level as 
p) and above .pbsition q, returning the position r of the new entry (and setting in
tema! references so that next, prev, a bove, and below methods will work correctly 
for p, q, and r) . The expected running time of the insertion algorithm on a skip list 
with n entries is O(logn) , which we show in Section 9.4.2. 
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Algorithm Skip l nsert(k, v) : 

Input: Key k and value v 
Output: Topmost position of the entry inserted in the skip list 
p � SkipSearch(k) 
q � nul l 
e � (k, v) 
i �  - 1  
repeat 

i �  i + 1 
if i > h then 

h � h + 1 { add a new level to the skip list} 
t � next(s) 
s � insertAfterAbove( nul l ,  s, ( -oo, null)) 
i nsertAfterAbove(s, t ,  ( +oo, nul l)) 

while above(p) = null do 
p � prev(p) {scan backward} 

p � above(p) {jump up to higher level} 
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q � i nsertAfterAbove(p, q, e) { add a position to the tower of the new entry} 
until coi nFi i p() = tails 
n � n + 1 
return q 

Code Fragment 9.11 :  Insertion in a skip list. Method coin Fi i p() returns "heads" or 
"tails", each with probability 1 /2. Variables n, h, and s hold the number of entries, 
the height, and the start node of the skip list. i 

Figure 9.11 :  Insertion of an en try with key 42 into the skip list of Figure 9.9. We 
assume that the random ''coin flips" for the new en try came up heads three times 
in a row, followed by tails. The positions visited are highlighted in blue. The 
positions inserted to hold the new entry are drawn with thick lines, and the positions 
preceding them are flagged. 
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Remava l i n  a Sk ip List 

Like the search and insection algorithms, the removal algorithm for a skip list is 
quite simple. In fact, it is even easier than the insertion algorithm. That is, to 
perform a remove(k) operation, we begin by executing metbod SkipSearch(k). If 
the position p stores an entry with key different from k, we return null . Otherwise, 
we remove p and all the positions above p, which are easily accessed by using 
above operations to climb up the tower of this entry in S starting at position p. The 
removal algorithm is illustrated in Figure 9 . 12 and a detailed description of it is left 
as an exercise (R-9. 1 7). As we show in the next subsection, operation remove in a 
skip list with n entries has O(logn) expected running time. 

Before we give this analysis, however, there are some minor improvements to 
the skip list data structure we would like to discuss. First, we don't actually need 
to store references to entries at the levels of the skip list above the bottorn level, 
because all that is needed at these levels are references to keys. Second, we don't 
actually need the above method. In fact, we don't need the prev metbod either. 
We can perform entry insertion and removal in strictly a top-down, scan-forward 
fashion, thus saving space for "up" and "prev" references. We explore the details 
of this optimization in Exercise C-9. 10. Neither of these optimizations improve 
the asymptotic performance of skip lists by more than a- constant factor, but these 
improvements can, nevertheless, be meaningful in practice. In fact, experimental 
evidence suggests that optimized skip lists are faster in practice than AVL trees and 
other balanced search trees, which are discussed in Chapter 10. 

The expected running time of the removal algorithm is O(logn) , which we 
show in Section 9.4.2. 

Figure 9.12: Removal of the entry with key 25 from the skip list of Figure 9. 1 1 . 
The positions visited after the search for ttie position of So holding the entry are 
highlighted in blue. The positions removed are drawn with dasbed lines. 
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Ma inta i n i ng the Top-most Level 

A skip-list S must rnaintaio a reference to the start position (the top-most, left po
sition in S) as an instanee variable, and must have a policy for any insertion that 
wishes to continue inserting a new entry past the top level of S. There are two 
possible courses of action we can take, both of which have their merits. 

One possibility is to restriet the top level, h, to be kept at some fixed value that 
is a function of n, the number of entries currently in the map (from the analysis we 
will see that h = max { 10 , 2 llog n l } is a reasonable choice, and picking h = 3 llog n l 
is even safer). Implementing this choice means that we must modify the insertion 
algorithm to stop inserting a new position once we reach the top-most level (unless 
I log n l < llog( n + 1 )  l ,  in which case we can now go at least one more level, since 
the bound on the height is increasing). 

The other possibility is to let an insection continue inserting a new position as 
long as heads keeps getting returned from the random number generator. This is 
the approach taken in Algorithm Skipl nsert of Code Fragment 9. 1 1 .  As we show 
in the analysis of skip lists, the probability that an insertion will go to a level that is 
more than O(logn) is very low, so this design choice should also work. 

Bither choice will still result in the expected O(logn) time to perform search, 
insertion, and removal, however, which we show in the next section. 

9 .4 .2 A Probab i l ist ic Ana lysis of Sk ip L ists * 

As we have shown above, skip lists provide a simple implementation of an ordered 
map. In terms of worst-case performance, however, skip lists ale not a superior 
data structure. In fact, if we don't officially prevent an insection from continuing 
significantly past the current highest level, then the insection algorithm can go into 
what is almost an infinite loop (it is not actually an infinite loop, however, since 
the probability of having a fair co in repeatedly co me up heads forever is 0). More
over, we cannot infinitely add positions to a list without eventually running out of 
memory. In any case, if we terminate position insection at the highest level h, then 
the worst-case running time for performing the get, put, .-and remove operations in 
a skip list S with n entries and height h is O(n+ h) .  This worst-case performance 
occurs when the tower of every entry reaches level h - 1 ,  where h is the height of S. 
However, this event has very low probability. Iudging from this worst case, we 
might conclude that the skip list structure is strictly inferior to the other map imple-

. _mentations discussed earlier in this chapter. But this would not be a fair analysis, 
for this worst-case behavlor is a gross overestimate. 

*We use a star (*) to indicate sections containing material more actvaneed than the material in the 
rest of the chapter; this material can be considered optional in a fi.rst reading. 
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Boundi ng the Height of a Sk i p  L ist 

Because the insertion step involves randomization, a more accurate analysis of skip 
lists involves a bit of probability. At first, this might seem like a major undertaking, 
for a complete and thorough probabilistic analysis could require deep rnathemat
ics (and, indeed, there are several such deep analyses that have appeared in data 
structures research literature ). Fortunately, such an analysis is not necessary to un
derstand the expected asymptotic behavior of skip lists . The informal and intuitive 
probabilistic analysis we give below uses only basic concepts of probability theory. 

Let us begin by determining the expected value of the height h of a skip list S 
with n entries (assuming that we do not terminate insertions early). The probability 
that a given entry has a tower of height i 2 1 is equal to the probability of getting i 
consecutive heads when flipping a coin, that is, this probability is 1li. Hence, the 
probability Pi that level i has at least one position is at most 

for the probability that any one of n different events occurs is at most the sum of 
the probabilities that each occurs. 

The probability that the height h of S is larger than i is equal to the probability 
that level i has at least one position, that is, it is no more �han Pi. This means that h 
is larger than, say, 3 logn with probability at most 

P3 togn < 
n 

23 logn 
n 1 
n3 2 •  n 

For example, if n = 1000, this probability is a one-in-a-million long shot. More 
generally, given a constant c > 1 ,  h is larger than c log n with probability at most 
1 I ne-l . That is, the probability that h is smaller than clog n is at least 1 1 I ne-l . 
Thus, with high probability, the height h of S is O(logn). 

Ana lyz ing Search Time in a Sk ip  List 

Next, consider the running time of a search in skip list S, and reeall that such a 
. search involvesJw()nested while loops. The inner loop performs a scan forward on 
a level of S as long as the next key i s  no greater than the search key k, and the outer 
loop drops down to the next level and repeats the scan forward iteration. Since the 
height h of S is O(logn) with high probability, the number of drop-down steps is 
O(logn) with high probability. 
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So we have yet to bound the number of scan-forward steps we make. Let ni be 
the number of keys examined while scanning forward at level i .  Observe that, after 
the key at the starting position, each additional key examined in a scan-forward at 
level i cannot also belong to level i l .  If any of these keys were on the previous 
level, we would have encountered them in the previous scan-forward step. Thus, 
the probability that any key is counted in ni is 1/2. Therefore, the expected value of 
ni is exactly equal to the expected number of times we must flip a fair coin before 
it comes up heads. This expected value is 2. Hence, the expected amount of time 
spent scanning forward at any level i is 0(1 ) .  Since S has 0(1ogn) levels with high 
probability, a search in S takes expected time O (logn) . By a similar analysis, we 
can show that the expected running time of an insertion or a removal is 0(1ogn ) . 

Space Usage i n  a Skip List 

Finally, let us turn to the space requirement of a skip list S with n entries. As we 
observed above, the expected number of positions at level i is n/2i, which means 
that the expected total number of positions in S is 

h n h 1 E 2i = nE 2Ï i=O i=O 
Using Proposition 4.5 on geometrie summations: we have 

h .!_ - (!) h+ 1 - 1 - . ( - _1_) 
L 2i - 1 - 2 1 2h+ 1 < 2 for all h > 0. 
· o - - 1  l= 2 . 

Hence, the expected space requirement of S is O(n ) .: 
Table 9.3 summarizes the perforn1ance of an ordered map realized by a skip 

list. 

size, isE 
fi rstEntry, lastEntry 0(1)  

keySet, values, entrySet O(n) 
get, put, remove O (logn) (expected) 

cei l ingEntry, floorEntry, lowerEntry, h igherEntry O(log n) ( expected) 

Table 9.3: Perfonnance of an ordered map implemented with a skip list, as in the 
class,java .uti l .concurent.ConcurrentSkiplistMap. We use n to denote the number 
of entries in the dictionary at the time the operation is performed. The expected 
space requirement is O(n) . 
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Dictionaries 

Like a map, a dictionary stores key-value pairs (k, v), which we eaU entries, where 
k is the key and v is the value. Similarly, a dictionary allows for keys and values 
to be of any object type. But, whereas a map insists that entries have unique keys, 
a dictionary allows for multiple entties to have the same key, much like an English 
dictionary, which allows for multiple definitions for the same word. 

The ability to store multiple entries with the same key has several applications. 
For example, we might want to store records for computer science authors indexed 
by their first and last names . Since there are a few cases of different authors with 
the same first and last name, there will naturally be some instances where we have 
to deal with different entries having equal keys. Likewise, a multi-user computer 
game involving players visiting various rooms in a large castie might need a map
ping from rooms to players. lt is natural in this application to allow users to be 
in the same room simultaneously, however, to engage in battles. Thus, this game 
would naturally be another application where it would be useful to allow for multi
ple entries with equal keys. 

9 .5 . 1 The D ictionary ADT 

As an ADT, an (unordered) dictionary D supports the following methods: 

size( ) :  Return the number of entries in D. 
isEmpty( ) :  Test whether D is empty. 

5 

get(k) : If D contains an entry with key equal to k, then return 
such an entry, else return nuÎI . · 

getAI I (k) : Return an iterable collection containing all entries with 
key equal to k. 

put(k, v) : Insert an entry with key k and value v into D, returning 
the entry created. 

re move( e) : Remove from D an entry e, returning the removed entry; 
an error occurs if e is not in D. 

entrySet( ) :  Return an iterable collection of the key-value en tri es in D. 

Notice that our dictionary operations use entries, as in the map ADT, which are 
the key-value pairs stored in the dictionary. As mentioned above, we allow for 
multiple entries with equal · keys. For this reason, we define the put method to 
return a reference to the newly created entry, as this gives us a way to directly 
reference entries in actdition to the entrySet() method. Such references are required, 
for example, by the dictionary method, re move( e) . 
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Add ltiona l  Deta i ls 

When the method get(k) is unsuccessful (that is, there i s  no entry with key equal to 
k), we use the convention of retuming a sentinel nul l .  Another choice, of course, 
would be to throw an exception for an unsuccessful get(k) , but that would not be a 
good use of an exception, since it is normal to ask for a key that might not be in our 
dictionary, and throwing and catching an exception is slower than testing against a 
sentin el. 

Note that, as we have defined it, a dictionary D can contain different entries 
with equal keys. In this case, operation get(k) returns an arbitrary entry (k, v) , 

whose key is equal to k. We also mention, in passing, that this dictionary ADT 
should not be confused with the abstract class java . uti i . Dictiona ry, which actually 
corresponds to the map ADT given above and is now considered obsolete. Indeed, 
as of this writing, there is no data structure in the Java Collections Framework that 
allows for multiple entries with equal keys ,  as in the dictionary ADT. 

As with the entties used with the map ADT, we assume each entry in a dictio
nary comes equipped with getKey() and getVa l ue() methods to access its key and 
value components respectively. Incidentally, if we wish to store an element e in 
a dictionary so that the element is itself its own key, then we would insert e with 
the method call put(e, e) .  In this case, the getKey() and getValue() methods would 
return the same thing. 

Example 9.2 :  In the following, we show a series of operations on an initially 
empty dictionary storing entries with integer keys and character válues. 

Opera ti on Output Dictionary 
I put(5,A) (5 ,A) { (5 ,A) }  

put(7 , B) (7 ,B) { (5 ,A) ,  (7 ,B)}  
put(2,C) (2, C) { (5,A) ,  (7 ,B) ,  (2,C) } 
put(8 ,D) (8 , D) { (5 ,A) , (7 ,B) , (2,C) ,  (8 ,D) } 
put(2, E) (2,E) { (5 ,A) ,  (7 , B) ,  (2,C) ,  (8 ,D) ,  (2, E) } 
get(7) - (7 , B) { (5 ,A) ,  (7 , B) ,  (2,C) ,  (8 ,D) ,  (2, E) } 
get(4) null { (5 ,A) , (7, B) ,  (2,C) , (8 ,D) ,  (2,E) }  
get(2) (2,C) { (5 ,A) ,  (7 , B) ,  (2,C) ,  (8 , D) ,  (2, E) } 

.· . getAII(Z) . . . { (2,C) , {2, E) } . { (5 ,A) , (7, B) , (2,C) ,  (8, D) ,  (2, E) } 
··· size() 5 { (5 ,A), (7 , B) ,  (2,C) ,  (8, D) ,  (2, E)} 

remove(get( 5)) (5 ,A) { (7 , B) ,  (2, C) , (8 ,D) , (2, E)} 
get(5) null { (7 , B) , (2,C) , (8, D) ,  (2, E)} 
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9 .5 .2 l m p lementat ions with Location-Aware Entries 

As with the map ADT, there are several possible ways we can implcment the dictio
nary ADT, including with an unordered list, a hash table, an ordered search table, 
or a skip list. As we did for adaptable priority queues (Section 8.4.2), we can also 
use location-aware entries to speed up the running time for some operations in a 
dictionary. In removing a location-aware entry e, for instance, we could simply 
go directly to the place in our data structure where we are storing e and remove 
it. We could impiement a Iocation-aware entry, for example, by augmenting our 
entry class with a private location variabie and protected methods, location() and 
setlocation(p ) , which return and set this variabie respectiveiy. We would then re
quire that the location variabie for an entry e would always refer to e's position or 
index in the data structure. We would, of course, have to update this variabie any 
time we moved an entry, as follows. 

• Unordered list: In an unordered list, L, implementing a dictionary, we can 
maintain the l ocation variabie of each entry e to point to e's position in the 
underlying linked list for L. This choice allows us to perform remove(e) as 
L. remove(e. location()), which would run in 0(1 )  time. 

• Hash table with separate chaining: Consider a hash table, with bucket array 
A and hash function h, that uses separate chaining for handling collisions. We 
use the location variabie of each entry e to point �o e's position in the list L 
implementing the list A [h (k)] . This choice allows us to perform a remove(e) 
as L.remove( e. location ()  ) , which would run in constant expected time. 

• Ordered search . table: In an ordered table, T, implcmenting a dictionary, 
we should maintain the location variabie of each entry e to be e's index in T. 
This choice would allow us to perform remove(e) as T.remove(e. location () ) . 
(Recall that location () now returns an integer.) This approach would run fast 
if en try e was stored near the end of T. 

• Skip list: In a skip list, S, implcmenting a dictionary, we should maintain the 
l ocation variabie of each entry e to point to e's position in the bottorn level 
of S. This choice would allow us to skip the search step in our algorithm for 
performing remove(e) in a skip list. 

We summarize the performance of entry removal in a dictionary with location
aware entries in Table 9.4. 

List Hash Table Search Table Skip List 
! 0(1 )  0(1 )  (expected) O(n) · O(logn) (expected) 

Table 9.4: Performance of the remove method in dictionaries implemented with 
location-aware entries. We use n to denote the number of entries in the dictionary. 
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9 . 5 . 3  An  l mplementat ion Usi ng the j ava . ut i l  Package 

Since, as of this writing, Java provides no equivalent to the dictionary ADT in the 
Java Collections Framework, we provide, in this section, a complete Java imple
mentation of the dictionary ADT using only classes and interfaces from the j ava . u ti l 
package. Key features of this implementation include the following: 

• The dictionary ADT is specified in an interface, MultiMap, given in Code 
Fragment 9 . 12. This interface defines the dictionary entries to be instances 
of classes that implement the interface, java . uti i . Map . Entry<K,V> . In ad
dition, it specifies that the getAI I  and entrySet methods return objects that 
implement the java . uti l . l te ra ble interface over these types of entries . Finally, 
it specifies that the methods that take arguments may throw an exception in 
java . l ang, namely, l l lega iArgumentException . 

• The class, HashTableMu ltiMap, which implements the MultiMap  interface, 
is specified in Code Fragments 9 . 13  and 9 . 14. It implements the dictionary 
ADT using a java . uti i . H ashMap  object, m. Rather than store each key-value 
pair entry directly in this hash table, it stores a java . uti i . Li nked l ist object 
for each key in m. Each such linked list stores all the key-value pair entries 
having the same key. This design choice is, in fact, the main idea that allows 
us to store multiple entries with equal keys. 

• Since the size of the underlying hash table _is the number of linked lists that it 
stores, the Hash TableMu ltiMap  class explicitly keeps track of its own size, 
rather than usihg the value, m.size(). Specifically, the Hash TableMu lt iMap  
class uses its own size instanee variable, nSize, to implement its size() and 
isEmpty() methods. 

• When adding a new key-value pair entry, \Yith the put(k, v) method, we 
first check if there is already a linked list existing for this key, and, if not, 
then we create one. Once we have a linked list established for this key, k, 
we add a new entry for this pair, (k, v) , to the list, using an object of type 
java . uti i .AbstractMap .S impleEntry. 

• When performing a get(k) or getAI I (k), we consult the linked list for the key 
k. In the former case, we simply return ihe first entry in this list and, in the 
latter case, we return the entire list. 

• To perform a remove( e) operation, we delegate the removal action to the 
linked list for the key e.getKey(). 

• Perlorming the entrySet() method is more interesting. In this case, we ask 
for each of the values in the underlying HashMap, m, storing our entries. 
Since each value in this map is a linked list of entries, we perform an addAI I  
eaU to add all the entries from each such list to our output list, which we 
return after we have added all the lists from m into this list. 

http:table.is
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import java . ut i l .  * ; 
public interface Mu ltiMap< K,V> { 

public int si ze() ;  

} 

public boolean isEmpty() ;  
public Map. Entry<K,V> get(K k) throws l l lega iArgumentException ; 
public lterab le< Map. Entry< K,V> > getAI I (K  k)  throws l l legaiArgumentException; 
public Map . Entry<K,V> put( K k ,  V v) throws l l lega iArgumentException; 
public Map . Entry<K.V> remove(Map . Entry<K.V> e) 

throws l l lega iArgumentException ;  
public l tera ble<Map. Entry<K ,V> > entrySet() ;  

Code Fragment 9.12: The Mu lt iMap interface, which is defined to use only classes 
and interfaces in java . uti l .  

import java.ut i l . * ;  
public class HashTableMu ltiM a p<K ,V> implements Mu lt iMap<K.V> { 

Map<K,L inkedlist<Map .Entry< K .V> > > m; I I a map  of keys to l ists of entries 
int nSize; I I the size of this M apDictionary 
/** Defa u lt constructor, wh ich uses a Hash rvlap. * I  
public HashTableM u ltiMap() { 

m = new HashMap<K . Li n ked list< Map. Entry<K ,V> >>( ) ;  I I defau lt map 
nSize 0; 

} 
/** Returns the number of entries i n  the d ictionary. *I 
public int size() { return nSize; } 
/** Returns whether the d ictionary is empty. *I 
public boolean isEmpty() { return nS ize == 0; } 
/** I nserts a n  item i nto the d ictionary. Returns the newly created 
* entry. *I ' 

public Map. Entry<K.V> put(K key, V va lue) 

} 

throws l l lega iArgumentException { 
Linkedlist<Map. Entry<K,V> > 1 1 ;  
if (key null) throw new l l l egaiArgumentException( ) ;  
i f  ( ( 1 1  = m .get(key)) null) { I I noth ing there yet 

} 

1 1  = new L inkedlist<Map. Entry<K ,V> >( ) ;  
m .put(key, l l ) ;  

Map .Entry< K,V> e - new AbstractMap.S impleEntry<K ,V> (key,va l ue) ; 
l l .add (e) ;  I I add the new entry to the l i st for th is key 
nSize++; 
return e; 

Code Fragment 9.13: The HashTa bl eMu lt iMap class, which is defined to use only 
classes and interfaces in java . ut i l .  (Continues in Code Fragment 9. 14.) 
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I** Returns an  entry contai n i ng the given key, ar <tt>nu l l <ltt> if 
* na such entry exists. *I 

public Map .Entry<K .V> get(K key ) 

} 

throws l l lega iArgumentException { 
L inkedlist<Map. Entry<K.V> > 1 1 ;  
i f  (key == nul l )  throw new l l lega iArgumentException ( ) ; 
if (( 1 1  = m .get(key) ) == nul l) return null ; I I noth i ng there yet 
return l l . peekFirst( ) ; I I the f i rst element is as good as any 

/** Retu rns an iterator conta in i ng a l l  the entries conta i n i ng the 
* given key, ar an empty iterator i f  na such entries exist. *I 

public ltera ble<Map.Entry<K ,V> > getAI I(K key) 

} 

throws l l l egaiArgumentException { 
L inkedlist<Map. Entry<K.V> > 1 1 ;  
if (key = =  null) throw new l l legaiArgumentException ( ) ; 
if (( 1 1  = m .get(key) )  == null) return null ; I I noth i ng there yet 
return 1 1 ;  

/**  Removes and retu rns the given entry from the d ictionary. *I  
public Map . Entry<K.V> remove(Map. Entry<K,V> e) 

throws l l l ega iArgumentException { 
Li n kedlist<Map. Entry<K.V> > 1 1 ;  
if ( e == null) throw new l l l ega iArgumentExçeption () ; 
K key = e.getKey() ; 
11 m .get(key) ; 
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if ( 1 1  null) throw new l l l ega iArgumentException () ; I I no such key i n  m 

} 

} 

if ( l l . remove(e) )  { 

} 

nSize- - ;  
if ( l l . isEmpty( ) )  m.remove (key) ; 1 1  remave the .'empty l ist i n  th is case 
return e; I I e was in  1 1 ,  so return the removed entry 

el se 
throw new l l legaiArgumentException () ; I I e was not i n  1 1  

I** Retu rns a n  iterator conta i n i ng a l l  the entries in the d ictionary. *I 
public lterab le<Map.Entry< K,V>> entrySet() { 

Li n kedlist<Map. Entry<K.V> > 1 1  = new Lin kedList<Map.Entry<K.V> > () ; 
for (L inkedlist< Map. Entry<K,V> > sub : m.va l ues( ) )  

l l . addAI I (sub) ; I I add a l l  the  entries in th is l ist to 1 1  
return 1 1 ; 

;} .. . · :  : . . . 

Code Fragment 9.14: The Hash TableMu ltiMap class, which is defined to use only 
classes and interfaces in java . uti l .  (Continued from Code Fragment 9. 13 . ) 
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Chapter 9. Maps and Dictionaries 

Exercises 

For help with exercises, please visit the web site, www.wiley.com/go/global/goodrich. 

Reinforcement 

R-9. 1 What is  the worst-case running time for inserting n key-value entries into 
an initially empty map M that is implemented with a list? 

R-9.2 Wh at is the worst -case asymptotic running time for performing n (correct) 
remove() operations on a map, implemented with an ordered search table, 
that initially contains 2n entries? 

. R-9.3 Describe how to use a skip-list map to implement the dictionary ADT, 
allowing for the user to insert different entries with equal keys. 

R-9.4 Describe how an ordered list implemented as a doubly linked list could be 
used to implement the map ADT. 

R-9.5 What would be a good hash code for a vehicle identification number, that 
is a string of numbers and letters of the form "9X9XX99X9XX999999," 
where a "9" represents a digit and an "X" represents a letter? 

R-9.6 Draw the 1 1 -entry hash table that results from using the hash function, 
h (i) = (3i + 5 )  mod 1 1 , to hash the keys 1 2, 44, 13, 88, 23, 94, 1 1 , 39, 20, 
1 6, and 5 ,  assuming collisions are handled by chaining. 

R-9.7 What is the result of the previous exercise, assuming collisions are han-
dled by linear probing? $ 

R-9.8 Show the result of Exercise R-9.6, assuming collisions are handled by 
quadratic probing, up to the point where the methad fails. 

R -9.9 Wh at is the result of Exercise R -9.6 when collisions are handled by double 
hashing using the secondary hash function h' (k) = 7 (k mod 7)? 

R -9. 10  Give a pseudo-code description of an insertion into a hash table that uses 
quadratic prohing to resolve collisions, assuming we also use the trick of 
replacing deleted entries with a special "deactivated entry" object. 

R-9. 1 1  Give a Java description of the va l ues() and entrySet() methods that could 
be included in the hash table implementation of Code Fragments 9.3-
9.5 . 

R-9 . 12  Explain how to modify class HashTableMap  given in Code Fragments 9.3-
9.5, so that it implements the dictionary ADT instead of the map ADT. 

R-9. 1 3  Show the result of rehashing the hash table shown in Figure 9.4 into a 
table of size 19 using the new hash function h(k) 3k mod 1 7. 

R-9. 14  Argue why a hash table is not suited to imptement an ordered dictionary. 

www.wiley.com/go/global/goodrich
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R-9. 1 5  What is the worst-case time for putting n entries in an initially empty hash 
table, with collisions resolved by chaining? What is the best case? 

R -9. 16  Draw an example skip list that results from performing the following 
series of operations on the skip list shown in Figure 9. 12: remove(38), 
put(48,x), put(24,y), remove(55). Record your coin ftips, as well. 

R -9. 17 Give a pseudo-code description of the re move operation in a skip list. 

R-9. 1 8  What is the expected running time of the methods for maintaining a max
ima set if we insert n pairs such that each pair has lower cost and perfor
mance than one before it? What is contained in the ordered dictionary at 
the end of this series of operations? What if each pair had a lower cost 
and higher performance than the one before it? 

R -9. 19 Argue why location-aware en tri es are not really needed for a dictionary 
implemented with a good hash table. 

Creativ ity 

C-9 . 1  Describe how to use a skip list to implement the array list ADT, so that 
index-based insertions and removals both run in O(logn) expected time. 

C-9.2 Suppose we are given two ordered search tables S and T, each with n en
tries ( with S and T being implemented with arrays). Describe an O(log2 n )

time algorithm for finding the kth smallest key in the union of the keys 
from S and T (assuming no duplicates). 

C-9.3 Give an O(logn)-time salution for the previous problem. 

C-9 .4 Design a variation of binary search for performing operatipn getAl I ( k) in a 
dictionary implemented with an orde�ed se�ch table, and show that it runs 
in time O(logn + s) , where n is the numbet of elements in the dictionary 
and s is the size of the iterator retumed. 

C-9.5 Describe the changes that must be made in the pseudo-code descriptions 
of the (unordered) map methods when we implement the map with a hash 
table such that collisions are handled via separate chaining, but we add 
the space optimization that if a bucket stores just a single entry, then we 
simply have the bucket reference that entry directly. 

C-9.6 The hash table dictionary implementation requires that we find a prime 
number between a number M and a number 2M. Implement a metbod for 
finding such a prime by using the sieve algorithm. In this algorithm, we 
allocate a 2M cell Boolean array A, such that cell i is associated with the 
integer i. We then initialize the array cells to all be "true" and we "mark 
off" all the cells that are multiples of 2, 3, 5, 7, and so on. This process 
can stop after it reaches a number larger than J2M. (Hint: Consider a 
bootstrapping method for finding the primes up to .fiM.) 
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C-9.7 Describe how to perfarm a remaval from a hash table that uses linear 
probing to resolve collisions where we do not use a special marker to 
represent deleted elements. That is, we must rearrange the contents so that 
it appears that the removed entry was never inserted in the first place. 

C-9.8 Given a collection C of n cast-performance pairs (c , p) ,  describe an algo
rithm for finding the maxima pairs of C in O(nlogn) time. 

C-9.9 The quadratic probing strategy has a clustering problem re1ated to the way 
it looks for open slots. Namely, when a callision occurs at bucket h(k) , it 
checks buckets A[(h(k) + i) mod N], for j 1 ,  2, . . .  ,N- 1 .  

a. Show that j2 mod N will assume at most (N + 1 )  /2 distinct values, 
for N prime, as j ranges from 1 to N - 1 .  As a part of this justifica
tion, note that j2 mod N = (N j)2 mod N for all j. 

b. A better strategy is to choose a prime N such that N mod 4 3 and 
then to check the buckets A[(h(k) i) mod N] as j ranges from 1 
to (N - 1)/2, altemating between plus and minus. Show that this 
altemate version is guaranteed to check every bucket in A. 

C-9 . 10 Show that the methods a bove(p) and prev(p) are not actually needed to 
efficiently implement a dictionary using a skip list. That is, we can impie
ment entry insertion and remaval in a skip list using a strictly top-down, 
scan-forward approach, without ever using the a bove or prev methods. 
(Hint: In the insertion algorithm, first repeatedly flip the coin to deter
rnine the level where you should start inserting the new en try.) 

C-9. 1 1  Describe how to implement method successors(k) in an ordered map re
alized using an ordered search t�ble. This method returns an iterable col
lection of all the en tri es in the map that have keys greater than or equal to 
k. What is the running time of your scheme? 

C-9. 12 Repeat the previous exercise using a skip list. What is the expected run
ning time in this case? 

C-9. 1 3  Suppose that each row of an n x n array A consists of 1 's and O's such that, 
in any row of A, all the 1 's come before any O's in that row. Assurning A 
is already in memory, describe a method running in O (nlogn) time (not 
O(n2) time!) for counting the number of l 's in A. 

C-9 . 14 Describe an efficient dictionary structure for storing n en tri es that have an 
associated set of r < n keys that come from a total order. That is, the set of 
keys is smaller than the number of entries. Your structure should perfarm 
operation ge�AI I  i11 O(logr+s) �pected tifile, where s is the number of 
entnes returned, · opëtation ent�Set() in O(n) time, and the remairring 
opera ti ons of the dictionary ADT in O(log r) expected time . 

. C-9 . 15  Describe an efficient dictionary structure for storing n en tri es whose r < n 
keys have distinct hash codes. Your structure should perfarm operation 
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getAl I in 0( 1 + s) expected time, where s is the number of en tri es returned, 
operation entrySet( )  in O(n) time, and the remaining operations of the 
dictionary ADT in 0( 1 )  expected time. 

C-9 . 1 6  Describe an efficient data structure for implementing the bag ADT, which 
supports a metbod add(e), for adding an element e to the bag, and a 
metbod remove(), which removes an arbitrary element in the bag, allow
ing for multiple copies of duplicate elements, if they were added sepa
rately. Show that both of these methods can be done in 0(1 )  time. 

C-9 . 17  Describe how to modify the skip list data structure to support the metbod 
med ian(), which returns the position of the element in the "bottom" list 
So at index l n/2 J ,  Show that your implementation of this metbod runs in 
O(log n) expected time. 

Projects 

P-9. 1 Write an implementation of the map ADT using an array list. 
P-9 .2 Implement a class that implements a version of an ordered dictionary ADT 

using a skip list. Be sure to carefully define and implement dictionary 
versions of corresponding methods of the ordered map ADT. 

P-9.3 Implement the map ADT with a hash table with separate chaining colli
sion handling (do not adapt any java . uti1 classes). 

P-9.4 Implement the ordered map ADT using a skip list. 
P-9.5 Extend the previous project by providing a graphical animation of the 

skip list operations. Visualize how en tri es move up thei skip list during 
insertions and are linked out of the skip li�t during removals. Also, in a 
search operation, visualize the scan-forward and drop-down actions. 

P-9.6 Implement a dictionary that supports location-aware entries by means of 
an ordered list. 

P-9.7 Per{orm a comparative analysis that studies the collision rates for various 
hash codes for character strings, such as various polynomial hash codes 
for different values of the parameter a. Use a hash table to determine 
collis_ions, but only count collisions where different strings map to the 
same hash code (not if they map to the same location in this hash table). 
Test these hash codes on text files found on the Internet. 

P-9.8 Perform a comparative analysis as in the previous exercise but for 10-digit 
telephone numbers instead of character strings. 

P-9.9 Design a Java class that implements the skip list data structure. Use this 
class to create implementations of both the map and dictionary ADTs, 
including location-aware methods for the dictionary. 
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Chapter N otes 

Hashing is a well-studied technique. The reader interested in further study is encouraged to 
explore the book by Knuth [63] ,  as well as the book by Vitter and Chen [96] . Interestingly, 
binary search was first publisbed in 1946, but was not publisbed in a fully coneet form 
until. 1 962. For further discussions on lessons learned, please see papers by Bentley [ 12] 
and Levisse [67]. Skip lists were introduced by Pugh [83]. Our analysis of skip lists is a 
simp liftcation of a presentation given by Motwani and Raghavan [79] .  For a more in-depth 
analysis of skip lists, please see the various research papers on skip lists that have appeared 
in the data structures literature [58, 80, 8 1 ] .  Exercise C-9.9 was contributed by larnes Lee. 
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10 . 1 

Chapter 10. Search Tree Structures 

Binary Search Trees 

All of the structures we discuss in this chapter are search trees, that is, tree data 
structures that can be used to implement a map. Let us, therefore, begin by briefly 
reviewing the fundamental methods of the map ADT (Section 9. 1) : 

get(k) : Return the value v for the entry, (k, v) , with key equal to 
k, if it exists. 

put (k, v) : Enter the entry (k, v) as the mapping of k to v. 

remove (k) : Remove the entry with key equal to k, and return its 
value. 

The ordered map ADT also includes some additional methods for finding pre
decessar and successar entries with respect to a given key or entry, but their per
formance is similar to that of get(). So we will be focusing on get() as the primary 
search operation in this chapter. 

B inary trees are an excellent data structure for storing the entries of a map, 
assuming we have an order re lation defined on the keys. As mentioned previously 
(Section 7.3.6), a binary search tree is a binary tree T sucq that each intemal node 
v of T stores an entry (k,x) such that: 

• Keys stored at nodes in the left subtree of v are less than or equal to k. 

• Keys stored at nodes in the right subtree of v are greater than or equal ito k. 

As we show below, the keys stored at the nodes of T provide a way of performing 
a search by making comparisons at a series of intemal nodes. The search can stop 
at the current node v or continue at v's left or right child. Thus, we take the view 
here that binary search trees are nonempty proper binary trees. That is, we store 
entries only at the internal nodes of a binary search tree, and the external nodes 
serve as "placeholders." This approach simplifies several of our search and update 
algorithms. Incidentally, we could have allowed for impraper binary search trees, 
which have better space usage, but at the expense of more complicated search and 
update methods. 

Independent of whether we view binary search trees as proper or not, the im
portant property of a binary search tree is the realization of an ordered map ( or 
dictionary). That is, a binary search tree should hierarchically represent an order
ing of its keys, using relationships between parent and children. Specifically, an 
inorder traversal (Section 7 .3 .6) of the nodes of a binary search tree T should visit 
the keys in nondecreasing order. 
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10 . 1 . 1  Search i ng 

To perform operation get(k) in a map M that is represented with a binary search 
tree T, we view the tree T as a decision tree ( reeall Pi gure 7 . 10). In this case, the 
question asked at each internal node v of T is whether the search key k is less than, 
equal to, or greater than the key stored at node v, denoted with key(v) . If the answer 
is "smaller," then the search continues in the left subtree. If the answer is "equal," 
then the search terminates successfully. If the answer is "greater," then the search 
continues in the right subtree. Finally, if we reach an external node, then the search 
terminates unsuccessfully. (See Figure 10. 1 .) 

Figure 10.1 :  (a) A binary search tree T representing a map with integer keys; (b) 
nodes of T visited when executing operations get(76) (successful) and get(25) 
(unsuccessful) on M. Por simplicity, we show only the keys of the entries. 

We describe this approach in detail in Code Fragment 10. 1 .  Given a search key 
k and a node v of T, this method, TreeSearch, returns a node (position) w of the 
subtree T ( v) of T rooted at v, such that one of the following occur�: 

• w is an internal node and w's entry bas key eqiJ.al to k. 
• w is an external node representing k's proper place in an inorder traversal of 

T ( v) , but k is not a key contained in T ( v) . 
Thus, method get(k) can be performed by calling TreeSearch (k, T. root()) .  Let w 
be the node ofT returned by this call. If w is an internal node, then we return w's 
entry; otherwise, we return nul l .  

Algorithm TreeSearch (k, v) : 
if T. isExterna l (v) then 

return v 
if k < key(v) then 

return TreeSearch (k., T. Ieft (v) ) 
else if k > key( v) then 

return TreeSearch (k, T. right(v) ) 
return v {we know k = key( v) } 

Code Fragment 10.1 :  Recursive search in a binary search tree. 
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Ana lysis of B inary Tree Searching 

The analysis of the worst-case running time of searching in a binary search tree T 
is simple. Algorithm TreeSea rch is recursive and executes a constant number of 
primitive operations for each recursive call. Each recursive call of TreeSearch is 
made on a child ofthe previous node. That is, TreeSearch is called on the nodes 
of a path of T that starts at the root and goes down one level at a time. Thus, the 
number of such nodes is bounded by h + 1 ,  where h is the height of T. In other 
words, sirree we spend 0( 1 )  time per node encountered in the search, method get 
on map M runs in O(h) time, where h is the height of the binary search tree T used 
to implement M. (See Figure 1 0.2.) 

Height 

h 

Tree T: 

. 
• . � • \.; . t 

... . -�.·.: · , . . . 
• 
··: ; : :  

Time per 
level 

- - 0(1 ) 

- - - - - 0(1 ) 

- - - - - - - 0(1) 

• 
• 
• 

__ i 

Total time: O(h) 

Figure 10.2: mustrating the running time of searching in a binary search tree. The 
tigure uses standard visualization shortcuts of viewing a binary search tree as a big 
triangle and a path from the root as a zig-zag line. 

We can also show that a variation of the above algorithm performs operation 
getA I I (k) of the dictionary ADT in time O(h s) , where s is the number of entries 
retumed. However, this method is slightly more complicated, and the details are 
left as an exercise (C- 10. 1 ) . 

Admittedly, the height h of T can be as large as the number of entries, n, but 
we expect that it is usually much smaller. Indeed, we will show how to maintain an 
upper bound of O(logn) on the height of a search tree T in Section 10.2. Before we 
describe such a scheme, however, let us describe implementations for map update 
methods. 
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10 . 1 . 2 U pdate Operations 

Binary search trees allow implementations of the put and re move operations using 
algorithms that are fairly straightforward, but not trivia!. 

l nsertion 

Let us assume a proper binary tree T supports the following update operation: 
i nsertAtExterna l (v, e) : Insert the element e at the external node v, and expand 

v to be internal, having new (empty) external node chil
dren; an error occurs if v is an internal node. 

Given this method, we perform put(k,x) for a map implemented with a binary 
search tree T by calling Treel nsert(k,x,T. root()) ,  which is given in Code Frag
ment 10.2. 

Algorithm Treel nsert(k,x, v) : 

Input: A search key k, an associated value, x, and a node v of T 
Output: A new node w in the subtree T(v) that stores the entry (k,x) 

w +--- TreeSearch (k, v) 
if r.is lnterna l (w) then 

return Treel n sert(k,x, T. Ieft(w)) {going to the right would be correct too} 
T.insertAtExterna l(w, (k,x) )  {this i s  an appropriate place to put (k, x) } 
return w 

Code Fragment 10.2: Recursive algorithm for insertion in a binary search tree. 

This algorithm traces a path from T's root to an external nqde, which is ex
panded into a new internal node accommodating t�e new entry. An example of 
insertion into a binary search tree is shown in Figure 10.3. 

(a) 

Figure 10.3: Insertion of an entry with key 78 into the search tree of Figure 10. 1 .  
Finding the position to  insert i s  shown in (a), and the resulting tree i s  shown in (b). 
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Remova l 

The implementation of the remove(k) operation on a map M implemented with a 
binary search tree T is a bit more complex, since we do not wish to create any 
"holes" in the tree T. We assume, in this case, that a proper binary tree supports 
the following additional update operation: 

removeExterna l (v): Remove an external node v and its parent, replacing v's 
parent with v's sibling; an error occurs if v is not external. 

Given this operation, we begin our implementation of operation remove(k) of the · 

map ADT by calling TreeSearch(k, T. root( ) )  on T to find a node of T storing an 
entry with key equal to k. If TreeSearch returns an external node, then there is no 
entry with key k in map M, and we return null (and we are done). If TreeSearch 
returns an internal node w instead, then w stores an entry we wish to remove, and 
we distinguish two cases (of increasing difficulty): 

• If one of the children of node w is an external node, say node z, we simply 
remove w and z from T by means of operation removeExterna l (z) on T. This 
operation restructures T by replacing w with the sibling of z, removing both 
w and z from T. (See Figure 10.4.) 

• If both children of node w are internal nodes, we cannot simply remove the 
node w from T, since this would create a "hole" in T. Instead, we proceed as 
follows (see Figure 10.5): 

o We find the first internal node y that follows w in an inorder trayersal 
of T. Node y is the left-most internal node in the.

right subtree of w, 
and is found by going first to the right child of w and then down T from 
there, following left children. Also, the left child x of y is the extemal 
node that immediately follows node w in the inorder traversal of T. 

o We save the entry stored at w in a temporary variabie t, and move the 
en try of y into w. This action has the effect of removing the former 
en try stored at w. 

o We remove nodes x and y from T by calling removeExterna l (x) on T. 
This action replaces y with x's sibling, and removes both x and y from T. 

o We return the en try previously stored at w, which we had saved in the 
temporary variabie t. 

As with searching and insertion, this removal algorithm traverses a path from 
the root to an external node, possibly moving an en try between two nodes of this · 
path, and then performs a removeExterna l  operation at that external node. 
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(b) 

Figure 10.4: Removal from the binary search tree of Figure 10.3b, where the entry 
to remove (with key 32) is stored at a node (w) with an extemal child: (a) before 
the removal; (b) after the removal. 

(b) 

Figure 10.5: Removal from the binary search tree of Figure 10.3b, where the entry 
to remove (with key 65) is stored at a node (w) whose children are both intemal: 
(a) before the removal; (b) after the removal. 
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Perform ance of a B ina ry Search Tree 

The analysis of the search, insertion, and removal algorithms are si mi lar. We spend 
0( 1 ) time at each node visited, and, in the worst case, the number of nodes visited 
is proportional to the height h of T. Thus, in a map M implemented with a binary 
search tree T, the get, put, and remave methods run in O(h) time, where h is the 
height of T. Thus, a binary search tree T is an efficient implementation of a map 
with n entries only if the height of T is small. In the best case, T has height h = 

flog( n + 1 ) 1 ,  which yields logarithmic-time performance for all the map operations. 
In the worst case, however, T has height n, in which case it would look and feel like 
an ordered list implementation of a map. Such a worst-case contiguration arises, 
for example, if we insert a series of entries with keys in increasing or decreasing 
order. (See Figure 10.6.) 

Figure 10.6: Example of a binary search tree with 1inear height, obtained by insert
ing entries with keys in increasing order. 

i 

The performance of a map implemenled with a binary search tree is summa-
rized in the following proposition and in Table 1 0. 1 .  

Proposition 10. 1 :  A binary search tree T with height h for n key-value entries 
uses O(n) space and executes the map ADT operations with the following running 
times. Operations si ze and isEmpty each take 0( 1 ) time. Operations get, put, and 
remove each take O(h) time. 

1 Metbod Time I 
size, isEmpty 0( 1 ) 1 

get, put, remove O(h) I 
Table 10.1: Running times of the main methods of a map realized by a binary search 
tree. We denote the current height of the tree with h. The space usage is O(n) , 
where n is the number of entries stored in the map. 



10.1. Binary Search Trees 439 

Note that the running time of search and update operations in a binary search 
tree varies dramatically depending on the tree's height. We can nevertheless take 
comfort that, on average, a binary search tree with n keys generated from a ran
dom series of insertions and removals of keys has expected height O (log n) . Such a 
statement requires careful mathematica1 1anguage to precisely define what we mean 
by a random series of insertions and removals, and sophisticated probability theory 
to prove; hence, its justification is beyond the scope of this book. Nevertheless, 
keep in mind the poor worst-case performance and take care in using standard bi
nary search trees in applications where updates are not random. There are, after 
all, applications where it is essential to have a map with fast worst-case search and 
update times. The data structures presented in the next sections address this need. 

10 . 1 . 3  Java lmplementat ion 

In Code Fragments 10.3 through 10.5, we describe a binary search tree class, Bi
narySearch Tree, which stores objects of class BSTEntry (implementing the Entry 
interface) at its nodes. Class BinarySearch Tre� extends class L inkedBinaryTree 
from Code Fragments 7 . 16 through 7 . 1 8, thus taking advantage of code reuse. Por 
space reasons, however, we omit showing the keySet, va lues, and entrySet meth
ods. 

i 

This class makes use of several auxiliary methods to do much of the heavy 
lifting. The auxiliary method treeSearch, based on the TreeSearch algorithm (Code 
Fragment 10. 1 ), is invoked by the get and put methods. We use two additional 
update methods, i nsertAtExterna l ,  which inserts a new entry at an extemal node, 
and removeExterna l ,  which removes an external node and its parent 

Class BinarySearch Tree uses location-aware entries (see Section 8.4.2). Thus, 
its update methods inform any moved BSTEntry objects of their new positions. 
We also use several simple auxiliary methods for accessing and testing data, such 
as checkKey, which checks if a key is valid (albeit using a fairly simple rule in this 
case) . We also use an instanee variable, action Pos, which stores the position where 
the most recent search, insertion, or removal ended. This instanee variabie is not 
necessary to the implementation of a binary search tree, but is useful to classes that 
will extend BinarySearchTree (see Code Fragments 10.7, 10.8, 1 0. 1 0, and 10. 1 1 ) 
to identify the position where the previous search, insertion, or removal has taken 
place. Position action Pos has the intended meaning provided it is used right after 
executîng the method get, put, or remove. 
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I I Real ization of a map by means of a b inary search tree 
public class B inarySearch TreeMap<K,V> 

extends Lin kedB ina ryTree<Entry<K .V>> implements Map< K,V> { 
protected Comparator<K> C; I I camparator 
protected Position< Entry< K.V> > 

action Pos; I I insert node or removed node's parent 
protected int n umEntries = 0; I I n umber of entries 
/** Creates a B inarySearch Tree with a defa u lt comparator. * I  
public BinarySearchTreeMap() { 

C new Defa u ltComparator<K>( ) ;  
addRoot( null) ; 

} 
public BinarySearchTreeMap{Comparator<K> c)  { 

C c ;  
addRoot( null) ; 

} 
/**  Nested class for location-aware b inary search tree entries *I  
protected static class BSTEntry<K ,V> implements Entry<K,V> { 

} 

protected K key; 
protected V va lue ;  
protected Position<Entry<K,V> > pos; 
BSTEntry() { /* defau lt constructor *I } 
BSTEntry(K k ,  V v ,  Position<Entry<K,V>> p) { 

key = k; va l ue  v; pos · = p; 
} 
public K getKey{) { return key; } 
public V getValue( )  { return va lue ;  } , 
public Position<Entry<K ,V> > position() { return pos; } 

/** Extracts the key of the entry at a given node of the tree. *I 
protected K key{ Position<Entry<K,V>> position) { 

return position .element() .getKey() ;  
} 
/**  Extracts the va l ue of the entry at a given node of the tree. * I  
protected V va l ue( Position<Entry< K,V> > position) { 

return position .element() .getVa l ue() ;  
} 
I** Extracts the entry at a given node of the tree. *I 
protected Entry< K.V> entry(Position <Entry<K.V>> posit ion) { 

returf! position .element( ) ;  
} .· . . 

Code Fragment 10.3: Class BinarySearch Tree. (Continues in Code Fragment 1 0.4.) 
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I** Replaces a n  entry with a new entry (and reset the entry's  location) *I 
protected V replaceEntry(Position <Entry<K .V>> pos, Entry<K,V> ent) { 

( (BSTEntry<K,V>) ent) . pos = pos; 
return replace(pos, ent) .getVa l ue( ) ;  

} 
/** Checks whether a given key is va l id . * I  
protected void checkKey(K key) throws l nva l idKeyException { 

if(key == null) 11 just a s imple test for now 
throw new l nva l i dKeyException ( "null key" ) ; 

} 
I** Checks whether a given entry is va l i d .  * I  
protected void checkEntry{Entry<K ,V> ent) throws l nva l i dEntryException { 

if( ent null 1 1  ! (ent instanceof BSTEntry)) 
throw new l nva li dEntryException ( " invalid entry" ) ; 

} 
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I** Auxi l i ary method for inserting an  entry at an externa l  node *I 
protected Entry<K .V> insertAtExterna i (Position<Entry< K .V>> v, Ent ry<K .V> e) { 

expa ndExterna l (  v,null , null) ; 
rep lace(v, e ) ;  
numEntries++; 
return e ;  

} 
/**  Auxi l iary method for removing an  externa l node and its parent * I 
protected void removeExterna i (Position <Entry<K,V> > v) { 

} 

removeAbove Extern a I ( v) ; 
n umEntries-- ;  

/** Auxi l i ary m'ethod used by find .  i nsert, a nd .  remove. * I  
protected Position <Entry<K ,V>> treeSearch (K  key, Position <Entry<K,V>> pos) { 

if ( isExterna l (pos)) return pos; 11 key not found ;  return externa l  node 
else { 

} 
} 

K curKey key(pos) ; 
int comp = C.compare(key, curKey) ;  
if (comp < 0) 

return treeSearch ( key, left(pos) ) ;  11 search left su btree 
else if ( comp  > 0) 

retum treeSearch (key, right( pos) ) ;  11 search right subtree 
return pos; 11 return i nterna l  node where key is found 

· Code Fragment 10.4: Class BinarySea rch Tree. (Continues in Code Fragment 1 0.5.) 
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I I methods of the map ADT 
public int size() { return n umEntries; } 
public boolean i sEmpty() { return size() == 0; } 
public V get(K key) throws l nva l id KeyException { 

} 

checkKey(key) ;  I I may throw an l nva l idKeyException 
Position<Entry< K.V>> cu rPos treeSearch(key, root() ) ;  
actionPos = curPos; I I node where the search ended 
if (isl nterna l (  cu rPos)) return va lue( cu rPos ) ; 
return nul l ;  

public V put(K k ,  V x) throws lnva l i dKeyException { 

} 

checkKey(k) ;  I I may throw a n  l nva l idKeyException 
Position<Entry< K.V>> insPos = treeSearch(k, root() ) ;  
BSTEntry<K,V> e new BSTEntry<K,V>(k, x ,  i nsPos) ;  
actionPos insPos; I I node where the entry is being inserted 
if ( isExterna l ( insPos) )  { I I we need a new node, key is new 

return i nsertAtExterna l ( i nsPos, e) .getVa l ue() ;  
} 
return rep laceEntry(i nsPos, e) ;  I I key a l ready exists 

public V remove( K k) throws l nva l idKeyException { 

} 
} 

checkKey(k) ; I I may th row an  l nval idKeyException 
Position<Entry< K.V>> remPos = treeSearch(k , root() ) ;  
if ( isExterna l ( remPos)) return null ; I/ key not fou nd 
Entry< K.V> toReturn = entry(rem Pos) ; I I old entry 
if ( isExterna l ( left( remPos)) )  remPos = left(remPos) ; -/ I left easy case 
else if ( isExterna l ( right(remPos) )) re-mPos = right(remPos) ; I/ right ea�y case 
else { I I entry is at a node wjth interna l  ch i ldren 

Position<Entry<K,V>> swapPos remPos; I I f ind no-de for moving entry 
rem Pos right(swapPos); 
do 

remPos = left(remPos) ;  
while (isl nterna l ( rem Pos) ) ;  
rep laceEntry(swapPos, (Entry<K,V> ) parent(remPos) .el ement( ) ) ;  

} 
actionPos s ib l i ng(remPos) ; 
removeExterna I ( rem Pos); 
return toReturn .getVa lue( ) ;  

I I sibl ing of the leaf to be removed 

Code Fragment 10.5: Clàss BinarySearch Tree. (Continued from Code Frag
ment 10.4.) 
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10 .2  AVL Trees 

In the previous section, we discussed what should be an efficient map data struc
ture, but the worst-case performance it achieves for the various operations is linear 
time, which is no better than the performance of list- and array-based map imple
mentations (such as unordered lists and search tables discussed in Chapter 9). In 
this section, we describe a simple way of correcting this problem so as to achieve 
logarithmic time for all the fundamental map operations. 

Defin ition of a n  AVL Tree 

The simple correction is to add a rule to the binary search tree definition that will 
maintain a logarithmic height for the tree. The rule we consider in this section is the 
following height�balance property, which characterizes the structure of a binary 
search tree T in terms of the heights of its internal nodes ( reeall from Section 7 .2. 1 
that the height of a node v in a tree is the length of a longest path from v to an 
external node): 

Height-Balance Property : For every internal node v of T, the heights of the chil-
dren of v differ by at most 1 .  

Any binary search tree T that satisfies the height-balance property is said to be an 
AVL tree, named after the initials of its inventors: Adel'son-Vel'skii and Landis. 
An example of an AVL tree is shown in Figure 1 0.7. 

Figure 10.7: An example of an AVL tree. The keys of the entries are shown inside 
the nödes, and the heights of the nodes are shown next to the nodes. 

An immedia te consequence of the height-balance property is that a subtree of an 
AVL tree is itself an AVL tree. The height-balance property has also the important 
consequence of keeping the height small, as shown in the following proposition. 
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Proposition 10.2 :  The height of an AVL tree storing n entries is O(logn) . 

Justification: Instead of trying to find an upper bound on the height of an AVL 
tree directly, it tums out to be easier to work on the "inverse problem" of finding a 
lower bound on the minimum number of internal nodes n( h) of an AVL tree with 
height h. We will show that n(h) grows at least exponentially. From this, it will be 
an easy step to derive that the height of an AVL tree storing n entries is O(logn) . 

To start with, notice that n( 1 )  = 1 and n(2) = 2, because an AVL tree of height 
1 must have at least one internal node and an AVL tree of height 2 must have at least 
two internal nodes. Now, for h ?:: 3, an AVL tree with height h and the minimum 
number of nodes is such that bath its subtrees are AVL trees with the minimum 
number of nodes: one with height h 1 and the other with height h - 2. Taking the 
root into account, we obtain the following formula that relates n(h) to n( h - 1 )  and 
n(h 2), for h ?:: 3 :  

n(h) = 1 n(h - 1 ) + n(h - 2) .  ( 10. 1 )  

At this point, the reader familiar with the properties of Fibonacci progressions (Sec
ti on 2.2.3 and Exercise C-4. 1 5) will already see that n(h) is a function exponential 
in h. For the rest of the readers, we will praeeed with our reasoning. 

Formula 1 0. 1  implies that n(h) is a strictly increasing function of h. Thus, we 
know that n(h - 1 )  > n(h - 2) . Replacing n(h - 1 )  with n(h - 2) in Formula 1 0. 1  
and dropping the 1 ,  we get, for h > 3, 

n(h) > 2 · n(h - 2) .  . ( 10.2) 
i 

Formula 1 0.2 indicates that n(h) at least doubles each time h increases by 2, which 
intuitively means that n( h) grows exponentially. To show this fact in a formal way, 
we apply Formula 1 0.2 repeatedly, yielding the following series of inequalities : 

n(h) > 2 · n(h - 2) 
> 4 · n (h - 4) 

> 8 · n(h 6) 

> 2i · n (h - 2i) . ( 10.3) 

That is, n(h) > i · n(h 2i) , for any integ�r i , such that h 2i 1 . Since we already 
know the values of n(1 )  and n(2), we piek i so that h 2i is equal to either 1 or 2. 
That is, we piek 

i = m - 1 . 
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By substituting the above value of i in formula 10.3, we obtain, for h 2: 3 ,  

n( h) > 2 m �I 
• + 2 � � l 2) 

> 2 r � l -1 n( 1 )  

> 2�- 1 . 

By taking logarithms of both si des of formula 1 0.4, we obtain 

h 
logn(h) > 2: 1 ,  

from which we get 
h < 2 logn(h) + 2, 
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( 10.4) 

( 10.5) 

which implies that an AVL tree storing n en tri es has height at most 2 log n + 2. • 

By Proposition 10.2 and the analysis of binary search trees given in Section 10. 1 ,  
the operation get, in a map implemented with an AVL tree, runs in time O(logn) , 
where n is the number of entries in the map. Of course, we still have to show how 
to maintain the height -balance property after an insertion or remavaL 

10 . 2 . 1 U pdate Operatiens 

The insertion and ren:oval operations for AVL trees are similar to those for binary 
search trees, but with AVL trees we must perfarm additional computations. 

l nsertion  

An insertion in  an AVL tree T begins as in a pu·t operation described in  Sec
tion 10. 1 .2 for a (simple) binary search tree. Reeall that this operation always 
inserts the new entry at a node w in T that was previously an external node, and 
it makes w become an intemal node with operation i nsertAtExterna l .  That is, it 
adds two extemal node children to w. This action may vialate the height-balance 
property, however, for some nodes increase their heights by one. In particular, node 
w, and possibly some of its ancestors, increase their heights by one. Therefore, let 
us describe how to restroeture T to restare its height balance. 

Given a binary search tree T, we say that an intemal node v of T is bakmeed 
if the absolute value of the difference between the heights of the children of v is 
at most 1 , .  and we say .thatitis unbalanced otherwise. Thus, the height-balance 
property characterizirig AVL trees is equivalent to saying that every intemal node 
is balanced. 

Suppose that T satisfies the height-balance property, and hence is an AVL tree, 
prior to our inserting the new entry. As we have mentioned, after performing the 
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operation i nsertAtExterna l  on T, the heights of some nodes of T, including w, 

increase. All such nodes are on the path of T from w to the root of T, and these 
are the only nodes of T that may have just become unbalanced. (See Figure 10.8a.) 
Of course, if this happens, then T is no longer an AVL tree; hence, we need a 
mechanism to fix the "unbalance" that we have just caused. 

(a) (b) 

Figure 10.8: An example insertion of an entry with key 54 in the AVL tree of 
Figure 10.7 :  (a) after adding a new node for key 54, the nocles storing keys 78 
and 44 become unbalanced; (b) a trinode restructuring restores the height-balance 
property. We show the heights of nocles next to them, and we identify the nocles x, 
y, and z participating in the trinode restructuring. 

We restore the balance of the nocles in the binary search tree T by a simple 
"search-and-repair" strategy. In particular, let z be the fi.rst node we encounter in 
going up from w toward the root of T such that z is unbalanced. (See Pi gure 1 0.8a.) 
Also, let y denote the child of z with higher height (and note that node y fnust be 
an ancestor of w). Finally, let x be the child of y with highe! height (there cannot 
be a tie and node x must be an ancestor of w). Also, node x is a grandchild of z 
and could be equal to w. Since z became unbalanced because of an insertion in the 
subtree rooted at its child y, the height of y is 2 greater than its sibling. 

We now rebalance the subtree rooted at z by calling the trinode restructuring 
method, restructure (x) , given in Code Fragment 10.6 and illustrated in Figures 10.8 
and 10.9. A trinode restructuring temporarily renames the nocles x, y, and z as a, b, 
and c, so that a precedes b and b precedes c in an inorder traversal of T. There are 
four possible ways of mapping x, y, and z to a, b, and c, as shown in Figure 1 0.9, 
which are · unified into one case by our re labeling. The trinode restructuring then 
replaces z with the node called b, makes the children of this node be a and c, and 
makes the children of a and c be the four previous children of x, y, and z ( other than 
x and y) while maintaining the in order relationships of all the nocles in T. 
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Algorithm restructure(x) : 
Input: A node x of a binary search tree T that has both a parent y and a grand

parent z 
Output: Tree T after a trinode restructuring (which corresponds to a single or 

double rotation) invalving nodes x, y, and z 
1 :  Let (a, b, c) be a left-to-right (inorder) listing of the nodes x, y, and z, and let 

(To , T1 , T2 , T3 ) be a left-to-right (inorder) listing of the four subtrees of x, y, and 
z not rooted at x, y, or z. 

2: Replace the subtree rooted at z with a new subtree rooted at b. 
3: Let a be the left child of b and let To and T1 be the left and right subtrees of a, 

respectively. 
4: Let c be the right child of b and let T2 and T3 be the left and right subtrees of c, 

respectively. 

Code Fragment 10.6: The trinode restructuring operation in a binary search tree. 

The modification of a tree T caused by a trinode restructuring operation is often 
called a rotation, because of the geometrie way we can visualize the way it changes 
T. If b = y, the trinode restructuring method is called a single rotation, for it can he 
visualized as "rotating" y over z. (See Figure 10.9a and b.) Otherwise, if b x, the 
trinode restructuring operation is called a double rotation, for it can be visualized as 
first "rotating" x over y and then over z. (See Fig!}re 10.9c and d, and Figure 10.8.) 
Some computer researchers treat these two kinds of rotations as separate methods, 
each with two symmetrie types. We have chosen, however, to unify these four types 
of rotations into a single trinode restructuring operation. No matter how we view 
it, though, the trinode restructudng method modities parent-chil&relationships of 
0( 1 ) nodes in T, while preserving the in order traversal ordering of all the nodes 
in T. 

In actdition to its order-preserving property, a trinode restructuring changes the 
heights of several nodes in T, so as to restare balance. Reeall that we �xecute the 
method restructu re (x) because z, the grandparent of x, is unbalanced. Moreover, 
this unbalance is due to one of the children of x now having too large a height 
relative to the height of z's other child. As a result of a rotation, we move up the 
"tall" child of x while pushing down the "short" child of z. Thus, after performing 
restructu re(x) , all the nodes in the subtree now rooted at the node we called b are 
balanced. (See Figure 10.9.) Thus, we restore the height-balance property locally 
at the nodes x, y, and z. In addition, since after performing the new entry insertion 
the subtree rooted at b replaces the one formerly rooted at z, which was taller by one 
unit, all the ancestars o.f z that were formerly unbalanced become balanced. (See 
Figure 10.8.) (The justification of this fact is left as Exercise C-10. 13 .) Therefore, 
this one restructuring also restores the height-balance property globally. 
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single rotation 
.... 

(a) 

single rotation 
.. 

(b) 

double rotation 
.. 

(c) 

double rotation 
.. 

(d) 

Tg 

Tg 

Figure 10.9: Schematic illustration of a trinode restructuring operation (Code Frag
ment 10.6): (a) and (b) a single rotation; (c) and (d) a double rotation. 



1 0.2. AVL Trees 449 

Removal 

As was the case for the put map operation, we begin the implementation of the 
remove map operation on an AVL tree T by using the algorithm for performing 
this operation on a regular binary search tree. The added difficulty in using this 
approach with an AVL tree is that it may violate the height-balánce property. In 
particular, after removing an internal node with operation removeExterna l and el
evating one of its children into its place, there may be an unbalanced node in T 
on the path from the parent w of the previously removed node to the root of T.  
(See Figure 10. 1 0a.) In fact, there can be one such unbalanced node at most. (The 
justification of this fact is left as Exercise C- 10. 12.) 

z 

..... _ _  � /  

To 

(b) 

Figure 10.10: Removal of the entry with key 32 _from the AVL tree of Figure 1 0.7: 
(a) after removing the node storing key 32, the root becomes unbalanced; (b) a 
(single) rotation restores the height-balance property. 

As with insertion, we use trinode restructuring to restore balance in the tree T. 
In particular, let z be the first unbalanced node, enco11;ntered going up from w toward 
the root of T. Also, let y be the child of z with larger height (note that node y is the 
child of z that is not an ancestor of w ), and let x be the child of y defined as follows: 
if one of the children of y is taller than the other, let x be the taller child of y; else 
(both children of y have the same height), let x be the child of y on the same si de as 
y (that is, if y is a left child, let x be the left child of y, else let x be the right child 
of y). In any case, we then perfotrn a restructure(x) operation, which restores the 
height-balance property locally, at the subtree that was formerly rooted at z and is 
now rooted at the node we temporarily called b. (See Figure 10. 10b.) 

Unfortunately, this trinode restructuring may reduce the height of the subtree 
rooted at b by 1 ,  which may cause an ancestor of b to become unbalanced. So, 
after rebalancing z, we continu� walking up T looking for unbalanced nodes. If we 
find another, we perform a restroeture operation to restore its balance, and continue 
marching up T looking for more, all the way to the root. Still, since the height of T 
is O (logn) , where n is the number of entries, by Proposition 1 0.2, O(logn) trinode 
restructurings are sufficient to restore the height-balance property. 
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Performa nce of AVL Trees 

We summarize the analysis of the performance of an AVL tree T as follows. Op
erations get, put, and remave visit the nodes along a raot-to-leaf path of T, plus, 
possibly, their siblings, and spend 0(1 )  time per node. Thus, since the height of T 
is O (logn) by Proposition 10.2, each of the above operations takes O (logn) time. 
In Table 10.2, we summarize the performance of a map implemented with an AVL 
tree. We illustrate this performance in Figure 1 0. 1 1 . 

Operation Time 
size, isEmpty 0 ( 1 )  

• get, put, remave O (logn) 

Table 10.2: Performance of an n-entry map realized by an AVL tree. The space 
usage is O(n) . 

Height 

O(log n) 

AVL Tree T: 

• 
• 
• 

Time per 
level 

- - - - - - - - - - - - 0( 1) 

0(1) 

0(1 )  

• 

• 

• 

Worst.case time: O(log n) 

Figure 10.11: mustrating the running time of searches and updates in an AVL tree. 
The time performance is 0( 1 )  per level, braken into a down phase, which typi
cally involves searching, and an up phase, which typically involves updating height 
value� and perfomring local trinode restructurings {rotations); 
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10 .2 . 2  Java lmp lementation 

Let us now turn to the implementation details and analysis of using an AVL tree T 
with n internal nodes to implcment an ordered map of n entries. The insertion and 
removal algorithms for T require that we are able to perform trinode restructurings 
and determine the difference between the heights of two sibling nodes. Regard
ing restructurings, we now need to make sure our underlying implementation of 
a binary search tree includes the method restructure(x), which performs a trinode 
restructuring operation (Code Fragment 10.6) .  lt is easy to see that a restructure 
operation can be performed in 0( 1 )  time if T is implemented with a linked structure 
(Section 7.3.4) . In our case, we assume that the BinarySearchTree class includes 
this method. 

Regarding height information, we can explicitly store the height of each internal 
node, v, in the node itself. Alternatively, we can store the balance factor of v at v, 
which is defined as the height of the left child of v minus the height of the right child 
of v. Thus, the balance factor of v is always equal to 1 ,  0, or 1 ,  except during an 
insertion or removal, when it may become temporarily equal to -2 or + 2. During 
the execution of an insertion or removal, the heights and balance factors of O(logn) 
nodes are affected and can be maintained in O(log n) time. 

In Code Fragments 10.7 and 10.8, we show a complete Java class, AVLTree, 
imptementing a map using an AVL tree ( assuming the parent class includes an 
implementation of the restructure method). Thi� class extends BinarySearchTree 
(Code Fragments 10.3-10.5) and includes a nested class, AVLNode, which extends 
the BTNode class used to represent the nodes of a binary tree. The AVLNode class 
defines an additional instanee variabie height, representing the height of the node. 
We get our binary tree to use this node class instead of the BTNóde class simply 
by overriding the ereateNode method, which is used exclusively to create new 
binary tree nodes. Class AVLTree inherits methods size, isEmpty, and get from its 
superclass, Bi narySearch Tree, but overrides methods put and remove to keep the 
search tree balanced. 

Method put (Code Fragment 10.8) starts by calling the superclass's put method, 
which inserts the new entry and assigns the insertion position (for example, the 
node storing key 54 in Figure 10.8) to the instance variabie action Pos. The auxil
iary method reba lance is then used to traverse the path from the insertion position to 
the root. This traversal updates the heights of all the nodes visited, and performs a 
trinode restructuring if necessary. Similarly, method re move (Code Fragment 10.8) 
begins by calling the superclass's remove method, which performs the removal of 
the en try and assigns the position replacing the deleted one to instanee variabie ac
tion Pos. The auxiliary method reba l ance is then used to traverse the path from the 
removed position to the root, performing any needed restructurings.  
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/** lmplementation of an  AVL tree. *I 
public class AVLTreeMap<K,V> 

extends BinarySearchTreeMap<K,V> implements Map< K,V> { 
public AVLTreeMap( Comparator<K> c) { super(c) ; } 
public AVLTreeMap()  { super() ; } 
/** 1\lested class for the nodes of a n  AVL tree. *I 
protected static class AVLNode< K,V> extends BTNode<Entry<K.V>> { 

protected int height; I I we add a height field to a BTNode 
AVLNode() {/* defau lt eenstructor *I} 
/** Preferred eenstructor *I 
AVLNode(Entry<K,V> element, BTPosit ion< Entry<K,V>> parent, 

BTPosit ion< Entry<K,V> > l eft, BTPosition<Entry< K,V> > right) { 
super( element, pa rent, left, right) ;  
height 0; 
if ( left !=  null) 

height Math .max(height, 1 + ((AVLNode<K .V>) left) .getHeight() ) ;  
i f  ( right null) 

height = Math .max(height, 1 + ((AVLNode< K,V>) right) .getHeight() ) ;  
} I I we assume that the parent wi l l  revise its height if  needed 
public void setHeight(int h) { height = h; } 
public int getHeight() { return height; } 

} -
/** Creates a new b inary search tree node (overrides super's version) .  *I 
protected BTPosition<Entry<K.V> > createf\lode(Entry<K ,V> element, 

BTPosition<Entry<K,V>> parent, BTPosition<Entry< K,V> > left, 
BTPosition<Entry< K ,V>> right) { 

return new AVLNode<K,V>{element, parent, left, right) ;  I I now use AVIJ. nodes 
} . 
/** Returns the height of a node (ca l !  back to an  AVLNode ) .  *I 
protected int height(Position< Entry< K,V> > p) { 

return ( (AVLNode<K,V>)  p) .getHeight( ) ;  
} 

. 

/** Sets the height of a n  intern al node ( ca l l  back to an AVLNode) . *I 
protected void setHeight(Position<Entry<K ,V>> p) { 

( (AVLNode<K,V>) p ) .setHeight(1 +Math .max(height( left(p) ) ,  height( right{p)) ) ) ;  
} 
/** Returns whèther a node has ba l ance factor between a nd 1 .  *I  
protected boolean i sBa lanced(Position<Entry< K,V>> p)  { 

} 

int bf = height(left(p) )  - height(right( p)) ;  
return ((-1 <= bf) && (bf <= 1 ) ) ;  

Code Fragment 10.7: Constructor and auxiliary methods of  class AVLTree. 
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/** Returns  a ch i ld of p with height no sma l ler than that of the other ch i ld *I 
protected Position<Entry<K,V> > tal lerCh i ld (Position<Entry<K,V> > p) { 

if (height ( left(p)) > height ( right(p))) return left(p) ; 
else if (height ( left(p)) < height (right(p))) return right (p) ; 
I I eq ua l  height ch i l d ren - break tie using parent's type 
if ( isRoot(p)) return left (p) ; 
if (p == left (parent(p))) return left(p) ; 
else return right (p ) ; 

} 
!** 

* Reba la nce method ca l led by i nsert and remove. Traverses the path from 
* zPos to the root. For each node encountered , we recompute its height 
* and perfarm a trinode restructuring if it 's unba lanced . 
*I 

protected void reba lance(Posit ion<Entry<K .V> > zPos) { 
if( isl nterna l (zPos)) 

setHeight( zPos) ; 
while ( ! isRoot(zPos)) { I I traverse up the tree towards the root 

· zPos = parent(zPos) ; 
setHeight (zPos ) ; 
if ( ! isBa lanced (zPos)) { 

} 

I I perfarm a tri node restructur ing at zPos 's tal lest grandchi ld 
Position<Entry<K .V> > xPos = ta l lerCh i ld (tal lerCh i ld (zPos)) ; 
zPos = restructure(xPos) ; I I tri-node restructure (from parent class) 
setHeight( left(zPos)) ; I I recompute heignts 
setHeight( right( zPos)) ; 
setHeight( zPos) ; 

} 
} 
I I overridden methods of the d ictionary ADT 
public V put(K k, V v) throws l nva l i dKeyException { 

} 

V toReturn = super. put(k, v) ; I I ca l ls our ereateNode method if k is new 
rebalance(actionPos) ; I I reba la nce up from the i nsertion position 
return toReturn ; 

public V remove(K k) throws l nva l i dKeyException { 
V toRetu rn = super. remove(k) ; 
if (toReturn !=  null) I I we actua l ly removed someth i ng 

reba lance(actionPos) ; I I reba lance up the tree 
return toReturn; 

} 
. .  · . .. } // end of AVLTree class 

Code Fragment 10.8: Auxiliary methods ta l lerCh i ld and reba lance and map meth
octs put and remave of class AVL Tree. 
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10 .3  

Chapter 10. Search Tree Structures 

Splay Trees 

Another way we can implcment the fundamental map operations is to use a bal
arreed search tree data structure known as a splay tree. This structure is conceptu
ally quite different from the other balanced search trees we discuss in this chapter, 
for a splay tree does not use any explicit rules to enforce its balance. Instead, it ap
plies a certain move-to-root operation, called splaying, after every access, in order 
to keep the search tree balanced in an amortized sense. The splaying operation is 
performed at the bottorn-most node x reached during an insertion, deletion, or even 
a search. The surprising thing about splaying is that it allows us to guarantee an 
amortized running time, for insertions, deletions, and searches, that is logarithmic. 
The structure of a splay tree is simply a binary search tree T. In fact, there are no 
additional height, balance, or co lor labels that we associate with the nodes of this 
tree. 

10 . 3 . 1  Sp l ayi ng 

Given an internat node x of a binary search tree T, we splay x by moving x to 
the root of T through a sequence of restructurings. The particular restructurings 
we perform are important, for it is not sufficient to move x to the root of T by 
just any sequence of restructurings. The specific operation we perform to move 
x up depends upon the relative positions of x, its parent y, and (if it exists) x's 
grandparent z. There are three cases that we consider. 

zig-zig: The node x and its parent y áre both left children or both right•children. 
(See Figure 10 . 12.) We replace z by x, making,y a child of x and z a  child of 
y, while maintaining the inorder relationships of the nodes in T. 

(a) 

Figure 10.12: Zig-zig: (a) before; (b) after. There is another symmetrie contigura
tion where x and y are left children. 



":_·· 

10.3. Splay Trees 455 

zig-zag: One of x and y is a left child and the other is a right child. (See Fig
ure 10. 1 3.) In this case, we replace z by x and make x have y and z as its 
children, while maintaining the inorder relationships of the nodes in T. 

, - - - - - - ..... r Z  

(b) 

Figure 10.13: Zig-zag: (a) before; (b) after. Th ere is another symmetrie contigura
tion where x is a right child and y is a left child. 

zig: x does not have a grandparent ( or we are not consictering x's grandparent for 
some reason) . (See Figure 10. 14.) In this case, we rotate x over y, making 
x's children be the node y and one of x's former children w, so as to maintain 
the relative in order relationships of the nodes in T. 

(a) (b) 

Figure 10.14: Zig: (a) before; (b) after. There is another symmetrie contiguration 
where x and w are left children. 

We perform a zig-zig or a zig-zag when x has a grandparent, and we perform a 
. .  zig when x has a parent but not a grandparent A splaying step consists of repeating 

these restructurings at x until x becomes the root of T. N ote that this is not the 
same as a sequence of simple rotations that brings x to the root An example of the 
splaying of a node is shown in Figures 10. 15 and 10. 16. 
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(a) 

(b) 

(c) 

Figure 10.15: · Example of splaying a node: (a) splaying the node storing 1 4  starts 
with a zig-zag; (b) after the zig-zag; (c) the next step is a zig-zig. (Continues in 
Figure 1 0. 1 6.) 
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(d) 

(e) 

(f) 

.. FigureJ0.16: E;x.ru;n,ple of splaying a node:(d) after the zig-zig; (e) the next step is 
· agai.n a'iig-zig; (f) after the zig-zig (Continued from Figure 10.16.) 
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1 0 . 3 . 2  When to Splay 

The rules that dictate when splaying is performed are as follows: 

• When searching for key k, if k is found at a node x, we splay x, else we splay 
the parent of the extemal node at which the search terminates unsuccessfully. 
Por example, the splaying in Pigures 1 0. 1 5  and 1 0. 1 6  would be performed 
after searching successfully for key 14  or unsuccessfully for key 14 .5 . 

• When inserting key k, we splay the newly created internal node where k 
gets inserted. Por example, the splaying in Pigures 10. 1 5 and 1 0. 16  would 
be performed if 1 4  were the newly inserted key. We show a sequence of 
insertions in a splay tree in Pi gure 1 0. 1 7. 

(a) (b) (c) 

(d) (e) (f) 

(g) 

Figure 10.17: A sequence ofinsertions in a splay tree: (a) initial tree; (b) after 
inserting 2; (c) after splaying; (d) after inserting 3 ;  (e) after splaying; (f) after 
inserting 4; (g) after splaying. 
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• When deleting a key k, we splay the parent of the node w that gets removed, 
that is, w is either the node storing k or one of its descendents. (Recall the re
moval algorithm for binary search trees.) An example of splaying following 
a deletion is shown in Figure 10. 1 8. 

(a) 

(c) 

. , (e) 

/ 
I 

I 

/ � .,.. 8 

(b) 

(d) 

Fig�re 10.l8: 
'oèletion from a splay tree: (a) the deletion of 8 from node r is per

formed by rnaving to r the key of the right-most intemal node v, in the left subtree 
of r, deleting v, and splaying the parent u of v; (b) splaying u starts with a zig-zig; 
(c) after the zig-zig; (d) the next step is a zig; (e) after the zig. 
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10 . 3 . 3  Amort ized Ana l ys is of Sp l ay ing * 

After a zig-zig or zig-zag, the depth of x decreases by two, and after a zig the depth 
of x decreases by one. Thus, if x has depth d, splaying x consists of a sequence of 
ld/2J zig-zigs and/or zig-zags, plus one final zig if d is odd. Since a single zig-zig, 
zig-zag, or zig affects a constant number of nodes, it can be done in 0(1 )  time. 
Thus, splaying a node x in a binary search tree T takes time O(d) , where d is the 
depth of x in T. In other words, the time for performing a splaying step for a node x 
is asymptotically the same as the time needed just to reach that node in a top-down 
search from the root of T. 

Worst Case Time 

In the worst case, the overall running time of a search, insertion, or deletion in a 
splay tree of height h is O(h ) , since the node we splay might be the deepest node in 
the tree. Moreover, it is possible for h to be as large as n, as shown in Figure 10. 17 .  
Thus, from a worst-case point of view, a splay tree is not an attractive data structure. 

In spite of its poor worst-case performance, a splay tree performs well in an 
amortized sense. That is, in a sequence of intermixed searches, insertions, and 
deletions, each operation takes on average logarithmic time. We perform the amor
tized analysis of splay trees using the accounting method. 

Amortized Performance of Sp l ay Trees 

For our analysis, we note that the time for performing a search, insertion, or deletion 
is proportional to the time for the associated splaying. So let us consicter only 
splaying time. 

Let T be a splay tree with n keys ,  and let v be a node of T. We de fine the size 
n( v) of v as the number of nodes in the subtree rooted at v. Note that this definition 
implies that the size of an intemal node is one more than the sum of the si zes of 
its two children. We de fine the rank r( v) of a node v as the logarithm in base 2 of 
the size of v, that is, r( v) = log( n( v) ) . Clearly, the root of T has the maximum size. 
(2n + 1 )  and the maximum rank, log( 2n 1 ) ,  while each external node has size 1 
and rank 0. 

We use cyber-rupees to pay for the work we perform in splaying a node x in 
T, and we assume that one cyber-rupee pays for a zig, while two cyber-rupees pay 
for a zig.:.zig or a zig-zag. Hence, the cost of splaying a node at depth d is d cyber
rupees. We keep a virtual account storing cyber-rupees at each internat node of T. 
Note that this account exists only for the purpose of our amortized analysis, and 
does not need to be included in a data structure implementing the splay tree T. 
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An Account ing Ana lysis of Spl ayi ng  

When we perfarm a splaying, we pay a certain number of cyber-rupees (the exact 
value of the payment will be determined at the end of our analysis). We distinguish 
three cases: 

• If the payment is equal to the splaying work, then we use it all to pay for the 
splaying. 

• If the payment is greater than the splaying work, we deposit the excess in the 
accounts of several nodes. 

• If the payment is less than the splaying work, we make withdrawals from the 
accounts of several nodes to cover the deficiency. 

We show below that a payment of O(logn) cyber-rupees per operation is suftleient 
to keep the system working, that is, to ensure that each node keeps a nonnegative 
account balance. 

An Account ing I n variant for Sp lay ing 

We use a scheme in which transfers are made between the accounts of the nodes 
to ensure that there will always be enough cyber-rupees to withdraw for paying for 
splaying work when needed. 

In order to use the accounting methad to perforin our analysis of splaying, we 
maintain the following invariant: 

Before and after a splaying, each node v of T has r( v) cyber-rupees 
in its account. 

Note that the invariant is "financially sound," since it does not require us to make a 
preliminary deposit to endow a tree with zero keys. 

Let r(T) be the sum of the ranks of all the nodes of T. To preserve the invariant 
after a splaying, we must make a payment equal to the splaying work plus the total 
change in r( T) . We refer to a single zig, zig-zig, or ·zig-zag operation in a splaying 
as a splaying substep. Also, we denote the rank of a node v of T befare and after a 
splaying substep with r( v) and r' ( v ) , respectively. The following proposition gives 
an upper bound on the change of r(T) caused by a single splaying substep. We will 
repeatedly use this lemma in our analysis of a full splaying of a node to the root. 
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Proposition 10.3: Let 8 be the variation of r(T) caused by a single splaying sub
step (a zig, zig-zig, or zig-zag) for a node x in T. We have the following: 

• 8 :;  3 (r' (x) r(x) )  2 if the substep is a zig-zig or zig-zag. 
• 8 :;  3(r' (x) r(x) ) ifthe substep is a zig. 

Justification : We use the fact (see Proposition A. 1 ,  Appendix A) that, if a >  0, 
b > 0, and c > a + b, 

loga 1og b < 2logc - 2. ( 10.6) 
Let us consider the change in r(T) caused by each type of splaying substep. 
zig-zig: (Recall Figure 10. 12.) Since the size of each node is one more than the 

size of its two children, note that only the ranks of x, y, and z change in a 
zig-zig operation, where y is the parent of x and z is the parent of y. Also, 
r' (x) r(z) , r' (y) r'(x), and r(y) > r(x) . Thus 

8 - r'(x) + r' (y) + r'(z) - r(x) - r(y) - r(z) 
:; r' (y) + r'(z) - r(x) - r(y) 
:; r' (x) r'(z) 2r(x) . ( 10.7) 

Note that n(x) + n' (z) :; n' (x) . Thus, by 10.6, r(x) r' (z) :; 2r' (x) - 2, that 
IS, 

r' (z) :; 2r'(x) - r(x) - 2. 

This inequality and 10.7 imply 

8 :; r' (x) + (2r' (x) - r(x) 2) 2r(x) 
:; 3 (r' (x) - r(x) ) - 2. 

zig-zag: (Recall Figure 10. 13.) Again, by the definition of size and rank, only the 
ranks of x, y, and z change, where y denotes the parent of x and z den0tes the 
parent of y. Also, r' (x) r(z) and r(x) :; r(y) . Thus .' 

8 - r' (x) + r' (y) + r' ( z) r( x) r(y) r( z) 
:; r'(y) r'(z) r(x) r(y) 
< r'(y) + r'(z) - 2r(x) . ( 1 0.8) 

Note that n' (y) + n' (z) :; n' (x) ; hence, by 10.6, r' (y) + r' (z) < 2r' (x) 2. 
Thus, 

8 :; 2r' (x) - 2 2r(x) 
:; 3 (r' (x) r(x) )  2. 

zig: (Recall Figure 10 . 14.) In this case, only the ranks of x and y change, where y 
denotes the parent of x. Also, r' (y) r(y) and r' (x) 2: r(x) . Thus 

8 r' (y) + r' (x) - r(y) - r(x) 
< r' (x) - r(x) 
< 3 (r' (x) r(x)) . 11 
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Proposition 10.4 :  Let T be a splay tree with root t, andletA be the total variation 
of r(T) caused by splaying a node x at depth d. We have 

A � 3 (r(t) - r(x) )  d + 2. 
J ustification : Splaying node x consists of p - fd/2l splaying substeps, each 
of which is a zig-zig or a zig-zag, except possibly the last one, which is a zig if d 
is odd. Let ro (x) - r(x) be the initial rank of x, and for i = 1 ,  . . .  , p, let ri (x) be 
the rank of x after the ith substep and Öt be the variation of r(T) caused by the ith 
substep. By Lemma 10.3, the total varlation A of r(T) caused by splaying x is 

p 
A = E öi 

i= I 
p 

< L (3(rt (x) t (x) )  2) + 2  
i= I 
3 (rp(x) - ro(x) ) 2p 2 

< 3 (r(t) - r(x) ) d 2. • 
By Proposition 1 0.4, if we make a payment of 3 (r(t) r(x)) + 2 cyber-rupees 

towards the splaying of node x, we have enough cyber-rupees to maintain the in
variant, keeping r( v) cyber-rupees at each node v in T, and pay for the entire splay
ing work, which costs d rupees. Si nee the size of the root t is 2n + 1 ,  its rank 
r(t) = log(2n + 1 ) .  In addition, we have r(x) < r(t) .  Thus, the payment to be 
made for splaying is O (logn) cyber-rupees. To complete our analysis, we have to 
compute the cost for maintaining the invariant when a node is inserted or deleted. 

Wh en inserting a new node v into a splay tree with n keys, the ranks of all the 
ancestors of v are increased. Namely, let va, Vt , . . .  , vd be the ancestors of v, where 
vo - v, Vï is the parent of vi- t , -and Vd is the root. For i .  1 ,  . . .  , 71, let n' (vi) and 
n(vt) be the size of Vt before and after the insertion, respectively, and let r' (vt) and 
r( vt) be the rank of Vt before and after the insertion, respectively. We have 

n' (vi ) = n(vt) + 1 .  

Also, since n (  vi ) + 1 < n( Vï+l ) ,  for i =  0 ,  1 ,  . . .  , d  1 ,  we have the following for 
each i in this range: 

r' (vt )  = log(n' (vi) )  log(n(vt) + 1 )  � log(n(vi+ t ) )  r(vi+t ) .  
Thus, the total variation of r(T) caused by  the insertion is 

d d- l 
L (r' (vt) - r(vt) ) < r' (vd ) + L (r(vt+I ) r(vi) )  
i=l i= l  

r' ( v d ) - r( vo) 
< log(2n + 1 ) . 

Therefore, a payment of O(log n) cyber-rupees is sufficient to maintain the invariant 
when a new node is inserted. 
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When deleting a node v from a splay tree with n keys, the ranks of all the 
ancestars of v are decreased. Thus, the total variation of r(T) caused by the dele ti on 
is negative, and we do not need to make any payment to maintain the invariant 
when a node is deleted. Therefore, we may summarize our amortized analysis in 
the following proposition ( which is sametimes called the "balance proposition" for 
splay trees) : 

Proposition 10.5: Consider a sequence of m operations on a splay tree, each one 
a search, insertion, or deletion, starting from a splay tree with zero keys. Also, let 
ni be the number of keys in the tree after operation i, and n be the total number of 
insertions. The total running time for performing tbe sequence of operations is 

which is O(m logn) . 

In other words, the amortized running time of performing a search, insertion, or 
de letion in a splay tree is O(log n) , where n is the size of the splay tree at the time. 
Thus, a splay tree can achieve logarithmic-time amortized performance for imple
menting an ordered map ADT. This amortized perfmmance matches the worst-case 
performance of AVL trees, (2, 4) trees, and red-black trees, but it does so using a 
simple binary tree that does not need any extra balance information stored at each 
of its nodes. In addition, splay trees have a number of other interesting properties 
that are not shared by these other balanced search trees. We explore one siÎch addi
tional property in the following proposition (which is sametimes called the "Statie 
Optimality" proposition for splay trees): 

Proposition 10 .6 :  Consider a sequence of m operations on a splay tree, each one 
a search, insertion, or deletion, starting trom a splay tree T with zero keys. Also, let 
f(i) denote the number of times the en try i is accessed in the splay tree, that is, its 
frequency, and let n denote tbe tata! number of entries. Assuming that each entry is 
accessed at least once, then the total running time for performing the sequence of 
operations is 

0 ( m �f( i) log(m/f(i) )) . 

We omit the proof of this proposition, but it is not as hard to justify as one might 
imagine. The remarkable thing is that this proposition states that the amortized 
running time of accessing an entry i is O(log(m/ f(i)) ) .  
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10 .4 (2 ,4) Trees 

Same data structures we discuss in this chapter, including ( 2, 4) trees, are multi
way search trees, that is, trees with intemal nodes that have two or more children . 
Thus, befare we define (2, 4) trees, let us discuss multi-way search trees. 

10 .4 . 1 M u lt i-Way Search Trees 

Reeall that multi-way trees are defined so that each intemal node can have many 
children. In this section, we discuss how multi-way trees can be used as search 
trees. Reeall that the entries that we store in a search tree are pairs of the form 
(k,x) , where k is the key and x is the value associated with the key. However, we 
do not discuss how to perfarm updates in multi-way search trees now, since the 
details for update methods depend on additional properties we wish to maintain for 
multi-way trees, which we discuss in Section 14.3 . 1 .  

Defin it ion of a Mu lti-way Sea rch Tree 

Let v be a node of an ordered tree. We say that v is a d-node if v has d children. 
We define a multi-way search tree to be an ordered tree T that has the following 
properties, which are illustrated in Figure 10. 19a_: 

. • Each internal node of T has at least two children. That is, each intemal node 
is a d-node such that d > 2. 

• Each intemal d-node v of T with children v1 , . . .  , vd stores an ordered set of 
d - l key-value entries (k1 ,xl ) ,  . . .  , (kd- l , xd_t ) ,  where k1 � . . · � kd- 1 · 

• Let us conventionally define ko = -oo and k4 = +oo. For each entry (k,x) 
stared at a node in the subtree of v rooted at Vi, i 1 ,  . . .  , d, we have that 
ki- l < k � h 

That is, if we think of the set of keys stared at v as including the special fictitious 
keys ko = -oo and kd = +oo, then a key k stared in the subtree of T rooted at a 
child node Vi must be "in between" two keys stared at v. This sîmple viewpoint 
gives rise to the rule that a d-node stores d - 1 regular keys, and it also forms the 
basis of the algorithm for searching in a multi-way search tree. 

By the above definition, the external nodes of a multi-way search do not store 
any entries and serve only as "placeholders," as has been our convention with binary 
search trees (Section 10. 1 ) ;  hence, a binary search tree can be viewed as a special 
case of a multi-way search tree, where each internal node stores one entry and has 
two children. In addition, while the extemal nodes could be null , we make the 
simplifying assumption here that they are actual nodes that don't store anything. 
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(a) 

(b) 

(c) 

Figure 10.19: (a) A multi-way search tree T; (b) search path in T for key 1 2  (un
successful search); (c) search path in T for key 24 (successful search). 
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Whether internal nodes of a multi-way tree have two children or many, however, 
there is an interesting relationship between the number of entries and the number 

. of external nodes. 

Proposition 10.7 :  An n-entry multi-way search tree has n + I  extemal nodes. 

We leave the justification of this proposition as an exercise (C-1 0. 16) .  

Searchi ng  in a M ulti-Way Tree 

· Given a multi-way search tree T, we note that searching for an entry with key k is 
simple. We perfarm such a search by tracing a path in T starting at the root. (See 
Figure 10. 1 9b and c.) When we are at a d-node v during this search, we campare 
the key k with the keys k 1 , . . .  , kd _ 1 stored at v. If k = ki for some i, the search is 
successfully completed. Otherwise, we continue the search in the child V i of v such 
that ki- I < k < ki. (Recall that we conventionally define ko = -oo and kd = +oo.) 
If we reach an external node, then we know that there is no entry with key k in T, 
and the search terminates unsuccessfully. 

Data Structu res for Representing Mu lti-way Search Trees 

In Section 7 . 1 .3, we discuss a linked data structure for representing a general tree. 
This representation can also be used for a multi-way search tree. In fact, in using a 
general tree to implcment a multi-way search tree, the only additiqnal information 
that we need to store at each node is the set of entri�s (including keys) associated 
with that node. That is, we need to store with v a reference to some collection that 
stores the entries for v. 

Reeall that when we use a binary search tree to represent an ordered map M, 
we simply store a reference to a single en try at each internal node. In using a multi
way search tree T to represent M, we must store a reference to the ordered set of 
entries associated with v at each internal node v of T. This reasoning may at first 
seem like a circular argument, since we need a representation of an ordered map to 
represent an ordered map. We can avoid any circular arguments, however, by using 
the bootstrapping technique, where we use a previous (less advanced) salution to 
a problem to create a new (more advanced) solution. In this case, bootstrapping 
consists of re presenting . the ordered set associated · with each internal node using 
a map data structure that we have previously constructed (for example, a search 
table based on a sorted array, as shown in Section 9.3 . 1 ). In particular, assuming 
we already have a way of implcmenting ordered maps, we can realize a multi-way 
search tree by taking a tree T and storing such a map at each node of T. 
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The map we store at each node v is known as a secondary data structure, for 
we are using it to support the bigger, primary data structure. We denote the map 
stared at a node v of T as M(v) . The entries we store in M(v) will allow us to find 
which child node to move to next during a search operation. Specifically, for each 
node v of T, with children v 1 ,  . . .  , Vd and entries (kt ,xi ) ,  . . .  , (kd- 1 ,xd_ I ) ,  we store 
in the map M( v) the entries 

That is, an entry (ki ,  (xi , vi) )  of map M(v) has key ki and value (xi , vi) ·  Note that the 
last entry stores the special key +oo. 

With the realization of the multi-way search tree T above, processing a d-node 
v while searching for an entry of T with key k can be done by performing a search 
operation to find the entry (ki , (xi , vi) )  in M(v) with smallest key greater than or 
equal to k. We distinguish two cases: 

• If k < ki, then we continue the search by processing child vi . (Note that if 
the special key kd = +oo is retumed, then k is greater than all the keys stored 
at node v, and we continue the search processing child vd) . 

• Otherwise (k = ki), then the search terminates successfully. 

Consider the space requirement for the above realization of a multi-way search 
tree T storing n entries. By Proposition 10.7, using any of the common realizations 
of ordered map (Chapter 9) for the secondary structures of the nodes "of T, the 
overall space requirement for T is O(n) . 

Consider next the time spent answering a search in T." The time spent at a d
node v of T during a search depends on how we realize the secondary data structure 
M(v) . If M(v) is realized with a sorted array (that is, an ordered search table), then 
we can process v in 0 (log d) time. If instead M ( v) is realized using an unsorted list 
instead, then processing v takes 0( d) time. Let dmax denote the maximum number 
of children of any node of T, and let h denote the height of T. The search time in a 
multi-way search tree is either O (hdmax) or O(h logdmax ) , depending on the specific 
implementation of the secondary structures at the nodes of T (the map M(v)). If 
dmax is a constant, the running time for performing a search is O(h ) , irrespective of 
the implementation of the secondary structures. 

Thus, the . primary efficiency goal for . a multi-:-way search tree is to keep the 
heightas small as :possible, that is, we want h to be a logarithmic function of n, the 
total number of entries stored in the map. A search tree with logarithmic height, 
such as this, is called a balanced search tree. We discuss a balanced search tree 
that caps dmax at 4 next. 

http:nodes.of
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Defin it ion of a (2, 4) Tree 

A multi-way search tree that keeps the secondary data structures stared at each node 
small and also keeps the primary multi-way tree balanced is the (2, 4) tree, which 
is sametimes called 2-4 tree or 2-3-4 tree. This data structure achieves these goals 
by maintaining two simple properties (see Figure 10.20) : 

Size Property: Every internal node has at most four children. 

Depth Property: All the external nodes have the same depth. 

Figure 10.20: A (2, 4) tree. 

Again, we assume that external nodes are empty and, for the sake of simplicity, 
we descri he our search and update methods assuming that external nodes are real 
nodes, although this latter requirement is not strictly needed. 

Enforcing the size property for (2 ,4) trees keeps the nodes in the multi-way 
search tree simple. It also gives rise to the alternative name "2-3-4 tree," since it 
implies that each intemal node in the tree has 2, 3, or 4 children. Another implica
tion of this rule is that we can re present the map M (V) stared at each internal node 
v using an unordered list or an ordered array, and still achieve 0( 1 )-time perfor
mance for all operations (since dmax = 4). The depth property, on the other hand, 
enforces an important bound on the height of a ( 2, 4) tree. 
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Proposition 10.8: The height of a (2, 4) tree storing n entries is O(log n) . 

J ustification : Let h be the height of a (2, 4) tree T storing n entries. We justify 
the proposition by showing that the claims 

1 
2 1og(n + 1 )  < h ( 10.9) 

and 
h S log(n + 1 )  ( 10. 1 0) 

are true. 
To justify these claims note first that, by the size property, we can have at most 

4 nodes at depth 1 ,  at most 42 nodes at depth 2, and so on. Thus, the number of 
extemal nodes in T is at most 4h . Likewise, by the depth property and the definition 
of a (2, 4) tree, we must have at least 2 nodes at depth 1 ,  at least 22 nodes at depth 
2, and so on. Thus, the number of ex te mal nodes in T is at least 2h . In addition, by 
Proposition 1 0.7, the number of extemal nodes in T is n 1 .  Therefore, we obtain 

and 

Taking the logarithm in base 2 of each of the above terms, w� get that 

h S log(n +  1 )  

and 
log(n 1 )  S 2h, 

whichjustifies our claims ( 10.9 and 1 0. 10). • 

Proposition 10.8 states that the size and depth properties are sufficient for keep
ing a multi-way tree balanced (Section 1 0.4. 1 ) .  Moreover, this proposition implies 
that performing a search in a (2,4) tree takes O(logn) time and that the specific 
realization of the secondary structures at the nodes is not a crudal design choice, 
since the maximum number of children dmax is a constant (4). We can, for exam
ple, use a simple ordered map implementation, such as an array-list search table, 
for each secondary structure. 
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10 .4 .2  U pd ate Operat ions for (2, 4) Trees 

Maintaining the size and depth properties requires some effort after performing 
insertions and removals in a ( 2, 4) tree, however. We discuss these operations next. 

l nsertion 

To insert a new entry (k,x), with key k, into a (2,4) tree T, we first perform a 
search for k. Assuming that T has no entry with key k, this search terminates 
unsuccessfully at an external node z. Let v be the parent of z. We insert the new 
entry into node v and add a new child w (an external node) to v on the left of z. That 
is, we add entry (k, x, w) to the map M(v) . 

Our insertion method preserves the depth property, since we add a new external 
node at the same level as existing external nodes. Nevertheless, it may violate the 
size property. Indeed, if a node v was previously a 4-node, then it may become a 
5-node after the insertion, which causes the tree T to no longer be a ( 2, 4) tree. This 
type of vialation of the size property is called an overflow at node v, and it must 
be resolved in order to restore the properties of a (2, 4) tree. Let v1 , • . .  , vs be the 
children of v, and let kt , . . .  , k4 be the keys stored at v. To remedy the overflow at 
node v, we perfarm a split operation on v as follows (see Figure 10.21 ) : 

• Replace v with two nodes v' and v'', where 
o v' is a 3-node with children v1 , v2 , v3 storing keys kt and k2 

o v" is a 2-node with children v4, vs storing key k4. 

• If v was the root of T, create a new roornode u; else, let u be the parent of v. 
• Insert key k3 into u and make v' and v" children of u, so that if v was child i 

of u, then v' and v" become children i and i +  1 of u, respectively. 

We show a sequence of insertions in a (2, 4) tree in Figure 10.22. 

u u u 

. .  vl . . . .  vz 

(a) (b) (c) 
Figure 10.21: A node split: (a) overflow at a 5-node v; (b) the third key of v inserted 
into the parent u of v; (c) node v replaced with a 3-node v' and a 2-node v". 
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� CJR ~ ~ 
(a) (b) (c) (d) 

Q 
I \ 12 

I 
I 

(e) (f) 

(g) (h) 

(i) (j) 

(k) (l) 

Figure 10.22: A sequence of insections into a (2, 4) tree: (a) initial tree with one 
entry; (b) insection of 6; (c) insection of 12; (d) insection of 15 ,  which causes an 
overflow; (e) split, which é:auses the creation of a new root node; (f) after the split; 
(g) insertion of 3 ;  (h) insection of 5, which causes an overflow; (i) split; (j) after the 
split; (k) insection of 10; (1) insection of 8 .  
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Ana lysis of l nsertion i n  a (2, 4) Tree 

A split operation affects a constant number of nodes of the tree and 0( 1 )  entries 
stored at such nodes. Thus, it can be implemented to run in 0(1)  time. 

As a consequence of a split operation on node v, a new overflow may occur at 
the parent u of v .  If such an overflow occurs, it triggers in turn a split at node u .  (See 
Figure 10.23.) A split operation either eliminates the overflow or propagates it into 
the parent of the current node. Hence, the number of split operations is bounded by 
the height of the tree, which is O(logn) by Proposition 10.8. Therefore, the total 
time to perfarm an insertion in a (2, 4) tree is O(logn) . 

(a) (b) 

(c) (d) 

G_) ' \12 

(e) (f) 

Figure 10.23: An insertion in a (2,4) tree that causes a cascading split: (a) before 
th� insertion; (b) insertion of 17, causing an overflow; ( c) a split;

. 
( d) after the split 

· a new overflow occurs; ( e) another split, creating a new root node; (f) fin al tree. 
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Remova l 

Let us now consider the removal of an entry with key k from a (2, 4) tree T. We 
begin such an operation by performing a search in T for an entry with key k. Re
moving such an entry from a (2, 4) tree can always be reduced to the case where 
the entry to be removed is stored at a node v whose children are external nodes. 
Suppose, for instance, that the entry with key k that we wish to remove is stored in 
the ith entry (ki ,xi )  at a node z that has only internal-node children. In this case, 
we swap the entry (ki ,xi )  with an appropriate entry that is stored at a node v with 
external-node children as follows (see Figure 10.24d): 

1 .  We find the right-most internat node v in the subtree rooted at the ith child of 
z, noting that the children of node v are all external nodes. 

2. We swap the entry (ki ,xi) at z with the last entry of v. 

Once we ensure that the entry to remove is stored at a node v with only external
node children (because either it was already at v or we swapped it into v), we simply 
remove the entry from v (that is, from the map M(v)) and remove the ith external 
node of v. 

Removing an entry (and a child) from a node v as described above preserves 
the depth property, for we always remove an external node child from a node v 
with only external-node children. However, in removing such an external node we 
may violate the size property at v. Indeed, if v was previously a 2-node, then it 

4 
becomes a 1 -node with no entries after the removal (Figure 10.24d and e ), which 
is not allowed in a (2, 4) tree. This type of violation Of the-'size property is called 
an underjlow at node v. To remedy an underflow, we check whether an immediate 
sibling of v is a 3-node or a 4-node. If we find such a sibling w, then we perform a 
transfer operation, in which we move a child of w to v, a key of w to the parent u 

of v and w, and a key of u to v. (See Figure 10.24b and c.) If v has only one sibling, 
or ifboth immediate siblings of v are 2-nodes, then we perform afusion operation, 
in which we merge v with a sibling, creating a new node v',  and move a key from 
the parent u of v to v' . (See Figure 10.25e and f.) 

A fusion operation at node v may cause a new underflow to occur at the parent u 

of v, which in turn triggers a transfer or fusion at u. (See Figure 10.25.) Hence, the 
number of fusion operations is bounded by the height of the tree, which is O(logn) 
by Pröpositicm 10.8. If an tinderflow propagates all the way up to the root, then the 
root is simply deleted. (See Figure 1 0.25c and d.) We show a sequence of removals 
from a (2, 4) tree in Figures 10.24 and 10.25.  
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(a) 

(c) (d) 

u 

(f) 

(g) {h) 

Figure 10.24: A sequence of removals from a (2,4) tree: (a) removal of 4, causing 
an underflow; (b) a transfer operation; (c) after the transfer operation; (d) removal 
of 1 2, causing an underflow; (e) a fusion operation; (f) after the fusion operation; 
(g) removal of 1 3 ;  (h) after removing 13 .  
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u 

(a) (b) 

(c) (d) 

Figure 10.25: A propagating sequence of fusions in a (2, 4) tree: (a) remaval of 14, 
which causes an underflow; (b) fusion, which causes another underflow; ( c) second 
fusion operation, which causes the root to be removed; ( d) final tree. 

Performa nce of (2, 4) Trees 

Table 10.3 summarizes the running times of the main operations of a map realized 
with a (2,4) tree. The time complexity analysis is based on the following: 

• The height of a (2,4) tree storing n entries is O(logn) , by Proposition 10.8. 
• A split, transfer, or fusion opera ti on takes 0( 1) time. 
• A search, insertion, or remaval of an entry visits O(logn) nodes. 

I Operation Time 

size, isEmpty 0( 1 )  
get, put, remave O(logn) 

Table 10.3: Performance of an n-entry map realized by a (2, 4) tree. The space 
usage is O (n) . 

Thus, (2, 4) trees provide for fast map search and update operations. (2, 4) trees 
also have an interesting relationship to the data structure we discuss next. 
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10 .5  Red- Biack Trees 

Although AVL trees and (2, 4) trees have a number of nice properties, there are 
some map applications for which they are not well suited. For instance, AVL trees 
may require many restmeture operations (rotations) to be performed after a re
moval, and (2, 4) trees may require many fusing or split operations to be performed 
after either an insertion or removal. The data structure we discuss in this section, 
the red-black tree, does not have these drawbacks, however, as it requires that only 
0( 1)  structural changes be made after an update in order to stay balanced. 

A red-black tree is a binary search tree (see Section 10. 1)  with nodes colored 
red and black in a way that satisfies the following properties: 
Root Property: The root is black. 

External Property: Every external node is black. 

Internal Property: The children of a red node are black. 

Depth Property: All the external nodes have the same black depth, defined as the 
number of black ancestors minus one. (Recall that a node is an ancestor of 
itself.) 

An example of a red-black tree is shown in Figure 10.26. 

Figure 10.26: Red-black tree associated with the (2, 4) tree of Figure 10.20. Each 
external node of this red-black tree has 4 black ancestors (including itself); hence, it 
has black depth 3. We use the co lor blue instead of red. Also, we use the convention 
of giving an edge of the tree the same color as the child node. 

· · . ·As for previous types of search trees, we assume that entries are stored at the 
intemal nodes of a red-black tree, with the external nodes being empty placehold
ers. Also, we assume that the external nodes are actual nodes, but we note that, at 
the expense of slightly more complicated methods, external nodes could be nul I. 
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We can make the red-black tree definition more intuitive by noting an interest
ing correspondence between red-black trees and (2, 4) trees, as illustrated in Fig
ure 10.27. Namely, given a red-black tree, we can constmct a corresponding (2,4) 
tree by merging every red node v into its parent and storing the entry from v at its 
parent Conversely, we can transform any (2, 4) tree into a corresponding red-black 
tree by coloring each node black and performing the following transformation for 
each intemal node v: 

• If v is a 2-node, then keep the (black) children of v as is. 

• If v is a 3-node, then create a new red node w, give v's first two (black) 
children to w, and make w and v's third child be the two children of v. 

• If v is a 4-node, then create two new red nodes w and z; give v's first two 
(black) childreit to w, give v's last two (black) children to z, and make w and 
z be the two children of v. 

(a) 

or 

(b) 

(c) 
Figure 10.27: Correspondence between a (2, 4) tree and a red-black tree: (a) 2-node; 
(b) 3-node; (c) 4-node. 

The correspondence between ( 2, 4) trees and red-black trees provides important 
intuition that we will use in our discussion of how to perform updates in red-black 
trees. In fact, the update algorithrns for red-black trees are mysteriously complex 
without this intuition. 
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Proposition 10.9: The height of a red-black tree storing n entries is O(logn) .  

Justification :  Let T be a red-black tree storing n entries, and let h be the height 
of T. We justify this proposition by establishing the following fact: 

log(n 1 ) < h < 2 log(n 1 ) .  

Let d be the common black depth of all the external nodes of T .  Let T' be the 
( 2, 4) tree associated with T, and let h' be the height of T'. Because of the corre
spondence between red-black trees and (2, 4) trees, we know that h' = d. Hence, 
by Proposition 1 0.8, d = h' < log( n + 1 ) .  By the internal node property, h ::; 2d. 
Thus, we obtain h ::;  2 log(n+ 1 ) .  The other inequality, log(n + 1 )  ::; h, follows 
from Proposition 7. 10 and the fact that T has n internal nodes. • 

We assume that a red-black tree is realized with a linked structure for binary 
trees (Section 7.3.4), in which we store a map entry and a color indicator at each 
node. Thus the space requirement for storing n keys is O(n). The algorithm for 
searching in a red-black tree T is the same as that for a standard binary search tree 
(Section 10. 1 ) .  Thus, searching in a red-black tree takes O(logn) time. 

10 . 5 . 1  U pdate Operat ions 

Perlorming the update operations in a red-black tree is  similar to that of a binary 
search tree, except that we must additionally restore the co lor properties. 

l n sertion 

Now consicter the insertion of an en try with key k into a red-black tree T, keeping 
in mind the correspondence between T and its associated {2 , 4) tree T' and the 
insertion algorithm for T'. The algorithm initially proceeds as in a binary search 
tree (Section 10. 1 .2) . Namely, we search for k in T until we reach an external node 
of T, and we replace this node with an intemal node z, storing (k,x) and having two 
external-node children. If z is the root of T, we color z black, else we color z red. 
We also color the children of z black. This action corresponds to inserting (k,x) into 
a node of the (2, 4) tree T' with external children. In addition, this action preserves 
the root, external, and depth properties of T, but it may violate the internal property. 
Indeed, if z is not the root of T and the parent v of z is red, then we have a parent and 
a child (namely, v and z) th�t are both red. No te that by the root property, v cannot 
be the root of T, and by the internal property ( which was previously satisfied), the 
parent u of v must be black. Sirree z and its parent are red, but z's grandparent u is 
black, we call this violation of the intemal property a double red at node z. 

To remedy a double red, we consicter two cases. 
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Case 1: The Sibling w ofv is Black. (See Figure 10.28.) In tllis case, the double 
red denotes the fact that we have created in our red-black tree T a malformed 
replacement for a corresponding 4-node of the ( 2, 4) tree T', which has as its 
children the four black children of u, v, and z. Our malformed replacement 
has one red node (v) that is the parent of another red node (z), while we want 
it to have the two red nodes as siblings instead. To fix this problem, we 
perform a trinode restructuring of T. The trinode restructuring is done by 
the operation restructu re(z) , which consists of the following steps (see again 
Figure 1 0.28; this operation is also discussed in Section 10.2): 

w 

• Take node z, its parent v, and grandparent u, and temporarily relabel 
them as a, b, and c, in left-to-right order, so that a, b, and c will be 
visited in this order by an inorder tree traversal. 

• Replace the grandparent u with the node labeled b, and make nodes a 
and c the children of b, keeping inorder relationships unchanged. 

After performing the restructure (z) operation, we color b black and we color 
a and c red. Thus, the restructuring eliminates the double red problem. 

/ / / 

- - -- - .... 

/ 
/ / 

' 

' ' ' ' 

w 

(a) 

(b) 

w 

\ U I  
t 30 t 

w 

Figure 10.28: Restructuring a red-black tree to remedy a double red: (a) the four 
configurations for u, v, and z before restructuring; (b) after restructuring. 
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Case 2: The Sibling w ofv is Red. (See Figure 10.29.) In this case, the double red 
denotes an overflow in the corresponding ( 2, 4) tree T. To fix the problem, 
we perfarm the equivalent of a split operation. Namely, we do a recoloring: 
we co lor v and w black and their parent u red ( unless u is the root, in which 
case, it is colared black). It is possible that, after such a recoloring, the 
double red problem reappears, albeit higher up in the tree T, since u may 
have a red parent. If the double red problem reappears at u, then we repeat 
the consideration of the two cases at u. Thus, a reealoring either eliminates 
the double red problem at node z, or propagates it to the grandparent u of z. 
We continue going up T performing recolorings until we finally resolve the 
double red problem (with either a final reeoioring or a trinode restructuring). 
Thus, the number of recolorings caused by an insertion is no more than half 
the height of tree T, that is, no more than log( n + 1 )  by Proposition 10.9. 

u' 

(a) 

(b) 

' ' 
' 

Figure 10.29: Reeoioring to remedy the double red problem: (a) before reeoioring 
and the corresponding 5-node in the associated (2, 4) tree before the split; (b) after 
the reeoioring (and corresponding nodes in the associated (2,4) tree after the split) . 

. . . figures . 10.30 and 10. 3 1  show a sequence of insertion operations in a red-black 
tree. 
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(a) (b) (c) (d) 

(e) (f) (g) (h) 

(i) 

(k) (l) 

Figure 10.30: A sequence of insertions in a red-black tree: (a) initial tree; (b) in
sertion of 7; (c) insertion of 1 2, which causes a double red; (d) after restructuring; 
(e) insertion of 15, which causes a double red; (f) after reeoioring (the root remains 

· black); {g) insertion of 3; (h) insection of 5; (i) insertion of 14, which causes a 
double red; (j) after restructuring; (k) insertion of 1 8, which causes a double red; 
(l) after recoloring. (Continues in Figure 10.3 1 .) 
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7 7 

(m) (n) 

(o) (p) 

(q) 

Figure 10.31: A sequence of insertions in a red-black tree: (m) insection of 16, 
which causes a double red; (n) after restructuring; ( o) insertion of 17, which causes 
a d.ouble r�d; (p) after reeoioring there is again a double red, to be handled by a 
restruéturing; (q) after restructuring. (Continued from Figure 10.30.) 
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The cases for insertion imply an interesting property for red-black trees. Namely, 
since the Case 1 action eliminates the double-red problem with a single trinode re
structuring and the Case 2 action perfarms no restructuring operations, at most one 
restructuring is needed in a red-black tree insertion. By the above analysis and the 
fact that a restructuring or reeoioring takes 0( 1 ) time, we have the following: 

Proposition 10. 10: The insertion of a key-value entry in a red-black tree storing 
n entries can be done in O(log n) time and requires O(log n) recolorings and one 
trinode restructuring (a restructure operation). 

Remova l 

Suppose now that we are asked to remove an entry with key k from a red-black 
. tree T. Removing such an en try initially proceeds as for a binary search tree (Sec
tion 10. 1 .2). First, we search for a node u storing such an entry. If node u does 
not have an extemal child, we find the intemal node v following u in the inorder 
travers al of T, move the en try at v to u, and perform the removal at v. Thus, we may 
consicter only the remaval of an en try with key k stared at a node v with an extemal 
child w. Also, as we did for insertions, we keep in mind the correspondence be
tween red-black tree T and its associated (2, 4) tree T' (and the remaval algorithrn 
for T'). 

To remove the entry with key k from a node v of T with an external child w we 
proceed as follows. Let r be the sibling of w and x be the parent of v. We re move 
nodes v and w, and make r a  child of x. If v was red (hence r is black) or 16 is red 
(hence v was black), we color r black and we are done. If, ins�ead, r is black and v 
was black, then, to preserve the depth property, we give r a fiètitious double black 
color. We now have a color violation, called the double black problem. A double 
black in T denotes an underflow in the corresponding ( 2, 4) tree T1• Reeall that x 

is the parent of the double black node r. To remedy the double-black problem at r, 

we consicter three cases. 

Case 1: The Sibling y of r is Black and has a Red Child z. (See Figure 10.32.) 
Resolving this case corresponds to a transfer operation in the (2, 4) tree T' . 
We perform a trinode restructuring by means of operation restructure(z) . 
Reeall that the operation restructu re(z) takes the node z, its parent y, and 
grandparent x, labels them temporarily left to right as a, b, and c, and replaces 
x with the node labelect b, making it the parent of the other two. (See also the 
description of n�structure in Section 1 0.2.) We color a and c black, give b 
the forrner co lor of x, and color r black. This trinode restructuring elirninates 
the double black problem. Hence, at most one restructuring is performed in 
a removal operation in this case. 
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(a) 

(b) 

(c) 

Figure 10.32: Restructuring of a red-black tree to remedy thedouble black problem: 
(a) and (b) configurations before the restructuring, where r is a right child and 
the associated nodes in the corresponding (2, 4) tree before the transfer (two other 
symmetrie configurations where r is a left child are possible ); ( c) configuration after 
;fue restructuring aild the associated nodes in the corresponding (2, 4) tree after the 
transfer. The grey color for node x in parts (a) and (b) and for node b in part (c) 
denotes the fact that this node may be colored either red or black. 
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Case 2: The Sibling y of r is Black and Both Children of y are Black. (See Fig
ures 10.33 and 10.34.) Resolving this case corresponds to a fusion operation 
in the corresponding (2, 4) tree T'. We do a recoloring; we color r black, we 
color y red, and, if x is red, we color it black (Figure 10.33); otherwise, we 
color x double black (Figure 10.34). Hence, after this recoloring, the double 
black problem may reappear at the parent x of r. (See Figure 10.34.) That 
is, this reeoioring either eliminates the double black problem or propagates 
it into the parent of the current node. We then repeat a consideration of these 
three cases at the parent Thus, since Case 1 perfarms a trinode restructuring 
operation and stops (and, as we will soon see, Case 3 is similar), the number 
of recolorings caused by a remaval is no more than log(n 1 ) . 

x 

(a) 

(b) 

Figure 10.33: Reealoring of a red-black tree that fixes the double black problem: (a) 
before the reeoioring and .corresponding nodes in the associated ( 2, 4) tree before 
the fusion ( other similar èonfigurations are possible ); (b) after the reeoioring and 
corresponding nodes in the associated (2,4) tree after the fusion. 
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(a) 

(b) 

Figure 10.34: Reeoioring of a red-black tree that propagates the double black prob
lem: (a) contiguration before the reeoioring and corresponding nodes in the asso
ciated (2, 4) tree before the fusion (other similar contigurations are possible); (b) 
contiguration after the reeoioring and corresponding nodes in the associated (2, 4) 
tree after the fusion. 
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Case 3: The Sibling y of r is Red. (See Figure 1 0.35.) In this case, we perform an 
adjustment operation, as follows. If y is the right child of x, let z be the right 
child of y; otherwise, let z be the left child of y. Execute the trinode restruc
turing operation restructure(z) , which makes y the parent of x. Color y black 
and x red. An adjustment corresponds to choosing a different representation 
of a 3-node in the ( 2,4) tree T'. After the adjustment operation, the sibling 
of r is black, and either Case 1 or Case 2 applies, with a different meaning 
of x and y. Note that if Case 2 applies, the double-black problem cannot 
reappear. Thus, to complete Case 3 we make one more application of either 
Case 1 or Case 2 above and we are done. Therefore, at most one adjustment 
is performed in a removal operation. 

(a) 

(b) 

Figure 10.35: Adjustment of a red-black tree in the presence of a double black 
problem: (a) contiguration before the adjustment and corresponding nodes in the 
associated (2, 4) tree (a symriletric contiguration is possible) ; (b) contiguration after 
the adjustment with the same corresponding nodes in the associated (2, 4) tree. 
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From the above algorithm description, we see that the tree updating needed 
after a remaval involves an upward ma1·ch in the tree T, while perfonning at most 
a constant aJ.nount of work (in a restructuring, recoloring, or adjustment) per node. 
Thus, since any changes we make at a node in T during this upward march takes 
0( 1 )  time (because it affects a constant number of nodes ) , we have the following: 

Proposition 10 .11 :  The algorithm for removing an entry from a red-black tree 
with n entries takes O(Iogn) time and perfarms O(logn) recolorings and at most 
one adjustment plus one additional trinode restructuring. Thus, it perfarms at most 
two restructure operations. 

In Figures 10.36 and 10.37, we show a sequence of remaval operations on a 
red-black tree. We illustrate Case 1 restructurings in Figure 1 0.36c and d. We 
illustrate Case 2 recolorings at severa1 places in Figures 10.36 and 1 0.37. Finally, 
in Figure 10.37i and j ,  we show an example of a Case 3 adjustment. 

14 

(a) 

(c) 

I 
' 

I 
I 

I 

I 

I 
I 

I 
I 

_ ,  
,

' ' 
I 

(b) 

(d) 

Figu�e 10.3ó: Sequence of removals from a red-black tree: (a) initial tree; (b) re
moval of 3 ;  (c) remaval of 1 2, causing a .double black (handled by restructuring); 
(d) after restructuring. (Continues in Figure 10.37.) 

http:Figu~el0.30
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(e) (f) 

14 

(g) (h) 

(i) 

(k) 

Figure 10.37: Sequence of removals in a red-black tree (continued): (e) remaval 
of 17; (f) remaval of 1 8, causing a double black (handled by recoloring); (g) after 
recoloring; (h) remaval of 1 5 ;  (i) remaval of 16, causing a double black (handled 
by an adjustment); G) after the adjustrnent the double black needs to be handled by 
a recoloring; (k) after the recoloring. (Continued from Figure 10.36.) 



10.5. Red�Black Trees 491 

Performance of Red- B iack Trees 

Table 10.4 summarizes the running times of the main operations of a map realized 
by means of a red-black tree. We illustrate the justification for these bounds in 
Figure 10.38. 

Operation Time J 
size, isEmpty 0( 1 )  

I get, put, remave O(Iogn) 
Table 10.4: Performance of an n-entry map realized by a red-black tree. The space 
usage is O(n) . 

Height 

O(log n) 

Red-black 

Tree T: 

Time per 

level 

- - - - 0(1) 

- - - - 0( 1) 

- 0( 1 }  

• 

• 

Worst-case time: O(log n) 

Figure 10.38: mustrating the running time of searches and updates in a red-black 
tree. The time performance is 0(1 )  per level, braken into a down phase, which 
typically involves searching, and an up phase, which typically involves recolorings 
and performing local trinode restructurings (rotations). 

. .. . Th,us, a red:black .tree achieves logarithmic worst-case running times for both 
. seaxchil1g and updating iiÏ a �ap.

· The red-black tree data structure is slightly more 
coinplicated than its corresponding (2, 4) tree. Even so, a red-black tree has a 
conceptual advantage that only a constant number of trinode restructurings are ever 
needed to restare the balance in a red-black tree after an update. 
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10 .5 . 2  Java l mplementat ion 

Java provides an implementation of the j ava . uti l .  Map  and java .uti i . N avigab leiVIap 
interfaces using a red-black tree, in a class, ja va. ut i I .  Tree Map. It guarantees 0 (log n) 
time worst-case performance for the get, put, and remove methods and related op
erations. 

In Code Fragments 10.9 through 10. 1 1 , we show the major portions of a Java 
implementation of a map realized by means of a red-black tree. The main class 
includes a nested class, RBNode, shown in Code Fragment 1 0.9, which extends 
the BTNode class used to represent a key-value entry of a binary search tree. It 
defines an additional instanee variabie isRed, representing the color of the node, 
and methods to set and return it. 

/** Rea l ization of a d ictionary by means of a red-black tree. *I 
public class RBTreeMap<K,V> 

extends BinarySearchTreeMap<K,V> implements Map<K,V> { 
public RBTreeMap( )  { super( ) ; } 
public RBTreeMap(Comparator<K> C) { super(C) ; } 
/** Nested class for the nodes of a red-black t ree *I 
protected static class RBNode<K.V> extends BTNode<Entry<K.V> > { 

protected boolean isRed ; I I we add a color field to a BTNode 

} 

RB Node() {/* defau lt constructor *I} 
/** Preferred constructor *I 
RBNode(Entry<K,V> element, BTPosition<Entry<K,V> > parent, 

BTPosition<Entry<K,V>> left, BTPosition<Entry<K,V>> right) { 
super(element, parent, left, right) ; 
isRed false; 

} 
public boolean isRed () { return isRed ; } 
public void makeRed( )  { isRed = true; } 
public void makeBiack( ) { isRed = false;} 
public void setColor(boolean color) { i sRed = color; } 

Code Fragment 10.9: Instanee variables, nested class, and constructor for RB Tree. 

Class RB  Tree (Code Fragments 10.9 through 1 0. 1 1 ) extends BinarySearch Tree 
(Code Fragments 10.3 through 10.5). We assume the parent class supports the 
method restructure for performing trinode restructurings (rotations); its implemen
tation is left as an exercise (P- 10.3). Class RBTree inherits methods s ize, isEmpty, 
and get from BinarySearch Tree but overrides methods put and remove. It imple-

. me11ts these two opera ti ons by first callirtg the corresponding · method of the parent 

. Class
. 
and then

. 
remedying any color violations that this update may have caused. 

Several auxiliary methods of class RBTree are not shown, but their narnes suggest 
their meanings and their implementations are straightforward. 
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/** Creates a new tree node. *I  
protected BTPosition<Entry<K,V> > createf\lode(Entry< K,V> element, 

BTPosition <Entry<K ,V> > parent, BTPosition<Entry<K,V> > left, 
BTPosition< Entry<K .V>> right ) { 

return new RBNode<K,V> (element, parent, left, right) ; I I a red-black node 
} 
public V put (K k ,  V x) throws l nva l idKeyException { 

V teReturn - super . put(k , x) ; 
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Position<Entry<K,V> > posZ = action Pos; I I start at the insertion position 
setRed (posZ ) ; 

} 

i f  ( isRoot(posZ) )  
setB iack (posZ ) ; 

el se 
remedyDoub leRed (posZ) ; I I fix a double-red color viol atien 

return toReturn ;  

protected void remedyDoubleRed (Position<Entry<K.V> > posZ) { 
Position<Entry<K .V> > posV = parent(posZ) ; 
if ( isRoot( pos V) )  

return; 
if ( ! i sPosRed (posV) )  

return; 
I I we have a double red : posZ a nd posV 
i f  ( ! i sPosRed (sib l i ng(posV) ) )  { I I Case 1 :  trinode restructuri ng 

posV = restructure(posZ) ; 
setBiack(posV) ; 
setRed ( l eft(posV) ) ; 
setRed ( right(posV) ) ; 

} 
else { I I Case 2: reeoioring 

setBiack(posV) ; 

} 
} 

setBiack( s ib l ing(posV) ) ; 
Position<Entry<K .V> > posU parent(posV) ; 
if ( isRoot(posU ) )  

return; 
setRed (posU ) ; 
remedyDoubleRed (posU ) ; 

Code Fragment 10.10: The map ADT method put and auxiliary methods ereateN
ode and remedyDoubleRed of class RBTree. · 

Methods put (Code Fragment 10. 10) and remove (Code Fragment 10. 1 1 ) call 
the corresponding methods of the superclass fust and then rebalance the tree by 
calling auxiliary methods to perfarm rotations along the path from the update posi
tion (given by the actionPos variabie inherited from the superclass) to the root. 
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public V remove(K k) throws l nva l idKeyException { 
V toReturn = super.remove(k) ;  

} 

Position<Entry<K,V> > posR action Pos; 
if (toReturn 1 = null) { 

} 

if (wasParentRed(posR) 1 1  i sRoot ( posR) 1 1  isPosRed(posR)) 
setBiack(posR) ; 

el se 
remedyDoubleBiack(posR); 

return toReturn ; 

protected void remedyDoubleBiack( Position<Entry<K.V> > posR) { 
Position<Entry<K,V>> posX, posY, posZ; 
boolean oldColor; 
posX = parent (posR) ;  
posY = s ib l ing(posR) ;  
if ( l isPosRed (posY) ) { 

posZ redCh i ld (posY) ; 
if ( hasRedCh i ld (posY)) { // Case 1 :  tr inode restructuring 

} 

oldColor i sPosRed (posX) ;  
posZ = restructure(posZ) ;  
setColor( posZ, oldColor) ; 
setBiack(posR); 
setBiack(left(posZ) ) ;  
setBiack( right( posZ)) ; 
return; 

setBiack(posR) ; 
setRed (posY) ; 
if ( l isPosRed( posX)) { // Case 2: reealor ing 

if ( l isRoot(posX)) 
remedyDou bleBiack(posX) ; 

return; 
} 
setBiack(posX) ;  
return; 

} // Case 3: adj ustment 
if ( posY = =  right(posX)) posZ = right(posY) ; 
else posZ left(posY) ; 
restructure(posZ) ;  
setBiack(posY) ;  
setRed (posX) ; 
r�me�y[)oubleBiack(posR) ; 

} 
. . . . . .  . 

Code Fragment 10.11: Metbod remave and auxiliary metbod remedyDoubleBlack 
of class RBTree. 
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10 .6  Exercises 

For help with exercises, please visit the web site, www.wiley.com/go/globallgoodrich. 

Rei nforcement 

R-10. 1  We defined a binary search tree so that keys equal to a node's key can 
be in either the left or right subtree of that node. Suppose we change the 
definition so that we restriet equal keys to the right subtree. What must a 
subtree of a binary search tree containing only equal keys look like in this 
case? 

R- 10.2 Insert, into an empty binary search tree, entties with keys 30, 40, 24, 58 ,  
48, 26, 1 1 , 1 3  (in this order) . Draw the tree after each insertion. 

R - 10.3 How many different binary search trees can store the keys { 1 ,  2, 3 ,  4}? 
R- 10.4 Suppose that the methods of BinarySearchTree (Code Fragments 10.3-

10.5) are used to perform the updates shown in Figures 10.3, 10.4, and 1 0.5. 
What is the node referenced by actionPos after each update? 

R- 10.5 Dr. Amongus claims that the order in which a fixed set of entries is inserted 
into a binary search tree does not matter-the same tree results every time. 
Give a small example that proves he is wrong. 

R- 10.6 Dr. Amongus claims that the order in whfch a fixed set of entries is inserted 
into an AVL tree does not matter-the same AVL tree results every time. 
Give a small example that proves he is wrong. 

R- 10.7 Are the rotations in Figures 10.8 and 10. 10 single or double rotations? 
R-10.8 Draw the AVL tree resulting from the insertion of an entry with key 52 

into the A VL tree of Figure 1 0. 1  Ob. 
R- 10.9 Draw the AVL tree resulting from the removal of the entry with key 62 

from the AVL tree of Figure 10. 10b. 
R- 10. 10 Explain why performing a rotation in an n-node binary tree represented 

using an array list takes .Q(n) time. 
R- 10. 1 1  Is the search tree of Figure 1 0. 1 9a a (2,4) tree? Why or why not? 
R- 10. 12 An alternative way of performing a split at a node v in a (2, 4) tree is to 

partition v into v' and v", with v' being a 2-node and v" a 3-node. Which 
of the keys k1 , kz, k3, or k4 do we store at v's parent in this case? Why? 

R: 10J3 Dr. Amongus claims that a (2,4) tree storing a set of entries will always 
have the same structure; regardless of the order in which the entries are 
inserted. Show that he is wrong. 

R - 10. 14 Draw four different red-black trees that correspond to the same ( 2, 4) tree. 
R- 10. 15 Consider the set of keys K = { 1 , 2, 3 , 4, 5 , 6 , 7 , 8 , 9, 1 0, 1 1 , 1 2, 1 3 ,  14, 15} .  

www.wiley.com/go/globallgoodrich
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a. Draw a (2 ,4) tree storing K as its keys using the fewest number of 
nodes. 

b. Draw a (2 ,  4) tree storing K as its keys using the maximum number 
of nodes. 

R- 10 . 16  Consider the sequence ofkeys (5, 16 , 22, 45 , 2, 10, 1 8 , 30, 50, 1 2, 1 ) . Draw 
the result of inserting entries with these keys (in the given order) into 

a. An initially empty (2 ,4) tree. 
b. An initially empty red-black tree. 

R-1 0. 17 For the following statements about red-black trees, provide a justification 
for each true statement and a counterexample for each false one. 

a. A subtree of a red-black tree is itself a red-black tree. 
b. The sibling of an extemal node is either extemal or it is red. 
c. There is a unique (2 ,4) tree associated with a given red-black tree. 
d. There is a unique red-black tree associated with a given (2 ,4) tree. 

R - 1 0. 1 8  Draw an example red-black tree that is not an AVL tree. 

R - 1 0. 1 9  Consider a tree T storing 100,000 en tri es. Wh at is the worst -case height 
of T in the following cases? 

a. T is an A VL tree. 
b. T is a (2, 4) tree. 
c. T is a red-black tree. 
d. T is a splay tree. 
e. T is a binary search tree. 

R-10.20 Perfarm the following sequence of operations in an h'litially empty splay 
tree and draw the tree after each set of operations. 

a. Insert keys 0, 2, 4, 6, 8, 1 0, 12, 14, 16, 1 8, in this order. 
b. Search for keys 1 ,  3, 5, 7, 9, 1 1 , 13, 1 5, 17, 1 9, in this order. 
c. Delete keys 0, 2, 4, 6, 8, 1 0, 1 2, 14, 1 6, 1 8, in this order. 

R- 10.21 What does a splay tree look like if its entries are accessed in increasing 
order by their keys? 

R-1 0.22 Explain how to use an AVL tree or a red-black tree to sort n camparabie 
elements in O(n log n) time in the worst case. 

R- 10.23 Can we use a splay tree to sort n comparable elements in O(nlogn) time 
in the worstcase? Wby or why not? 

R- 10.24 Explain why you would get the same output in an inorder listing of the 
entries in a binary search tree, T, independent of whether T is maintained 
to be an AVL tree, splay tree, or red-black tree. 
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Creativity 

C- 10. 1  Design a variation of algorithm TreeSearch for performing the operation 
getA I I (k) in an ordered dictionary implemented with a binary search tree 
T, and show that it runs in time O(h+ s) , where h is the height of T and s 

is the size of the coneetion returned. 

C- 1 0.2 Describe how to perform an operation removeAI I (k) , which removes all 
the entries whose keys equal k in an ordered dictionary implemented with 
a binary search tree T, and show that this metbod runs in time O(h + s) ,  
where h i s  the height of T and s i s  the size of the iterator returned. 

C- 1 0.3 Draw a schematic of an AVL tree such that a single re move operation 
could require .Q(log n) trinode restructurings ( or rotations) from a leaf to 
the root in order to restore the height-balance property. 

C- 1 0.4 Show how to perform an operation, removeAI I (k) , which removes all en
tries with keys equal to K, in an ordered dictionary implemented with an 
AVL tree in time O(slogn), where n is the number of entries in the map 
and s is the size of the iterator returned. 

C-1 0.5 Describe the changes that would need to be made to the binary search 
tree implementation given in the book to allow it to be used to support an 
ordered dictionary, where we allow for different entties with equal keys. 

C- 1 0.6 If we maintain a referente to the positioh of the left -most internal node of 
an AVL tree, then operation fi rstEntry (Section 9.3) can be performed in 
0( 1 ) time. Describe how the implementation of the other map methods 
needs to be modified to maintain a reference to the left-111ost position. 

C- 1 0.7 Show that any n-node binary tree can be converted to any other n-node 
binary tree using 0( n) rotations. 

· 

C-10.8 Let M be an ordered map with n entries implemented by means of an 
AVL tree. Show how to implement the following operation on M in time 
O(log n + s) , where s is the size of the iterator returned: 

findAI I I n Range(k1 , k2) :  Return an iterator of all the entries in M with 
key k such that kt � k � kz. 

C- 10.9 Let M be an ordered map with n entries. Show how to modify the AVL 
tree to implement the following metbod for M in time O(logn) : 

countAI I I n Range(kt , k2) :  Compote and return the number of entries in M 
· with key k such that kt � k � kz . 

C- 1 0. 10  Draw a splay tree, Tt , together with the sequence of updates that produced 
it, and a red-black tree, T2, on the same set of ten entries, such that a 
preorder traversal of T1 would be the same as a preorder traversal of Tz. 
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C- 10. 1 1 Show that the nodes that become unbalanced in an AVL tree during a 
put operation may be nonconsecutive on the path from the newly inserted 
node to the root. 

C- 1 0. 12  Show that at most one node in an AVL tree becomes unbalanced after 
operation removeExterna l is performed within the execution of a remove 
map operation. 

C- 1 0. 13  Show that at most one trinode restructuring operation is needed to restore 
balance after any insertion in an AVL tree. 

C- 10. 14 Let T and U be ( 2, 4) trees storing n and m entries, respectively, such 
that all the entries in T have keys less than the keys of all the entries in 
U. Describe an O(logn + logm) time method forjoining T and U into a 
single tree that stores all the entries in T and U. 

C-1 0. 1 5  Repeat the previous problem for red-black trees T and U. 
C-10. 16  Justify Proposition 10.7. 

C- 1 0. 1 7  The Boolean indicator used to mark nodes in a red-black tree as being 
"red" or "black" is not strictly needed when we have distinct keys. De
scribe a scheme for imp1ementing a red-black tree without adding any 
extra space to standard binary search tree nodes. 

C-1 0. 1 8  Let T be a red-black tree storing n entries, and let k he the key of an en try 
in T. Show how to construct from T, in O(log n) tiine, two red-black trees 
T' and T", such that T' contains all the keys of T less than k, and T" 
contains all the keys of T greater than k. This operation destroys T. 

C- 1 0. 19  Show that the nodes of any AVL-tree T can be colored "red" and "�lack" 
so that T becomes a red-black tree. 

C-10.20 Themergeable heap ADT consists of operations i nsert(k,x), removeMin( ) ,  
u nionWith(h), and min( ) ,  where the un ionWith(h) operation performs a 
union of the mergeable heap h with the present one, destroying the old 
versions of both. Describe a concrete implementation of the mergeable 

_ heap ADT that achieves O(logn) performance for all its operations. 

C-1 0.21 Consicter a variation of splay trees, called half�splay trees, where splaying 
a node at depth d stops as soon as the node reaches depth l d /2 J . Perform 
an amortized analysis of half-splay trees. 

C-1 0.22 The standard splaying step requires two passes, one downward pass to 
find the node x to splay, foliowed by an upward pass to splay the node 
x. Describe a l11ethod for splaying and searching for x in one downward 
pass. Each substep now requires that you consicter the next two nodes 
in the path down to x, with a possible zig substep performed at the end. 
Describe how to perform the zig-zig, zig-zag, and zig steps. 
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C-10.23 Describe a sequence of accesses to an n-node splay tree T, where n is odd, 
that results in T consisting of a single chain of internal nodes with external 
node children, such that the internal-node path down T alternates between 
left children and right children. 

C-10.24 Explain how to implement an array list of n elements so that the methods 
add and get take O(log n) time in the worst case. 

P rojects 

P- 10. 1 Write a program that performs a simple n-body simulation, called "Jump
ing Leprechauns." This simulation involves n leprechauns, numbered 1 to 
n. It maintains a gold value gi for each leprechaun i, which begins with 
each leprechaun starting out with a million rupees worth of gold, that is, 
gi = 1 000000 for each i =  1 , 2, . . .  , n. In addition, the simulation also 
maintains, for each leprechaun, i, a place on the horizon, which is repre
sented as a double-precision floating point number, Xi· In each iteration 
of the simulation, the simulation processes the leprechauns in order. Pro
cessing a leprechaun i during this iteration begins by computing a new 
place on the horizon for i, which is determined by the assignment 

where r is a random floating-point number between -1  and 1 .  The lep
rechaun i then steals half the gold from the nearest leprechauns on either 
side of him and adds -this gold to his gold value, gi. Write a program that 
can perforrn a series of iterations in this simulation for á given number, n, 
of leprechauns. You must maintain' the set of horizon positions using an 
ordered map data structure described in this chapter. 

P- 10.2 Extend class BinarySearchTree (Code Fragments 10.3-10.5) to support 
the methods of the ordered map ADT (see Section 9.3). 

P- 10.3 Implement a class Restructu rableNodeBinary Tree that supports the meth
octs of the binary tree ADT, plus a method restmetu re for perforrning a 
rotation operation. This class is a component of the implementation of an 
AVL tree given in Seètion 1 0.2.2. 

P- 10.4 Write a Java class that implements all the methods of the ordered map 
ADT (see Section 9.3) using an AVL tree . 

. . P- 10.5 ·. Write �a Java dass that implements all the methods of the ordered map 
ADT (see Section 9.3) using a (2, 4) tree. 

P-10.6 Write a Java class that implements all the methods of the ordered map 
ADT (see Section 9.3) using a red-black tree. 
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P- 10.7 Fonn a three-programmer team and have each member implement a map 
using a different search tree data structure. Perfarm a cooperative experi
mental study to campare the speed of these three implementations. 

P-10.8 Write a Java class that can take any red-black tree and convert it into its 
corresponding (2, 4) tree and can take any (2 ,  4) tree and convert it into its 
corresponding red-black tree. 

P- 10.9 Implcment the java . uti l .  Map interface using a splay tree, and campare its 
performance experimentally with the class, java .uti i .TreeMap, which uses 
a red-black tree, and java .uti l . concu rrent .ConcurrentSkiplistMap, which 
uses a skip list. 

P- 10. 10 Prepare an implementation of splay trees that uses bottorn-up splaying 
as described in this chapter and another that uses top-down splaying as 
described in Exercise C-1 0.22. Perfarm extensive experimental studies to 
see which implementation is better in practice, if any. 

P- 10. 1 1  Implement a binary search tree data structure so that it can support the 
dictionary ADT, where different entries can have equal keys. In addi
tion, support methods entrySetPreorder(), entrySetlnorder(), and entry
SetPostorder(), which produce an iterable collection of the en tri es in the 
binary search tree in the same order they would respectively be visited in 
a preorder, in order, and postorder traversal of the tree. 

Chapter Notes 

Sorne of the data structures discussed in this chapter are extensively tovered b>y Knuth 
in bis Sorting and Searching book [63],  and by Mehlhorn in [741. AVL trees are due to 
Adel'son-Vel'skii and Laudis [ 1], who invented this class of balanèed search trees in 1962. 
Binary search trees, AVL trees, and bashing are described in Knuth's Sorting and Search
ing [63] hook. Average-height analyses for binary search trees can be found in the hooks 
by Aho, Hopcroft, and Ullman [5] and Cormen, Leiserson, and Rivest [25] .  The band
book by Gonnet and Baeza-Yates [39] contains a nurnber of theoretica! and experimental 

camparisans arnong map irnplementations. Aho, Hopcroft, and Uilman (4] discuss (2, 3)  
trees, which are similar to (2,4) trees. Red-black trees were defined by Bayer [ 10]. Vari
ations and interesting properties of red-black trees are presented in a paper by Guibas and 

Sedgewick (44]. The reader interested in learning more about different balanced tree data 
structures is referred to the hooks by Mehlhorn [74] and Tarjan (91] ,  and the book chapter 
by Mehlhom and Tsakalidis [76] . Knuth [63] is excellent additional reading that includes 
early approaches to balancing.trees. Splay trees were invented by Sleator and Tarjan [86] 
(see also [91 ]). 
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1 1 . 1  

Cbapter 1 1. Sorting and Selection 

Merge-Sort 

In this section, we present a sorting technique, called merge-sort, which can be 
described in a simple and compact way using recursion. 

1 1 . 1 . 1  Divide-and-Conquer 

Merge-sort is based on an algorithmic design pattem called divide-and-conquer. 

The divide-and-conquer pattem consists of the following three steps: 

1 .  Di vide: If the input size is smaller than a certain threshold (say, one or two 
elements ), solve the problem directly using a straightforward method and 
return the solution so obtained. Otherwise, divide the input data into two or 
more disjoint subsets. 

2. Recur: Recursively solve the subproblems associated with the subsets. 
3 . Conquer: Take the solutions to the subproblems and "merge" them into a 

solution to the original problem. 

Using Divide-and-Conquer for Sort ing 

Reeall that in a sorting problem we are given · a  sequence of n objects, stored in a 
linked list or an array, together with some comparator defining a total order on these 
objects, and we are asked to produce an ordered representation of these objécts. To 
allow for sorting of either representation, we will describe our sorting algorithm at 
a high level for sequences and explain the details needed to implement it for linked 
lists and arrays. To sort a sequence S with n elements using the three divide-and
conquer steps, the merge-sort algorithm proceeds as follows: 

1 .  Divide: If S has zero or one element, return S immediately; it is already 
sorted. Otherwise (S has at least two elements), remove all the elements 
from S and put them into two sequences, S1 and S2, each containing about 
half of the elements of S; that is, S1 contains the first f n/21 elements of S, 
and S2 contains the remaining l n/2 J elements. 

2. Recur: Recursively sort sequences S1 and S2. 

3 . Conquer: Put back the elements into S by merging the sorted sequences S1 
and s2 into a sorted sequence . .  

In reference to the di vide step, we reeall that the notation f x l indicates the ceiling 

of x, that is, the smallest integer m, such that x � m. Similarly, the notation l x J 
indicates the floor of x, that is, the large st integer k, such that k :::; x. 
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We can visualize an execution of the merge-sort algorithm by means of a binary 
tree T, called the merge-sort tree. Each node of T represents a recursive invocation 
(or call) of the merge-sort algorithm. We associate with each node v of T the 
sequence S that is processed by the invocation associated with v. The children of 
node v are associated with the recursive calls that process the subsequences S1 and 
S2 of S. The external nodes of T are associated with individual elements of S, 
corresponding to instances of the algorithm that make no recursive calls. 

Figure 1 1 . 1  summarizes an execution of the merge-sort algorithm by showing 
the input and output sequences processed at each node of the merge-sort tree. The 
step-by-step evolution of the merge-sort tree is shown in Figures 1 1 .2 through 1 1 .4. 

This algorithm visualization in terms of the merge-sort tree helps us analyze 
the running time of the merge-sort algorithm. In particular, since the size of the 
input sequence roughly halves at each recursive call of merge-sort, the height of 
the merge-sort tree is about logn ( reeall that the base of log is 2 if omitted). 

85 24 63 45 17 3 1  96 50 

(a) 

(b) 

Figure ll�l: ·.· Merge-sort tree. 
T for an execution of the merge-sort algorithm on 

a sequence with 8 elements: (a) input sequences processed at each node of T; 
(b) output sequences generated at each node of T. 
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Figure 11.2: Visualization of an execution of merge-sort Each node of the tree 
represents a recursive eaU of merge-sort The nodes drawn with dashed lines repre
sent calls that have not been made yet The node drawn with thick lines represents 
the eurient ëilL the empty ilodes drawil with thin lines represent completed calls. 
The remaining nodes ( drawn with thin lines and not empty) represent eaUs that are 
waiting for a child invocation to return. (Continu es in Figure 1 1 .3 .) 
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Figure 11.3: Visualiz&tion . of an execution of merge-sort 
ure 1 1 .4.) 

(Continues in Fig-
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(n) 

Figure 11.4: Visualization of an execution of merge-sort Several invocations are 
omitted between (1) and (m) and between (m) and (n). Note the conquer S$ep per
formed in step (p). (Continued from Figure 1 1 .3 .) 

Proposition 1 1 .1 :  The merge-sort tree associated with an execution of merge
sort on a sequence of size n has height flog n 1 ·  

We leave the justification of Proposition 1 1 . 1  as a simple exercise (R-1 1 . 3  ). We 
will use this proposition to analyze the running time of the merge-sort algorithm. 

Having given an overview of merge-sort and an illustration of how it works, 
let us consider each of the steps of this divide-and-conquer algorithm in more de
tail. The di vide and recur steps of the merge-sort algorithm are simple; dividing a 
sequence of size n involves separating it at the element with index r n/21 ' and the 
recursive eaUs simply involve passing these smaller sequences as parameters. The 
difficult step is the conquer step, which merges two sorted sequences into a single 
sorted sequençe. · · Thtis, beforè we present our analysis of merge-sort, · we need to 
say more about how this is done. 
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1 1 . 1 .2 Mergi ng  Arrays a nd L ists 

To merge two sorted sequences, it is helpful to know if they are implemented as 
arrays or lists. We begin with the array implementation, which we show in Code 
Fragment 1 1 . 1 .  We illustrate a step in the merge of two sorted arrays in Pi gure 1 1 .5. 

Algorithm merge(S1 , S2 , S) :  
Input: Sorted sequences S1 and S2 and an empty sequence S, all of which are 

implemented as arrays 
Output: Sorted sequence S containing the elements from S1 and S2 
l f- 1 0 
while i <  S1 .size() and j < S2 .size() do 

if S1 .get(i) � S2 .get(j) then 
S.add last(S1 .get(i) )  { copy ith element of S1 to end of S }  
i t- i + 1  

else 
S.addlast(S2 .get(j) ) { copy jth element of S2 to end ofS } 
j f- j +  1 

while i <  S1 .size( )  do { copy the remaining elements of S1 to S} 
S.addlast(S1 .get(i)) 
i t- i+ 1  

while j S2 .size() do { copy the remaining elements of S2 to S} 
S.add Last( S2 .get(j) ) 
j f- j+ 1 

Code Fragment 11.1 : Algorithm for merging two sorted array-ba�d sequences. 

0 1 2 3 4 5 6  
S1 1 2 1 s l s l u 1 Iij14[15] 

0 1 2 3 4 5 6 7 8 9 10 1 1  12 
S l 2 1 3 1 s l s l 9 [ I I I I J I I I 

(a) 

0 1 2 3 4 5 6  
S1 l 2 l s i  s i i i i i2j i41 Is l 

l 
0 1 2 3 4 5 6  

S2 l 3 1 9 1 wl t s i i9 1 22 1 2sl 
�\ J ........... ,, 

o 1 2 ,,_3, 4 l5 6 1 s 9 1 0  1 1  1 2  
s 

(b) 

, Figure 11;5: A ,�t{! pjn the p:u�rge of two sorted arrays. We show the arrays before 
the copy step in (a) and after it in (b). 
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Merging T wo Sorted Usts 

In Code Fragment 1 1 .2, we give a list-based version of algorithm merge, for merg
ing two sorted sequences, S1 and S2, implemented as linked lists. The main idea is 
to iteratively remove the smallest element from the front of one of the two lists and 
add it to the end of the output sequence, S, until one of the two input lists is empty, 
at which point we copy the remainder of the other list to S. We show an example 
execution of this version of algorithm merge in Figure 1 1 .6 . 

Algorithm merge(St , Sz , S) :  
Input: Sorted sequences S 1 and Sz and an empty sequence S, implemenred as 

linked lists 
Output: Sorted sequence S containing the elements from S 1 and S2 
while S 1 is not empty and Sz is not empty do 

if St .fi rst() .e lement() � Sz .fi rst() .e lement() then 
{ move the first element of S 1 at the end of S } 
S.addlast(St . rernove(St .fi rst() ) )  

else 
{ move the first element of S2 at the end of S } 
S.addlast(Sz . remove(Sz.fi rst() ) )  

{ move the remaining elements of S 1 to S } 
while S 1 is not empty do 

S.addlast(S1 . remove(S1 .fi rst( ) ) )  
{ move the remaining elements of S2 to S } 
while Sz is not empty do 

S.addlast (S2 . remove(S2 .first() ) )  
Code Fragment 11.2: Algorithm merge for merging two sortèd sequences imple
menred as linked lists. 

The Runn i ng Time for Merging 

We analyze the running time of the merge algorithm by making some simple ob
servations. Let n 1  and n2 be the number of elements of S1 and S2, respectively. 
Algorithm merge has three while loops. Independent of whether we are analyzing 
the array-based version or the list-based version, the operations performed inside 
each loop take 0( 1 )  time each. The key observation is that during each iteration 
of one of the loops, one element is copied or moved from either S 1 or S2 into S 
(and thatelement is considerednó further). Since no insertions are performed into 
St or S2, this observation implies that the overall number of iterations of the three 
loops is n1 + n2. Thus, the running time of algorithm merge is O(n1 + n2) . 
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Figure 11.6: Exampl{! ofan execution ofthe algorithm merge shown in Code Frag
ment 1 1 .2. 
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1 1 . 1 . 3  The  Runn i ng T ime of Merge-Sort 

Now that we have given the details of the merge-sort algorithm, in both its array
based and list -based versions, and we have analyzed the running time of the crucial 
merge algorithm used in the conquer step, let us analyze the running time of the 
entire merge-sort algorithm, assuming it is given an input sequence of n elements. 
Por simplicity, we restriet our attention to the case where n is a power of 2. We 
leave it to an exercise (R- 1 1 .6) to show that the result of our analysis also holds 
when n is not a power of 2. 

As we did in the analysis of the merge algorithm, we assume that the input 
sequence S and the auxiliary sequences S1 and S2, created by each recursive call of 
merge-sort, are implemented by either arrays or linked lists (the same as S), so that 
merging two sorted sequences can be done in linear time. 

As we mentioned earlier, we analyze the merge-sort algorithm by referring to 
the merge-sort tree T. (Recall Figures 1 1 .2 through 1 1 .4.) We call the time spent 
at a node v of T the running time of the recursive eaU associated with v, excluding 
the time taken waiting for the recursive calls associated with the children of v to 
terminate. In other words, the time spent at node v includes the running times of the 
divide and conquer steps, but excludes the running time of the recur step. We have 
already observed that the details of the divide step are st�aightforward; this step 
runs in time proportional to the size of the sequence for v. In addition, as discussed 
above, the conquer step, which consists of merging two sorted subsequences, also 
takes linear time, independent of whether we are dealing with arrays or 1inked lists. 
That is, letting i denote the depth of node v, the time spent at node v is O(ill/2i ) ,  
since the size of the sequence handled by the recursive call associated with v is 
equal to nj2i. 

· 

Looking at the tree T more globally, as shown in Figure 1 1 .7, we see that, given 
our definition of "time spent at a node," the running time of merge-sort is equal to 
the sum of the times spent at the nodes of T. Ob serve that T has exactl y 2i nodes at 
depth i. This simple observation has an important consequence, for it implies that 
the overall time spent at all the nodes of T at depth i is 0(2i · njzi ) ,  which is O(n) .  
By Proposition 1 1 . 1 ,  the height of T is pogn l · Thus, since the time spent at each 
of the llogn l 1 levels of T is O(n) , we have the following result: 

Proposition 1 1 .2:  Algoritbm merge-sort sorts a sequence S of size n in 0( n log n) 
tÎlile; :issufuing two elemeri.ts of scan be compaieil in o ( 1 ) time. 

In other words, the merge-sort algorithm asymptotically matches the fast run
ning time of the heap-sort algorithm. 
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Figure 11.7: A visual time analysis of the merge-sort tree T. Each node is  shown 
labeled with the size of its subproblem. 

1 1 . 1 .4 Java l mplementations of Merge-:Sort 

The merge-sort algorithm is, in fact, the algorithm that is used in the method, 
java . uti i . Co l lections.sort(L), for sorting a list L that implements the java . uti i . List 
interface. Thus, this method guarantees O(nlogn) worst-case pelformanee and 
it applies equally well whether L is, for instance, of type java . ut i i .Arraylist or 
java . uti i . L inkedlist. The merge-sort algorithm is also the algorithm used in the 
method, java . ut i i .Arrays.sort(A), for sorting an array, A, in the case when A is not 
an anay of base types. In this subsection, we present two Java implementations of 
the merge-sort algorithm, one for lists and one for arrays. 

In Code Fragment 1 1 .3 ,  we show a complete Java implementation of the list
based merge-sort algorithm as a static recursive method, mergeSort. A comparator 
( see Sec ti on 8 . 1 .2) is used to dec i de the relative order of two elements. 

In this implementation, the input is a list, L, and auxiliary lists, Ll and L2, are 
processed by the recursive calls. Each list is modified by insertions and deletions 
only at the head and tail; hence, each list update takes 0( 1 )  time, assuming the 
lists are implemenred with doubly linked lists (see Table 6.4). In our code, we 
use class · r\lodelist (Code Fragments 6.9-6. 1 1) for the auxiliary lists. Thus, for a 
list L of size n, method mergeSort(L, c) runs in time O(n logn) provided the list 
L is implemenred with a doubly linked list and the comparator c can compare two 
elements of L in 0( 1 )  time. 

http:6.9-6.11
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I** 
* Sorts the elements of l ist in i n  nondecreasing order accord ing 
* to comparator c, us ing the merge-sort a lgorithm .  
**I 

public static <E> void mergeSort (Positionlist<E> i n ,  Cornparator<E> c)  { 

} 

i nt n i n .size() ;  
if ( n  < 2) 

return; I I the in l ist is a l ready sorted in this case 
I I d ivide 
Positionlist<E> i n l  = new NodePosition list< E>() ;  
Posit ionlist<E> in2 new NodePosition list<E>() ;  
int i 0 ;  
while ( i  < nl2) { 

} 

i n l .addlast( in . remove( i n . fi rst( ) ) ) ;  I I move the fi rst nl2 elements to i n l  
i++; 

while ( ! i n . isEmpty() )  
i n2.addlast( i n . remove(i n . fi rst() ) ) ;  I I move the rest to in2 

I I recu r 
mergeSort(i nl ,c) ; 
mergeSort( in2 ,c) ;  
llconquer 
merge( i n l , i n2 ,c , i n  ) ; 

/** 
* Merges two sorted l ists, i nl a nd i n2 ,  into a sorted l ist i n .  
**I 

public static < void merge(Position list< i n l ,  Positionlist<E> in2 ,  

} 

Comparator<E> c, Position list<E> i n )  { 
while ( ! i n l . isEmpty( )  && ! in 2 . isEmpty() )  

i f  (c.com pare( i n l .first() .element() ,  i n2.fi rst() . element()) <= 0) 
i n .add Last(i nl .remove(i n l .  f i rst() )  ) ; 

el se 
i n  .addlast(in2 .  remove(i n2 .f i rst( ) )  ) ; 

while( ! i n l . isEmpty() )  I I move the rema in i ng elements of i n l  
i n .addlast(i n l . remove( i n 1 .  f i rst( ) )  ) ; 

while( ! i n2. isEmpty() )  I I move the rema in i ng elements of in2 
i n  .addlast( in2 .  remove( in2 .  f i rst( ) )  ) ; 

Code Fragment 11.3: Methods mergeSort and merge implementing the recursive 
merge-sort algorithm. 
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A Nonrecursive Array-Based l mplementation of Merge-Sort 

There is a nonrecursive version of array-based merge-sort, which runs in O(nlogn) 
time. It is a bit faster than recursive list-based merge-sort in practice, as it avoids the 
extra overheads of recursive calls and node creation. The main idea is to perfarm 
merge-sort bottom-up, performing the merges level-by-level going up the merge
sort tree. Given an input array of elements, we begin by merging every odd-even 
pair of elements into sorted runs of length two. We merge these runs into runs of 
length four, merge these new runs into runs of length eight, and so on, until the 
array is sorted. To keep the space usage reasonable, we deploy an output array 
that stores the merged runs ( swapping input and output anays after each iteration) .  
We give a Java implementation in  Code Fragment 1 1 .4, where we use the built-in 
methad System.arraycopy to copy a range of cells between two arrays .  

/** Sorts an array with a comparator using nonrecu rsive merge sort. *I 
public static void mergeSort(EL I  orig, Comparator<E> c) { 

E [ ]  i n  ( E [ ] )  new Object[orig. length ] ;  I I make a new temporary array 
System.arraycopy(orig,O, i n ,O , i n . length) ;  I I copy the i nput 
E [ ]  out (E [ ] )  new Object [ i n . length ] ;  I I output array 
E [ ]  temp ;  I I temp  array reference used for swapping 
int n = i n . length; 
for (int i=l; i < n ;  i *=2) { I I each iteration sorts a l l  length-2*i runs 

} 

for (int j=O ;  j < n ;  j+=2*i) I I each iteration merges two length-i pai rs 
merge( in ,out,c,j , i ) ;  I I merge from i n  to ouf two length-i runs at j 

temp i n ;  i n  = out; out temp ;  I I swap arrays for next iteration 

I I the "in" array conta ins tht:; sorted array, so re-copy it 
System.arraycopy( i n , O,orig,O, i n . length ) ;  

} . 
/**  Merges two subarrays, specified by a start a nd i ncrement. * I  
protected static < E> void merge(E[ ] i n ,  E [ ]  out, Comparator<E> c ,  int start, 

} 

int i nc )  { I I merge i n [start. . start+inc- 1] and i n [start+inc . .  start+2*inc-1] 
int x start; I I index i nto run #l 
int endl Math .m i n (start+i nc ,  i n . length) ;  I I bounda ry for run #l  
int end2 Math .m i n (start+2*i nc, i n . length) ;  I I boundary for run #2 
int y = start+inc ;  I I i ndex i nto run #2 ( cou ld be beyond a rray boundary) 
int z - start; I I i ndex i nto the out array 
while ( (x < end l )  && (y < end2)) 

if (c.compare(i n [x] . i n [y] ) <= 0) out[z++] = i n [x++] ; 
else out[z++] = i n [y++] ; 

if (x < endl )  I I first run .  d idn ' t  fi n ish 
System.arraycopy( i n ,  x, out, z ,  endl - x) ; 

else if (y < end2) I I second run d idn 't fi n ish 
System.arraycopy( i n ,  y, out, z, end2 - y) ;  

Code Fragment 11.4: An implementation of the nonrecursive merge-sort algorîthm. 
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1 1 . 1 . 5 Merge-Sort and  Recu rrence Equat ions * 

Th ere is another way to justify that the running time of the merge-sort algorithm is 
O(nlogn) (Proposition 1 1 .2) . Namely, we can deal more directly with the recursive 
nature of the merge-sort algorithm. In this section, we present such an analysis of 
the running time of merge-sort, and in so doing introduce the mathematica! concept 
of a recurrence equation (also known as recurrence relation). 

Let the function t (n) denote the worst-case running time of merge-sort on an 
input sequence of size n. Since merge-sort is recursive, we can characterize func
tion t (n) by means of an equation where the function t (n) is recursively expressed 
in terms of itself. In order to simplify our characterization of t (n) , let us restriet 
our attention to the case when n is a power of 2. (We leave the problem of showing 
that our asymptotic characte1ization still holds in the general case as an exercise.) 
In this case, we can specify the definition of t ( n) as { b if n < 1 t (n) -

2t (n/2) + en othe�wise. 

An expression such as the one above is called a recurrence equation, since the 
function appears on both the left- and right-hand sides of the equal sign. Although 
such a characterization is correct and accurate, what we really desire is a big-Oh 
type of characterization of t(n) that does not involve thè function t (n) itself. That 
is, we want a closed-form characterization of t (n) . 

We can obtain a closed-form salution by applying the definition of a recurrence 
equation, assuming n is relatively large. For example, after one more application 
of the equation above, we can write a new recurrence for t (n) as 

t (n) = 2(2t (nj22) (en/2) ) + en 
22t(nj22) 2(en/2) + en = 22t (n/22) 2en. 

If we apply the equation again, we get t (n) = 23t (nj23 ) 3en. At this point, we 
should see a pattem emerging, so that after applying this equation i times we get 

t (n) = it (nji) + ien. 

The issue that remains, then, is to determine when to stop this process. To see when 
to stop, reeall that we switch to the closed form t (n) b when n ::; 1 ,  which will 
occur when 2i n. In other words ,  this will occur when i = log n. Making this 
substitution, then, yields 

t (n) iognt (nj21ogn) (logn)en 
nt ( 1 )  + enlogn 
nb + en logn. 

That is, we get an alternative justification of the fact that t (n) is O(n logn) .  
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11 . 2  Quick-Sort 

The next sorting algorithm we discuss is called quick-sort. Like merge-sort, this 
algorithm is also based on the divide-and-conquer paradigm, but it uses this tech
nique in a somewhat opposite manner, as all the hard work is done before the 
recursive calls. 

High-Level Description of Qu ick-Sort 

The quick-sort algorithm sorts a sequence S using a simple recursive approach. 
The main idea is to apply the divide-and-conquer technique, whereby we divide 
S into subsequences, recur to sort each subsequence, and then combine the sorted 
subsequences by a simple concatenation. In particular, the quick-sort algorithm 
consists of the following three steps (see Figure 1 1 .8): 

1 .  Divide: If S has at least two elements (nothing needs to be done if S has 
zero or one element), select a specific element x from S, which is called the 
pivot. As is common practice, choose the pivot x to be the last element in S. 
Remove all the elements from S and put them into three sequences: 

• L, storing the elements in S less than x 
• E, storing the elements in S equal to x · 
• G, storing the elements in S greater than x. 

Of course, if the elements of S are all distinct, then E holds just one element
the pivot itself. 

2. Recur: Recursively sort sequences L and·G. 
3. Conquer: Put back the elements into S in order by first inserting the elements 

of L, then those of E, and finally those of G. 

l .  Split using pivot x. 

I 
I 
I 
I 
I 
I 
I 
I 

\ 1 / 

' - � - /  
3. Concatenate. 

Figure 11.8: A visual schematic of the quick-sort algorithm. 
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Like merge-sort, the execution of quick -sort can be visualized by means of a bi
nary recursion tree, called the quick-sort tree. Figure 1 1 .9 summarizes an execution 
of the quick-sort algorithm by showing the input and output sequences processed at 
each node of the quick-sort tree. The step-by-step evolution of the quick-sort tree 
is shown in Figures 1 1 . 10, 1 1 . 1 1 , and 1 1 . 12. 

Unlike merge-sort, however, the height of the quick-sort tree associated with 
an execution of quick-sort is linear in the worst case. This happens, for example, 
if the sequence consists of n distinct elements and is already sorted. lndeed, in this 
case, the standard choice of the pivot as the largest element yields a subsequence 
L of size n � 1 ,  while subsequence E has size 1 and subsequence G has size 0. At 
each invocation of quick -sort on subsequence L, the size decreases by 1 .  Hence, 
the height of the q uick -sort tree is n - 1 .  

85 24 63 45 1 7  3 1  96 50 

(a) s 

17 24 3 1  45 50 63 85 96 

(b) 

Figure 11.9: Quick-sort tree T for an execution of the quick-sort algorithm on a se
quence with 8 elements: (a) input sequences processed at each node of T; (b) output 
sequences generated at each node of T. The pivot used at each level of the recursion 
is shown in bold. 
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Figure 11.10: Visualization of quick-sort. Each node of the tree represents a re-
cursive call. The nodes drawn with dasbed lines represent eaUs that have not been 
made yet. The node drawn with thick lines represents the running invocation. The 
empty norles drawn with thin lines represent tenninated calls. The remaining norles 
represent suspended calls · ( that is, active invocations that are waiting for a child in
vocation to return). Note the divide steps perfonned in (b), (d), and (f). (Continues 
in Figure 1 1 . 1 1 .) 
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Figure 11.11: . Visualization ofan execution' ofquick-sort. Note the conquer step 
perfórtnèdin (k). (Continues in Figure 1 1 . 12.) 
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Figure 11.12: Visualization of an execution of quick-sort. Several invocations be
. tween (p) and (q) have been omitted. Note the conquer steps performed in (o) 
and (r). (Continued from Figure 1 1 . 1 1 .) 
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Perform ing Qu ick-Sort on  Arrays and Lists 

In Code Fragment 1 1 .5, we give a pseudo-code description of the quick-sort algo
rithm that is efficient for sequences implemented as arrays or linked lists. The algo
rithm follows the template for quick-sort given above, actding the detail of scanning 
the input sequence S backwarcts to divide it into the lists L, E, and G of elements 
that are respectively less than, equal to, and greater than the pivot. We perfarm this 
scan backwards, since removing the last element in a sequence is a constant-time 
operation independent of whether the sequence is implemented as an array or a 
linked list. We then recur on the L and G lists, and copy the sorted lists L, E, and 
G back to S. We perform this latter set of copies in the forward direction, since in
setting elements at the end of a sequence is a constant-time operation independent 
of whether the sequence is implemented as an array or a linked list. 

Algorithm QuickSort (S) : 
Input: A sequence S implemented as an array or linked list 
Output: The sequence S in sorted order 
if S.size() 1 then 

return { S is already sorted in this case} 
p +- S.last() .e lement() {the pivot} 
Let L, E, and G be empty list-based sequences 
while !S. isEmpty() do {scan S backwards, dividing it into L, E, and G} 

if S. last() .element() < p then 
L.addlast(S. rernove(S.getlast ()) ) 

else if S. last() .element() = p then 
E.addlast(S. remove(S.getlast() ) )  

else { the last element in S is greater than p} 
G.addlast(S. remove(S.getlast () ) ) )  

Qu ickSort(L) {Recur on the elements less than p} 
Qu ickSort( G) {Recur on the elements greater than p} 
while !L. isEm pty( )  do { copy back to S the sorted elements less than p} 

S.addlast (L. remove(L.getFirst () ) )  
while !E.isEmpty() do { copy back to S the elements equal to p} 

S.addlast(E . remove(E.getFirst ( ) ) )  
while !G. isEmpty() do { copy back to S the sorted elements greater than p} 

S.addLast ( G.remove( G.getFirst ( ) ) )  
return { S is now in sorted order} 

Code Fragment 1 1.5: Quick-sort for an input sequence S implemented with a linked 
list or an array. 
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Runn ing T ime of Qu ick-Sort 

We can analyze the running time of quick-sort with the same technique used for 
merge-sort in Section 1 1 . 1 .3 .  Namely, we can identify the time spent at each node 
of the quick -sort tree T and sum up the running times for all the nodes. 

Examining Code Fragment 1 1 .5 , we see that the divide step and the conquer 
step of quick-sort can be implemented in linear time. Thus, the time spent at a node 
v of T is proportional to the input size s( v) of v, defined as the size of the sequence 
handled by the invocation of quick-sort associated with node v. Since subsequence 
E has at least one element (the pivot), the sum of the input sizes of the children of 
v is at most s(v) 1 .  

Given a quick-sort tree T, let Si denote the sum of the input sizes of the nodes 
at depth i in T. Clearly, so n, since the root r of T is associated with the entire 
sequence. Also, s1 ::; n 1 ,  since the pivot is not propagated to the children of r. 
Consider next s2. If both children of r have nonzero input size, then s2 = n - 3.  
Otherwise ( one child of the root has zero size, the other has size n - 1 ) , s2 = n - 2. 
Thus, s2 ::; n 2. Continuing this line of reasoning, we obtain that Si ::; n - i. 
As observed in Section 1 1 .2, the height of T is n - 1 in the worst case. Thus, the 
worst-case running time of quick-sort is 0 (E7::01 si) , which is 0 (E7::01 (n - i) ) ,  that 
is, O (E7=1 i) . By Proposition 4.3, E�1 i is O(n2) . Thus, quick-sort runs in O (n2) 
worst -case time. 

Given its name, we would expect quick-sort to run quickly. However, the 
quadratic bound above indicates that quick-sort is slow in the worst case. Paradox
ically, this worst-case behavior occurs for problem instances when sorting should 
be easy-if the sequence is already sorted. 

Going back to our analysis ,  note that the best case for quick-soft on a sequence 
of distinct elements occurs when subsequencesL and:G happen to have roughly the 
same size. That is, in the best case, we have 

so n 
s1 n - 1 
s2 n - ( 1 + 2) - n 3 

Si n - ( 1 + 2 + 22 + . .  · + i-1 ) n (2i 1 ) . 

Thus, in the best case, T has height O(logn) and quick-sort runs in O(nlogn) time; 
we leave the justification of this fact as an exercise (R - 1 1 . 1 1  ) . 

. The :informal intuition behind the expected behavior of quick-sort is that at 
· each invÖcation the pivot will probably divide the input sequence about equally. 
Thus, we expect the average running time quick-sort to be similar to the best-case 
running time, that is, O(nlogn) . We will see in the next section that introducing 
randomization makes quick-sort behave exactly in this way. 
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1 1 . 2 . 1  Random ized Qu ick-Sort 

One common method for analyzing quick-sort is to assume that the pivot will al
ways divide the sequence almost equally. We feel such an assumption would pre
suppose knowledge about the input dis tribution that is typically not available, how
ever. For example, we would have to assume that we will rarely be given "almost" 
sorted sequences to sort, which are actually common in many applications. For
tunately, this assumption is not needed in order for us to match our intuition to 
quick-sort's behavîor. 

In general, we desire some way of getting close to the best-case running time 
for quick-sort. The way to get close to the best-case running time, of course, is for 
the pivot to divide the input sequence S almost equally. If this outcome were to 
occur, then it would result in a running time that is asymptotically the same as the 
best-case running time. That is, having pivots close to the "middle" of the set of 
elements leads to an O(n logn) running time for quick-sort. 

Picking Pivots at Random 

Since the goal of the partition step of the quick-sort method is to di vide the sequence 
S almost equally, let us introduce randomization into the algorithm and piek as the 
pivot a random element of the input sequence. That is, instead of picking the 
pivot as the last element of S, we piek an element of S at random as the pivot, 
keeping the rest of the algorithm unchanged. ·This varlation of quick-sort is called 
randomized quick-sort. The following proposition shows that the expected running 
time of randomized quick-sort on a sequence with n elements is .O(n loglf) · This 
expectation is taken over all the possible random choices the algorithm makes, 
and is independent of any assumptions about the distributiori of the possible input 
sequences the algorithm is likely to be given. 

Proposition 11 .3 :  The expected running time of randomized quick-sort on a se
quence S of size n is O (n log n) . 
J ustification : We assume two elements of S can be compared in 0( I )  time. 
Consicter a single recursive call of randomized quick-sort, and let n denote the size 
of the input for this call. Say that this call is "good" if the pivot chosen is such that 
subsequences L and G have size at least n/4 and at most 3n/4 each; otherwise, a 
eaU is "bad." 

Now, consicter the implications of our choosing a pivot uniformly at random. 
Note that there are n/2 possible good choices for the pivot for any given call of 
siie ·n of the randomized quick-sort algorithm. Thus, the probability that any call is 
good is I /2. Note further that a good call will at least partition a list of size n into 
two lists of size 3n/4 and n/4, and a bad call could be as bad as producing a single 
call of size n I .  
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Now consicter a recursion trace for randomized quick-sort. This trace defines a 
binary tree, T, such that each node in T corresponds to a different recursive call on 
a subproblem of sorting a portion of the original list. 

Say that a node v in T is in size group i if the size of v's subproblem is greater 
than (3/4)i+1 n  and at most (3/4)in. Let us analyze the expected time spent working 
on all the subproblems for nodes in size group i. By the linearity of expectation 
(Proposition A. l9), the expected time for working on all these subproblems is the 
sum of the expected times for each one. Some of these nodes correspond to good 
eaUs and some correspond to bad calls. But note that, since a good call occurs with 
probability 1 /2, the expected number of consecutive calls we have to make before 
getting a good call is 2. Moreover, notice that as soon as we have a good call for 
a node in size group i, its children will be in size groups higher than i .  Thus, for 
any element x from in the input list, the expected number of nodes in size group i 
containing x in their subproblems is 2. In other words, the expected total size of all 
the subproblems in size group i is 2n. Since the nonrecursive work we perform for 
any subproblem is proportional to its size, this implies that the total expected time 
spent processing subproblems for nodes in size group i is O(n) . 

The number of size groups is log413 n, since repeatedly multiplying by 3/4 is 
the same as repeatedly dividing by 4/3. That is, the number of size groups is 
O(log n) . Therefore, the total expected running time of randomized quick-sort is 
O(nlogn) . (See Figure 1 1 . 13.) • 

Number of size 
groups 

O(log n) 

Expected time per 

. size group 

- - - - -�1!:�-�:��F..�- - - · ·  0( n) 
����� . 

size group 2 
� - - - · · · · · · · · · ·  0( n) 

• 
• 
• 

Total expected time: O(n log n) 
Figure 11.13: A visual time analysis of the quick-sort tree T. Each node is shown 
labelect with the size of its subproblem. 

Actually, we can show that the running time of randomized quick -sort is 0( n log n) 
with high probability. (See Exercise C-1 1 . 1  0.) 
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1 1 . 2 . 2  Java l m plementations and Opt i rn izations 

Reeall from Section 8.3.5 that a sorting algorithm is in-place if i t  uses only a small 
amount of memory in addition to that needed for the objects being sorted them
selves. The merge-sort algorithm, as described above, does not use this optimiza
tion technique, and making it be in-place seems to be quite difficult. In-place sort
ing is not inherently difficult, however. For, as with heap-sort, quick-sort can be 
adapted to be in-place, and this is the version of quick-sort that is used in most 
deployed implementations. 

Performing the quick-sort algorithm in-place requires a bit of ingenuity, how
ever, for we must use the input sequence itself to store the subsequences for all 
the recursive eaUs. We show algorithm i nP iaceQuickSort, which performs in-place 
quick-sort, in Code Fragment 1 1 .6. Algorithm i nP iaceQu ickSort assumes that the 
input sequence, S, is given as an array of distinct elements. The reason for this 
restrietion is ex plored in Exercise R - 1 1 . 14. The extension to the general case is 
discussed in Exercise C- 1 1 .8. 

Algorithm i nP iaceQu ickSort(S, a, b) :  
Input: An array S of distinct elements; integers a and b 
Output: Array S with elements originally from indices from a to b, inclusive, 

sorted in nondecreasing order from indices a to b 
if a 2:: b then return {at most one element in 

·
subrange} 

p +- S[b] { the pivot} 
l +- a { will scan rightward} 
r +- b - 1 { will scan leftward} 
while l � r do 

{ find an element larger than the pivot} 
while l r and S[l] � p do 

l +- [ 1 
{ find an element smaller than the pivot} 
while r 2:: l and S[r] > p do 

r +- r 1 
if l < r then 

swap the elements at S(l] and S[r] 
{put the pivot into its final place} 
swap the elements at S(l] and S[b] 
{ recursive calls} 
in PlacèQuickSort( S, à, [ -"  1 )  
i nP iaceQu ickSort(S, l + 1 , b) 
{we are done at this point, since the sorted subarrays are already consecutive} 

Code Fragment 11.6: In-place quick-sort for an input array S. 
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In-place quick-smt modifles the input sequence using element swapping and 
does not explicitly create subsequences. Indeed, a subsequence of the input se
quence is implicitly represented by a range of positions specified by a left-most 
index l and a right-most index r. The divide step is performed by scanning the 
array simultaneously from l forward and from r backward, swapping pairs of ele
ments that are in re verse order, as shown in Figure 1 1 . 14. Wh en these two indices 
"meet," subarrays L and G are on opposite sides of the meeting point. The algo
rithm completes by reeUITing on these two subarrays. 

In-place quick-sort reduces the running time caused by the creation of new 
sequences and the movement of elements between them by a constant factor. We 
show a Java version of in-place quick-sort in Code Fragment 1 1 .7 .  
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Figure 11.14: Divide step of in-place quick-sort. Index l scans the sequ�nce from 
left to right, :and iru.lex'r sdms the sequence from right to left. A swap is performed 
. ' \ ' ·. ' 
when l is at an element larger than the pivot and r is at an element smaller than the 
pivot. A final swap with the pivot completes the divide step. 
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public static <E> void qu ickSort (E [ ]  s , Comparator<E> c) { 

} 
if (s. length < 2) return; I I the array i� a l ready sorted i n  this case 
qu ickSortStep(s, c , 0, s . length-1 ) ;  I I recu rsive sort method 

private static <E> void qu ickSortStep ( E [ ]  s ,  Comparator<E> c, 

} 

int leftBound, int rightBound ) { 
if ( leftBound >= rightBou nd) return ; I I the i nd ices have crossed 
E temp; I I temp object used for swappi ng 
E pivot = s[rightBou nd] ; 
int left lnd leftBou nd; I I wi l l  scan  rightward 
int right l nd = rightBound-1 ;  I I wi l l  sca n  leftward 
while ( left l nd <= right l nd) { I I scan right u nt i l  larger than the pivot 

while ( (left l nd <= right l nd)  && (c.compare(s[ leftl nd] , pivot)<=O) ) 
left lnd++; 

while ( (rightl nd >= left l nd) && ( c.compare(s[rightl nd] , pivot)>=O)) 
right l nd-- ;  

i f  ( left l nd < right l nd )  { I I both elements were found ,  so swap 
temp = s[rightl nd ] ;  s [rightl nd] s[ left l nd] ; s[ left l nd] temp; 

} 
} I I the loop conti n ues u nti l the i nd ices cross 
temp  = s[rightBound ] ;  I I swap pivot with e lement at left l nd 
s [rightBound] s[ leftl nd] ; 
s[ left l nd] = temp; I I the pivot is now at left lnd 
q u ickSortStep(s, c ,  leftBound ,  left lnd-1) ;  I I left recursive ca l l  
q u ickSortStep(s, c ,  left l nd+1 ,  rightBound) ;  I I right recursive ca l l  

Code Fragment 11.7: A coding of in-place quick-sort, assuming distinct elements. 

Interestingly, a version of quick-sort is used in the Java Collections Frame<vork, 
in the method, java . uti i .Arrays .sort(A), for sorting an array, A, in the case when A 
is an array of base types. It is a recursive, in-place implementation of quick-sort, 
which includes several additional optimizations. 

One optimization limits recursive steps to subarrays of A that are reasonably 
large, say, having at least eight elements. When the subarray to sort is below this 
threshold, the algorithm simply uses the insertion-sort algorithm (Section 8.2.2) 
to sort the subarray. This optimization is based on the fact that the insertion-sort 
algorithm has a low overhead and is relatively fast for sorting small arrays. 

Another optimization is in how pivots are chosen. If the subarray is moderately 
sized, then the pivot is chosen as the median of three values, taken respectively from 
the front, middle, and tail of the array. This median-of-three beuristic perfarms 
like a random pivot on subarrays of moderate size. When the suqarray is relatively 

· large, the álgbrithm applie� thé·. rriedi�n-of-three beuristic separately to the front, 
middle, and tail of the subarray, to select three candidate pivots, and then it selects 
the median of these three. This approach still has lower overhead than selecting a 
random pivot and it perfarms well in practice. 
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1 1 .3 Studying Sort ing through a n  Algorithmic Lens 

Recapping our discussions on sorting to this point, we have described several meth
ods with either a worst-case or expected running time of O (n logn) on an input se
quence of size n. These methods include merge-sort and quick-sort, described in 
this chapter, as well as heap-sort (Section 8.3 .5). In this section, we study sorting 
as an algorithmic problem, addressing general issues about sorting algorithms. 

1 1 . 3 . 1 A Lower Bou nd  for Sort i ng 

A natural first question to ask i s  whether we can sort any faster than O(nlogn) 
time. Interestingly, if the computational primitive used by a sorting algorithm is the 
comparison of two elements, then this is in fact the best we can do--comparison
based sorting has an .Q(n logn) worst-case lower bound on its running time. (Recall 
the notation .Q(·) from Section 4.2.3.) To focus on the main cost of comparison
based sorting, let us only count comparisons, for the sake of a lower bound. 

Suppose we are given a sequence S - (xo ,x1 , . . .  , I ) that we wish to sort, 
and assume that all the elements of S are distinct (this is not really a restrietion 
since we are deriving a lower bound). We do not care if S is implemented as an 
array or a linked list, for the sake of our lower bound, since we are only counting 
comparisons. Each time a sorting algorithm compares two elements x1 and Xj (that 
is, it asks, "is X i < x i?"), there are two outcomes: "yes" or "no." Based on the result 
of this comparison, the sorting algorithm may perfarm some internal calculations 
(which we are not counting here) and will eventually pe�form anbther comparison 
between two other elements of S, which again will have two outcomes. Therefore, 
we can represent a comparison-based sorting algorithm with a decision tree T (re
eaU Example 7 .8). That is, each internal node v in T corresponds to a comparison 
and the edges from node v' to its children con·espond to the computations resulting 
from either a "yes" or "no" answer. lt is important to note that the hypothetical 
sorting algorithm in question probably has no explicit knowledge of the tree T.  T 
simply represents all the possible sequences of comparisons that a sorting algo
rithm might make, starting from the first comparison (associated with the root) and 
ending with the last comparison (associated with the parent of an external node). 

Each possible initia! ordering, or permutation, of the elements in S will cause 
our hypothetical sorting algorithm to execute a series of comparisons, traversing a 
path in TJroll1 the root to söme external node. Let us associate with each external 
node v in T, then, the set of permutations of S that cause our sorting algorithm to 
end up in v. The most important observation in our lower-bound argument is that 
each external node v in T can represent the sequence of comparisons for at most 
one permutation of S. The justification for this claim is simple: if two different 
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permutations P1 and P2 of S are associated with the same external node, then there 
are at least two objects Xi and Xj, such that Xi is before Xj in P1 but Xi is after Xj 
in P2. At the same time, the output associated with v must be a specific reordering 
of S, with either Xi or Xj appearing before the other. But if P1 and P2 both cause the 
sorting algorithm to output the elements ofS in this order, then that implies there is 
a way to trick the algorithm into outputting X i and x j in the wrong order. Since this 
cannot be allowed by a correct sortîng algorithm, each external node of T must be 
associated with exactly one permutation of S. We use this property of the decision 
tree associated with a sorting algorithm to prove the following result: 

Proposition 1 1 .4: The running time of any comparison-based algorithm for sort
ing an n-element sequence is .Q(n logn) in the worst case. 

Justification: The running time of a comparison-based sorting algorithm must 
be greater than or equal to the height of the decision tree T assoèiated with this 
algorithm, as described above. (See Figure 1 1 . 1 5 .) By the argument above, each 
external node in T must be associated with one permutation of S. Moreover, each 
permutation of S must result in a different extemal node of T. The number of 
permutations of n objects is n !  = n( n 1 )  ( n- 2) · · · 2 · 1 .  Thus, T must have at least 
n! extemal nodes . By Proposition 7 . 10, the height of T is at least log(n ! ) .  This 
immediately justifies the proposition, because there are at least n/2 terms that are 
greater than or equal to n/2 in the product n ! ;  hence 

n 

log(n ! )  > log (i) 2 

which is .Q(nlogn) . 

Minimum 

Height (Time) 

log (n ! )  

n !  �I 
Figure 1 1.15: Visualizing the lower bound for comparison-based sorting. 

• 
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In the previous section, we showed that Q( n log n) time is necessary, in the worst 
case, to sort an n-element sequence with a comparison-based sorting algotithm. A 
natural question to ask, then, is whether there are other kinds of sorting algotithms 
that can be designed to run asymptotically faster than O(n logn) time. Interest
ingly, such algorithms exist, but they require special assumptions about the input 
sequence to be sorted. Even so, such scenarios often arise in practice, so discussing 
them is worthwhile. In this section, we consider the problem of sorting a sequence 
of entries, each a key-value pair, where the keys have a restricted type. 

Bucket-Sort 

Consider a sequence S of n entries whose keys are integers in the range [O, N  1 ] ,  
for some integer N > 2 ,  and suppose that S should be sorted according to the keys 
of the en tri es. In this case, it is possible to sort S in 0( n N) time. It might seem 
surprising, but this implies, for example, that if N is O(n), then we can sort S in 
0( n) time. Of course, the crucial point is that, because of the resttictive assumption 
about the format of the elements, we can avoid using comparisons. 

The main idea is to use an algotithm called bucket-sort, which is not based on 
comparisons, but on using keys as indices into a bucket array B that has cells in
dexed from 0 to N 1 .  An entry with key k is placed in the "bucket" B[k] , which 
itself is a sequence (of entties with key k). After inserting each entry of the input 

• 

sequence S into its bucket, we can put the entties back into S in sorted order by enu-
merating the contents of the buckets B[O] , B[1 ] , . . .  , B{N 1 ]  in order. We describe 
the bucket-sort algotithm in Code Fragment 1 1 .8 .  

Algorithm bucketSort ( S) : 
Input: Sequence S of entties with integer keys in the range [O , N - 1] 
Output: Sequence S sorted in nondecreasing order of the keys 

let B be an array of N sequences, each of which is initially empty 
for each entry e in S do 

k +- e.getKey() 
remove e from S and insert it at the end bucket (sequence) B[k] 

for i +- 0 to N- 1 do 
· for each enrry e in sequence B[i] do 

· remove e from B[i] and insert it at the end of S 

Code Fragment 11.8: Bucket-sort. 
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It is easy to see that bucket-sort runs in O(n + N) time and uses O(n N) 
space. Hence, bucket-sort is efficient when the range N of values for the keys is 
small compared to the sequence size n, say N - O(n) or N O(n logn). Still, its 
performance deteriorates as N grows compared to n. 

An important property of the bucket-sort algorithm is that it works correctly 
even if there are many different elements with the same key. Indeed, we described 
it in a way that anticipates such occurrences. 

Stabie Sort ing 

When sorting key-value pairs, an important issue is how equal keys are handled. Let 
S = ( ( ko, xo) , . . .  , ( kn-1  ,Xn-1 ) )  be a sequence of such entries .  We say that a sorting 
algorithm is stable if, for any two entries (ki , xi) and (khxj) of S, such that ki kj 
and (ki , xi ) precedes (khxj ) in S before sorting (that is, i <  j), entry (ki, xi) also 
precedes entry (kj , xj) after sorting. Stability is important for a sorting algorithm 
because applications may want to preserve the initial ordering of elements with the 
same key. 

Our informal description of bucket-sort in Code Fragment 1 1 .8 does not guar
antee stability. This is not inherent in the bucket-sort methad itself, however, for we 
can easily modify our description to make bucket-sort stable, while still preserving 
its O(n + N) running time. Indeed, we can obtain a stable bucket-sort algorithm 
by always removing thefirst element from sequence S and from the sequences B[i] 
during the execution of the algorithm. 

Rad ix-Sort 

One of the reasans that stable sorting is so important is that it allows the bucket-sort 
approach to be applied to more general contexts than to sort integers. Suppose, for 
example, that we want to sort entries with keys that are pairs (k, l) , where k and 
l are integers in the range [O,N - 1] ,  for some integer N � 2. In a context such 
as this, it is natural to define an ordering on these keys using the lexicographical 
(dictionary) convention, where (k1 , l1 ) < (k2 , l2) if k1 < k2 or if k1 k2 and l1 < 
l2 (Section 8 . 1 .2). This is a pair-wise version of the lexicographic comparison 
function, usually applied to equal-length character strings (and it easily generalizes 
to tuples of d numbers for d > 2). 

The radix-sort algorithm sorts a sequence S of entries with keys that are pairs, 
by applying a stabie bucket-sart on the sequence twice; first using one component 
of the pair as the ordering key and then using the second component. But which 
order is correct? Should we first sort on the k's (the first component) and then on 
the l 's (the second component), or should it be the other way around? 
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Before we answer this question, we consider the following example. 

Example 11.5: Consider the following sequence S (we show only the keys): 

s ( (3 , 3 ) , ( 1 , 5) , (2, 5) , ( 1 , 2) , (2, 3) , ( 1 , 7) , (3 , 2) , (2, 2) ) .  

If we sart S stably on the first component, then we get the sequence 

St =  ( (1 , 5 ) ,  ( 1 , 2) , ( 1 , 7) ,  (2, 5) , (2, 3) , (2, 2) , (3, 3) , (3 , 2) ) .  

If we then stably sart this sequence S 1 using the second component, then we get the 
sequence 

S1 ,2 = ( ( 1 , 2) , (2, 2) , (3 , 2) , (2, 3) , (3 , 3) , ( 1 , 5) , (2, 5) , ( 1 , 7) ) ,  

which is not exactly a sorted sequence. On the other hand, if we first stably sort S 
using the second component, then we get the sequence 

S2 = ( ( 1 , 2) , (3 ,  2) , (2, 2) , (3, 3 ) ,  (2, 3 ) ,  ( 1 , 5 ) ,  (2, 5) ,  ( 1 , 7) ) .  

If we then stably sart sequence S2 using the first component, then we get the se
quence 

Sz, t = ( ( 1 , 2) , ( 1 , 5 ) ,  ( 1 , 7) ,  (2, 2) , (2; 3 ) ,  (2, 5) , (3 , 2) , (3 ,  3 ) ) ,  

which is indeed sequence S Iexicographically ordered. 

So, from this example, we are led to believe that we should fi.rst sort using 
the secoud component and then again using the first component. This intuition is i 
exactly right. By fi.rst stably sorting by the second component and then again by 
the first component, we guarantee that if two entties are equal in the secoud sort 
(by the first component), then their relative order in the starting sequence (which 
is sorted by the second component) is preserved. Thus, the resulting sequence is 
guaranteed to be sorted lexicographically every time. We leave to a simple exercise 
(R -1 1 . 19) the determination of how this approach can be extended to triples and 
other d-tuples of numbers. We can summarize this section as follows :  

Proposition 11.6: Let S be a sequence ofn key-value pairs, each of which bas a 
key (kt , kz , . . .  , kd) ,  where ki is an integer in the range [O,N- 1] for some integer 
N � 2. We can sart S lexicographically in time 0( d ( n + N)) using radix -sart. 

As important as it is, sorting is not the only interesting problem dealing with 
a total order relation on a set ,of elements. There are some applications, for ex
ample, thardo not require an ordered listing of an entire set, but nevertheless eaU 
for some amount of ordering information about the set. Before we study such a 
problem ( called "selection"), let us step back and briefly compare all of the sorting 
algorithms we have studied so far. 
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1 1 . 3 . 3  Cam par ing Sorti ng  Algorithms 

At this point, it might be useful for us to take a breath and consicter all the algo
rithms we have studied in this book to sort an n-element array list, node list, or 
general sequence. 

Consideri ng Runn i ng Time and  Other Factors 

We have studied several methods, such as insertion-sort, and selection-sort, that 
have O(n2)-time behavier in the average and worst case. We have also studied sev
eral methods with O(n logn )-time behavior, including heap-sort, merge-sort, and 
quick-sort. Finally, we have studied a special class of sorting algorithms, namely, 
the bucket-sort and radix-sort methods, that run in linear time for certain types of 
keys. Certainly, the selection-sart algorithm is a poor choice in any application, 
since it runs in O(n2) time even in the best case. But, of the remairring sorting 
algorithms, which is the best? 

As with many things in life, there is no clear "best" sorting algorithm from the 
remairring candidates. The sorting algorithm best suited for a particular application 
depends on several properties of that application. We can offer some guidance 
and observations, therefore, based on the known properties of the "good" sorting 
algorithms. 

l nsertion-Sort 

lf implemented well, the running time of insertion-sort is 0( n + m) , where�m is 
the number of inversions (that is, the number of pairs of elem�nts out of order) . 
Thus, insertion-sort is an excellent algorithm for sorting small sequences (say, less 
than 50 elements), because insertion-sort is simple to program, and small sequences 
necessarily have few inversions. Also, insertion-sort is quite effective for sorting 
sequences that are already "almost" sorted. By  "almost," we mean that the number 
of inversions is small. But the O(n2)-time performance of insertion-sort makes it a 
poor choice outside of these special contexts. 

Merge-Sort 

Merge-sort, on the ether hand, runs in 0( n log n) time in the worst case, which is 
optimal for · comparison-based sorting methods. Still, ex perimental studies have 
shown that, since it is difficult to make merge-sort run in-place, the overheads 
needed to imptement merge-sort make it less attractive than the in-place implemen
tations of heap-sort and quick -sort for sequences that can fit entirely in a computer' s 
main memory area. Even so, merge-sort is an excellent algorithm for situations 
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where the input cannot all fit into main memory, but must be stored in blocks on an 
external memory device, such as a disk. In these contexts, the way that merge-sort 
processes runs of data in long merge streams makes the best use of all the data 
brought into main memory in a block from disk. Thus, for external memory sort
ing, the merge-sort algorithm tends to minimize the total number of disk reads and 
writes needed, which makes the merge-sort algorithm superior in such contexts. 

Qu ick-Sort 

Experimental studies have shown that if an input sequence can fit entirely in main 
memory, then the in-place versions of quick-sort and heap-sort run faster than 
merge-sort. The extra overhead needed for copying nodes or entries puts merge
sort at a disadvantage to quick-sort and heap-sort in these applications. In façt, 
quick -sort tends, on average, to beat heap-sort in these tests . 

So, quick-sort is an excellent choice as a general-purpose, in-memory sorting 
algorithm. Indeed, it is included in the qsort sorting utility provided in C language 
libraries. Still, its O(n2) time worst-case performance makes quick-sort a poor 
choice in reai-time applications where we must make guarantees on the time needed 
to complete a sorting operation. 

Heap-Sort 

In real-time scenarios where we have a fixed amoul)t of time to perfarm a sorting 
operation and the input data can fit into main memory, the heap-sort algorithm is 
probably the best choice. It runs in O(n logn) worst-case time and can easily be 
made to execute in-place. 

Bucket-Sort a nd Rad ix-Sart 

Finally, if our application involves sorting entries with small integer keys or d
tuples of small integer keys, then bucket-sort or radix-sort is an excellent choice, 
for it runsiQ O(d(n:+N) )  time, where [O,N  � 1) is the range ofintegerkeys (and d 
1 fot buckefs'Ort). Thus, if d(n + N) is significantly "below" the nlogn function, 
then this sorting methad should run faster than even quick -sort or heap-sort. 

. Thus, our study of all these different sorting algorithms provides us with a 
versatile collection of sorting methods in our algorithm engineering "toolbox." 
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1 1 .4 Sets and Union/Find Structures 
In this section, we study sets, including operations that define them and operations 
that can be applied to entire sets. 

1 1 .4 . 1 The Set ADT 

A set is a collection of distinct objects . That is, there are no duplicate elements in a 
set, and there is no explicit notion of keys or even an order. Even so, if the elements 
in a set are comparable, then we can maintain sets to be ordered. The fundamental 
methods of the set ADT for a set S are the following: 

add(e): Adds the element e to S. 

remove(e): Removes the element e from S. 

contai ns(e): Returns whether e is in S. 

iterator(): Returns an iterator of the elements in S. 

The Java Collections Framework includes all of these methods as a part of the 
java .uti i .Set interface, and this interface has the following implementation: 

• java . uti i . H ashSet: an implementation of the set ADT with a hash table. 

If we wish to extend the set ADT to an ordered set ADT, then we could also 
include the following methods: 

poi i Fi rst(): Returns and removes the smallest element in S. 

pol l  last(): Returns and removes the largest element in S. 
. . 

cei l i ng(e) : Returns the element that is the smallest element greater 
than or equal to e. 

floor( e ) :  Returns the element that is the largest element less than 
or equal to e. 

lower( e) : Returns the element that is the greatest element strictly 
less than e. 

h igher( e) : Returns the element that is the smallest element strictly 
greater than k. 

Incidentally, each of these methods is included in the java . uti i .NavigableSet 
interface; hence, Ja va provides a superset of the ordered set ADT. This interface is 
implemented in the following classes in the Java Collections Framework: 

• java .uti l . concurrent.ConcurrentSkiplistSet: a skip-list implementation of 
the ordered set ADT 

• java . uti i .TreeSet: a red-black tree implementation of the ordered set ADT. 
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1 1 .4 .2  Mergea b le  Sets a nd the Tem plate Method Pattern 

Let us explore a further extension of the ordered set ADT that allows for operations 
between pairs of sets. This will also serve to motivate a software engineering design 
pattem known as the template method. 

First, we reeall the mathematica! definitions of the union, intersection, and 
subtraction of two sets A and B: 

A U B {x: x is in A or x is in B} , 
A n B {x: x is in A and x is in B}, 

A - B {x: x is in A and x is not in B}. 

Example 1 1 .7 :  Most Internet search engines store, for each word x in their dic
tionary database, a set, W(x) , of Web pages that contain x, where each Web page 
is identified by a unique Internet address. When presented with a query for a word 
x, such a search engine need only return the Web pages in the set W(x) , sorted 
according to some proprietary priority ranking of page "importance." But when 
presented with a two-word query for words x and y, such a search engine must first 
compute the intersection W(x) nW(y), and then return the Web pages in the result
ing set sorted by priority. Several search engines use the set intersecdon algorithm 
described in this section for this computation. 

Fund amenta l Methods of the Mergea ble Set ADT 

The fundamental methods of the mergeable set ADT, acting on, a set A, are as 
follows: 

union(B): Replace A with the uniort of A and B, that is ,  execute 
A +- A U B. 

i ntersect(B): Replace A with the intersection of A and B, that is, exe
cute A +- A nB. 

subtract(B) :  Replace A with the difference of A and B, that is, execute 
A +- A B. 

A S imple Mergeable Set l m plementation 

One of the simplest ways of implementing a set is to store its elements in an or
. dered sequence. This implementation is included in several software libraries for 

. genecie . data structures, for example. Therefore, let us consider implementing the 
set ADT with an ordered sequence (we consider other implementations in several 
exercises ). Any consistent total order re lation among the elements of the set can be 
used, provided the same order is used for all the sets. 
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We implement each of the three fundamental set operations using a generic ver
sion of the merge algorithm that takes, as input, two sorted sequences representing 
the input sets, and constructs a sequence representing the output set, be it the union, 
intersection, or subtraction of the input sets. Incidentally, we have defined these op
erations so that they modify the contents of the set A involved. Alternatively, we 
could have defined these methods so that they do not modify A but return a new set 
instead. 

The generic merge algorithm iteratively examines and compares the cmTent el
ements a and b of the input sequence A and B, respectively, and fincts out whether 
a <  b, a b, or a >  b. Then, based on the outcome of this comparison, it deter
mines whether it should copy one of the elements a and b to the end of the output 
sequence C. This determination is made based on the particular operation we are 
performing, be it a union, intersection, or subtraction. Por example, in a union 
operation, we proceed as follows: 

• If a <  b, we copy a to the end of C and advance to the next element of A. 
• lf a b, we copy a to the end of C and advance to the next elements of A 

and B. 
• If a >  b, we copy b to the end of C and advance to the next element of B. 

Performance of Generic Mergi ng 

Let us analyze the running time of generic merging. At each iteration, we compare 
two elements of the input sequences A ànd B, possibly copy one element to the 
output sequence, and advance the current element of A, B, or both. AssUJ.lling 
that comparing and copying elements takês 0( 1 )  time, the total running tirlle is 
0( nA ns) , where nA is the size of A and ns is the size of !J; that is, generic 
merging takes time proportional to the number of elements. Thus, we have the 
following: 

Proposition 1 1 .8: The set ADT can be implemented with an ordered sequence 
and a generic merge scheme that supports operadons u nion, i ntersect, and subtra ct 
in 0( n) time, where n denotes the sum of sizes of the sets involved. 

Generic Merging as a Tem plate Method Pattern 

The generic rilerge algorithm is based on the template method pattern (see Sec
tion 7.3 .7). The template metbod pattem is a software engineering design pattem 
descrihing a generic coiilputation meèh3llismthat can be specialized by redefining 

. eertrun steps. ' In  this case, we describe a metbod that merges two sequences into 
one and can be specialized by the behavior of three abstract methods. 

Code Fragment 1 1 .9 shows the class Merge providing a Java implementation 
of the generic merge algorithm. 
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/** Generic merge for sorted sequences. *I 
public abstract class Merge<E> { 

} 

private E a ,  b ;  I I cu rrent elements i n  A and B 
private lterator<E> iterA, iterB; I I iterators for A and B 
/** Temp late method *I 
public void merge(Positionlist<E> A,  Positionlist<E> B, 

} 

Comparator<E> comp ,  Positionlist<E> C) { 
iterA = A. iterator( ) ; 
iterB = B. iterator( ) ; 
boolean aExists advanceA() ; I I Boolean test if there is a cu rrent a 
boolean bExists = advanceB( ) ; I I Boolean test if there is a cu rrent b 
while (aExists && bExists) { I I Main loop for merging a a nd b 

} 

int x =  comp.compare(a ,  b) ; 
if (x < 0) { a lsless(a ,  C) ; aExists = advanceA() ; } 
else if (x == 0) { 

bothAreEqua l (a ,  b, C ) ; a Exists advanceA() ; bExists = advanceB( ) ; } 
else { blsless(b, C) ; bExists = advanceB() ; } 

while (a Exists) { a lsless(a ,  C) ; a Exists = adv.anceA() ; } 
while (bExists) { b lsless(b, C); bExists = adva nceB() ; } 

I I auxi l iary methods to be specia l ized by subclasses 
protected void a lsless(E a, Positionlist<E> C) { } 
protected void bothAreEqua i(E a ,  E b, Positionlist<E> C) { } 
protected void blsless(E b, Positionlist<E>. C) { ·} 
I I hel per methods 
private boolean advanceA() { 

if ( iterA .hasNext( ) )  { a iterA. next() ; return true; } 
return false; 

} 
private boolean advanceB() { 

if ( iterB. hasNext()) { b iterB.next() ; return true; } 
return false; 

} 

Code Fragment 11.9: Class Merge for generic merging. 

537 
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To convert the genetic Merge class into useful classes, we must extend it with 
classes that redefine the three auxiliary methods, a l sless, bothAreEqua l ,  and b ls
Less. We show how union, intersection, and subtraction can be easily described 
in terms of these methods in Code Fragment 1 1 . 1  0. The auxiliary methods are 
redetirred so that the template methad merge perfarms as follows: 

• In class UnionMerge, merge copies every element from A and B into C, but 
does not duplicate any element. 

• In class l ntersectMerge, merge copies every element that is in both A and B 
into C, but "throws away" elernents in one set but not in the other. 

• In class SubtractMerge, merge copies every element that is in A and not in B 
into C. 

/** Class specia l iz ing the generic merge template to un ion two sets *I 
public class UnionMerge<E> extends Merge<E> { 

protected void a lsless(E a ,  Positionlist<E> C) { 
C .addlast(a ) ; I I add a 

} 
protected void bothAreEqua i (E a ,  E b, Position list<E> C) { 

C .addlast(a ) ; I I add a (but not its dupl i ca te b) 
} 
protected void blsless(E -b, Positionlist<E> C ) { 

C .addlast(b ) ; I I add b 
} 

} 
/** Class specia l iz ing the generic merge template to i nterseet two sets *I  
public class l ntersectMerge<E> extends Merge<E> { . 

} 

protected void a lsless(E a ,  Posit ionlist<E> C ) { } 
protected void bothAreEqua i (E a ,  E b, Positionlist<E> C) { 

C.addLast( a ) ; I I add a (but not its dup l icate b) 
} 
protected void blsLess(E b ,  Posit ionlist<E> C) { } 

/** Class specia l iz ing the generic merge template to subtract two sets *I 
public class SubtractMerge<E> extends Merge<E> { 

} 

protected void a lsless(E a ,  Posit ionlist<E> C ) { 
C.addLast(a ) ; I I add a 

} 
protected void bothAreEqua i (E a ,  E b ,  Posit ionlist<E> C ) { } 
protected void blsless(E b, Posit ionlist<E> C ) { } 

Code Fragment 1 1.10: Classes extending the Merge class by spedalizing the auxil
iary rnethods to perfarm set union, intersection, and subtraction, respectively. 
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1 1 .4 .3  Part it ions w ith  U n ion-F ind  Operat iens 
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A parfition is a collection of disjoint sets. We define the methods of the partition 
ADT using position objects (Section 6.2.2), each of which stores an element x. The 
partition ADT supports the following methods. 

makeSet (x) : Create a singleton set containing the element x and return 
the position storing x in this set. 

u nion (A ,B) :  Return the set A U B, destroying the old A and B. 

fi n d (p ) : Return the set containing the element in position p. 

A simple implementation of a partition with a total of n elements is with a 
collection of sequences, one for each set, where the sequence for a set A stores set 
positions as its elements . Each position object stores a variable, e lement, which ref
erences its associated element x and allows the execution of the element() method 
in 0( 1 )  time. In addition, we also store a variable, set, in each position, which 
references the sequence storing p, since this sequence is representing the set con
taining p's element. (See Figure 1 1 . 1 6.) Thus, we can perform operation find(p) 
in 0( 1 ) time, by following the set reference for p. Likewise, makeSet also takes 
0(1 )  time. Operation un ion (A ,B) requires that we join two sequences into one and 
update the set references of the positions in one of the two. We choose to impie
ment this operation by removing all the positions from the sequence with smaller 
size, and inserting them in the sequence with larger size. Each time we take a 
position p from the smaller set s and insert it into the larger set t, we update the 
set reference for p to now point to t . Hence, the operation un io�(A, B) takes time 
O(min( IA ! ,  !B I ) ) ,  which is O(n) , because, in the worst case, lA l = !BI n/2. Nev
ertheless, as shown below, an amortized analysis shows this implementation to be 
much better than appears from this worst-case analysis. 

Figure 1 1.16: Sequence-based implementation of a partition consisting of three sets: 
A � { 1 , 4, 7}, B = {2, 3 , 6, 9}, and C = {5 ,  8, 10 ,  1 1 , 12} .  
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Performa nce of the Sequence l mplementation 

The sequence implementation above is simple, but it is also efficient, as the follow
ing theorem shows. 

Proposition 11 .9 :  Performing a series ofn makeSet, un ion, and fi nd operations, 
using the sequence-based implementation above, starting from an initially empty 
partition takes O(n logn) time. 

Justification: We use the accounting metbod and assume that one cyber-rupee 
can pay for the time to perform a fi nd operation, a makeSet operation, or the move
ment of a position object from one sequence to another in a un ion operation. In the 
case of a find or makeSet operation, we charge the operation itself 1 cyber-rupee. 
In the case of a un ion operation, however, we charge 1 cyber-rupee to each position · 

that we move from one set to another. Note that we charge nothing to the un ion 
operations themselves. Clearly, the total charges to find and makeSet operations 
sum to be O(n) . 

Consider, then, the number of charges made to positions on behalf of un ion op
erations. The important observation is that each time we move a position from one 
set to another, the size of the new set at least doubles . Thus, each position is moved 
from one set to another at most logn times; hence, each position can be charged at 
most O(logn) times. Since we assume that the partition is imtially empty, there are 
O(n) different elements referenced in the given series of operations, which implies 
that the total time for all the un ion operations is O(n logn) . • 

s 

The amortized running time of an operation in a series of makeSet, un ion, and 
find operations, is the total time taken for the series divided by the number of oper
ations. We conclude from the proposition above that, for a partition implemented 
using sequences, the amortized running time of each operation is O(logn). Thus, 
we can summarize the performance of our simple sequence-based partition imple
mentation as follows. 

Proposition 11 . 10: Using a sequence-based implementation of a partition, in a 
series of n makeSet, un ion ,  and fi nd operations starting trom an initially empty 
partition, the amortized running time of each operation is O(log n) . 

Note that in this sequence-based implementation of a partition, each fi nd oper
ation takes worst-case 0(1) time. It is the running time of the un i  on operations that 
is the computational bottleneck. 

· 

In the next section, we describe a tree-based implementation of a partition that 
does not guarantee constant-time fi nd operations, but has amortized time much 
better than O(logn) per u nion operation. 
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A Tree-Based Part it ion l mplementation * 

An alternative data structure uses a collection of trees to store the n elements in sets, 
where each. tree is associated with a different set. (See Figure 1 1 . 17 .) In particular, 
we implement each tree with a linked data structure whose nodes are themselves 
the set position objects . We still view each position p as being a node having a 
variable, e lement, referring to its element x, and a variable, set, referring to a set 
containing x, as before. But now we also view each position p as being of the 
"set" data type. Thus, the set reference of each position p can point to a position, 
which could even be p itself. Moreover, we implement this approach so that all the 
positions and their respective set references together define a collection of trees. 

We associate each tree with a set. For any position p, if p's set reference points 
back to p, then p is the root of its tree, and the name of the set containing p is "p" 
(that is, we will be using position narnes as set narnes in this case). Otherwise, the 
set reference for p points to p's parent in its tree. In either case, the set containing 
p is the one associated with the root of the tree containing p. 

12 

Figure 11.17: Tree-based implementation of a parti.tion consisting of three disjoint 
sets: A = { 1 , 4, 7}, B = {2, 3 , 6, 9}, and C = {5, 8, 10, 1 1 , 12}. 

With this partition data structure, operation un ion(A ,B) is called with position 
arguments p and q that respectively represent the sets A and B (that is, A = p and 
B = q). We perform this operation by making one of the trees a subtree of the 
other (Figure 1 1 . 1 8b), which can be done in 0(1 )  time by setting the set reference 
of the root of one tree to point to the root of the other tree. Operation find for a 
position p is performed by walking up to the root of the tree containing the position 
p (Figure 1 1 . 1 8a), which takes O(n) time in the worst case. 

At first, this implementation may seem to be no better than the sequence-based 
data structure, but we add the following two simple heuristics to make it run faster. 

Union-by�Size: Store, with eagh position node p, the size of the subtree rooted 
at p. In a u nion operation, make the tree of the smaller set become a subtree 
of the other tree, and update the size field of the root of the resulting tree. 
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12 

(a) 

Figure 11.18: Tree-based implementation of a partition: (a) operation u n ion(A ,B) ;  
(b) operation fi n d  (p) ,  where p denotes the position object for element 1 2. 

Path Compression: In a fi nd operation, for each node v that the fi nd visits, reset 
the parent pointer from v to point to the root. (See Pi gure 1 1 . 19 . )  

(a) (b) 

Figure 1 1.19: Path-compression heuristic: (a) path traversed by operation fi nd on 
element 1 2; (b) restructured tree. 

A surprising property of this data structure, when implemented using the union
by-size and path-compression heuristics, is that performing a series of n un ion and 
find operations takes O(n log* n) time, where log* n is the log-star function, which 
is the inverse of the tower-of-twos function. Intuitively, log* n is the number of 
times that one can iteratively take the logarithm (base 2) of a number before getting 
a number smaller than 2. Table 1 1 . 1  shows a few sample values. 

minimum n 2 · z 2 4 2z
2 

log* n 1 2 

2 

16 222 
= 65, 536 

3 4 

22 I 2z
2 

= 26s,s36 
. 

5 i 

Table 1 1.1: Same values of log* n and critical values for îts inverse. 
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1 1 .5  Selection 
There are a number of applications in which we are interested in identifying a sin
gle element in terms of its rank relative to an ordering of the entire set. Examples 
include identifying the minimum and maximum elements, but we may also be in
terested in, say, identifying the median element, that is, the element such that half 
of the other elements are smaller and the remaining half are larger. In general, 
queries that ask for an element with a given rank are called order stafistics. 

Defi n i ng the  Select ion P roblem 

In this section, we discuss the general order-statistic problem of selecting the kth 
smallest element from an unsorted collection of n comparable elements. This is 
known as the selection problem. Of course, we can solve this problem by sorting 
the collection and then indexing into the sorted sequence at index k - 1 .  Using 
the best comparison-based sorting algorithms, this approach would take O(n logn)  
time, which i s  obviously an overkill for the cases where k = 1 or  k n (or even 
k = 2, k 3, k = n 1, or k = n - 5), because we can easily solve the selection 
problem for these values of k in O(n) time. Tht1s, a natoral question to ask is 
whether we can achieve an O(n) running time for all values of k (including the 
interesting case of finding the median, where k = l n/2 J ). 

1 1 .5 . 1 Pru ne-and-Sea rch 

This may come as a small surprise, but we can indeed solve the selection problem in 
O(n) time for any value of k. Moreover, the technique we use to achieve this result 
involves an interesting algorithmic design pattem. This design pattem is known 
as prune-and-search or decrease-and-conquer. In applying this design pattem, 
we solve a given problem that is defined on a collection of n objects by pruning 
away a fraction of the n objects and recursively solving the smaller problem. When 
we have finally reduced the problem to one defined on a constant-sized collection 
of objects, then we solve the problem using some brute-force method. Retuming 
back from all the recursive calls completes the construction. In some cases, we 
can avoid using reèursion, in which case we simply iterate the prune-and-search 
reduction step until we can apply a brute-force methad and stop. Incidentally, the 
binary search methad described in Section 9.3 . 1  is an example of the prune-and
search design pattem. 
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1 1 . 5 . 2  Random ized Qu ick-Select 

In applying the prune-and-search pattem to the selection problem, we can design 
a simple and practical method, called randomized quick-select, for finding the kth 
smallest element in an unordered sequence of n elements on which a total order 
relation is defined. Randomized quick-select runs in O(n) expected time, taken 
over all possible random choices made by the algorithm, and this expectation does 
not depend whatsoever on any randomness assumptions about the input distribu
tion. We note though that randomized quick-select runs in O(n2) time in the worst 
case, the justification of whîch is left as an exercise (R-1 1 .25). We also provide 
an exercise (C- 1 1 .3 1 )  for modifying randomized quick-select to get a deterministic 
selection algorithm that runs in 0( n) worst-case time . . The existence of this de
terministic algorithm is mostly of theoretica! interest, however, since the constant 
factor hidden by the big-Oh notation is relatively large in this case. 

Soppose we are given an unsorted sequence S of n comparable elements to
gether with an integer k E [ 1 , n] . At a high level, the quick-select algorithm for 
finding the kth smallest element in S is similar in structure to the randomized quick
sort algorithm described in Section 1 1 .2. 1 .  We piek an element x from S at random 
and use this as a "pivot" to subdivide S into three subsequerices L, E, and G, storing 
the elements of S less than x, equal to x, and greater than x, respectively. This is the 
prune step. Then, based on the value of k, we then determine which of these sets to 
recur on. Randomized quick -select is described in Code Fragment 1 1 . 1 1 .  i 

Algorithm quickSelect(S, k) : 
Input: Sequence S of n comparable elements, and an integer k E [ l ,n] 
Output: The kth smallest element of S 

if n 1 then 
return the (first) element of S. 

piek a random (pivot) element x of S and di vide S into three sequences: 
• L, storing the elements in S less than x 
• E, storing the elements in S equal to x 
• G, storing the elements in S greater than x. 

if k < ILI then 
quickSelect(L,k) 

else if k :::; ILI + IE l then 
return x { each element in E is equal to x} 

else 
qu ickSelect( G, k IL! - IE I )  { note the new selection parameter} 

Code Fragment 11.11: Randomized quick-select algorithm. 
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1 1 . 5 . 3  Ana lyz i ng Ra ndom ized Qu ick-Select 

Showing that randomized quick-select runs in O(n) time requires a simple prob
abilistic argument. The argument is based on the linearity of expectation, which 
states that if X and Y are random variables and c is a number, then 

E(X Y) E(X) + E(Y) and E(cX) = cE(X) ,  

where we use E(Z) to denote the expected value of the expression Z. 
Let t ( n) be the running time of randomized quick -select on a sequence of size n. 

Since this algorithm depends on random events, its running time, t (n), is a random 
variable. We want to bound E(t(n) ) , the expected value of t (n ) . Say that a recursive 
invocation of our algorithm is "good" if it partitions S so that the size of L and G 
is at most 3nj4. Clearly, a recursive call is good with probability 1 /2. Let g(n) 
denote the number of consecutive recursive calls we make, including the present 
one, before we get a good one. Then we can characterize t (n) using the following 
recurrence equation : 

t (n) ::; bn · g(n) t (3n/4) ,  
where b 2:: 1 is a constant. Applying the linearity of expectation for n > 1 ,  we get 

E (t(n)) ::; E (bn · g(n) + t (3n/4) )  bn · E (g(n) ) + E (t (3n/4) ) . 

Since a recursive call is good with probability 1 /2, and whether a recursive call is 
good or not is independent of its parent call being good, the expected value of g( n) 
is the same as the expected number of times we must flip a fair coin before it co mes 
up "heads." That is, E(g(n) ) = 2. Thus, if we let T(n) be shorthand for E(t (n)) ,  
then we can write the case for n > 1 as 

' ' 

T(n) ::; T (3n/4) 2bn. 
To convert this relation into a closed form, let us iteratively apply this inequality 
assuming n is large. So, for example, after two applications, 

T (n) ::; T ( (3/4)2n) 2b(3/4)n + 2bn. 
At this point, we should see that the general case is 

rlog4/3n l 
T (n) < 2bn · · L (3/4t 

i=O 
In other words, the expected running time is at most 2bn times a geometrie sum 

. whos� base is a positive number lessthan 1 .  Thus, by Proposition 4.5, T ( n) is 0( n) . 
Proposition 11 . 11 :  The expected running time of randomized quick-select on a 
sequence S of size n is 0( n) , assuming two elements of S can be compared in 0( 1 )  
time. 
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1 1 . 6  - Exercises 

For help with exercises, please visit the web site, www.wiley.com/go/globallgoodrich. 

Rei nforeement 

R-1 1 . 1  Suppose S is a list of n bits, that is , n O's and 1 's . How long will it take to 
sort S with the merge-sort algorithm? What about quick-sort? 

R- 1 1 .2 Suppose S is a list of n bits, that is, n O's and 1 's. How long will it take to 
sort S stably with the bucket-sort algorithm? 

R - 1 1 .3 Give a complete justification of Proposition 1 1 . 1 .  
R - 1 1 .4 In the merge-sort tree shown in Figures 1 1 .2 through 1 1 .4, some edges are 

drawn as arrows. What is the meaning of a downward arrow? How about 
an upward arrow? 

R- 1 1 .5 Give a complete pseudo-code description of the recursive merge-sort al
gorithm that takes an array as its input and output. 

R- 1 1 .6 Show that the running time of the merge-sort algorithm on an n-element 
sequence is O(n logn) , even when n is not a power of 2. 

-

R - 1 1 .7 Suppose we are given two n-element sorted seqtiences A and B that should 
not be viewed as sets (that is, A and B may contain duplicate entries) .  
Describe an 0( n )-time method for computing a sequence re presenting the 
set A U B  (with no duplicates). -

R-1 1 .8 Show that (X -A) U (X -B) = X - (A nB) ,  for any �ee sets X, A, and B. 

R- 1 1 .9 Suppose we modify the deterministic version of the quick-sort algorithm 
so that, instead of selecting the last element in an n-element sequence as 
the pivot, we choose the element at index l n/2 J .  What is the running time 
of this version of quick-sort on a sequence that is already sorted? 

R - 1 1 . 10 Consider a modification of the deterministic version of the quick -sort al
gorithm where we choose the element at index l n/2 J as our pivot. De
scribe the kind of sequence that would cause this version of quick-sort to 
run in .Q(n2) time. 

R - 1 1 . 1 1  Show that the best -case running time of quick -sort on a sequence of size 
n with distinct elements is O(nlogn) . 

R-' 1 1 .12 Describe a randomized version of in-place quick-sort in pseudo-code. 
R- 1 1 . 1 3  Show that the probability that any given input element x belongs to more 

than 2 logn subproblems in size group i, for randomized quick-sort, is at 
most 1 /n2 . 

www.wiley.com/go/globallgoodrich
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R- 1 1 . 14 Suppose algorithm i n P iaceQuickSort (Code Fragment 1 1 .6) is executed 
on a sequence with duplicate elements. Show that the algorithm still cor
rectly sorts the input sequence, but the result of the divide step may differ 
from the high-level description given in Section 1 1 .2 and may result in 
inefficiencies . In particular, what happens in the partition step when there 
are elements equal to the pivot? Is the sequence E (storing the elements 
equal to the pivot) actually computed? Does the algorithm recur on the 
subsequences L and G, or on some other subsequences? What is the run
ning time of the algorithm if all the input elements are equal? 

R - 1 1 . 15 Of the n !  possible inputs to a given comparison-based sorting algorithm, 
what is the absolute maximum number of inputs that could be sorted with 
just n compmisons? 

R- 1 1 . 1 6  Jonathan has a comparison-based sorting algorithm that sorts the first k el
ements in sequence of size n in O(n) time. Give a big-Oh characterization 
of the biggest that k can be? 

R - 1 1 . 17 Is t:he merge-sort algorithm in Section 1 1 . 1  st:able? Why or why not? 

R- 1 1 . 1 8 An algorithm that sort:s key-value entties by key is said to be straggling 
if, any time two entties ei and e j have equal keys, but ei appears before e j 
in the input, then the algorithm p1aces ei after e j in the output. Describe a 
change to the merge-sort algorithm in Section 1 1 . 1  to make it: straggling. 

R- 1 1 . 19 Describe a radix-sort methad for lexicographically sorting a sequence S of 
triplets (k, l ,m) , where k, l, and m are integers in the range [O,N - 1 ) , for 
some N > 2. How could this scheme be extended to sequences of d-tuples 
(k1 , k2 , . . .  , kd), where-each ki is an integer in thè range [@,N 1 )? 

R- 1 1 .20 Is the bucket-sort algorithm in-place? Why or why not? 

R - 1 1 .21 Give an example input list that requires merge-sort and heap-sort to take 
O(n logn) time to sort, but insertion-sort runs in O(n) time. What if you 
reverse this list? 

R- 1 1 .22 Describe, in pseudo-code, how to perfarm path compression on a path of 
length h in 0( h) time in a tree-based partition union/find structure. 

R -1 1 .23 George claims he has a fast way to do path compression in a partit:ion 
st:ructure, starting at a node v. He puts v intö a list L, and starts following 
parent pointers. Each time he encounters a new node, u, he adds u to L 
and updates the parent pointer of each node in L t:o point t:o u's parent 
Shöw that George' s algorithm runs in .Q( h2) time on a path of length h. 

R- 1 1 .24 Describe an in-place version of the quick-se1ect algorithm in pseudo-code. 

R- 1 1 .25 Show that the worst-case running time of quick-select on an n-element 
sequence is .Q(n2) .  
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Creativity 

C- 1 1 . 1  Linda claims to have an algorithm that takes an input sequence S and 
produces an output sequence T that is a sorting of the n elements in S. 

a. Give an algorithm, isSorted , for testing in O(n) time if T is sorted. 
b. Explain why the algorithm isSorted is not suftleient to prove a par

ticular output T to Linda's algorithm is a sorting of S. 
c. Describe what additional information Linda's algorithm could out

put so that her algorithm's conectness could be established on any 
given S and T in O(n) time. 

C- 1 1 .2 Given two sets A and B represented as sorted sequences, describe an effi
cient algorithm for computing A EB B, which is the set of elements that are 
in A or B, but not in both. 

C- 1 1 .3 Suppose that we represent sets with balanced search trees. Describe and 
analyze algorithms for each of the methods in the set ADT, assuming that 
one of the two sets is much smaller than the other. 

C- 1 1 .4 Describe and analyze an efficient method for removing all duplicates from 
a collection A of n elements. 

C-1 1 .5 Consider sets whose elements are integers in the range [0, N 1 ] . A pop
ular scheme for representing a set A of this type is by means of a Boolean 
array, B, where we say that x is in A if and only if B[x] = true. Since each 
cell of B can be represented with a single bit, B is sometimes refened to 
as a bit vector. Describe and analyze efficient algorithms for performing 
the methods of the set ADT assuming this representation. · 

C- 1 1 .6 Consider a version of deterministic quick-sort where we piek as our pivot 
the median of the d last elements in the input sequenée of n elements, for 
a fixed, constant odd number d � 3 .  What is the asymptotic worst-case 
running time of quick-sort in this case? 

C- 1 1 .7 Another way to analyze randornized quick-sort is to use a reearrenee 
equation. In this case, we let T ( n) denote the expected running time 
of randomized quick-sort, and we observe that, because of the worst-case 
partitions for good and bad splits, we can write 

T(n) � � (T (3n/4) T (n/4) )  + � (T(n 1 ) ) + bn, 

. where bn is the time needeel to p�tition a list for a given pivot and concate
riate,the·

r�sult sublists aft�r-tl�e n�cursive calls return. Show, by induction, 
that T(n) is O(n logn) . 

C- 1 L8 Modify i nPiaceQu ickSort (Code Fragment 1 1 .6) to handle the general 
case efficiently when the input sequence, S, may have duplicate keys. 
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C-1 1 .9 Describe a nonrecursive, in-place version of the quick-sort algorithm. The 
algorithm should still be based on the same divide-and-conquer approach, 
but use an explicit stack to process subproblems. 

C- 1 1 . 1  0 Show that randomized quick -sort runs in 0( n log n) time with probability 
at least 1 - 1 / n, that is, with high probability, by answering the following: 

a. For each input element x, define q,j(x) to be a 0/1 random variabie 
that is 1 if and only if element x is in j + 1 subprobiems that belong 
to size group i. Argue why we need not define q,j for j > n. 

b. Let Xi,j be a 0/1 random variabie that is 1 with probability 1/2Î, 
independent of any other events, and let L = flog413 n 1 .  Argue why 

Ef:o1 E}=oCi,j (x) ::_:; Ef:o1 E}=oXu. 
c. Show that the expected value of Et01 LJ=OXi,j is (2 - 1/2n)L 

d. Show that the probability that Ef=oE)=oXi,j > 4L is at most 1/n2, 
using the Chernoff bound that states that if X is the sum of a finite 
number of independent 011 random variables with expected value 
f1 > 0, then Pr(X > 2p) < (4/etfl, where e = 2.7 1828 128 . . . . 

e. Argue why the previous claim proves randomized quick-sort runs in 
O(n logn) time with probability at least 1 - 1/n. 

C-1 1 . 1 1  Given an array A of n entries with keys equal to 0 or 1 ,  describe an in-place 
method for ordering A so that all the O's are before every 1 .  

C- 1 1 . 12 Suppose we are given- an n-element sequence S such that each element 
in S represents a different vote for president, where each vote is given 
as an integer representing a particular candidate. Design an O(nlogn)
time algorithm to see ·who wins the election S represents, assuming the 
candidate with the most votes wins (eYen ifthere are O(n) candidates). 

C- 1 1 . 13 Consicter the voting problem from Exercise C- 1 1 . 12, but now suppose that 
we know the number k < n of candidates running. Describe an O(n logk)
time algorithm for determining who wins the election. 

C- 1 1 . 14 Consicter the voting probiem from Exercise C- 1 1 . 12, but now suppose a 
candidate wins only if he or she gets a majority of the votes cast. Design 
and anaiyze a fast aigorithm for determining the winner if there is one. 

C-1 1 . 15 Show that any comparison-based sorting algorithm can be made to be 
stabie without affecting its asymptotic running time. 

C- 1 1 . 16 Suppose we are given two sequences A and B of n elements, possibly 
containing duplicates, on which a total order reiation is defined. Describe 
an efficient a1gorithm for determining if A and B contain the same set of 
eiements. What is the running time of this method? 

C- 1 1 . 17 Given an array A of n integers in the range [0, n2 - 1 ] ,  describe a simpie 
· method for sorting A in O(n) time. 
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C-1 1 . 1 8  Let S1 , S2 ,  . . .  , Sk be k different sequences whose elements have integer 
keys in the range [O , N  - 1] ,  for some parameter N > 2. Describe an al
gorithm running in O(n N) time for sorting all the sequences (not as a 
uni on), where n denotes the total size of all the sequences. 

C- 1 1 . 19  Given a sequence S of n elements, on which a total order relation is de
fined, describe an efficient methad for determining whether there are two 
equal elements in S. What is the running time of your method? 

C- 1 1 .20 Let S be a sequence of n elements on which a total order relation is de
fined. Reeall that an inversion in S is a pair of elements x and y such 
that x appears befare y in S but x >  y. Describe an algorithm running in 
O(n logn) time for determining the number of inversions in-S. 

C-1 1 .2 1  Let S be a random permutation of n distinct integers. Argue that the ex
pected running time of insertion-sort on S is .Q.(n2) .  (Hint: No te that half 
of the elements ranked in the top half of a sorted version of S are expected 
to be in the first half of S.) 

C- 1 1 .22 Let A and B be two sequences of n integers each. Given an integer m, 
describe an 0( n log n) -time algorithm for determining if there is an integer 
a in A and an integer b in B such that m a +  b. 

C- 1 1 .23 Given a set of n integers, describe and analyze a fast methad for finding 
the flogn l integers dosest to the median. 

C- 1 1 .24 Bob has a set A of n nuts and a set B of n bolts, · such that each nut in A 
has a unique matching bolt in B. Unfortunately, the nuts in A all look the 
same, and the bolts in B all look the same as well. The only kind of a 
comparison that Bob can make is to take a nut -bolt pair (a , b) , such that a 
is in A and b is in B, and test it to see if the thre�ds of .a are larger, smaller, 
or a perfect match with the threads of b. Describe and analyze an efficient 
algorithm for Bob to match up all of his nuts and bolts. 

C-1 1 .25 Show how to u se a deterministic 0( n) -time selection algorithm to sort a 
sequence of n elements in O(nlogn) worst-case time. 

C-1 1 .26 Given an unsorted sequence S of n comparable elements, and an integer k, 
give an O(nlogk) expected-time algorithm for finding the O(k) elements 
that have rank r n/k l ' 2 f n/kl , 3 r n/kl ' and so on. 

C-1 1 .27 Let S be a sequence of n i nsert and remaveMin operations, where all the 
keys involved are integers in the range [0, n - 1 ] .  Describe an algorithm 
running in O(nlog* n) for determining the answer to each rernoveMin .  

C-1 1 .28 Space aliens have given us a program, a I iehSpl it, that can take a sequence 
S of n integers and partition S in O(n) time into sequences S1 , S2, . . .  , Sk of 
size at most r n/kl each, such that the elements in si are less than or equal 
to every element in Si+ 1 ,  for i = 1 ,  2, . . .  , k - 1 ,  for a fixed number, k < n. 
Show how to use a l ienSpl it to sort S in O(nlogn/ logk) time. 
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C- 1 1 .29 Karen has a new way to do path compression in a tree-based union/find 
partition data structure starting at a node v. She puts all the nodes that are 
on the path from v to the root in a set S. Then she scans through S and sets 
the parent pointer of each node in S to its parent's parent pointer (recall 
that the parent pointer of the root points to itself). If this pass changed the 
value of any node's parent pointer, then she repeats this process, and goes 
on repeating this process until she makes a scan through S that does not 
change any node's parent value. Show that Karen's algorithm is correct 
and analyze its running time for a path of length h. 

C- 1 1 .30 Let S be a sequence of n integers. Describe a metbod for printing out all 
the pairs of inversions in S in O(n +k) time, where k is the number of such 
mvers10ns. 

C-1 1 .3 1  This problem deals with modification of the quick-select algorithm to 
make it deterministic yet still run in O(n) time on an n-element sequence. 
The idea is to modify the way we choose the pivot so that it is chosen 
deterministically, not randomly, as follows: 

Partition the set S into r n/5l groups of size 5 each (except pos
sibly for one group ). Sort each little set and identify the median 
element in this set. From this set of r n/5l "baby" medians, ap
ply the selection algorithm recursiyely to find the median of the 
baby medians. U se this element as the pivot and praeeed as in 
the quick-select algorithm. 

Show that this deterministic metbod runs in O(n) time ljy answering the 
following questions (please ignore floor an

.
d ceiling functions if that sim

plifies the mathematics, for the asymptotics are the same either way): 

a. How many baby medians are less than or equal to the chosen pivot? 
How many are greater than or equal to the pivot? 

b. Por each baby median less than or equal to the pivot, how many 
other elements are less than or equal to the pivot? Is the same true 
for those greater than or equal to the pivot? 

c. Argue why the metbod for finding the deterministic pivot and using 
it to partition S takes O(n) time. 

d. Based on these estimates, write a recurrence equation to bound the 
worst �case running time t ( n) for this selection algorithm ( note that in 
the worst case there are two recursive calls-one to find the median 
of the baby medians and one to recur on the larger of L and G). 

e. Using this recurrence equation, show by induction that t(n) is O(n). 
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Projects 

P-1 1 . 1  Experimentally campare the performance of in-place quick-sort and a ver
sion of quick-sort that is not in-place. 

P-1 1 .2 Design and implement a version of the bucket-sort algorithm for sorting 
a linked list of n entries (for instance, a list of type java .uti i . Li nkedList) 
with integer keys taken from the range [O ,N 1 ] , for N > 2. The algorithm 
should run in 0( n N) time. 

P- 1 1 .3 Implement merge-sort and deterministic quick-sort and perfarm a series 
of benchmarking tests to see which one is faster. Your tests should include 
sequences that are "random" as well as "almost" sorted. 

P-1 1 .4 Implcment deterministic and randomized versions of the quick-sort al
gorithm and perfarm a series of benchmarking tests to see which one is 
faster. Your tests should include sequences that are very "random" looking 
as well as ones that are "almost" sorted. 

P- 1 1 .5 Implement an in-place version of insertion-sort and an in-place version of 
quick-sort. Perfarm benchmarking tests to determine the range of values 
of n where quick-sort is on average better than insertion-sort. 

P- 1 1 .6 Design and implcment an animation for one of the sorting algorithms de
scribed in this chapter. Your animation should illustrate the key properties 
of this algorithm in an intuitive manner. -

P- 1 1 .7 Implement the randomized quick-sort and quick-select algorithms, and 
design a series of experiments to test their relative speeds. 

P-1 1 .8 Implcment an extended set ADT that includes the methods un ion (B), 
i ntersect(B) , subtract(B), size ( ) ,  isEmpty( ) ,  plus the methods eq{Ja ls(B) , 
contai ns(e) , i nsert(e), and remove(e) with obvious meaning. 

P- 1 1 .9 lmplement the tree-based union/find partition data structure with both the 
union-by-size and path-compression heuristics. 

Chapter Notes 

Knuth [63] describes the history of the sorting problem. Huang and Langston [52] show 
how to merge two sorted lists in-place. Our set ADT is derived from [5] .  Quick-sort al
gorithm is due to Hoare [ 47] .  More information about randomization can be found in the 
appendix and the book by Motwani and Raghavan [79] .  Our quick-sort analysis is a com
bina�ion of a previous analysis and the an�lysis of [59] .  The quick-sort analysis of Exer
cise C- l 1.7 is due to Littman. Gonnet and Baeza-Yates [39] provide comparisons of sorting 
algorithms. The term "prune-and-search" comes from the computational geometry litera
ture (such as in Clarkson [22] and Megiddo [72, 73]). The term "decrease-and-conquer" is 
from Levitin [68] .  The j ava . uti i .Arrays.sort metbod bas optimizations from [14] .  
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12 . 1 

Chapter 12. Text Processing 

String Operations 

Document processing i s  rapidly becoming one of the dominant functions of com
puters . Computers are used to edit documents, to search documents, to transport 
documents over the Internet, and to display doeurneuts on printers and computer 
screens. Por example, the Internet document formats HTML and XML are pri
marily text formats, with added tags for multimedia content. Making sense of the 
many terabytes of information on the Internet requires a considerable amount of 
text processing. 

In actdition to having interesting applications, text processing algorithms also 
highlight some important algorithmic design patterns. In particular, the pattem 
matching problem gives rise to the brute-force method, which is often inefficient 
but has wide applicability. Por text compression, we can apply the greedy method, 
which often allows us to approximate solutions to hard problems, and for some 
problems (such as in text compression) actually gives rise to optimal algorithms. 
Pinally, in discussing text similarity, we introduce the dynamic programming de
sign pattern, which can be applied in some special instances to solve a problem in 
polynomial time that appears at first to require exponential time to solve. 

Text Process ing 

At the heart of algorithms for processing text are methods for dealing with charac
ter strings. Character strings can come from a wide variety of sources, iqcluding 
scientific, linguistic, and Internet applications. lndeed, the fo.llowing are examples 
of such strings: 

P 11 CGTAAACTGCTTTAATCAAACGC11 

S 1 1http : I /www . wiley . com 11 • 

The first string, P, comes from DNA applications, and the second string, S, is the 
Internet address (URL) for the publisher of this book. 

Several of the typical string processing operations involve breaking large strings 
into smaller strings. In order to be able to speak about the pieces that result from 
such operations, we use the term substring of an m-character string P to refer to a 
string of the form P[i]P[i + l]P[i + 2] · · · P[J] , for some 0 s; i s;  j s; m - 1 , that is, the 
string formed by the characters in P from index i to index j, inclusive. Technically, 
this means that a string is actually a substring of itself (taking i =  0 and j m 1 ) ,  
so if we want to rule this out as a possibility, we must restriet the definition to 
proper substrings, which require that either i 0 or j < m - 1 .  

http:http://www.wiley.com
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To simplify the notation for referring to substrings, let us use P[i . . j] to denote 
the substring of P from index i to index j, inclusive. That is, 

P[i . .  j] P [i]P [i +  1] · · · P [j] . 

We use the convention that if i > j, then P[i . .  j] is equal to the null string, which 
has length 0. In addition, in order to distinguish some special kinds of substrings, 
let us refer to any substring of the form P[O . .  i] , for 0 :::; i :::; m 1 ,  as a prefix of P, 
and any substring of the form P[i . . m 1 ] ,  for 0 :::; i :::; m - 1 ,  as a suffix of P. For 
example, if we again take P to be the string of DNA given above, then " CGTAA" 

is a prefix of P, " CGC" is a suffix of P, and " TTAATC" is a (proper) substring of P. 
Note that the null string is a prefix and a suffix of any other string. 

To allow for fairly general notions of a character string, we typically do not re
strict the characters in T and P to explicitly come from a well-known character set, 
like the Unicode character set. Instead, we typically use the symbol E to denote the 
character set, or alphabet, from which characters can come. Since most document 
processing algorithms are used in applications where the underlying character set 
is finite, we usually assume that the size of the alphabet E, denoted with IEl , is a 
fixed constant. 

String operations come in two fiavors: those that modify the string they act on 
and those that simply return information about the string without actually modify
ing it. Java makes this distinction precise by defining the String class to represent 
immutable strings, which cannotbe modified, and the StringBuffer class to repre
sent mutable strings, which can be modified. 

12 . 1 . 1  The Java Stri ng C lass 

The main operations of the Java Stri ng class are listed below: 

l ength ( ) :  Return the length, n, of S. 
charAt(i) : Return the character at index i in S. 

startsWith (Q): Determine if Q is a prefix of S. 
endsWith (Q) : Determine if Q is a suffix of S. 
substri ng(i, j) : Return the substring S[i, j] .  

concat(Q) : Return the concatenation of S and Q, that is, S Q. 
equa ls(Q) :  Dett�rmine if Q is equal to S. · 

i ndeX:Of(Q) : If Q is a substring of S, return the index of the beginning 
of the first occurrenëe of Q in S, el se return -1 .  

This collection forms the typical operations for immutable strings. 
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Example 12 .1 :  Consider the following set of operations, which are performed on 
the stringS =  "abcdetghijklmnop ": 

I Operation Output 
' length() 16  

charAt(5) 'f ) 
concat("qrs ") "abcdetghijklmnopqrs " 

endsWith("j avapop ") false 
i ndexüf("ghi ") 6 

startsWith(" abcd ") true 
substring(4,9) "etghij "  

With the exception of the i ndexOf(Q) method, which we discuss in Section 1 2.3, 
all the methods above are easily implemented simply by representing the string as 
an array of characters, which is the standard String implementation in Java. 

12 . 1 .2 The Java Str i ngBuffer C l a ss 

The main methods of the Java StringBuffer class are listed below: 

append (Q) : Return S Q, replacing S with S + Q. 
insert(i , Q) : Return and update S to be the stri.t�g obtained by inserting 

Q inside S starting at index i. 
reverse( ) :  Reverse and return the string S. 

setCharAt(i , ch) : Set the character at index i in S to be eh. 
charAt (i) : Return the character at index i in S. : 

Error conditions occur when the index i is out of the bounds of the indices 
of the string. With the exception of the charAt method, most of the methods of 
the Stri ng class are not immediately available to a Stri ngBuffer object S in Java. 
Fortunately, the Java StringBuffer class provides a toString() method that returns a 
Stri ng  version of S, which can be used to access Stri ng methods. 

Example 12.2 :  Consider the following sequence of operations, which are per
formed on the mutable string that is initially S "abcdetghijklmnop ": 

Operation 
append("qrs ") . 
i n sert(3, "xyz") 

reverse() 
setCharAt(7, 'W ') 

s 
''abcd�tghijklmnopqrs " 

"abcxyzdetghijklmnopqrs " 

"srqponmlkjihgtedzyxcba " 

"srqponmWkj ihgtedzyxcba " 



· 12.2. Dynamic Programming 557 

1 2 . 2  Dynam ic P rogramming 

In this section, we discuss the dynamic programming algorithm-design technique. 
This technique is similar to the divide-and-conquer technique (Section 1 1 . 1 . 1  ), in 
that it can be applied to a wide variety of different problems. There are few al
gorithmic techniques that can take problems that seem to require exponential time 
and produce polynomial-time algorithms to solve them. Dynamic programming 
is one such technique. In addition, the algorithms that result from applications of 
the dynamic programming technique are usually quite simpie-often needing little 
more than a few lines of code to describe some nested loops for filling in a table. 

12 . 2 . 1 Matrix Cha i n-Product 

Rather than starting out with an explanation of the general components of the dy
namic programming technique, we begin by giving a classic, concrete example. 
Suppose we are given a collection of n two-dimensional arrays (matrices) for which 
we wish to compute the product 

where At is a di x dt+ 1 matrix, for i 0, 1 ,  2, . .. .  , n - 1 .  In the standard matrix 
multiplication algorithm (which is the one we will use), to multiply a d x e-matîix B 
times an e x  !-matrix C, we compute the product, A, as 

. e - 1  
A [i] [j] = E B[i] [kJ · C[k] [j] . 

k=O 

This definition implies that matrix multiplication is associative, that is, it implies 
that B · ( C · D) (B · C) · D. Thus, we can parenthesize the expression for A any 
way we wish and we will end up with the same answer. We will not necessar
ily perform the same number of primitive (that is, scalar) multiplications in each 
parenthesization, however, as is illustrated in the following example. 
Example 12.3 :  Let B be a 2 x 10-matrix, let C be a 10 x 50-matrix, and let D be 
a 50 x 20-matrix. Computing B · ( C · D) requires 2 · 10 · 20 10  · 50 · 20 = 10400 
multiplications, whereas computing ( B · C) · D requires 2 · 10 · 50 2 · 50 · 20 = 3000 
multiplications. 

The matrix chain-product problem is . to determine the parenthesization of the 
expression defining the product A that minimizes the total number of scalar mul
tiplications performed. As the example above illustrates, the differences between 
different solutions can be dramatic, so finding a good solution can result in signifi
cant speedups .  



558 Chapter 12. Text Processing 

Defi n i ng Su bproblems 

Of course, one way to solve the matrix chain-product problem is to simply enu
merate all the possible ways of parenthesizing the expression for A and determine 
the number of multiplications performed by each one. Unfortunately, the set of all 
different parenthesizations of the expression for A is equal in number to the set of 
all different binary trees that have n external nodes. This number is exponential in 
n. Thus, this straightforward ("brute force") algorithm runs in exponential time, for 
there are an exponential number of ways to parenthesize an associative arithmetic 
express10n. 

We can improve the performance achieved by the brute force algorithm signifi
cantly, however, by making a few observations about the nature of the matrix chain
product problem. The first observation is that the problem can be split into subprob
lems. In this case, we can de fine a number of different subproblems, each of which 
is to compute the best parenthesization for some Subexpression Ai · Ai+ 1 • • · A  J. As 
a concise notation, we use M,J to denote the minimum number of multiplications 
needed to compute this subexpression. Thus, the original matrix chain-product 
problem can be characterized as that of computing the value of No,n-1 ·  This obser
vation is important, but we need one more in order to apply the dynamic program
ming technique. 

Characterizing Optima !  Solutions 

The other important observation we can make about the matrix chain-product"prob
lem is that it is possible to characterize an optimal solution to a .particular subprob
lem in terms of optimal solutions to its subproblems. We call this property the 
subproblem optimality condition. 

In the case of the matrix chain-product problem, we observe that, no mat
ter how we parenthesize a subexpression, there has to be some final matrix mul
tiplication that we perform. That is, a full parenthesization of a subexpression 
Ai · Ai+ t · · · A1 has to be of the form (Aï . .  Ak) · (Ak+I ' · · AJ),  for some k E {i, i +  
1 ,  . . .  , j - 1 } . Moreover, for whichever k is the correct one, the products (Ai · · ·  Ak) 
and (Ak+ 1 · · · A j) must also be solved optimally. If this we re not so, then there would 
be a global optima! that had one of these subproblems solved suboptimally. But this 
is impossible, since we could then reduce the total number of multiplications by re
placingthe current subproblem solution by .an optimal solution for the subproblem. 
This observation implies a way of explicitly defining the optimization problem for 
M,J in terms of other optimal subproblem solutions. Namely, we can compute M,J 
by consictering each place k where we could put the final multiplication and taking 
the minimum over all such choices. 
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Design i ng  a Dyna m ic Progra mm i ng Algorithm 

We can therefore characterize the optimal subproblem solution, M,j. as 

where Ni,i - 0, since no work is needed for a single matrix. That is, M,j is the 
minimum, taken over all possible places to perform the final multiplication, of the 
number of multiplications needed to compote each subexpression plus the number 
of multiplications needed to perform the final matrix multiplication. 

Notice that there is a sharing of subproblems going on that prevents us from 
dividing the problem into completely independent subproblems (as we would need 
to do to apply the divide-and-conquer technique). We can, nevertheless, use the 
equation for M,j to derive an efficient algorithm by computing Ni,j values in a 
bottorn-up fashion, and storing intermediale solutions in a table of Ni,j values. We 
can begin simply enough by assigning Ni,i = 0 for i 0 ,  1 ,  . . .  , n - 1 .  We can then 
apply the general equation for Ni,j to compote M,i+ 1 values, since they depend only 
on M,i and Ni+ 1 ,i+l values that are available. Given the M,ï+ l values, we can then 
compote the M,i+2 values, and so on. Therefore, we can build Ni,j values up from 
previously computed values until we can finally compote the value of No ,n- 1 , which 
is the number that we are searching for. The details of this dynamic programming 
salution are given in Code Fragment 12. 1 .  

Algorithm MatrixCha in(do, . . .  , dn) : · 

Input: Sequence do, . . . , dn of in te gers 
Output: For i, j 0, . . .  , n  _:_ 1 ,  the minimum numbèr of multiplications Ni,j 

needed to compote the product Ai·Ai+ 1 · ,· ·Aj, where Ak is a dk x dk+ 1  matrix 
for i +- 0 to n - 1 do 

Ni,i +- 0 
for b +- 1 to n 1 do 

for i +- 0 to n b - 1 do 
j f- i + b  
Ni,j +- +oo 
for k +- i to j - 1 do 

M,j +- min{M,j , Ni,k + Nk+ 1 ,j + dïdk+ldHl} ·  

Code Fragment 12.1: Dynamic programming algorithm for the matrix ebain
product problem. 

ThÛs, w� can compute'No,n- 1 wîth an algorithm that consists primarily of three 
nested for-loops. The outside loop is executed n times. The loop inside is exe
cuted at most n times. And the inner-most loop is also executed at most n times. 
Therefore, the total running time of this algorithm is O(n3) .  
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12 .2 .2  DNA a nd  Text Sequence Al ign ment 

A common text processing problem, which arises in genetics and software engi
neering, is to test the similarity between two text strings. In a genetics application, 
the two strings could con-espond to two strands of DNA, for which we want to com
pute similarities. Likewise, in a software engineering application, the two strings 
could come from two versions of souree code for the same program, for which we 
want to determine changes made from one version to the next. Indeed, determining 
the similarity between two strings is so common that the Unix and Linux operating 
systems have a built-in program, diff ,  for camparing text files. 

Given a string X xox1 x2 · · · Xn- l ,  a subsequence of X is any string that is of 
the form Xï1Xï2 • • · xik' where ij < ij+ I ;  that is, it is a sequence of characters that are 
not necessarily contiguous but are nevertheless taken in order fromX. For example, 
the string AAAG is a subsequence of the string CGAT AATT GAGA. 

The DNA and text similarity problem we address here is the longest common 
subsequence (LCS) problem. In this problem, we are given two character strings, 
X = xoxrx2 · · · Xn-1 and Y = YOY1Y2 · · · Ym- 1 .  over some alphabet (such as the alpha
bet {A , C, G, T} common in computational genetics) and are asked to find a longest 
string S that is a subsequence of both X and Y .  One way to solve the longest 
common subsequence problem is to enumerate all subsequences of X and take the 
largest one that is also a subsequence of Y. Since each character of X is either in 
or not in a subsequence, there are potentially . 2n different subsequences of X, each 
of which requires 0( m) time to determine whether it is a subsequence of Y. Thus, 
this brute-force approach yields an exponential-time algorithm that runs in 0(2nm) 
time, which is very inefficient. Fortunately, the LCS problem is efficiently �olvable 
using dynamic programming. 

The Components of a Dyna rn ic P rogramm ing Sal ution 

As mentioned above, the dynamic programming technique is used primarily for 
optimization problems, where we wish to find the "best" way of doing something. 
We can apply the dynamic programming technique in such situations if the problem 
has certain properties: 

Simple Subproblems: There has to be some way of repeatedly break:ing the global 
optimization problem into subproblems. Moreover, there should be a simple 
way of defining subproblems with j ust a few indices, like i, j, k, and so on. 

Subproblem Optimization :  An optimal salution to the global problem must be a 
composition of optimal subproblem solutions. 

Subproblem Overlap: Optimal solutions to unrelated subproblems can contain 
subproblems in common. 
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Applyi ng Dynam ic P rogramm i ng to the LCS Problern 

Reeall that in the LCS problem, we are given two character strings, X and Y, of 
length n and m, respectively, and are asked to find a longest string S that is a sub
sequence of both X and Y. Since X and Y are character strings, we have a natoral 
set of indices with which to de fine subproblems-indices into the strings X and Y. 
Let us define a subproblem, therefore, as that of computing the value L[i, j] , which 
we will use to denote the length of a longest string that is a subsequence of both 
X [O . .  i] = X(IXIX2 . . .  Xi and Y [O . .  j] YOYIY2 . .  ·Yj· This definition allows us to rewrite 
L[i, j] in terms of optimal subproblem solutions. This definition depends on which 
of two cases we are in. (See Figure 12. 1 .) 

0 1 2 3 4 5 6 7 8 9 1 0  1 1  
Y=CGATAATTGAGA 

L[8,10]=5 � \ I 
X=GTTCCTAATA 

0 1 2 3 4 5 6 7 8 9 
(a) 

0 1 2 3 4 5 6 7 8 9 1 0  
Y=CGATAATTGAG 

�\ I  
X=GTTCCTAATA 

0 1 2 3 4 5 6 7 8 9 

(b) 

L[9,9]=6 
L[8,10]=5 

Figure 12.1: The two cases in the longest common subsequence algorithm: (a) 
Xi = yj; (b) Xi Yj · Note that the algorithm stores only the L[i, j] values, not the 
matches. 

• Xï = Yr In this case, we have. a match between the last character of X [O . .i] 
and the last character of Y [O . .  j] . We claim that this character belongs to a 
longest common subsequence of X[O . .  i] and Y [O . .  j] . To justify this claim, let 
us soppose it is not true. There has to be some longest corrnhon subsequence 
Xi1Xi2 . . .  Xik = YhYh . .  · Yjk · If Xik = Xi or YA yj, then we get the same se
quence by setting ik i and }k = j. Altemately, if x A i- Xj, then we can get 
an even longer common subsequence by actding Xi to the end. Thus, a longest 
common subsequence of X [O . .i] and Y [O . .  j] ends with xi .  Therefore, we set 

L[i, j] = L[i - 1 , j - 1 ]  1 ifxi = Yj· 

• x1 y j .  In this case, we cannot have a common subsequence that includes 
both X i and y j .  That is, we can have a common subsequence end with X i or 
one that ends with y j ( or possibly neither), but certainly not both. Therefore, 
we set 

L[i, j] max{L[i - 1 , }] , L[i, j 1 ] } if xi tf Yj· 

In order to make both of these equations make �ense in the boundary cases when 
i - 0 or j = 0, we assign L [i, - 1] = 0 for i =  1 , 0, 1 ,  . . .  , n - 1  and L[- 1 , j] = 0  for 
j = 1 , 0, 1 , . . . , m - l . 
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The LCS A lgorithm 

The definition of L[i, j] satisfies subproblem optimization, for we cannot have a 
longest common subsequence without also having longest common subsequences 
for the subproblems. Also, it uses subproblem overlap, because a subproblem solu
tion L[i, j] can be used in several other problems (namely, the problems L[i + 1 ,  j] , 
L[i, j + 1 ] ,  and L[i + 1 ,  j 1 ] ) .  Tuming this definition of L[i, j] into an algorithm 
is actually quite straightforward. We initialize an ( n + 1 )  x ( m + 1 )  array, L, for 
the boundary cases when i = 0 or j = 0. Namely, we initialize L[i, 1 ]  = 0 for 
i 1 , 0, 1 ,  . . . , n  1 and L[- 1 , j] = 0 for j = -1 , 0, 1 ,  . . .  ,m  - 1 . Then, we iter
atively build up values in L until we have L[n - 1 ,  m 1 ] ,  the length of a longest 
common subsequence of X and Y. We give a pseudo-code description of this algo
rithm in Code Fragment 12.2. 

Algorithm LCS (X,Y) :  
Input: Strings X and Y with n and m elements, respectively 
Output: For i 0, . . .  , n - 1 ,  j - 0, . . . , m  1 ,  the length L[i, j] of a longest 

string that is a subsequence of both the string X [O . . i] xox1x2 · · · Xi and the 
string Y(O . .  j] = YoY1Y2 · · ·Yj 

for i +-- 1 to n - 1 do 
L[i, 1 ]  +-- 0 

for j +-- 0 to m 1 do 
L[- 1 , j] 0 

for i +-- 0 to n - 1 do 
for j +-- 0 to m 1 do 

if Xi = Yj then 
L[i, j] L [i - 1 , } - 1] + 1  

else 
L[i , j] +-- max{L [i - 1 , j] , L[i , j - 1] } 

return array L 

Code Fragment 12.2: Dynarnic programming algorithm for the LCS problem. 

The running time of the algorithm of Code Fragment 12.2 is easy to analyze, 
for it is dominated by two nested for loops, with the outer one iterating n times 
and . the inner qne iterating m times. Since the if-statement and assignment inside 
the loop each requires 0( 1 )  primitive operations, this algorithm runs in O (nm) 

· time. Thus, · the dynamic programming technique can be applied to the longest 
common subsequence problem to improve significantly over the exponential-time 
brute-force salution to the LCS problem. 
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Algorithm LCS (Code Fragment 12.2) computes the length of the longest com
mon subsequence (stored in L[n - 1 ,m - 1 ] ), but not the subsequence itself. As 
shown in the following proposition, a simple postprocessing step can extract the 
longest common subsequence from the array L returned by algorithm. 

Proposition 12 .4 :  Given a string X of n characters and a string Y of m characters, 
we can find the longest common subsequence of X and Y in O(nm) time. 

Justification: Algorithm LCS computes L[n 1 ,m  - 1 ] ,  the length of a longest 
common subsequence, in 0( nm) time. Given the table of L[i, j] values, construct
ing a longest common subsequence is straightforward. One method is to start from 
L[n, m] and work back through the table, reconstructing a longest common sub
sequence from back to front. At any position L[i, j] , we can determine whether 
X i = y r If this is true, then we can take X i as the next character of the subse
quence (noting that Xi is before the previous character we found, if any), moving 
next to L[i 1 ,  j - 1 ] .  If Xi i y b then we can move to the larger of L[i, j - 1 ] and 
L[i - 1 , j] .  (See Figure 12.2.) We stop when we reach a boundary cell (with i - -1  
or j - - 1  ) .  This method constrocts a longest common subsequence in 0( n + m) 
additional time. • 

L -1 0 1 2 3 4 
-1 0 0 0 0 0 0 
0 0 0 1 1 1 1 
1 0 I O I 1 1 2 2 
2 0 I 0 I 1 1 2 2 
3 0 1 1 1 2 2 
4 0 1 I l 2 2 
5 0 1 -1 1 2 2 
6 0 1 1 1 2 2 3 
7 0 1 1 2 2 3 
8 0 1 1 2 3 3 
9 0 1 1 2 3 4 

5 6 7 8 
0 0 0 0 
1 1 1 1 
2 2 2 2 
2 3 3 3 
2 3 3 3 
2 3 3 3 
2 3 4 4 
3 3 4 4 
4 4 4 4 
4 .) ..;, 5 
4 5 5 5 

9 10 
0 0 
1 1 

i 2  2 
3 3 
3 3 
3 3 
4 4 
5 5 
5 5 
5 5 
6 6 

l 1  
0 
1 

' 2  
3 
3 
3 
4 
5 
6 
6 
6 

0 1 2 3 4 5 6 7 8 9 10 1 1  
Y=CGATAATTGAGA ��\ / X=GTTCCTAATA 0 1 2 3 4 5 6 7 8 9  

Figure 12.2: Illustration of the algorithm for constructing a longest common subse
quence from the array L. 
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Chapter 12. Text Processing 

Pattern Matching Algorithms 

In the classic pattern matching problem on strings, we are given a text string T of 
length n and a pattern string P of length m, and want to find whether P is a substring 
of T. The notion of a "match" is that there is a substring of T starting at some 
index i that matches P, character by character, so that T [i] - P [O] , T [i + 1] - P[l ] ,  
. . .  , T [i + m I ]  = P[m 1 ] .  That is, P = T[i . .  i + m 1 ] .  Thus, the output from 
a pattem matching algorithm could either he some indication that the pattem P 
does not exist in T or an integer indicating the starting index in T of a substring 
matching P. This is exactly the computation performed by the indexOf method of 
the Java Stri ng interface. Altematively, one may want to find all the indices where 
a substring of T matching P begins. 

In this section, we present three pattem matching algorithms (with increasing 
levels of difficulty). 

12 .3 . 1  B rute Force 

The brote force algorithmic design pattem is a powerrul technique for algorithm 
design when we have sernething we wish to search for or when we wish to opti
mize some function: In applying this technique in a general situation we typically 
enumerate all possible configurations of the inputs involved and piek the best of all 
these enumerated configurations. 

In applying this technique to design the brute-force pattern matching algo
rithm, we derive what is probably the first algorithm that we might think5 of for 
solving the pattem matching problem-we simply test all the .'possible placements 
of P relative to T. This algorithm, shown in Code Fragment 12.3, is quite simple. 

Algorithm BruteForceMatch(T,P) : 
Input: Strings T (text) with n characters and P (pattem) with m characters 
Output: Starting index of the first substring of T matching P, or an indication 

that P is not a substring of T 
for i +- 0 to n m {for each candidate index in T} do 

j t- 0  
while (j < m and T [i + j] P[J] ) do 

j t- j + l  
if j m then 

return i 
return "There is no substring of T matching P." 

Code Fragment 12.3: Brute-force pattem matching. 
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Performa nce 
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The brute-force pattem matching algorithm could not be simpler. It consists of two 
nested loops, with the outer loop indexing through all possible starting indices of 
the pattem in the text, and the inner loop indexing through each character of the 
pattem, comparing it to its potentially corresponding character in the text. Thus, 
the correctness of the brute-force pattem matching algorithm follows immediately 
from this exhaustive search approach. 

The running time of brute-force pattem matching in the worst case is not good, 
however, because, for each candidate index in T, we can perform up to m character 
comparisons to discover that P does not match T at the current index. Referring to 
Code Fragment 12.3, we see that the outer for loop is executed at most n - m + 1 
times, and the inner loop is executed at most m times. Thus, the running time of the 
brute-force method is O((n - m  1 )m), which is simpliiied as O(nm) . Note that 
when m = n/2, this algorithm has quadratic running time O(n2) . 

Example 12 .5 :  Suppose we are given the text string 

T 11 abacaabaccabacabaabb " 

and the pattem string 

P = "abacab ". -

In Figure 12.3 we illustrate the execution of the brute-force pattem matching 
algorithm on T and P. 

1 2 3 4 5 6  
I ä I h, I à I è I � J" I 

7 l .a I b I a I c I a I b I 
8 9 I a l !i:l a I c I a I b I 

1 0  1 . a  : I  b 1 a ] c 1 a 1 b 1 
1 1  camparisans 

Figure 12.3: Example run of the brute-force pattem matching algorithm. The algo
rithm performs 27 character comparisons, indicated above with numerical labels. 
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12 .3 .2  The Boyer-Moore A lgorithm 

At first, we might feel that it is always necessary to examine every character i n  T 
in order to locate a pattem P as a substring. But this is not always the case, for the 
Boyer-Moore (BM) pattem matching algorithm, which we study in this section, can 
sometimes avoid comparisons between P and a sizable fraction of the characters 
in T. The only caveat is that, whereas the brute-force algorithm can work even 
with a potentially unbounded alphabet, the BM algorithm assumes the alphabet is 
of fixed, finite size. It works the fastest when the alphabet is moderately sized 
and the pattem is relatively long. Thus, the BM algorithm is ideal for searching 
words in documents. In this section, we describe a simplified version of the original 
algorithm by Boyer and Moore. 

The main idea of the BM algorithm is to improve the running time of the brute
force algorithm by adding two potentially time-saving heuristics. Roughly stated, 
these heuristics are as follows: 
Looking-Glass Heuristic: When testing a possible placement of P against T, begin 

the comparisons from the end of P and move backward to the front of P. 
Character-]ump Heuristic : During the testing of a possible placement of P against 

T, a mismatch of text character T[i] = c with the corresponding pattem char
acter P[j] is handled as follows. If c is not contained anywhere in P, then shift 
P completely past T [i] (for it cannot match any ch�racter in P) . Otherwise, 
shift P until an occurrence of character c in P gets aligned with T [i] . 

We will formalize these heuristics shortly, but at an intuitive level, they work as an 
integrated team. The looking-glass heuristic sets up the other beuristic to allow us 
to avoid comparisons between P and whole groups of characters in T. In thi&' case at 
least, we can get to the destination faster by going backwards,_for if we encounter a 
mismatch during the consideration of P at a certain location in T, then we are likely 
to avoid lots of needless comparisons by significantly shifting P relative to T using 
the character-jump heuristic. The character-jump heuristic pays off big if it can be 
applied early in the testing of a potential placement of P against T. 

Let us therefore get -down to the business of defining how the character-jump 
heuristics can be integrated into a string pattem matching algorithm. To implement 
this heuristic, we define a function last ( c) that takes a character c from the alphabet 
and characterizes how far we may shift the pattem P if a character equal to c is 
found in the text that does not match the pattem. In particular, we define last (  c) as 

• If c is in P, last (  c) is the index of the last (right-most) occurrence of c in P. 
Otherwise, we. co11venti()nally define l ast( c) = 1 .  

If characters c an  be usêd as indices in arrays, then the l ast function can be easily 
implemented as a look-up table. We leave the method for computing this table in 
O(m+ IEl) time, given P, as a simple exercise (R- 1 2.6). This last function will give 
us all the information we need to perform the character-jump heuristic. 
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In Code Fragment 12.4, we show the BM pattem matching algorithm. 

Algorithm BMMatch (T,P) :  
Input: Strings T (text) with n characters and P (pattem) with m characters 
Output: Starting index of the first substring of T matching P, or an indication 

that P is not a substring of T 
compute function last 
l m - 1 
j f- m - 1 
repeat 

if P[j] = T [i] then 
if j = 0 then 

return i 
else 

Î f- i - 1  
j f- j - 1 

else 

{a match! }  

i f- i +m  min(j, 1 last (T [i] ) )  
j f- m 1 

{ jump step } 

until i >  n - 1  
return "There is no substring of T matching P." 

Code Fragment 12.4: The Boyer-Moore pattem matching algorithm. 

The jump step is illustrated in Figure 12.4. 

(a) 

(b) 

I . I 

I · I . I · I · I · I · I · I · I · I · I a I ·  I · I ·  I · I . I . I · I · I · I 
1 I I 

I I I . I . I . I . I b I a I : · I  I I J I I I 111 • j I 
I� 

I . I . I . I . l b I a I 
� .  ,.1 

Figure 12.4: Illustration of the jump step in the algorithm of Code Fragment 1 2.4, 
where we let l = last(T [i] ) .  We distinguish two cases: (a) 1 + l � j, where we shift 
the pattem by j l units; (b) j < 1 + l, where we shift the pattem by one unit. 
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In Figure 12.5, we illustrate the execution of the Boyer-Moore pattem matching 
algorithm on an input string similar to Example 1 2.5. 

I a I b I a I c I a I �b ·1 
4 3 2 1 3  1 2  i i  1 0  9 8 

I a 1 b 1 a 1 c l  a [b 1 I dl � I tFc+irl ,b l 
5 I a I b I a I c I a I b i 

6 1 a I b I a I c I a �� I 
The l ast (c) function: 
c i a b c d 

l ast (c) I 4 5 3 1 

Figure 12.5: An mustration of the BM pattem matching algorithm. The algorithm 
performs 1 3  character comparisons, which are indicated with numerical labels. 

The correctness of the BM pattem matching algorithm follows from the fact 
that each time the method makes a shift, it is guaranteed not to "skip" over any 
possible matches. Por l ast( c) is the location of the last o�currence of c in P. 

The worst-case running time of the BM algorithm is O(nm + II: I ) .  Namely, the 
computation of the last function takes time O(m + I  I: I )  and the actual search for the 
pattem takes O(nm) time in the worst case, the same as the brute-force algorithm. 
An example of a text-pattem pair that achieves the worst case is 

T 

p 

n 

� aaaaaa · · · a 
m- l 

b� . 

The worst-case performance, however, is unlikely to be achieved for English text, 
for, in this case, the BM algorithm is often able to skip large portions of text. (See 
Figure 1 2.6.) Experimental evidence on English text shows that the average number 
of comparisons done per character is 0.24 for a fi.ve-character pattem string. 

3 I r I i l .t I h l�ül 
2 4 

5 
I r I i I t I h l:md 

6 r--1 r .--1 i 1,--t 1,--h lr:7'-.!#!1J I r I i I t I h 1 -riiJ I r I i 1 t 1 h l nl l 
Figui'e 12.6: An example of a Boyer-Moore execution on English text. 
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A Java implementation of the BM pattem matching algorithm is shown in Code 
Fragment 12.5. 

/** Simpl ified version of the Boyer-Moore (BM)  a lgorithm ,  which uses 
* only the looking-glass a nd character-j ump heu ristics. 
* @retu rn I ndex of the begi nn i ng of the leftmost substring of the text 
* match ing the pattern , or -1 if there is no match .  *I  

public static int BMmatch (String text, String pattern) { 
int [ ]  l ast = bu i ldLastFu nction(pattern ) ;  
int n text. length ( ) ;  
int m pattern . length ( ) ;  
int  i m -1; 
if ( i  > n - 1) 

return -1 ;  I I no match if pattem is longer than text 
int j m - 1 ;  
do  { 

if (pattem .charAt(j) == text.charAt( i )) 
if (j == 0) 

return i ;  I I match 
else { I I looking-glass heuristic: proceed right-to-left 

} 
else { I I character j ump heuristic 

} 

i = i + m Math .m in (j ,  1 + last [text.cnarAt( i )] ) ;  
J m 1; 

} while ( i <= n 1 ) ;  
return 1 ;  I I no match 

} . 
public static int [ ]  bu i ldlastFunction (String pattem) { 

int [ } last new int[128] ; I I assume ASC I I character set 
for (int i - 0; i <  128; i++) { 

l ast[i] - -1 ;  I I i n iti a l ize array 
} 
for (int i = 0; i < pattem . length ( ) ;  i++) { 

s 

l ast[pattem.charAt(i ) ]  i ;  I I impl icit cast to i nteger ASCI I  code 
} 
return l ast ;  

} 

Code Fragment 12.5: Java implementation of the BM pattem matching algorithm. 
The algorithm is expressed by two static methods: Methad BMmatch perfarms 
the matching and calls the auxiliary methad bui ld last Function to compute the l ast 
function, expressed by an array indexed by the ASCII code of the character. Methad 
B M match indicates the absence of a match by retuming the conventional value 1 .  
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We have actually presented a simplified version of the Boyer-Moore (BM) al-
. gorithm. The original BM algorithm achieves running time O(n + m  jEI ) by using 
an alternative shift beuristic to the partially matebed text string, whenever it shifts 
the pattem more than the character-jump heuristic. This alternative shift beuristic 
is based on applying the main idea from the Knuth-Morris-Pratt pattem matching 
algorithm, which we discuss next. 

12 .3 . 3  The Knuth- Morr is-Pratt Algorithm  

In studying the worst -case performance of the brute-force and BM pattem matching 
algorithms on specific instances of the problem, such as that given in Example 12.5, 
we should notice a major inefficiency. Specifically, we may perfarm many campar
isons while testing a potential placement of the pattem against the text, yet if we 
discover a pattem character that does not match in the text, then we throw away all 
the information gained by these camparisans and start over again from scratch with 
the next incremental placement of the pattern. The Knuth-Morris-Pratt ( or "KMP") 
algmithm, discussed in this section, avoids this waste of information and, in so do
ing, it achieves a running time of O(n m), which is optimal in the worst case. 
That is, in the worst case any pattem matching algorithm will havè to examine all 
the characters of the text and all the characters of the pattem at least once. 

The Fa i l u re Function 

The main idea of the KMP algorithm is to preprocess the pattem string P so as to 
compute a failure function, J, that indicates the proper shift of P so that, to the 
largest extent possible, we can reuse previously performed comparisons. Specif
ically, the failure function j(j) is defined as the length of the longest prefix of P 
that is a suffix of P[l . .j] (note that we did not put P[O . .  j] bere). We also use the 
convention that f(O) 0. Later, we will discuss how to compute the failure func
tion efficiently. The importance of this failure function is that it "encodes" repeated 

, substrings inside the pattem itself. 

Example 12.6: Consider the pattem string P = "abacab " from Example 12.5. 
The Knuth-Morris-Pratt (KMP) failure function, j(j) , for the string P is as shown 
in the following table: 

j 0 1 2 3 4 5 
P(j] a b a c a b 
J(j) 0 0 1 0 1 2 



12.3. Pattern Matching Algorithms 571 

The KMP pattem matching algorithm, shown in Code Fragment 12.6, incre
mentally processes the text string T comparing it to the pattem string P. Each time 
there is a match, we iocrement the current indices. On the other hand, if there is a 
mismatch and we have previously made progress in P, then we consult the failure 
function to deterrnine the new index in P where we need to continue checking P 
against T. Otherwise ( there was a mismatch and we are at the beginning of P), we 
simply iocrement the index for T (and keep the index variabie for P at its begin
ning). We repeat this process until we find a match of P in T or the index for T 
reaches n, the length of T (indicating that we did not find the pattem P in T). 

Algorithm KMPMatch (T, P) :  
Input: Strings T (text) with n characters and P (pattem) with m characters 
Output: Starting index of the first substring of T matching P, or an indication 

that P is not a substring of T 
f t- KMPFa i l u reFunction (P) {construct the failure function f for P} 
l 0 
j t--- 0 
while i <  n do 

if P[j] = T [i] then 
if j = m 1 then 

return i - m  1 {a match!}  
l i 1 
j f- j 1 

else if j > 0 { no match, but we have advanced in P} then 
j t- f(j - 1 ) {j indexes just after prefix of P that must match} 

5 
else 

i f- i 1 
return "There is no substring of T matching P." 

Code Fragment 12.6: The KMP pattem matching algorithm. 

The main part of the KMP algorithm is the while loop, which performs a com
parison between a character in T and a character in P each iteration. Depending 
upon the outcome of this comparison, the algorithm either moves on to the next 
characters in T and P, consults the failure function for a new candidate character in 
P, or starts over with the next index in T. The correctness of this algorithm follows 
from the definition of the failure function. Any comparisons that are skipped are ac
tually unnec�ssary, for the failure function guarantees that all the ignored compar-

.

. 
isotÎs are redund�rit-· 

. 
they would involve comparing the same matching characters 

over agam. 
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1 a 1 b 1 a I e  1 a 1 a 1 b 1 a 1 c 1 c 1 a 1 b 1 a 1 c 1 a 1 b 1 a 1 a 1 b 1 b I  
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Figure 12.7: An illustration of the KMP pattem matching algorithm. The failure 
function f for this pattem is given in Example 1 2.6. The algorithm performs 19  
character comparisons, which are indicated with numerical labels. 

In Figure 12.7, we illustrate the execution of the KMP pattem matching algo
rithm on the same input strings as in Example 12.5 . Note the use of the failure 
function to avoid redoing one of the comparisons between a character of the pat
tem and a character of the text. Also note that the algorithm performs fewer overall 
comparisons than the brute-force algorithm run on the same strings (Figure 12.3). 

Performance 

Excluding the computation of the failure function, the running time of the KMP 
algorithm is clearly proportional to the number of iterations of the while lobp. For 
the sake of the analysis, let us define k i - j. Intuitively, k is the total amount by 
which the pattem P has been shifted with respect to the text T. Note that throughout 
the execution of the algorithm, we have k < n. One of the following three cases 
occurs at each iteration of the loop. 

• If T[i] = P[j] , then i increases by 1, and k does not change, since j also 
increases by 1 .  

• If T [i] =/=- P[j] and j > 0 ,  then i does not change and k increases by at least 1 ,  
since in this case k changes from i j to i f(j - 1  ) , which is an addition of 
j - f(j - 1) ,  which is positive because f(j 1 )  < j. 

• If T[i] =/=- P[j] and j = 0, then i increases by 1 and k increases by 1 ,  since j 
does not change. 

Thus, . at each it�ratio� of the . loop, either i or k increases by at least 1 (possibly 
both); hence, the total number of iterations of the while loop in the KMP pattem 
matching algorithm is at most 2n. Achieving this bound, of course, assumes that 
we have already computed the failure function for P. 
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Constructing the KM P Fa i l u re Function 

To construct the failure function, we use the metbod shown in Code Fragment 12.7, 
which is a "bootstrapping" process quite similar to the KMPMatch algorithm. We 
campare the pattem to itself as in the KMP algorithm. Each time we have two 
characters that match, we set f(i) j + 1 .  No te that since we have i > j throughout 
the execution of the algorithm, j(j 1 )  is always defined when we need to use it. 

Algorithm KMPFa i l u reFunction (P) : 
Input: String P (pattem) with m characters 
Output: The failure function f for P, which maps j to the length of the longest 

prefix of P that is a suffix of P[1  . .  j] 

i f- 1 
j +- 0  
j(O) +- 0 
while i <  m do 

if P [j] = P[i] then 
{we have matched j + 1 characters} 
j(i) f- j +  1 
i +- i + 1  
j +- j + 1  

else if j > 0 then 
{j indexes just after a prefix of P that must match} 
j f- j(j - 1 ) 

el se 
{we have no match here} 
f(i) f- 0 
i f- i 1 

Code Fragment 12.7: Computation of the failure function used in the KMP pattem 
matching algorithm. Note how the algorithm uses the previous values of the failure 
function to efficiently compute new values .  

Algorithm KMPFa i l u reFunction runs in O(m) time. lts analysis is analogous 
to that of algorithm KMPMatch . Thus, we have: 

Proposition 12.7: The Knuth-Morris-Pratt algorithm perfarms pattem matching 
on á text string of lèngth n anä a pàtfem string of length m in O(n m) time. 

A Java implementation of the KMP pattem matching algorithm is shown in 
Code Fragment 12.8. 
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public static int KM Pmatch (String  text, String pattern ) { 

} 

int n text. length( ) ;  
int  m = pattern . length ( ) ;  
int [ ]  fa i l  com puteFa i iFu nction(pattern ) ;  
int i =  0; 
int j · 0; 
while ( i  < n) { 

} 

if (pattern.charAt(j ) == text.charAt( i ) )  { 

} 

if (j m - 1) 
return i - m + 1 ;  I I match 

i++; 
j++; 

else if (j > 0) 
j = fa i l lj  .. - 1] ; 

el se 

return -1 ;  I I no match 

public static int[ J computeFa i i Function (Stri ng pattern) { 
int [ ]  fai l  = new int[pattern . length ( )] ;  
fa i i [O] 0 ;  
int m = pattern. length{) ; 
int j = 0; 
int i =  1 ;  
while ( i  < m) { 

i f  (pattern .charAt(j) 
fa i l [i] j + 1 ;  
i++; 

pattern .charAt( i ) )  { I I j  + 1 cha racters match · 

} 

j++; 
} 
else if (j > 0) I I j fol lows a match ing prefix 

j - fa i l [j  - 1] ; 
else { I I no match 

} 
} 

fai l [i] 0 ;  
i++; 

return fa i l ;  

s 

Code Fragment 12.8: Java implementation of the KMP pattem matching algorithm. 
The. algorithm is expressed py t�o static · methods: rn�thod KM Pmatch performs 
the matching aml calls the auxiliary metbod computeFai iFunction to compute the 
failure function, expressed by an array. Method KM Pmatch indicates the absence 
of a match by retuming the conventional value 1 .  
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12 .4  Text Campression and the Greedy Method 

In this section, we consider an important text processing task, text compression. 
In this problem, we are given a string X defined over some alphabet, such as the 
ASCII or Unicode character sets, and we want to efficiently eneode X into a small 
binary string Y (using only the characters 0 and 1) .  Text compression is useful in 
any situation where we are communicating over a low-bandwidth channel, such as 
a modem line or infrared connection, and we wish to minimize the time needed to 
transmit our text. Likewise, text compression is also useful for storing collections 
of large documents more efficiently, so as to allow for a fixed-capacity starage 
device to contain as many documents as possible. 

The methad for text compression explored in this section is the Huifman code. 
Standard encoding schemes, such as the ASCII and Unicode systems, use fixed
length binary strings to eneode characters (with 7 bits in the ASCII system and 
1 6  in the Unicode system). A Huffman code, on the other hand, uses a variable
length encoding optimized for the string X. The optimization is based on the use 
of characterfrequencies, where we have, for each character c, a count f(c) of the 
number of times c appears in the string X. The Huffman code saves space over a 
fixed-length encoding by using short code-word strings to eneode high-frequency 
characters and long code-word strings to eneode low-frequency characters. 

To eneode the string X, we convert each character in X from its fixed-length 
code-word to its variable-length code-word, and we concatenate all these code 
words in order to produce the encoding Y for X. In order to mroid ambiguities, 
we insist that no code-word in our encoding is a prefix of another code-word in our 
encoding. Such a code is called a prefix code, and it simplifies the decading of Y 
in order to get back X. (See Figure 12.8.) Even with this restriction, the savings 
produced by a variable-length prefix code can be significant, particularly if there is 
a wide varianee in character frequencies (as is the case for natural language text in 
almast every spoken language). 

Huffman's algorithm for producing an optimal variable-length prefix code for 
X is based on the construction of a binary tree T that represents the code. Each 
node in T, except the root, represents a bit in a code-word, with each left child 
representing a "0" and each right child representing a " 1 ." Each external node v is 
associated with a specific character, and the code word for that character is defined 
by thesequence of bits associated with the nodes in the path from the root of T to V. 

· · ·  (See Figme 12.8.) Each external node v has afrequency, f(v) , which is simply the 
frequency in X of the character associated with v.  In addition, we give each internal 
node v in T a  frequency, f(v) , that is the sum of the frequencies of all the external 
nodes in the subtree rooted at v. 
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Character a b d e f 1 h  i k 11 0 r s t u V 

(a) I 
Freqlleflcy 9 5 l 3 7 3 1 1 l 4 l 5 l 2 l l 

(b) 

1 l 1 l 1 1 
Figure 12.8: An illustration of an example Huffman code for the input string 
X =  11 a fast runner need never be afraid of the dark11 : (a) frequency 
of each character of X; (b) Huffman tree T for string X.  The code for a character 
c is obtained by tracing the path from the root of T to the external node where c is 
stored, and associating a left child with 0 and a right child with 1 .  Por example, the 
code for "a" is 010, and the code for "f' is 1 100. 

12 .4 . 1 The Huffma n  Cod i ng  Algorit hm 

The Huffman coding algorithm begins with each of the d distinct characters5of the 
string X to eneode being the root node of a single-node binary tree. The algorithm 
proceeds in a series of rounds. In each round, the algorithm takes the two binary 
trees with the smallest frequencies and merges them into a single binary tree. It 
repeats this process until only one tree is left. (See Code Fragment 12.9.) 

Each iteration of the while loop in Huffman's algorithm can be implemented 
in O(logd) time using a priority queue represented with a heap. In addition, each 
iteration takes two nodes out of Q and adds one in, a process that will be repeated 
d 1 times before exactly one node is left in Q. Thus, this algorithm runs in 
0( n + d log d) time. Although a full justification of this algorithm' s correctness is 
beyond our scope here, we note that its intuition comes from a simple idea-any 
optimal code can be converted into an optimal code in which the code words for the 
two lowest-frequency char::J.cters, a aJ1d b, differ only in their last bit. Repeating the 
argument for a string with a and b replaced by a char�cte� c, gives the following: 

Proposition 12 .8: Huffman 's algorithm constrocts an optimal prefix code for a 
string of length n with d distin ct characters in 0 ( n + d log d) time. 
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Algorithm H uffman (X) : 
Input: String X of length n with d distinct characters 
Output: Coding tree for X 

· Compote the frequency f( c) of each character c, of X. 
Initialize a priority queue Q. 
for each character c in X do 

Create a single-node binary tree T storing c. 
Insert T into Q with key f(c). 

while Q.size () > 1 do 
!1 t- Q.m in ( ) . key() 
T1 t- Q.removeMin( )  
h t- Q.m i n ( ) . key() 
T2 t- Q.removeM i n () 
Create a new binary tree T with left subtree Tt and right subtree T2 . 
Insert T into Q with key ft + h. 

return tree Q.removeMin () 

Code Fragment 12.9: Huffman coding algorithm. 

12 .4 .2  The G reedy Method 

577 

Huffman's algorithm for building an optimal encoding is an example application 
of an algorithmic design pattem called the greedy method. This design pattem is 
applied to optimization problems, where we are trying to construct some structure 
while minimizing or maximizing some property of that structure. 1 

The general fonnula for the greedy metbod pattem is almast as simple as that 
for the brute-force method. In order to solve a given optimization problem using 
the greedy method, we praeeed by a sequence of choices. The sequence starts 
from some well-understood starting condition, and compotes the cost for that ini
tia! condition. The pattem then asks that we iteratively make additional choices 
by identifying the decision that achieves the best cost impravement from all of 
the choices that are currently possible. This approach does not always lead to an 
optimal solution. 

But there are several problems that it does work for, and such problems are said 
to possess the greedy-choice property. This is the property that a global optima! 
condition CéUl be n�ached by a series of locally optima! choices (that is, choices 
that are each. the èurrent best from among the possibilities available at the time), 
starting from a well-defined starting condition. The problem of computing an opti
ma! variable-length prefix code is just one example of a problem that possesses the 
greedy-choice property. 
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Tri es 

The pattem matching algorithms presented in the previous section speed up the 
search in a text by preprocessing the pattem (to compute thè failure function in 
the KMP algorithm or the last function in the BM algorithm) . In this section, we 
take a complementary approach, namely, we present string searching algorithms 
that preprocess the text. This approach is suitable for applications where a series of 
queries is performed on a fixed text, so that the initial cost of preprocessing the text 
is compensated by a speedup in each subsequent query (for example, a Web site 
that offers pattem matching in Shakespeare's Hamlet or a search engine that offers 
Web pages on the Hamlet topic). 

A trie (pronounced "try") is a tree-based data structure for storing strings in 
order to support fast pattem matching. The main application for tries is in infor
mation retrieval. Indeed, the name "trie" comes from the word "retrieval." In an 
information retrieval application, such as a search for a certain DNA sequence in a 
genomic database, we are given a collection S of strings, all defined using the same 
alphabet. The primary query operations that tries support are pattem matching and 
prefix matching. The latter operation involves being given a string X, and looking 
for all the strings in S that contain X as a prefix. 

12 .5 . 1 Standard Tries 

Let S be a set of s strings from alphabet I: such that no string in S is a prefix 
of another string. A standard trie for S îs an ordered tree T with the folfowing 
properties (see Figure 12.9): 

• Each node of T, except the root, is labelect with a character of I:. 
• The ordering of the children of an intemal node of T is determined by a 

canonical ordering of the alphabet L. 
• T has s extemal nodes, each associated with a string of S, such that the con

catenation of the labels of the nodes on the path from the root to an extemal 
node v of T yields the string of S associated with v. 

Thus, a trie T represents the strings of S with paths from the root to the extemal 
nodes of T. Note the importance of assuming that no string in S is a prefix of 
another string. This ensures that each string of S is uniquely associated with an 
extemal node of T. We can always satisfy this assumption by ad ding a special 
character. that is not in the original alphabet I: at the end of each string. 

Aii intemal node in a standard trie T can have anywhere between 1 and d chil
dren, where d is the size of the alphabet. There is an edge going from the root r to 
one of its children for each character that is first in some string in the collection S. 
In addition, a path from the root of T to an intemal node v at depth i corresponds to 
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Figure 12.9: Standard trie for the strings {bear, bell, bid, buil, buy, sell, stock, stop}. 

an i-character prefix X[O . . i - 1 ] of a string X of S. In fact, for each character c that 
can follow the prefix X [O . .  i - 1 ]  in a string of the set S, there is a child of v labeled 
with character c. In this way, a trie concisely stores the common prefixes that exist 
among a set of strings. 

If there are only two characters in the alphabet, then the trie is essentially a 
binary tree, with some intemal nodes possibly having only one child (that is, it may 
be an improper binary tree) .  In general, if there are d characters in the alphabet, 
then the trie will be a multi-way tree where each intemal node has between 1 and 
d children. In addition, there are likely to be several internal nödes in a standard 
trie that have fewer than d children. · Por exampl�, the trie shown in Figure 1 2.9 
has several intemal nodes with only one child. We can implement a trie with a tree 
storing characters at its nodes. 

The following proposition provides some important structural properties of a 
standard trie: 

Proposition 12.9 :  A standard trie storing a collection S of s strings of total length 
n from an alpbabet of size d bas the following properties: 

• Every intemal node ofT bas at mostd children. 

• T·bas iextemal nodes. 
. . 

·
· • The beigbt ofT is equal to the lengtb of tbe longest string in S. 

• The number ofnodes ofT is O(n) . 
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The worst case for the number of nodes of a trie occurs when no two strings 
share a common nonempty prefix; that is, except for the root, all intemal nodes 
have one child. 

A trie T for a set S of strings can be used to implement a di:ctionary whose keys 
are the strings of S. Namely, we perfarm a search in T for a string X by tracing 
down from the root the path indicated by the characters in X. If this path can be 
traeed and terminates at an extemal node, then we know X is in the dictionary. Por 
example, in the trie in Pigure 1 2.9, tracing the path for "buil" ends up at an extemal 
node. If the path cannot be traeed or the path can be traeed but terminates at an 
intemal node, then X is not in the dictionary. In the example in Pi gure 12.9, the path 
for "bet" cannot be traeed and the path for "be" ends at an intemal node. N either 
such word is in the dictionary. Note that in this implementation of a dictionary, 
single characters are compared instead of the entire string (key). It is easy to see 
that the running time of the search for a string of size m is O(dm) , where d is the 
size of the alphabet. Indeed, we visit at most m + 1 nodes of T and we spend 0( d) 
time at each node. Por some alphabets, we may be able to imprave the time spent 
at a node to be 0(1 ) or O(logd) by using a dictionary of characters implemented 
in a hash table or search table. However, sirree d is a constant in most applications, 
we can stick with the simple approach that takes O(d) time per node visited. 

Prom the discussion above, it follows that we can use 
_
a trie to perfarm a spe

cial type of pattem matching, called word matching, where we want to determine 
whether a given pattem matches one of the words of the text exactly. (See Pig
ure 1 2. 10.) Word matching differs from standard pattem matching sirree the pattem 
cannot match an arbitrary substring of thè text, but only one of its words. Uf)ing a 
trie, word matching for a pattem of length m takes 0( dm) time, where d is the size 
of the alphabet, independent of the size of the text. If the alphahet has constant size 
(as is the case for text in natural languages and DNA strings), a query takes O(m) 
time, proportional to the size of the pattem. A simple extension of this scheme 
supports prefix matching queries. However, arbitrary occurrences of the pattem in 
the text (for example, the pattem is a proper suffix of a word or spans two words) 
cannot be efficiently performed. 

To construct a standard trie for a set S of strings, we can use an incremental 
algorithm that inserts the strings one at a time. Reeall the assumption that no string 
of S is a prefix of another string. To insert a string X into the current trie T, we first 
try to trace the path associated with X in T .  Sirree X is not already in T and no string 
in S is a prefix of another string, we will stop tracing the path at an internat node v 

of T befare reaching the end of X. We then create a new chain of node descendents 
of v to store the remairring eh araeters of X. The time to insert X is 0( dm) , where 
m is the length of X and d is the size of the alphabet. Thus, constructing the entire 
trie for set S takes 0( dn) time, where n is the total length of the strings of S. 
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Figure 12.10: Word matching and prefix matching with a standard trie: (a) text to 
be searched; (b) standard trie for the words in the text (articles and prepositions, 
which are also known as stop words, excluded), with external nodes augmented 
with indications of the word positions. 

There is a potenrial space inefficiency in the standard trie that has prompted the 
development of the compressed trie, which is also known (for historica! reasons) 
as the Patricia trie. N amely, there are potentially a lot of nodes in the standard trie 
that have only one child, and the existence of such nodes is a waste. We discuss the 
compressed trie next. 
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12 . 5 . 2  Compressed Tri es 

A compressed trie is similar to a standard trie but it ensures that each internal node 
in the trie has at least two children. It enforces this rule by,compressing ebains of 
single-child nodes into individual edges. (See Figure 12. 1 1 .) Let T be a standard 
trie. We say that an internal node v of T is redundant if v has one child and is not 
the root. For example, the trie of Figure 12.9 has eight redundant nodes. Let us 
also say that a chain of k � 2 edges, 

is redundant if: 

• V i is redundant for i 1 ,  . . . , k - 1 .  

• vo and vk are not redundant. 

We can transfarm T into a compressed trie by replacing each redundant chain 
( vo, v1 ) · · · ( Vk-1 ,  vk) of k > 2 edges into a single edge ( vo , vk) , relabeling Vk with 
the concatenation of the labels of nodes v 1 , . . .  , vk. 

p 
Figure 12.11: Compressed trie for the strings {bear, bell, bid, bull, buy, sell, stock, 
stop} .  Compare this with the standard trie shown in Figure 1 2.9. 

Thus, norles in a compressed trie are labeled with strings, which are substrings 
of strings in the collection, rather than with individual characters. The advantage of 
a compressed trie over a standard trie is that the number of nodes of the compressed 
trie is proportional to the number of strings and not to their total length, as shown 
in the following proposition (compare with Proposition 1 2.9). 

Proposition 12.10: A compressed trie storing a collection S of s strings trom an 
alpbabet of size d bas tbe foll()wing properties: . . . ; . - ' . : 

• · Every intemal node ofT bas at least two ebilelren and most d children. 

• T bas s extemal nodes. 

• The number ofnodes ofT is O(s) . 
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S[O] 
S[l] = 

S [2] = 

S [3] = 

The attentive reader may wonder whether the compression of paths provides 
any significant advantage, since it is offset by a corresponding expansion of the 
node labels. Indeed, a compressed trie is truly ad vantageaus only when it is used as 
an auxiliary index structure over a collection of strings already stared in a primary 
structure, and is not required to actually store all thè characters of the strings in the 
collection. 

Suppose, for example, that the collection S of strings is an aiTay of strings S [O] , 
S [ 1 ] ,  . . . , S[s 1 ] .  Instead of storing the label X of a node explicitly, we represent 
it implicitly by a triplet of integers (i, j, k) , such that X S [i] [j . .  k] ; that is, X is the 
substring of S [i] consisting of the characters from the jth to the kth included. (See 
the example in Figure 12. 12. Also campare with the standard trie of Figure 12. 10.) 

0 2 3 4 0 1 2 3 0 1 2 3 
S[4] = I b I u 1 1 1 1 I S[7] = l h I e  l a  I r I 
S[5] = l b I u  I Y I  S[8] = I b I e 1 1 1 1 I 
S [6] = S[9] = I s I t I o I p I 

(a) 

(b) 

Figure 12.12: (a) Collection S of strings stared in an array. (b) Compact represen
tation of the compressed trie for S. 

This additional compression scheme allows us to reduce the total space for the 
trie itself from O(n) for the standard trie to O(s) for the compressed trie, where n 
is the total length of the strings in S and s is the number of strings in S. We must 
still store the different strings in S, of course, but we nevertheless reduce the space 
for the trie. 
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12 .5 .3  Suffix Tries 

One of the primary applications for tries is for the case when the strings in the 
collection S are all the suffix es of a string X. Such a trie is called the suffix trie (also 
known as a suffix tree or position tree) of string X. For exàmple, Figure 12. 13a 
shows the suffix trie for the eight suffixes of string "minimize." For a suffix trie, the 
compact representation presented in the previous section can be further simplified. 
Namely, the label of each vertex is a pair (i, j) indicating the string X [i . .  j] . (See 
Figure 12. 1 3b.) To satisfy the rule that no suffix of X is a prefix of anot:her suffix, 
we can add a special character, denoted with $, that is not in the original alphabet L 
at the end of X (and thus to every suffix). That is, if string X has length n, we build 
a trie for the set of n strings X [i . . n - 1 ]$, for i =  0, . . .  , n 1 .  

Savi ng S pace 

Using a suffix trie allows us to save space over a standard trie by using several space 
compression techniques, including those used for the compressed trie. 

The advantage of the compact representation of tries now becomes apparent for 
suffix tries. Sirree the total length of the suffixes of a string X of length n is 

1 2 . . .  + n = 
n(n + 1 )  

2 ' 
storing all the suffixes of X explicitly would take O(n2) s·pace. Even so, the suf
fix trie represents these strings implicitly in O(n) space, as formally stated in the 
following proposition. 
Proposition 12 . 11 :  The compact representation of a suffix trie T for a string X 
of length n uses 0( n) space. 

Construct ion 

We can construct the suffix trie for a stling of length n with an incremental algo
rithm like the one given in Section 12.5 . 1 .  This construction takes O(dn2) time 
because the total length of the suffixes is quadratic in n. However, the (compact) 
suffix trie for a string of length n can be constructed in 0( n) time with a specialized 
algorithm, different from the one for general tries. This linear-time construction 
algorithm is fairly complex, however, and is not reported here. Still, we can take 
advantage of the existence of this fast construction algorithm when we want to use 
a suffix trie to solve other problems. 

Us ing a S uffix Trie 

The suffix trie T for a string X can be used to efficiently perform pattem matching 
queries on text X. Namely, we can determine whether a pattem P is a substring 



12.5. Tries 585 

(a) 

J m l  i J n J  i J m J  i j z J e l  
0 1 2 3 4 5 6 7 

(b) 
• 

Figure 12.13: (a) Suffix trie T for the string X . ' 'minimize ' ' . (b) Compact 
representation of T, where pair (i, j) denotes X [i. .  jJ . 

of X by trying to trace a path associated with P in T. P is a substring of X if and 
only if such a path can be traced. The search down the trie T assumes that nodes in 
T store some additional information, with respect to the compact representation of 
the suffix trie: 

If node v has label (i, j) and Y is the string of length y associated with 
the path from the root to v (included), then X [j y l . . j] = Y. 

This property ensures that we can easily compute the start index of the pattem in 
the text when a match occurs. 
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12 .5 .4  Sea rch Engi nes 

The World Wide Web contains a huge collection of text documents (Web pages) .  
Information about these pages are gathered by a program called a Web crawler, 
which then stores this information in a special dictionary database. A Web search 
engine allows users to retrieve relevant information from this database, thereby 
identifying relevant pages on the Web containing given keywords. In this section, 
we present a simplified model of a search engine. 

l nverted F i les 

The core information stored by a search engine is a dictionary, called an inverted 
index or invertedfile, storing key-value pairs (w,L) , where w is a word and L is 
a collection of pages containing word w. The keys (words) in this dictionary are 
called index terms and should be a set of vocabulary entties and proper nouns as 
large as possible. The elements in this dictionary are called occurrence lists and 
should cover as many Web pages as possible. 

We can efficiently implcment an inverted index with a data structure c�nsisting 
of: 

1 .  An array storing the occurrence lists of the terms (in no particular order). 
2. A compressed trie for the set of index terms, where each external node stores 

the index of the occurrence list of the associated term. 
The reason for storing the occurrence lists outside the trie is to keep the size of the 
trie data structure sufficiently small to fit in internal memory. Instead, because of 
their large total size, the occurrence lists have to be stored on disk. . 

• 
With our data structure, a query for a single keyword is similar to a word match-

ing query (Section 12.5 . 1 ) .  Namely, we find the keyword in the trie and we return 
the associated occurrence list. 

When multiple keywords are given and the desired output are the pages con
taining all the given keywords, we retrieve the occurrence list of each keyword 
using the trie and return their intersection. To facilitate the intersection computa
tion, each occurrence list should be implemented with a sequence sorted by address 
or with a dictionary (see, for example, the gencric merge computation discussed in 
Section 1 1 .4) . 

In addition to the basic task of returning a list of pages containing given key
words, search engines provide an important additional service by ranking the pages 
returned by relevance. Devising fast and accurate ranking algorithms for search 
engines is a major challenge for computer researchers and electronic commerce 
companies. 
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12 .6  Exercises 

For help with exercises, please visit the web site, www.wiley.com/go/global/goodrich. 

Rei nforeement 

R- 12. 1  List the prefixes ofthe string P =" aaabbaaa" that are also suffixes of P. 

R- 12.2 Draw a tigure illustrating the comparisons done by brute-force pattem 
matching for the text 11 aaabaadaabaaa" and pattem 11 aabaaa 11 • 

R-1 2.3 Repeat the previous problem for the BM pattem matching algorithm, not 
counting the comparisons made to compute the l ast( c) function. 

R - 12 .4 Repeat the previous problem for the KMP pattem matching algorithm, not 
counting the comparisons made to compute the failure function. 

R- 12.5 Compute a table representing the last function used in the BM pattem 
matching algorithm for the pattem string 

"the quick brown fox jum.ped over a lazy cat " 

assuming the following alphabet (which starts with the space character): 

I = { ,a,b,c,ä,e,f,g,h,i,j ,k,l,m,n,o,p,q,r,s,t,u, v, w �.y,z}. 

R - 12.6 Assuming that the characters in alphabet I can be enumerated and can be 
used to index arrays, give an O(m + JII) -time method for constructing the 
l ast function from an m-length pattem string P. 

R - 1 2.7 Compute a tab le representing the KMP failure function for the pattem 
string 11 cgtacgttcgtac " .  

R - 12. 8  Draw a standard trie for the following set of strings: 

. { abab, baba, cccèc, bbaaaa, caa, bbaacc, cbcc , cbca }. 

R- 12.9 Draw a compressed trie for the set of strings given in Exercise R- 12.8 .  

www.wiley.com/go/globallgoodrich
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R -12. 10 Draw the compact representation of the suffix trie for the string 

"minimize minime " .  

R - 12. 1 1  What is the longest prefix of the string " cgtacgtt cgtacg" that is also a 
suffix of this string? 

R- 12 . 12  Draw the frequency array and Huffman tree for the following string: 

" dogs do not spot hot pots or cats " .  

R - 12. 1 3 Show the longest common subsequence array L for the two strings 

Creativity 

X " skullandbones 11 

Y " lullabybabies " .  

What is a longest common subsequence between these strings? 

C- 12. 1 Give an example set of denominations of coins so that a greedy change 
making algorithm will not use the minimum number of coins. 

C- 12.2 In the art gallery guarding problem we are given a line L that repre
seuts a long hallway in an art gallery. We are also given a set . X = 

{xo ,XI , . . .  ,Xn-Ü of real numbers that specify the positions of paiptings 
in this hallway. Suppose that a single guard can proteet all the paintings 
within distance at most 1 of his or her positiol1 (on both sides). Design 
an algorithm for finding a placement of guards that uses the minimum 
number of guards to guard all the paintings with positions in X. 

C- 12.3 Give an example of a text T of length n and a pattem P of length m that 
force the brute-force pattem matching algorithm to have a running time 
that is Q(nm) . 

C- 12.4 Give ajustification of why the KM PFa i l u reFunction method (Code Frag
ment 12.7) runs in O(m) time on a pattem of length m. 

C-12.5 Show how to modify the KMP string pattem matching algorithm so as to 
find every occurrence of a pattem string P that appears as a substring in T, 
while still running in 0( n m) time, (Be sure to catch even those matches 
tliät ovetlap.) · 

· 

C- 12.6 Let T be a text of length n, and let P be a pattem of length m. Describe an 
0( n + m ) -time method for finding the longest prefix of P that is a substring 
of T. 



12.6. Exercises 589 

C- 12.7 Say that a pattem P of length m is a circular substring of a text T of 
1ength n if there is an index 0 i < m, such that P T [ n - m + i  . . n 1 ] + 
T[O . . i - 1 ] ,  that is, if P is a (normal) substring of T or P is equal to the 
concatenation of a suffix of T and a prefix of T. Give an O(n m)-time 
algorithm for determining whether P is a clrcular substring of T. 

C- 12.8 The KMP pattem matching a1gorithm can be modified to run faster on 
binary s trings by redefining the failure function as 

f(j) = the largest k < j such that P[O . .  k - 2]fik is a suffix of P[1 . .  j] , 

where fik denotes the complement of the kth bit of P. Describe how to 
modify the KMP algorithm to be ab1e to take advantage of this new failure 
function and also give a method for computing this failure function. Show 
that this method makes at most n comparisons between the text and the 
pattem (as opposed to the 2n comparisons needed by the standard KMP 
algorithm given in Section 12.3 .3) .  

C- 12.9 Modify the simplified BM algorithm presented in this chapter using ideas 
from the KMP algorithm so that it runs in 0( n m) time. 

C- 12. 1 0 Given a string X of 1ength n and a string Y of length m, describe an 0( n 

m) -time algorithm for finding the longest prefix of X that is a suffix of Y.  
C- 12. 1 1  Give an efficient algorithm for de1eting a string from a standard trie and 

analyze its running time. 
C- 12. 12 Give an efficient algorithm for deleting a string from a compressed trie 

and analyze its running time. 
C- 12. 13  Describe an algorithm for constructing the compact representation of a 

suffix trie, given its noncompact representatioh, and analyze its running 
time. 

C- 12 . 14 Let T be a text string of length n. Describe an 0( n ) -time method for 
finding the longest prefix of T that is a substring of the reversal of T. 

C- 12. 1 5  Describe an efficient algorithm to find the longest palindrome that is a 
suffix of a string T of 1ength n. Reeall that a palindrome is a string that is 
equal to its reversal. What is the running time of your method? 

C- 12. 16 Given a sequence S = (xo , XI ,X2 , . . .  , Xn-t ) of numbers, describe an O(n2)

time algorithm for finding a longest subsequence T (xio , Xi1 ,xi2 ,  • • •  , xik-J ) 
of numbers, such that ij < iJ+t and Xii > Xi

j
+ t ' That is, T is a longest de

creasing subsequence of S. 
C- 12. 1 7  Define the edit distance between two strings X and Y of length n and m, 

respectively, to be the number of edits that it takes to change X into Y. An 
· edit ê6nsists of a chaiacter insertion, a character deletion, or a character 
rep1acement. For example, the strings 11 algoritbm11 and 11 rhytbm11 have 
edit distance 6. Design an O(nm ) -time a1gorithm for computing the edit 
distance between X and Y. 
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C- 12. 1 8  Design a greedy algorithm for making change after someone buys some 
candy costing x cents and the customer gives the clerk $ 1 .  Your algorithm 
should try to minimize the number of coins retumed. 

a. Show that your greedy algorithm returns the rpinimurn number of 
coins if the coins have denominations $0.25, $0.10, $0.05, and $0.01 .  

b. Give a set of denominations for which your algorithm may not re
turn the minimum number of coins. Include an example where your 
algorithm fails. 

C- 12. 19 Give an efficient algorithm for determining if a pattem P is a subsequence 
(not substring) of a text T. What is the running time of your algorithm? 

C-1 2.20 Let x and y be strings of length n and m respectively. Define B(i, j) to 
be the length of the longest common substring of the suffix of length i 
in x and the suffix of length j in y. Design an O(nm)-time algorithm for 
computing all the values of B(i, j) for i = 1 ,  . . .  , n and j = 1 ,  . . .  , m. 

C- 12.21 Anna has just won a contest that allows her to take n pieces of candy out 
of a candy store for free. Anna is old enough to realize that some candy is 
expensive, while other candy is relatively cheap, costing much less. The 
jars of candy are numbered 0, 1 ,  . . .  , m - 1 ,  so that jar j has nj pieces in 
it, with a price of c j per piece. Design an 0( n + m )-time algorithm that 
allows Anna to maximize the value of the pieces. of candy she takes for 
her winnings. Show that your algorithm produces the maximum value for 
Anna. 

C- 12.22 Let three integer arrays, A, B, and C, be given, each of size n. Given an 
arbitrary integer x, design an O(n2 logn) -time algorithm to deterrrline if 
there exist numbers, a in A, b in B, and c in C, such th.at x a +  b c. 

C-12.23 Give an O(n2) -time algorithm for the previous problem. 

Projects 

P- 1 2. 1  Perform an experimental analysis, using documents found on the Inter
net, of the efficiency (number of character comparisons performed) of the 
brute-force and KMP pattem matching algorithms for varying-length pat
tems. 

P- 12.2 Perform an experimental analysis, using documents found on the Inter
net, of the efficiençy (number of character comparisons performed) of the 
brute-force and BM pattem matchi11g algorithms for varying-length pat
tems. 

P- 1 2.3 Perform an experimental comparison of the relative speeds of the brute
force, KMP, and BM pattem matching algorithms. Document the time 
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taken for coding up each of these algorithms as well as their relative run
ning times on dpcuments found on the Internet that are then searched using 
varying-length pattems. 

P- 1 2.4 Implcment a compression and decompres�ion scheme that is based on 
Huffman coding. 

P- 12.5 Create a class that implements a standard trie for a set of ASCII strings. 
The class should have a constructor that takes as argument a list of strings, 
and the class should have a metbod that tests whether a given string is 
stored in the trie. 

P- 12.6 Create a class that implements a compressed trie for a set of ASCII strings. 
The class should have a constructor that takes as argument a list of strings, 
and the class should have a method that tests whether a given string is 
stored in the trie. 

P-12.7 Create a class that implements a prefix trie for an ASCII string. The class 
should have a constructor that takes as argument a string and a metbod for 
pattem matching on the string. 

P-12.8 Implcment the simplified search engine described in Section 12.5.4 for 
the pages of a small Web site. U se all the words in the pages of the site 
as index terms, excluding stop words such as articles, prepositions, and 
pronouns. 

P-1 2.9 Implcment a search engine for the pages of a small Web site by adding 
a page-ranking. feature to the simplified search engine described in Sec
tion 1 2.5 .4 .  Your page-ranking feature should return the most relevant 
pages first. Use all the words in the pages of the site asiindex terms, ex
cluding stop words, such as articles, .prepositions, and pronouns. 

P- 12. 10 Write a program that takes two character strings (which could be, for ex
ample, representations of DNA strands) and computes their edit di stance, 
showing the corresponding pieces. (See Exercise C-12. 17 .) 

Chapter N otes 

The KMP algorithm is described by Knuth, Morris, and Pratt in their joumal artiele [64], 
and Boyer and Moore describe their algorithm in a joumal artiele publisbed the same 
year [ 1 6] .  In their article, however, Knuth et al. [ 64] also prove that the BM algorithm 
runs in linear time. More rec�ntly, Cole [23] shows that the BM algorithm makes at most 
3n character comparisons in the worst case, and this bound is tight. All of the algorithms 
discussed above are also discussed in the book chapter by Aho [3], albeit in a more theoret
ica! framework, including the methods for regular-expression pattem matching. The reader 
interested in further study of string pattem matching algorithms is referred to the book by 
Stephen [87] and the book chapters by Aho [3] and Crochemore and Lecroq [26]. 
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The trie was invented by Morrison [78] and is discussed extensively in the classic 
Sorting and Searching hook by Knuth [63 ] .  The name "Patricia" is short for "Practical 
Algorithm to Retrieve Information Coded in Alphanumeric" [78]. McCreight [70] shows 
how to construct suffix tries in linear time. An introduetion to the field of information 
retrieval, which includes a discussion of search engines for the Web is provided in the hook 
by Baeza-Yates and Ribeiro-Neto [8] .  

l .. .' 
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1 3 . 1  

Cl1apter 13. Graplls 

G raphs 

A graph i s  a way of representing relationships that exist between pairs of objects. 
That is, a graph is a set of objects, called vertices, togethèr with a collection of 
pairwise connections between them. By the way, this notion of a "graph" should 
not be confused with bar charts and function plots, as these kinds of "graphs" are 
unrelated to the topic of this chapter. Graphs have applications in a host of different 
domains, including mapping, transportation, electrical engineering, and computer 
networks. 

Viewed abstractly, a graph G is simply a set V of vertices and a collection E 
of pairs of vertices from V, called edges. Thus, a graph is a way of representing 
connections or relationships between pairs of objects from some set V. Incidentally, 
some books use different terminology for graphs and refer to what we call vertices 
as nodes and what we call edges as arcs. We use the terms "vertices" and "edges." 

Edges in a graph are either directed or undirected. An edge (u, v) is said to 
be directed from u to v if the pair (u, v) is ordered, with u preceding v. An edge 
(u, v) is said to be undirected if the pair (u, v) is not orde red. U ndirected edges are 
sametimes denoted with set notation, as {u, v}, but for simplicity we use the pair 
notation (u, v) , noting that in the undirected case (u, v) is the same as (v, u). Graphs 
are typically visualized by drawing the vertices as ovals or reetangles and the edges 
as segments or curves connecting pairs of ovals and rectàngles. The following are 
some examples of directed and undirected graphs. 

Example 13 .1 :  We can visualize collaborations among the researchers of a cer
tain discipline by constructing a graph whose vertices are associated witl'l the re
searchers themselves, and whose edges conneet pairs of ve,rtices associated with 
researchers who have coauthored a paper or book. (See Figure 13. 1 .) Such edges 
are undirected because coauthorship is a symmetrie relation; that is, if A bas coau
thored sarnething with B, then B necessarily bas coauthored sarnething with A. 

Figure 13.1: Graph of coauthorship among some authors. 
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Example 13.2: We can associate with an object-oriented program a graph whose 
vertices represent the classes defined in the program, and whose edges indicate 
inheritance between classes. There is an edge from a vertex v to a vertex u if the 
class for v extends the class for u. Such edges are directed because the inheritance 
relation only goes in one direction (that is, it is asymmetrie). 

If all the edges in a graph are undirected, then we say the graph is an undirected 
graph. Likewise, a directed graph, also called a digraph, is a graph whose edges 
are all directed. A graph that has both directed and undirected edges is often called 
a mixed graph. Note that an undirected or mixed graph can be converted into a 
directed graph by replacing every undirected edge (u ,  v) by the pair of directed 
edges (u ,  v) and ( v, u) . lt is often useful, however, to keep undirected and mixed 
graphs represented as they are, for such graphs have several applications, such as 
that of the following example. 

Example 13.3: A city map can be modeled by a graph whose vertices are inter
sections or dead-ends, and whose edges are stretches of streets without intersec
tions. This graph has both undirected edges, which correspond to stretches of two
way streets, and directed edges, which correspond to stretches of one-way streets. 
Thus, in this way, a graph modeling a city map is a mixed graph. 

Example 13.4: Physical examples of graphs are present in the electrical wiring 
and plumbing networks of a building. Such networks can be modeled as graphs, 
where each connector, fixture, · or outlet is viewed as a vertex, a.Jld each uninter
rupted stretch of wire or pipe is viewed as an edge. Such gmphs are actually com
ponents of much larger graphs, namely the local power and water distribution net
works. Depending on the speei/ie aspects of these graphs that we are interested in, 
we may consider their edges as undirected or directed, for, in principle, water can 
flow in a pipe and current can flow in a wire in either direction. 

The two vertices joined by an edge are called the end vertices (or endpoints) 
of the edge. lf an edge is directed, its first endpoint is its origin and the other is the 
destination of the edge. Two vertices u and v are said to be adjacent if there is an 
edge whose end vertices are u and v. An edge is said to be incident on a vertex if 
the vertex is one of the edge's endpoints. The outgoing edges of a vertex are the 
directed edges whose origiri is that vertex. The incoming edges of a vertex are the 
directed edges whose destination is that vertex. The degree of a vertex v, denoted 
deg( v) ,  is the number of incident edges of v. The in-degree and out-degree of a 
vertex v are the number of the incorning and outgoing edges of v, and are denoted 
indeg(v) and outdeg(v), respectively. 
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Exarnple 13.5 :  We can study air transportation by constructing a graph G, called 
a flight network, whose vertices are associated with airports, and whose edges 
are associated with flights. (See Figure 13.2.) In graph G, the edges are directed 
because a given flight bas a specific travel direction (from �he origin airport to the 
destination airport). The endpoints of an edge e in G correspond respectively to the 
origin and destination for the flight corresponding to e. Two airports are adjacent 
in G if there is a flight that flies between them, and an edge e is incident upon a 
vertex v in G if the flight for e flies to or from the airport for v. The outgoing edges 
of a vertex v correspond to the outbound flights from v 's airport, and the incoming 
edges correspond to the inbound flights to v 's airport. Finally, the in-degree of a 
vertex v of G corresponds to the number of inbound flights to v 's airport, and the 
out-degree of a vertex v in G corresponds to the number of outbound flights. 

The definition of a graph refers to the group of edges as a collection, not a set, 
thus allowing for two undirected edges to have the same end vertices, and for two 
directed edges to have the same origin and the same destination. Such edges are 
called parallel edges or multiple edges. Parallel edges can be in a fiight network 
(Example 1 3 .5), in which case multiple edges between the same pair of vertices 
could indicate different fiights operating on the same route at different times of the 
day. Another special type of edge is one that connects a vertex to itself. Namely, we 
say that an edge (undirected or directed) is a self-loop if �ts two endpoints coincide._ 
A self-loop may occur in a graph associated with a city map (Example 13 .3), where 
it would correspond to a "circle" (a curving street that returns to its starting point). 

With few exceptions, graphs do not have parallel edges or self-loops. Such 
graphs are said to be simple. Thus, we can usually say that the edges ofia simple 
graph are a set of vertex pairs (and not just a collection). Tt-rroughout this chapter, 
we assume that a graph is simple unless otherwise specified. 

Figure 13.2: Example of a directed graph representing a fiight network. The end
points of edge UA 120 are LAX and ORD; hence, LAX and ORD are adjacent. 
The in-degree of DFW is 3, and the out-degree of DFW is 2. 
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In the propositions that follow, we explore a few important properties of graphs. 

Proposition 13 .6 :  IfG is a graph with m edges, then 

L deg(v) = 2m. , 
v in G  

Justification: An edge (u ,  v) is counted twice in the summation above; once by 
its endpoint u and once by its endpoint v. Thus, the total contri bution of the edges 
to the degrees of the vertices is twice the number of edges. • 

Proposition 13 .7 :  IfG is a directed graph with m edges, then 

L indeg( v) = L outdeg( v) = m. 
v in G  v in G  

Justification :  In a directed graph, an edge (u, v) contributes one unit to the 
out-degree of its origin u and one unit to the in-degree of its destination v. Thus, 
the total contribution of the edges to the out -degrees of the vertices is equal to the 
number of edges, and similarly for the out-degrees. • 

We next show that a simple graph with n vertices has O(n2) edges. 

Proposition 13 .8 :  Let G be a simple graph wfth n vertices and m edges. If G is 
undirected, then m :::; n ( n - 1 )  /2,. and if G is directed, then m :::; n ( n - 1 ) .  

Justification: Suppose that G is undirected. Since no two edges can have the 
same endpoints and there are rto self-loops, the maximum degree of a vertex in G 
is n - 1  in this case. Thus, by Proposition 13 .6, 2m .:::; n(n - 1) .  Now suppose that 
G is directed. Since no two edges can have the saine origin and destination, and 
there are no self-loops, the maximum in-degree of a vertex in G is n - 1 in this case. 
Thus, by Proposition 1 3 .7, m :::; n( n - 1 ) .  • 

A path is a sequence of alternating vertices and edges that starts at a vertex and 
ends at a vertex such that each edge is incident to its predecessor and successor 
vertex. A cycle is a path with at least one edge that has its start and end vertices 
the same. We say that a path is simple if each vertex in the path is distinct, and 
we say that a cycle is simple if each vertex in the cycle is distinct, except for the 
fi.rst and last one. A directed path is a path such that all edges are directed and are 
traversed along their direction. A directed cycle is similarly defined. Por example, 
in Figure 1 3 .2, (BOS, NW 35, JFK, AA 1 387, DFW) is in a directed simple path, 
and (LAX, UA 120, ORD, UA 877, DFW, AA 49, LAX) is a directed simple cycle. 
If a path P or cycle C is a simple graph, we may omit the edges in P or C, as these 
are well defined, in which case P is a list of adjacent vertices and C is a cycle of 
adjacent vertices. 
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Example 13.9: Given a graph G representing a city map (see Example 13.3), we 
can model a couple dJ.iving to dinner at a recommended restaurant as traversing a 
path though G. If they know the way, and don 't accidentally go through the same 
intersection twice, then they traverse a simple path in G. Li�ewise, we can model 
the entire trip the couple takes, from their home to the restaurant and back, as a 
cycle. If they go home from the restaurant in a completely different way than how 
they went, nat even going through the same intersection twice, then their entire 
round trip is a simple cycle. Finally, if they travel along one-way streets for their 
entire trip, we can model their night out as a directed cycle. 

A subgraph of a graph G is a graph H whose vertices and edges are subsets 
of the vertices and edges of G, respectively. For example, in the flight network of 
Figure 13 .2, vertices BOS, JFK, and MIA, and edges AA 903 and DL 247 form 
a subgraph. A spanning subgraph of G is a subgraph of G that contains all the 
vertices of the graph G. A graph is connected if, for any two vertices, there is a 
path between them. If a graph G is not connected, its maximal connected subgraphs 
are called the connected components of G. Aforest is a graph without cycles. A 
tree is a connected forest, that is, a conneeled graph without cycles. Note that this 
definition of a tree is somewhat different from the one given in Chapter 7. Namely, 
in the context of graphs, a tree has no root. Whenever there is ambiguity, the trees 
of Chapter 7 should be referred to as rooted trees, while the trees of this chapter 
should be referred to asfree trees. The connected components of a forest are (free) 
trees. A spanning tree of a graph is a spanning subgraph that is a (free) tree. 

Example 13.10: Perhaps the most talked about graph today is the Internet, which 
can be viewed as a graph whose verticès are computers and whóse (undirected) 
edges are communication connections between pairs of computers on the Inter
net. The computers and the connections between them in a single domain, like 
wi ley.com, farm a subgraph of the Internet. If this subgraph is connected, then two 
users on computers in this domain can send e-mail to one another without having 
their information packets ever leave their domain. Suppose the edges of this sub
graph farm a spanning tree. This implies that, if even a single conneetion goes 
down (for example, because someone pulls a communication cable out of the back 
of a computer in this domain), then this subgraph will no Jonger be connected. 

There are a number of simp1e properties of trees, forests, and connected graphs. 

Proposition 13. 1 1 :  Let G be an undirected graph with n vertices and m edges. 

• If G is connected, then m > n 1 .  
• IfG is a tree, then m = n 1 .  
• If G is a forest, then m < n 1 .  

We leave the justification of this proposition as an exercise (C- 13 .2). 

http:wiley.com


13.1. Graphs 599 

13 . 1 . 1  The G ra ph ADT 

As an abstract data type, a graph is a collection of elements that are stored at the 
graph's posîtîons-its vertices and edges. Hence, we can store elements in a graph 
at either its edges or its vertices (or both). In Java, this means we can define Vertex 
and Edge interfaces that each extend the Position interface. Let us then introduce 
the following simplified graph ADT, which is suitable for vertex and edge positions 
in undirected graphs, that is, graphs whose edges are all undirected. Additional 
methods for dealing with directed edges are discussed in Section 13 .4. 

vertices() : Return an iterable collection of all the vertices of the
graph. 

edges() : Return an iterable collection of all the edges of the graph. 

i ncidentEdges( V) : Return an iterable coneetion of the edges incident u pon 
vertex v. 

opposite( v, e) : Return the endvertex of edge e distinct from vertex v; an 
error occurs if e is not incident on v. 

endVertices( e) : Return an array storing the end vertices of edge e .  

areAdjacent( v, w) : Test whether vertices v and w are adjacent. 
i 

rep lace( v,x ) :  Replace the element ston�d at vertex v with x. 

repl ace(  e, x): Replace the element stored at edge e with x. 

i nsertVertex(x) : Insert and return a new vertex storing element x. 

i nsertEdge( v, w, x) : Insert and return a new undirected edge with end vertices 
v and w and storing element x. 

removeVertex( v ) :  Remove vertex v and all its incident edges and return the 
element stored at v. 

removeEdge(e) : Remove edge e and return the element stored at e. 

There are several ways to realize the graph ADT. We explore three such ways 
in the next section. 
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Data Structures for Graphs 

In this section, we discuss three popular ways of  representing graphs, which are 
usually referred to as the edge list structure, the adjacency list structure, and the 
adjacency matrix. In all three representations, we use a collection to store the ver
tices of the graph. Regarding the edges, there is a fundamental difference between 
the firs t two structures and the latter. The edge list structure and the adjacency list 
structure only store the edges actually present in the graph, while the adjacency 
matrix stores a placeholder for every pair of vertices ( whether there is an edge be
tween them or not). As we will explain in this section, this difference implies that, 
for a graph G with n vertices and m edges, an edge list or adjacency list representa
tion uses O(n + m) space, whereas an adjacency matrix representation uses O(n2) 
space. 

13 .2 . 1  The Edge List Structure 

The edge list structure is possibly the simplest, though not the most efficient, rep
resentation of a graph G. In this representation, a vertex v of G storing an element 
o is explicitly represented by a vertex object. All such vertex objects are stared in 
a collection V, such as an array list or node list. If V is an array list, for example, 
then we naturally think of the vertices as being numbered. 

Vertex Objects 

The vertex object for a vertex v storing element o has instancè variables for: 

• A reference to o.  

• A reference to the position (or entry) of the vertex-object in collection V. 
The distinguishing feature of the edge list structure is not how it represents vertices, 
however, but the way in which it represents edges. In this structure, an edge e of G 
storing an element o is explicitly represented by an edge object. The edge objects 
are stared in a collection E, which would typica:Uy be an array list or node list. 

Edge Objects 

The edge object for an edge e s toring element o has instanee variables for: 

• A reference to o. 

• References to the vertex objects associated with the endpoint vertices of e. 
• A reference to the position ( or entry) of the edge-object in collection E. 
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Visua l iz ing the Edge List Structure 

We illustrate an example of the edge list structure for a graph G in Figure 13 .3 .  

)-------{ z d 
(a) 

{b) 

Figure 13.3: (a) A graph G; (b) schematic representation of the edge list structure 
for G. We visualize the elements stared in the vertex and edge objects with the 
element names, instead of with actual references to the element objects. 

The reason this structure is called the edge list structure is that the simplest and 
most common implementation of the edge collection E is with a list. Even so, in 
order to be able to conveniently search for specific objects associated with edges, 
we may wish to implement E with a dictionary (whose entries store the element as 
the key and the edge as the value) in spite of our calling this the "edge list." We 
may also wish to implement the collection V as a dictionary for the same reason. 
Still, in keeping with tradition, we call this structure the edge list structure. 

The main feature of the edge list structure is that it provides direct access from 
edges to the vertices they are incident upon. This allows us to define simple algo
rithms for methods endVertices( e) and opposite( v, e) . 
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Perform ance of the Edge L ist Structure 

One method that is inefficient for the edge list structure, however, is that of ac
cessing the edges that are incident upon a vertex. Determining this set of vertices 
requires an exhaustive inspeetion of all the edge objects in the collection E. That is, 
in order to determine which edges are incident to a vertex v, we must examine all 
the edges in the edge list and check, for each one, if it happens to be incident to v. 
Thus, method i ncidentEdges( v) runs in time proportional to the number of edges in 
the graph, not in time proportional to the degree of vertex v. In fact, even to check 
if two vertices v and w are adjacent by the a reAdjacent(v, w) method, requires that 
we search the entire edge collection looking for an edge with end vertices v and w. 
Moreover, since removing a vertex involves removing all of its incident edges, 
method remcveVertex also requires a complete search of the edge collection E. 

Table 1 3 . 1 summarizes the performance of the edge list structure implemen
tation of a graph onder the assumption that collections V and E are realized with 
doubly linked lists (Section 3.3) . 

. Operation Time 
vertices O(n) 
edges O(m) 
endVertices, opposite 0( 1 )  
i ncidentEdges, a reAdjacent O(nt) 
rep l ace 0 ( 1 )  
insertVertex, insertEdge, removeEdge, 0( 1 )  
remcveVertex O(m) I 

Table 13.1: Running times of the methods of a graph implemented with the edge 
list structure. The space used is O(n m) , where n is the number of vertices and m 
is the number of edges. 

Details for selected methods of the graph ADT are as follows: 

• Methods vertices() and edges( )  are implemented by calling V. iterator() and 
E. iterator() , respectively. 

• Methods i ncidentEdges and areAdjacent all take O(m) time, since to deter
mine which edges are incident upon a vertex v we must inspeet all edges. 

• Since the collections V and E are lists implemented with a doubly linked list, 
we can insert vertices, and insert and remave edges, in 0( l )  time. 

• The update method removeVertex(v) takes O(m) time, since it requires that 
we inspeet all the edges to find and remove those incident upon v. 

Thus, the edge list representation is simple but has significant limitations. 
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13 . 2 . 2  The Adjacency L ist Structure 

The adjacency list structure for a graph G adds extra information to the edge list 
structure that supports direct access to the incident edges ( and thus to the adjacent 
vertices) of each vertex. This approach allows us to u se the adjacency list structure 
to implement several methods of the graph ADT much faster than what is possible 
with the edge list structure, even though both of these two representations use an 
amount of space proportional to the number of vertices and edges in the graph. 
The adjacency list structure includes all the structural components of the edge list 
structure plus the following: 

• A vertex object v holds a reference to a collection I(v) , called the incidence 
colteetion of v, whose elements store references to the edges incident on v .  

• The edge object for an edge e with end vertices v and w holds references to 
the positions ( or en tri es) associated with edge e in the incidence collections 
I ( v) and I ( w) . 

Traditionally, the incidence collection I( v) for a vertex v is a list, which is why 
we call this way of representing a graph the adjacency list structure. The adjacency 
list structure provides direct access both from the edges to the vertices and from the 
vertices to their incident edges. We illustrate the adjacency list structure of a graph 
in Figure 1 3.4. 

a 
U 1-----1 V 1-----1 W 

(a) 

(b) 

Figure 13.4: (a) A graph G; (b) schematic representation of the adjacency list stroc
ture of G. As in Figure 1 3 .3, we visualize the elements of collections with names. 



604 Chapter 13. Graphs 

Performance of the Adjacency List Structure 

All of tbe metbods of tbe grapb ADT tbat can be implemented witb tbe edge list 
structure in 0(1 )  time can also be implemented in 0(1 )  time witb tbe adjacency 
list structure, using essentially the same algoritbms. In addition, being able to 
provide access between vertices and edges in botb directions allows us to speed 
up the performance of a number of the grapb methods by using an adjacency list 
structure instead of an edge list structure. Table 1 3.2 summarizes the performance 
of the adjacency list structure implementation of a grapb, assuming tbat collections 
V and E and tbe incidence collections of tbe vertices are all implemented with 
doubly linked lists. For a vertex v, the space used by the incidence collection of v is 
proportional to the degree of v, tbat is, it is O(deg(v) ) .  Thus, by Proposition 1 3.6, 
the space requirement of the adjacency list structure is O(n + m) . 

Operation Time 
vertices O(n) 

1 edges I O(m) 
endVertices, o pposite 0(1 )  
i ncidentEdges( v) O(deg(v)) 

i a reAdj acent(v, w) O(min(deg(v) , deg(w) )  • 
replace 0( 1 )  -
i nsertVertex, i n sertEdge, removeEdge, 0(1 )  
remaveVertex O(deg(v) ) 

Table 13.2: Running times of tbe methods of a grapb implemented with the adja
cency list structure. The space used is 0( n + m), wberè n is the number of vertices 
and m is tbe number of edges. 

In contrast to tbe edge-list way of doing tbings, tbe adjacency list structure 
provides improved running times for the following methods :  

• Metbod i ncidentEdges( v) takes time proportional to the number of incident 
vertices of v, tb at is, 0 ( deg ( v) ) time. 

• Metbod a reAdj acent( u, v) can be performed by inspecting either tbe ioci
denee collection of u or that of v. By cboosing tbe smaller of tbe two, we get 
O(min(deg(u) , deg(v) ) )  running time. 

• Metbod removeVertex(v) takes O(deg(v)) time. 
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13 .2 .3  The Adjacency Matrix Structu re 

Like tbe adjacency list structure, the adjacency matrix structure of a graph also ex
tends the edge list structure with an additional component. In this case, we augment 
the edge list with a matrix (a two-dimensional an-ay) A that allows us to determine 
adjacencies between pairs of vertices in constant time. In the adjacency matrix rep
resentation, we think of the vertices as being the integers in the set { 0, 1 ,  . . . , n - 1 }  
and the edges as being pairs of such integers. This allows us to store references to 
edges in the cells of a two-dimensional n x n an-ay A. Specifically, the adjacency 
matrix representation extends the edge list structure as follows (see Figure 1 3.5): 

• A vertex object v stores a distinct integer i in the range 0, 1 ,  . . . , n - 1 ,  called 
the index of v. 

• We keep a two-dimensional n x n an-ay A such that the cell A[i, j] holds a 
reference to the edge ( v, w) , if it exists, where v is the vertex with index i and 
w is the vertex with index j. If there is no such edge, then A[i, j] = nul I .  

V 

a b GV�-----4G)r----�GV 

A 

0 

I 

(a) 

0 1 2 

. 2  • 

(b) 
Figure 13.5: (a) A graph G without parallel edges; (b) schematic representation of 
the simplified adjacency matrix structure for G. 
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Performa nce of the Adjacency Matrix Structu re 

Por graphs with parallel edges, the adjacency matrix representation must be ex
tended so that, instead of having A[i, j] storing a pointer to an associated edge ( v, w) , 
it must store a pointer to an incidence collection I(v, w) , which stores all the edges 
from v to w. Sirree most of the graphs we consicter are simple, will not consicter this 
complication here. 

The (simple) adjacency matrix A allows us to petfarm methad areAd jacent( v, w) 
in 0(1 )  time. We achieve this running time by accessing vertices v and w to de
termine their respective indices i and j, and then testing if A [i, j] is nul l  or not. 
The optima! performance of methad areAdjacent is counteracted by an increase 
in space usage, however, which is now O(n2) ,  and in the running time of other 
methods. Por example, methad i ncidentEdges(v) now requires that we examine an 
entire row or column of array A and thus runs in O(n) time. Moreover, any ver
tex insertions or deletions now require creating a whole new array A, of larger or 
smaller size, respectively, which takes O(n2 ) time. 

Table 1 3.3 summarizes the performance of the adjacency matrix structure im
plementation of a graph. Pram this table, we observe that the adjacency list struc
ture is superior to the adjacency matrix in space, and is superior in time for all 
methods except for the areAdjacent method. 

i Operation 
I vertices 
• edges 
1 endVertices, opposite, a reAdjacent 
i i n cidentEdges(v) 

· 

replace, insertEdge, removeEdge, 
i nsertVertex, remaveVertex 

Time 
O(n) 
O(m) 
0 ( 1 )  • 
O(n + deg(v) ) I 
0(1 )  

. 

O(n2) 

Table 13.3: Running times for a graph implemented with an adjacency matrix. 

Historically, Boolean adjacency matrices were the first representations used 
for graphs (so that A [i , j] = true if and only if (i, j) is an edge). We should not 
find this fact surprising, however, for the adjacency matrix has a natural appeal 
as a mathematica! structure (for example, an undirected graph has a symmetrie 
adjacency matrix). The adjacency list structure came later, with its natura! appeal 
in computing due to its faster methods for most algorithms (many algorithms do 
not use methad areAdjacent) and its space efficiency. 

Most of the graph algorithms we examine will run efficiently when acting upon 
a graph stored using the adjacency list representation. In some cases, however, a 
trade-:-off occurs, where graphs with few edges are most efficiently processed with 
an adjacency list structure and graphs with many edges are most efficiently pro
cessed with an adjacency matrix structure. 
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13 .3  Graph Traversa ls 

Greek mythology tells of an elaborate labyrinth that was built to house the man
strous Minotaur, which was part bull and part man. This labyrinth was so complex 
that neither beast nor human could escape it. No human, that is, until the Greek 
hero, Theseus, with the help of the king's daughter, Ariadne, decided to implcment 
a graph traversal algorithm. Theseus fastened a ball of thread to the door of the 
labyrinth and unwound it as he traversed the twisting passages in search of the 
monster. Theseus obviously knew about good algorithm design, for, after finding 
and defeating the beast, Theseus easily foliowed the string back out of the labyrinth 
to the loving arms of Ariadne. Formally, a traversal is a systematic procedure for 
exploring a graph by examining all of its vertices and edges. 

13 .3 . 1  Depth-F i rst Search 

The first traversal algorithm we consicter in this sec ti on is depth-jirst search (DFS) 
in an undirected graph. Depth-first search is useful for testing a number of prop
erties of graphs, including whether there is a path from one vettex to another and 
whether or not a graph is connected. 

Depth-first search in an undirected graph G is analogous to wandering in a 
labyrinth with a string and a can ofpaint without getting lost. We begin at a specific 
starting vertex s in G, which we initialize by fixing one end of our string to s and 
painting s as "visited." The ve1tex s is now our "current" . vertex-pall our current 
vertex u. We then traverse G by consictering an (arbitrary) edge (u, v) incident 
to the current vertex u. If the edge (u, v) leads us to an already visited (that is, 
painted) vertex v, we immediately return to vertex u. If, on the other hand, (u, v) 
leads to an unvisited vertex v, then we unroll our string, and go to v. We then paint 
v as "visited," and make it the CUlTent vertex, repeating the computation above. 
Eventually, we will get to a "dead-end," that is, a cunent vertex u such that all 
the edges incident on u lead to vertices already visited. Thus, taking any edge 
incident on u will cause us to return to u. To get out of this impasse, we roll 
our string back up, backtracking along the edge that brought us to u, going back 
to a previously visited vertex v. We then make v our current vertex and repeat the 
computation above for any edges incident u pon v that we have not looked at before. 
If all of v's incident edges lead to visited vertices, then we again roU up our string 
arid backtrack to the vertex we came from to get to v, and repeat the procedure at 
that vertex. Thus, we continue to backtrack along the path that we have traeed so 
far until we find a vertex that has yet unexplored edges, take one such edge, and 
continue the traversal. The process terminates when our backtracking leads us back 
to the start vertex s ,  and there are no more unexplored edges incident on s. 
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This simple process traverses all the edges of G. (See Figure 13 .6.) 

(a) (b) 

(c) (d) 

(e) (t) 
Figure 13.6: Example of depth-first search traversal on a graph starting at vertex A.  
Discovery edges are .shown with solid lines and back edges are shown with dasbed 
lines: (a) input graph; (b) path of discovery edges traeed from A until back edge 
(B,A) is hit; (c) reaching F, which is a dead end; (d) after backtracking to C, resum
ing with edge (C,G), and hitting another dead end, J; (e) after backtracking to G; 
(f) after backtracking to N. 
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Discovery Edges and Back Edges 

We can visualize a DFS traversal by orienting the edges along the direction in 
which they are explored during the traversal, distinguishing the edges used to dis
cover new vertices, called discovery edges, or tree edges , from those that lead to 
already visited vertices, called back edges. (See Figure 1 3.6f.) In the analogy 
above, discovery edges are the edges where we unroll our string when we traverse 
them, and back edges are the edges where we immediately return without unrolling 
any string. As we will see, the discovery edges form a spanning tree of the con
nected component of the starting vertex s. We call the edges not in this tree "back 
edges" because, assuming that the tree is rooted at the start vertex, each such edge 
leads back from a vertex in this tree to one of its ancestors in the tree. 

The pseudo-code for a DFS traversal starting at a vertex v follows our analogy 
with string and paint. We use reenrsion to implement the string analogy, and we 
assume that we have a mechanism (the paint analogy) to determine if a vertex or 
edge has been explored or not, and to label the edges as discovery edges or back 
edges. This mechanism will require additional space and may affect the running 
time of the algorithm. A pseudo-code description of the recursive DFS algorithm 
is given in Code Fragment 13 . 1 .  

Algorithm DFS(G, v) : 
Input: A graph G and a vertex v of G 
Output: A labeling of the edges in the connected component of v as discovery 

edges and back edges 
label v as visited 
for all edge e in G.incidentEdges(v) do 

if edge e is unvisited then 
w +-- G.opposite(v, e) 
if vertex w is unexplored then 

label e as a discovery edge 
recursively call DFS ( G, w) 

else 
label e as a back edge 

Code Fragment 13.1: The DFS algorithm. 

There are a number of observations that we can make about the depth-first 
search algorithm, many of which derive from the way the DFS algorithm pattitions 
the edges of the undirected graph G into two groups, the discovery edges and the 
back edges. For example, since back edges always conneet a vertex v to a pre
viously visîted vertex u, each back edge implies a cycle in G, consisting of the 
discovery edges from u to v plus the back edge (u, v) . 
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Proposition 13 .12 :  Let G be an undirected graph on which a DFS traversal start
ing at a vertex s has been performed. Then the traversal visits all vertices in the 
connected component of s, and the discovery edges farm a spanning tree of the 
connected component of s. 

J ustification : Suppose there is at least one vertex v in s's connected component 
not vîsited, and let w be the first unvisited vertex on some path from s to v (we may 
have v w). Sirree w is the first unvisited vertex on this path, it has a neighbor u 
that was visited. But when we visited u, we must have considered the edge (u ,  w ) ; 
hence, it cannot be correct that w is unvisited. Therefore, there are no unvisited 
vertices in s's connected component. 

Sirree we only mark edges when we go to unvisited vertices, we will never form 
a cycle with discovery edges, that is, discovery edges form a tree. Moreover, this 
is a spanning tree because, as we have just seen, the depth-first search visits each 
vertex in the connected component of s. 11 

In terms of its running time, depth-first search is an efficient methad for travers
ing a graph. Note that DFS is called exactly once on each vertex, and that every 
edge is examined exactly twice, once from each of its end vertices. Thus, if ns 
vertices and ms edges are in the connected component of vertex s, a DFS starting at 
s runs in 0( ns + ms) time, provided the following conditions are satisfied: 

• The graph is represented by a data structure such that creating and iterating 
through the i ncidentEdges( v) iterable collection takes 0( degree( v)) time, 
and the opposite ( v, e) methad takes 0(1 )  time. The adjacency list structure 
is one such structure, but the adjacency matrix structure is not. 

• We have a way to "mark" a vertex or edge as explored? and to test if a vertex 
or edge has been explored in 0( 1 )  time. We discuss ways of implementing 
DFS to achieve this goal in the next section. 

Given the assumptions above, we can solve a number of interesting problems. 

Proposition 13 .13 :  Let G be a graph with n vertices and m edges represented 
with an adjacency list. A DFS traversal ofG can be performed in O(n + m) time, 
and can be used to solve the following problems in O(n m) time: 

• Testing whether G is connected. 
• Computing a spanning tree of G, if G is connected. 
• Computing the connected components of G. 
• Computing a path between two given vertices of G, if it exists. 
• Computing a cycle in G, or reporting that G has no cycles. 

The justification of Proposition 1 3 . 1 3  is based on algorithms that use slightly 
modified versions of the DFS algorithm as subroutines. 
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13 .3 . 2  l rn plement ing Depth- F i rst Search 

As we have mentioned above, the data structure we use to represent a graph impacts 
the performance of the DFS algorithm. Por example, an adjacency list can be used 
to yield a running time of O(n + m) for traversing a graph with n vertices and m 
edges. Using an adjacency matrix, on the other hand, would result in a running time 
of O(n2) , since each of the n calls to the i ncidentEdges methad would take O(n) 
time. If the graph is dense, that is, it has close to O(n2) edges, then the difference 
between these two choices is minor, as they both would run in O(n2) time. But if 
the graph is sparse, that is, it has close to O(n) edges, then the adjacency matrix 
approach would be much slower than the adjacency list approach. 

Another important implementation detail deals with the way vertices and edges 
are represented. In particular, we need to have a way of marking vertices and edges 
as visited or not. There are two simple solutions, but each has drawbacks: 

• We can build our vertex and edge objects to contain an explored field, which 
can be used by the DFS algorithm for marking. This approach is quite simple, 
and supports constant-time marking and unmarking, but it assumes that we 
are designing our graph with DFS in mind, which will not always be valid. 
Furthermore, this approach needlessly restricts DFS to graphs with vertices 
ha ving an explored field. Thus, if we want .a generic DFS algorithm that can 
take any graph as input, this approach has limitations. 

• We can use an auxiliary hash table to store all the ex plored vertices and edges 
during the DFS algorithm. This scheme is general, in that it does not re
quire any special fields in _the positions of the graph. But this approach does 

ft 
not achieve worst-case constant time for marking and unmarking of vertices 
edges. Instead, such a hash table only 'supports the mark (insert) and test 
(find) operations in constant expected time (see Section 9.2). 

Fortunately, there is a middle ground between these two extremes. 

The Decorator Pattem 

Marking the explored vertices in a DFS traversal is an example of the decorator 
software engineering design pattern. This pattem is used to add decorations ( also 
called attributes) to existing objects. Each decaration is identified by a key iden
tifying this decaration and by a value associated with the key. The use of decora
tions is motivated by the need of some algorithms and data structures to add extra 
variables, or temporary scratch data, to objects that do not normally have such vari
ables. Hence, a decaration is a key-value pair that can be dynamically attached to 
an object. In our DFS example, we would like to have "decorable" vertices and 
edges with an explored decaration and a Boolean value. 
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Making G raph  Verti ces Decora b le  

We can realize the decorator pattem for any position by allowing i t  to be decorated. 
This allows us to add labels to vertices and edges, for example, without requiring 
that we know in advance the kinds of labels that we will need. We can simply 
require that our vertices and edges implcment a decorable position ADT, which 
inherits from both the position ADT and the map ADT (Section 9 . 1 ) . Namely, the 
methods of the decarabie position ADT are the uni on of the methods of the position 
ADT and of the map ADT, that is, in actdition to the size() and isEmpty() methods, 
a decorable position would support the following: 

element(): Return the element stored at this position. 

put(k ,x): Map the decaration valuex to the key k, returning the old 
value for k, or null if this is a new value for k. 

get(k): Get the decaration value x assigned to k, or null if there 
is no mapping for k. 

remove(k): Remove the decaration mapping for k, retuming the old 
value, or nul l  if there is none. 

entrySet(): Return all the key-decoration pairs for this position. 

The map methods of a decorable position p provide a simple mechanism for ac
cessing and setting the decorations of p. For example, we use p.get(k) to obtain 
the value of the decaration with key k·and we use p.put(k ,x) tó set the .�Value of 
the decaration with key k to x. Moreover, the key k can be any object, including a 
special explored object our DFS algorithm might create. Wé show a Java interface 
defining such an ADT in Code Fragment 1 3.2. 

We can implement a decorable position with an object that stores an element 
and a map. In principle, the running times of the methods of a decorable position 
depend on the implementation of the underlying map. However, most algorithms 
use a small constant number of decorations. Thus, the decorable position methods 
will run in 0(1 ) worst-case time no matter how we implcment the embedded map. 

public interface DecorablePosition< 
extends Position<E>,  Map<Object ,Object> { 

} I I no new methods needed th is is a mixtu re of Position and Map. 

Code Fragment 13.2: An interface defining an ADT for decorable positions. Note 
that we don't use generic parameterized types for the inherited Map methods, since 
we don't know in advance the types of the decorations and we want to allow for 
objects of many different types as decorations. 
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Using decorable positions, the complete DFS traversal algorithm can be de
scribed in more detail, as shown in Code Fragment 1 3 .3 .  

Algorithm DFS(G, v, k) : 
Input: A graph G with decorable vertices and edges, a vertex v of G, and a 

decoration key k 
Output: A decoration of the vertices of in the connected component of v with 

key k and value VISITED and of the edges in the connected component of 
v with key k and valnes DISCOVERY and BACK, according to a depth-first 
search traversal of G 

v. put(k, VIS ITED) 
for all edge e in G. i ncidentEdges(v) do 

if e.get(k) = n ul l  then 
w +- G.opposite(v, e) 
if w.get(k) = nul l  then 

e . put(k, D ISCOVERY) 
DFS(G, w, k) 

else 
e .put(k, BACK) 

Code Fragment 13.3: DFS on a graph with decm·able edges and vertices .  

A Generic  DFS l mplementation in  Java 

In Code Fragments 1 3.4 and 13 .5 ,  we show a Java implementation of a generic 
depth-first search traversal using a general class, DFS, which hat a method, exe
cute, which takes as input the graph, a start vertex, and any auxiliary information 
needed, and then initializes the graph and calls the recursive method, dfsTraversa l ,  
which activates the DFS traversal. Our implementation assumes that the vertices 
and edges are decorable positions, and it uses decorations to tell if vertices and 
edges have been visited or not. The DFS class contains the following methods to 
allow it to do special tasks during a DFS traversal: 

• setup() :  called prior to doing the DFS traversal call to dfs Traversa I(). 
• i n itResu lt( ) :  called at the beginning of the execution of dfs Traversa I() .  
• startVisit(v ) : called at the start of the visit of v. 
• traverse Discovery( e ,  v) : called when a discovery edge e out of v is traversed. 
• traverse Back( e,v ) : called when a back edge e out of v is traversed. 
• isDone() :  called to determine whether to end the traversal early. 
• fi n ishVisit(v) :  called when we are finished exploring from v. 
• resu lt( ) :  called to return the output of dfs Traversa I .  
• fi n a i Resu lt(r) :  called to return the output of the execute method, given the 

output, r, from dfs Traversa I .  
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I** Generic DFS traversa l of a gra ph using the template method pattern . 
* Parameterized types: 
* V, the type for the elements stored at vertices 
* E, the type for the elements stored at edges 
* I ,  the type for the i nformation object passed to the execute method 
* R,  the type for the resu l t  object retu rned by the DFS 
*I 

public class DFS<V, E, I ,  R> { 
protected Graph<V, E> graph ;  I I The graph bei ng traversed 
protected Vertex<V> start ; 11 The sta rt vertex for the DFS 
protected I i nfo; 11 l nformation object passed to DFS 
protected R visitResult; 11 The resu lt of a recursive traversal ca l l  
protected static Object STATUS new Object( ) ;  11 The status attribute 
protected static Object VISITED new Object( ) ;  I I Visited va lue 
protected static Object UNVISITED new Object( ) ;  11 Unvisited va lue 
/** Mark a position (vertex or edge) as visited . *I 
protected void visit(DecorablePosit ion<?> p) { p . put(STATUS, VIS ITED) ; } 
I** Mark a position (vertex or edge) as u nvis ited . *I 
protected void u nVisit(Decora blePosition<?> p)  { p. put (STATUS, UNVISITED); } 
I** Test if a position (ve rtex or edge) has been v isited . *I 
protected boolean isVisited(Decora blePosition<?> p) { 

return (p.get(STATUS) = =  VISITED); 
} 
/** Setup method that is ca l l ed prior to the DFS execution. *I 
protected void setup() { } 
I** l n it i a l izes resu l t  ( ca l led fi rst, once per vertex visited ) .  *I 
protected void i n itResu lt() { } 
/** Ca l led when we encounter a vertex (v) . *I 
protected void startVisit(Vertex<V> �) { } 
/** Ca l l ed after we fi nish the visit for a vertex (v) .  * / 
protected void fi n ishVisit(Vertex<V> v) {} 
/** Ca l led when we traverse a d iscovery edge (e) from a vertex (from). *I 
protected void traverseDiscovery( Edge<E> e, Vertex<V> from) { } 
I** Ca l led when we traverse a back edge (e) from a vertex (from) .  *I 
protected void t raverseBack(Edge<E> e, Vertex<V> from) { } 
/** Determi nes whether the traversa l is done early. *I 
protected boolean isDone() { return false; /* defau lt va lue *I } 
I** Returns a resu l t  of a visit ( if needed ) .  *I 
protected R resu lt ( )  { return nul l ;  /* defa u lt va lue *I } 
/** Returns the fi na l  resu lt of the DFS execute method. *I 
protected R fina i Resu lt(R r) { return r; /* defa u lt va l ue *I } 

Code Fragment 13.4: Instanee variables and support methods of class DFS, which 
performs a generic DFS traversal. The methods visit, unVisit, and isVisited are 
implemented using decorable positions that are parameterized using the wildcard 
symbol, "?", which can match either the V or the E parameter used for decorable 
positions. (Continues in Code Fragment 13 .5.) 
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I** Execute a depth fi rst search traversa l on gra ph g, start ing 
* from a start vertex s , pass ing in an i nformation object ( i n )  *I 

public R execute(Graph<V, E> g, Vertex<V> s , I in) { 
graph = g; 

} 

sta rt s; 
i nfo = i n ;  
for(Vertex<V> v :  graph .vertices{ )) u nVisit(v); I I mark vertices a s  unvisited 
for(Edge<E> e: gra ph .edges() )  u nVisit(e) ; I I mark edges as u nvisited 
setup( ) ;  I I perform a ny necessary setup prior to DFS traversal 
return fi na iResult( dfsTraversal (start) ) ;  

I** Recursive template method for a generic DFS traversa I .  *I 
protected R dfs Traversa i (Vertex<V> v) { 

} 

i n itResult( ) ;  
i f  ( ! i sDone( )) 

startVisit( v) ;  
if ( ! isDone()) { 

visit(v) ; 

} 

for ( Edge<E> e: graph . i ncidentEdges(v)) { 

} 

if ( ! isVisited(e)) { 
I I fou nd a n  unexplored edge, explore it 
vis it(e) ; 
Vertex<V> w = graph .opposite(v, e) ; 
if ( ! isVisited(w)) { . 

} 

I I w is unexplored , th is is a d iscovery edge 
traverseDiscovery(e; v ) ;  
if ( isDone()) break; 
visitResult = dfsTraversal (w) ; I I get resu lt from DFS-tr�e chi ld 
if ( isDone() )  break; 

else { 

} 
} 

I I w is explored , th is i s  a back edge 
traverseBack( e, v) ;  
if ( isDone())  break;  

if( !  isDone() )  
f inish Visit( v) ;  

return resu lt( ) ;  

} I I end of DFS class 
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Code Fragment 13.5: The main template method dfsTraversa l of class DFS, which 
perfonns a generic DFS traversal of a graph. (Continued from Code Frag
ment 13.4.) 
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Using the Tem plate Method Pattem for DFS 

The DFS class is based on the template method pattem (see Section 7.3 .7), which 
describes a genede computation mechanism that can be specialized by redefining 
certain steps. The way we identify vertices and edges that have already been visited 
during the traversal is in calls to methods isVisited , visit, and unVisit. For us to do 
anything interesting, we must extend DFS and redefine some of its auxiliary meth
ods. This approach conforms to the template method pattern. In Code Fragments 
13 .6 through 1 3 .9, we illustrate some applications of DFS traversal. 

Class ConnectivityDFS (Code Fragment 1 3.6) tests whether the graph is con
nected. It counts the vertices reachable by a DFS traversal starting at a vertex and 
compares this number with the total number of vertices of the graph. 

/** This class specia l izes DFS to determine whether the gra ph is connected . *I 
public class ConnectivityDFS<V. extends DFS <V, E ,  Object, Boolea n> { 

protected i nt reached ; 
protected void setup() { reached = 0; } 
protected void startVisit(Vertex<V> v) { reached++; } 
protected Boolean fi na i Result(Boolea n dfsResu lt) { 

} 
} 

return new Boolean ( reached graph . n umVertices ( ) ) ;  

Code Fragment 13.6: Specialization of class . DFS to test if a graph is connected. 

Class ComponentsDFS (Code Fragment 13 .7) finds the connected components 
of a graph. It labels each vertex with ü:s connected component number, using the 
decorator pattern, and returns the number of connected components found. 

I** Th is dass extends DFS to compute the connected components of a gra ph . *I 
public class ComponentsDFS<V, extends DFS<V, E, Object, I nteger> { 

protected I nteger compNumber; I I Connected component number 
protected Object COMPONENT = new Object ( ) ;  I I Con nected comp. selector 
protected void setup() { compNumber · 1 ;  } 
protected void startVisit(Vertex<V> v) { v.put(COM PONENT, compNumber) ; }  
protected I nteger fina i Resu lt ( l nteger dfsResu lt) { 

} 
} 

for (Vertex<V> v : gra ph. vertices()) I I check for any u nvisited vertices 
if (v .get(STATUS) == UNVISITED) { 

} 

compNumber 1 ;  I I we have found another connected component 
dfsTraversa l (v) ;  I I visit a l l  the vertices of this component 

return compNumber; 

Code Fragment 13.7: Specialization of DFS to compute connected components . 
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Class FindPathDFS (Code Fragment 13 .8) finds a path between a pair of given 
start and target vertices. It perfarms a depth-first search traversal beginning at the 
start vertex. We maintain the path of discovery edges from the start vertex to the 
CUlTent vertex. When we encounter an unexplored vertex, we add it to the end 
of the path, and when we finish processing a vertex, we remave it from the path. 
The traversal is terminated when the target vertex is enèountered, and the path is 
returned as an iterable collection of vertices and edges (both kinds of positions in a 
graph). Note that the path found by this class consists of discovery edges .  

/** Class specia l izi ng DFS to fi nd a path between a start vertex and a target 
* vertex. l t  assumes the target vertex is passed as the info object to the 
* execute method. l t returns an  iterable l ist of the vertices and edges 
* comprising the path from start to info. The retu rned path is empty if 
* i nfo is u n reachable from start. *I 

public class FindPathDFS<V, E> 
extends DFS<V. E, Vertex<V> , lterable<Position> > { 

protected Positionlist<Posit ion> path ; 
protected boolean done; 
I** Setup methad to i n itia l ize the path . *I 
public void setup() { 

path new NodePositionlist<Position>( ) ;  
done - false; 

} 
protected void startVisit(Vertex<V> v) { 

path .addlast(v) ; I I add vertex v to path 
if (v -- info) 

done = true; 
} i 
protected void fin ishVisit(Vertex<V> v) { 

path . remove(path . last() ) ;  I I remave v from path 

} 

if( ! path . isEmpty() )  I I ïf v i s  not the start vertex 
path . remove(path . l ast( ) ) ;  I I remave d iscovery edge into v from path 

protected void traverseDiscovery(Edge<E> e, Vertex<V> from) { 
path . addlast(e) ;  I I add edge e to the path 

} 
protected boolean isDone() { 

return done; 
} 
public l terable<Position> fina i Resu lt( lterable<Position> r) { 

return path; 
} 

} 

Code Fragment 13.8: Specializatîon of class DFS to find a path between start and 
target vertices. 
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Class Fi ndCycleDFS (Code Fragment 13 .9) finds a cycle in the connected com
ponent of a given vertex v, by performing a depth-first search traversal from v that 
terminates when a back edge is found. It returns a (possibly empty) iterable collec
tion of the vertices and edges in the cycle formed by the found back edge. 

/** This class specia l izes DFS to fi nd a cycle. *I 
public class FindCycleDFS<V. E> 

extends DFS<V, E, Object, l terable<Position> > { 
proteeted Position List<Position> cycle; I I seq uence of edges of the cycle 
proteeled boolean done; 
proteeled Vertex<V> cycleStart; 
public void setup( )  { 

cycle new NodePosition li st<Position>() ;  
done = false; 

} 
proteeled void startVisit(Vertex<V> v) { cycle.addLast(v ) ;  } 
proteeled void fi n is hVisit(Vertex<V> v) { 

} 

cycle. remove( cycle. l ast() ) ;  I I re move v from cycle 
if ( !cycle. isEmpty()) cycle. remove( cycle. last() ) ; I/ remave edge i nto v from cycle 

proteeled void traverseDiscovery(Edge<E> e, Vertex<V> from) { 
cycle.add last( e ) ; 

} 
proteeled void traverseBack(Edge<E> e, Vertex<V> .from) { 

} 

cycle.add last( e) ; I I back edge e creates a cycle 
cycleStart graph .opposite(from, e) ; 
cycle.add last(cycleStart) ; I I fi rst vertex completes the cycle 
done true; 

proteeled boolean isDone() { return done; } 
public l terab le<Position> fina !Resu lt( l te rable<Position> r) { 

I I remave the vertices and edges from start to cycleStart 
if ( ! cycle. isEmpty() )  { 

} 
} 

for (Posit ion<Position> p: cycle . posit ions( ) )  { 
if ( p.element() == cycleStart) 

} 
break; 

cyc le. remove(p ) ; I I remave vertex from cycle 

} . 
return cyc le; I I l ist of the vertices and edges of the cyc le 

Code Fragment 13.9: Specialization of class DFS to find a cycle in the connected 
component of the start vertex. 

I . . \ 
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13 .3 .3  B readth-F i rst Search 

In this section, we consider the breadth-first search (BFS) traversal algorithm. Like 
DFS, BFS traverses a connected component of a graph, and in so doing defines 
a useful spanning tree. BFS is less "adventurous" than DFS, however. Instead 
of wandering the graph, BFS proceeds in rounds and subdivides the vertices into 
levels . BFS can also be thought of as a traversal using a string and paint, with BFS 
unrolling the string in a more conservative manner. 

BFS starts at vertex s, which is at level 0 and defines the "anchor" for our string. 
In the first round, we let out the string the length of one edge and we visit all the 
vertices we can reach without unrolling the string any farther. In this case, we visit, 
and paint as "visited," the vertices adjacent to the start vertex s-these vertices are 
placed into level 1 .  In the second round, we unroll the string the length of two 
edges and we visit all the new vertices we can reach without unrolling our string 
any farther. These new vertices, which are adjacent to level 1 vertices and not 
previously assigned to a level, are placed into level 2, and so on. The BFS traversal 
terminates when every vertex has been visited. 

Pseudo-code for a BFS starting at a vertex s is shown in Code Fragment 13 . 10. 
We use auxiliary space to label edges, mark visited vertices, and store collections 
associated with levels. That is, the collections Lo, L1 , L2, and so on, store the 
vertices that are in level 0, level 1 ,  level 2, and so on. These collections could, for 
example, be implemented as queues. They also allow BFS to be nonrecursive. 
Algorithrn BFS(s) : 

initialize collection Lo to contain vertex s 
i f- 0 
while Li is not empty do 

create collection Li+ 1 to initially be empty 
for all vertex v in Li do 

for all edge e in G. i ncidentEdges(v) do 
if edge e is unexplored then 

w .,__ G.opposite( v, e) 
if vertex w is unexplored then 

label e as a discovery edge 
insert w into Li+ 1 

else 
label e as a cross edge 

i <.- i+ 1  
Code Fragment 13.10: The BFS algorithm. 

We illustrate a BFS traversal in Figure 1 3.7. 
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0 0 1 

(a) (b) 

0 1 2 0 1 2 3 

(c) (d) 

0 1 2 3 0 1 2 3 

4 4 

5 

(e) (f) 

Figure 13.7: Example of breadth-first search traversal, where the edges incident 
on a vertex are explored by the alphabetical order of the adjacent vertices. The 
discovery edges are shown with solid lines and the cross edges are shown with 
dashed lines: (a) graph before the traversal; (b) discovery of level l ;  (c) discovery 
of level 2;  (d) discovery of level 3 ;  (e) discovery of level 4; (f) discovery of level S. 
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One of the nice properties of the BFS approach is that, in performing the BFS 
traversal, we can label each vertex by the length of a shortest path (in terms of the 
number of edges) from the start vertex s. In particular, if vertex v is placed into 
level i by a BFS starting at vertex s, then the length of a shortest path from s to v 
IS l. 

As with DFS, we can visualize the BFS traversal by orienting the edges along 
the direction in which they are explored during the traversal, and by distinguishing 
the edges used to discover new vertices, called discovery edges, from those that 
lead to already visited vertices, called cross edges . (See Figure 13 .7f.) As with the 
DFS, the discovery edges form a spanning tree, which in this case we call the BFS 
tree. We do not call the nontree edges "back edges" in this case, however, for none 
of them connects a vertex to one of its ancestors. Every nontree edge connects a 
vertex v to another vertex that is neither v's ancestor nor its descendent. 

The B FS travers al algorithm has a number of interesting properties, some of 
which we explore in the proposition that follows. 

Proposition 13 .14 :  Let G be an undirected grapb on wbicb a BFS traversal start
ing at vertex s bas been performed. Tben 

• Tbe traversal visits all vertices in the connected component of s. 

• The discovery-edges form a spanning tree T, wbicb we call tbe BFS tree, of 
tbe connected component of s. 

• For eacb vertex v at level i , . the patb of the BFS tree T between s and v bas i 
edges, and any other path of G between s and v bas at least i edges. 

• If (u ,  v) is an edge tbat is not in the BFS tree, then the level mimbers of u and 
v differ by at most 1 .  

· 1 

We leave the justification of this proposition as an exercise (C- 13 . 14) .  The 
analysis of the running time of BFS is similar to the one of DFS, which implies the 
following. 

Proposition 13.15 :  Let G be a grapb with n vertices and m edges represented 
with tbe adjacency list structure. A BFS traversal of G takes O(n + m) time. Also, 
tbere exist O(n + m)-time algoritbms based on BFS for tbe following problems: 

• Testing wbetber G is connected. 

• Computing a spanning tree of G, if G is connected. 

• Computing the connected components of G. 

• Given a start vertex s of G, computing, for every vertex v of G, a patb with 
tbe minimum number of edges between s and v, or reporting tbat no sucb 
path exists. 

• Computing a cycle in G, or reporting tbat G bas no cycles. 
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13 .4  Directed Graphs 

In this section, we consicter issues that are specific to directed graphs. Reeall that a 
directed graph (digraph), is a graph whose edges are all directed. 

Methods Dea l ing with D i rected Edges 

When we allow for some or all the edges in a graph to be directed, we should add 
the following two methods to the graph ADT in order to deal with edge directions. 

is Di rected ( e) : Test whether edge e is directed. 

insertDi rectedEdge(v, -vv, o) : Insert and return a new directed edge with origin v and 
destination w and storing element o. 

Also, if an edge e is directed, the metbod endVertices (e) should return an array A 
such that A [O] is the origin of e and A[l ]  is the destination of e. The running time 
for the metbod isDirected (e) should be 0(1 ) ,  and the running time of the metbod 
i nsertDi rected Edge( v, w, o) should match that of undirected edge insertion. 

Reacha bi l ity 

One of the most fundamental issues with directed graphs is the notion of r�acha
bility, which deals with determining where we can get to in 11 directed graph. A 
traversal in a directed graph always goes along directed paths, that is, paths where 
all the edges are traversed according to their respective directions. Given vertices u 

� � 
and v of a digraph G, we say that u reaches v ( and v is reachable from u) if G has 
a directed path from u to v. We also say that a vertex v reaches an edge ( w, z) if v 
reaches the origin vertex w of the edge. 

� � 
A digraph G is strongly conneeled if for any two vertices u and v of G, u reaches 

v and v reaches u. A directed cycle of G is a cycle where all the edges are traversed 
according to their respective directions. (Note that G may have a cycle consisting 
of two edges with opposite direction between the same pair of vertices.) A digraph 
G is acyclic if it has no directed cycles. (See Figure 13 .8 for some examples. )  

The transitive ciosure of a digraph G is the digraph G* such that the vertices of 
G* are the same as the vertices of G, and G* has an edge (u, v), whenever G has a 
directed path from u to v. That is, we define G* by starting with the digraph G and 
adding in an extra edge (u, v) for each u and v such that v is reachable from u (and 
there isn't already an edge (u, v) in G). 
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(a) (b) 

(c) (d) 

Figure 13.8: Examples of reachability in a digraph: (a) a directed path from BOS 
to LAX is drawn in blue; (b) a·directed cycle (ORD, MIA, DFW� LAX, ORD) is 
shown in blue; its vertices induce a strongly connect�d subgraph; ( c) the subgraph 
of the vertices and edges reachable from ORD is shown in blue; ( d) removing the 
dashed blue edges gives an acyclic digraph. 

Interesting problems that deal with reachability in a digraph G include the fol
lowing: 

•· Given vertices u and v, determine whether u reaches v. 

• Find all the vertices of G that are reachable from a given vertex s. 

• Determine whether G is strongly connected. 

• Determine whether G is acyclic. 
.... .... 

• Compute the transitive dosure G* of G. 

In the remainder of this section, we explore some efficient algorithms for solv
ing these problems. 
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13 .4 . 1 Travers ing a D igra ph 

As with undirected graphs, we can explore a digraph in a systematic way with meth
ods akin to the depth-first search (DFS) and breadth-first search (BFS) algorithms 
defined previously for undirected graphs (Sections 1 3 . 3 . 1  and 1 3.3 .3) . Such explo
rations can be used, for example, to answer reachability questions. The directed 
depth-first search and breadth-first search methods we develop in this section for 
performing such explorations are very similar to their undirected counterparts. In 
fact, the only real difference is that the directed depth-first search and breadth-first 
sem·ch methods only traverse edges according to their respective directions. 

The directed version of DFS starting at a vertex v can be described by the re
cursive algorithm in Code Fragment 1 3 . 1 1 .  (See Figure 1 3.9.) 

Algorithm Di rectedDFS(v) : 
Mark vertex v as visited. 
for each outgoing edge ( v, w) of v do 

if vertex w has not been visited then 
Recursively call DirectedDFS (w) . 

Code Fragment 13.11: The DirectedDFS algorithm. 

� � 
- - - - - -- - - ... 

� � 
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(a) (b) 
Figure 13.9: An example of a DFS in a digraph: (a) intermediate step, where, for the 
first time, an already visited vertex (DFW) is reached; (b) the completed DFS. The 
tree edges are shown with solid blue lines, the back edges are shown with dashed 
blue lines, and the forward and cross edges are shown with dashed black lines. The 
order in which the vertices are visited is indicated by a label next to each vertex. 
The edge (ORD,DFW) is a back edge, but (DFW,ORD) is a forward edge. Edge 
(BOS,SFO) is a forward edge, and (SFO,LAX) is a cross edge. 
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A DFS on a digraph G partitions the edges of G reachable from the starting 
vertex into tree edges or discovery edges, which lead us to discover a new vertex, 
and nontree edges, which take us to a previously visited vertex. The tree edges 
fonn a tree rooted at the starting vertex, called the depth-first search tree, and there 
are three kinds of nontree edges: 

• back edges, which conneet a vertex to an ancestor in the DFS tree 

• forward edges, which conneet a vertex to a descendent in the DFS tree 

• cross edges, which conneet a vertex to a vertex that is neither its ancestor nor 
its descendent. 

Refer back to Figure 1 3 .9b to see an example of each type of nontree edge. 

Proposition 13 .16: Let G be a digrapb. Depth-first searcb on G starting at a 
vertex s visits all tbe vertices of G tbat are reaebabie from s. Aiso, tbe DFS tree 
contains directed patbs from s to every vertex reaebabie from s. 

Justification: Let Vs be the subset of vertices of G visited by DFS starting at 
vertex s. We want to show that Vs contains s and every vertex reachable from s 
belongs to Vï · Suppose now, for the sake of a contradiction, that there is a vertex w 
reachable from s �hat is not in Vs . Con si der a direçted path from s to w, and let (u , v) 
be the first edge on such a path taking us out of Vs, that is, u is in Vs but v is not 

. in Vs. When DFS reaches u, it explores all the outgoing edges of u, and thus must 
reach also vertex v via edge (u ,  v) . Hence, v should be in Vs. and we have obtained 
a contradiction. Therefore, Vs must contain every vertex reachable.�from s. • 

Analyzing the running time of the directed DFS method is analogous to that 
for its undirected counterpart. In particular, a recursive call is made for each vertex 
exactly once, and each edge is traversed exactly once (from its origin). Hence, if 
ns vertices and ms edges are reachable from vertex s, a directed DFS starting at s 

runs in O(ns ms) time, provided the digraph is represented with a data structure 
that supports constant-time vertex and edge methods. The adjacency list structure 
satisfies this requirement, for example. 

By Proposition 1 3 . 1 6, we can use DFS to find all the vertices reachable from a 
given vertex, and he nee to find the transitive dosure of G. That is, we can perform 
a DFS, starting from each vertex v of G, to see which vertices w are reachable from 
v, adding an edge ( v, w) to the transitive dosure for each such w. Likewise, by 
repeatedly traversing digraph G with a DFS, starting in turn at each vertex, we can 

� � 
easily test whether G is strongly connected. Namely, G is strongly connected if 
each DFS visits all the vertices of G. 

Thus, we may immediately derive the proposition that follows. 
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Proposition 13.17: Let G be a digraph with n vertices and m edges. The follow

ing problems can be solved by an algorithm that traverses G n times using DFS, 
runs in O(n(n m) )  time, and uses O(n) auxiliazy space: 

• Computing, for each vertex v of G, the subgraph reaebabie from v 
• Testing whether G is strongly connected 

• Computing the transitive cl os ure G* of G. 

Testing for Strong Connectivity 

Actually, we can determine if a directed graph G is strongly connected much faster 
than this, just using two depth-first searches. We begin by performing a DFS of our 
directed graph G starting at an arbitrary vertex s.

- If there is any vertex of G that is 
not visited by this DFS, and is not reachable from s, then the graph is not strongly 
connected. So, if this first DFS visits each vertex of G, then we reverse all the edges 
of G (using the reverseDi rection method) and pe1form another DFS starring at s in 
this "reverse" graph. If every vertex of G is visited by this second DFS, then the 
graph is strongly connected, for each of the vertices visited in this DFS can reach s. 

Since this algorithm makes just two DFS traversals of G, · it runs in O(n + m) time. 

Di rected B readth-Fi rst Search 

As with DFS, we can extend breadth-first search (BFS) to work for directed graphs. 
The algorithm still visits vertices level by level and partitions the set of edges into 
tree edges ( or discovery edges ), which together form a directed breadth-first search 

I 
tree rooted at the start vertex, and nontree edges. Unlike the directed DFS method, 
however, the directed BFS method only leaves two kinds of nontree edges: back 

edges, which conneet a vertex to one of its ancestors, and cross edges, which con
neet a vertex to another vertex that is neither its ancestor nor its descendent. There 
are no forward edges, which is a fact we explore in an exercise (C- 13 . 10). 

13 .4 .2  Tra nsit ive Ciosu re 

In this section, we explore an alternative technique for computing the transitive 
dosure of a digraph. Let G be a digraph with n vertices and m edges. We compote 
the transitive dosure of G in a series of rounds. We initialize Go = G. We also 
arbitrarily number the vertices of G as VI , v2, . . .  , vn. We then begin the computation 
of the rounds, beginning with round 1 .  In a genede round k, we construct digraph 
Gk starting with Gk = Gk-l and adding to Gk the directed edge (vi , vi) if digraph 
Gk-l contains both the edges (vi , vk) and (vk, vi)·  In this way, we will enforce a 
simple rule embodied in the proposition that follows. 
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Proposition 13 . 18 :  For i =  1 ,  . . . , n, digraph Ch has an edge ( v1 , Vj ) if and only if 
digraph G has a directed path from v1 to v j, whose intermedia te vertices (if any) are 
in the set {VI , . . .  , vk} .  In particular, Gn is equal to G* , the transitive dosure of G . 

Proposition 1 3 . 1 8  suggests a simple algorithm for computing the transitive do
sure of G that is based on the series of rounds we deselibed above. This algorithm 
is known as the Floyd-Warshall algorithm, and its pseudo-code is given in Code 
Fragment 1 3 . 12. From this pseudo-code, we can easily analyze the running time of 
the Floyd-Warshall algorithm assuming that the data structure representing G sup
ports methods areAdjacent and insertDi rectedEdge in 0( 1 ) time. The main loop 
is executed n times and the inner loop considers each of O(n2) pairs of vertices, 
performing a constant-time computation for each one. Thus, the total running time 
of the Floyd-Warshall algorithm is O(n3 ) .  

Algorithm FloydWarsha l l (  G) : 
Input: A digraph G with n vertices 
Output: The transitive dosure G* of G 
let Vt , v2 , . . .  , Vn be an arbitrary numbedng of the vertices of G 
Go <- G 
for k +-- 1 to n do 

-+ -+ 
Gk <--- Gk- 1 . 
for all i, j in { 1 ,  . . .  , n} with i #  j and i, j # k do 

if both edges (vi , vk) and (vk, vj) are in Gk- 1 then 
add edge (V i , v j )  to Gk (if it is not already present) 
-+ -

return Gn 

Code Fragment 13.12: Pseudo-code for the Floyd-Warshall algorithm. This algo
rithm computes the transitive dosure G* of G by incrementally computing a series 
of digraphs Go, Gt , . . .  , Gn, where for k 1 ,  . . . , n. 

This description is actually an example of an algorithmic design pattem known 
as dynamic programming, which is discussed in more detail in Section 12.2. From 
the description and analysis above we may immediately derive the following propo
sition. 

Proposition 13 .19 :  Let G be a digraph with n vertices, and let G be represented 
by a data structure that supports lookup and update of adjacency information in 
0( 1 )  time. Then the Floyd-Warshall algorithm computes the transitive dosure G* 
ofG in O(n3) time. 

We illustrate an example run of the Floyd-Warshall algorithm in Figure 13 . 10. 
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' � � � �  - - - - - - - - - --� 
(a) (b) 

(c) (d) 

(e) (f) 
Figure 13.10: Sequence of digraphs computed by the Floyd-Warshall algorithm: (a) 

� � � � 

initia! digraph G = Go and numbering of the vertices; (b) digraph G1 ; ( c) G2; ( d) 
-+ -+ -+ -+ -+ -+ -+ 

G3; (e) G4; (f) Gs. Note that Gs = G6 = G7. If digraph Gk-1  has the edges (vi , vk) 
and (vkl Vj), but not the edge (vi, vj) . in the drawing of digraph Gb we show edges 
(vi , vk) and (vkl Vj) with dasbed blue lines, and edge (vï, vj) with a thick blue line. 
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Performance of the Floyd-Warsha l l  A lgori thm 

The running time of the Floyd-Warshall algorithrn rnight appear to be slow er than 
perforrning a DFS of a directed graph from each of its vertices ,  but this depends 
upon the representation of the graph. If a graph is represented using an adjacency 
matrix, then running the DFS rnethod once on a directed graph G takes O(n2) time 
(we explore the reason for this in Exercise R-1 3 . 1 0). Thus, running DFS n tirnes 
takes 0( n3 ) time, which is no better than a single execution of the Floyd-Warshall 
algorithrn, but the Floyd-Warshall algorithrn would be rnuch sirnpler to irnplernent. 
Nevertheless, if the graph is represented using an adjacency list structure, then 
running the DFS algorithrn n tirnes would take O(n(n + m))  time to cornpute the 
transitive closure. Even so, if the graph is dense, that is, if it has .Q(n2) edges, 
then this approach still runs in O(n3 ) time and is more complicated than a single 
instanee of the Floyd-Warshall algorithm. The only case where repeatedly calling 
the DFS method is better is when the graph is not dense and is represented using 
an adjacency list structure. 

13 .4 .3  Di rected Acycl i c  G raphs 

Directed graphs without directed cycles are encountered in many applications. 
Such a digraph is often referred to as a directed ·acyclic graph, or DAG, for short. 
Applications of such graphs include the following: 

• Inheritance between classes of a Java program. 

• Prerequisites between courses of a degree program. 

• Scheduling constraints between the tas:Ks of a-'project. 

Example 13.20: In order to manage a large project, it is convenient to break it up 
into a collection of smaller tasks. The tasks, however, are rarely independent, be
cause scheduling constraints exist between them. (Por example, in a house building 
project, the task of ordering nails obviously precedes the task of nailing shingles 
to the roof deck.) Clearly, scheduling constraints cannot have circularities, because 
they would make the project impossible. (Por exarnple, in order to get a job you 
need to have work experience, but in order to get work experience you need to have 
a job.) · The scheduling constraints impose restrictions on the order in which the 
tasks can be executed. Namely, if a constraint says that task a must be completed 
before task b is started, then a must preeede b in the order of execution of the tasks. 
Thus, if we model a feasible set of tasks as vertices of a directed graph, and we 
place a directed edge from v to w whenever the task for v must be executed before 

. the task for w, then we define a directed acyclic graph. 
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The example above motivates the following definition. Let G be a digraph with 
n vertices. A topological ordering of G is an ordering v1 , . . .  , Vn of the vertices of 
G such that for every edge (vi , v1) of G, i <  j. That is, a topological ordering is an 
ordering such that any directed path in G traverses vertices in increasing order. (See 
Figure 13 . 1 1 . )  Note that a digraph may have more than one topological ordering. 

0 
(a) 

0 
(b) 

Figure 13.11: Two topological orderings of the same acyclic digraph. 

Proposition 13.21 :  G bas a topological ordering if and only if it is acyclic. 

Justification : The necessity (the "only if" part of the statement) is easy to 
demonstrate. Suppose G is topologically ordered. Assume, for the sake of a con
tradiction, that G has a cycle consisting of edges ( Vi0 , Vi1 ) ,  ( Vi1 , Vi2 ) ,  • • .  , (vL1 , Vi0 ) .  

Because of the topological ordering, we must have io < i I < ... · · < ik- I < io, which 
is clearly impossible. Thus, G must be acyclic. 

-; 

We now argue the sufficiency of the condition (the "if" part) . Suppose G is 
acyclic. We will give an algorithmic description of how to build a topological 
ordering for G. Since G is acyclic, G must have a vertex with no incoming edges 
(that is, with in-degree 0) . Let v1 be such a vertex. Indeed, if VI did not exist, then in 
tracing a directed path from an arbitrary start vertex we would eventually encounter 

-; 

a previously visited vertex, thus contradicting the acyclicity of G. If we remave 
-; VI from G, tagether with its outgoing edges, the resulting digraph is still acyclic. 

Hence, the resulting digraph also has a vertex with no incoming edges, and we let 
v2 be such a vertex. By repeating this process until the digraph becomes empty, 

-; 

we obtain an ordering VI , • . .  ,vn of the vertices of G. Because of the construction 
above, if (vi, v1) is an edge of G, then Vi must be deleted befare v1 can be deleted, 
and thus i <  j. Thus, VI , . • •  , Vn is a topological ordering. • 

Proposition 13 .21 's justification suggests an algorithm (Code Fragment 1 3. 1 3), 
called topological sorting, for computing a topological ordering of a digraph. 



1 �' , , 
:3 l�! , 
' 

' 

5j 
� 

13.4. Directed Graphs 

Algorithm T opalogica ISort( G) : 
Input: A digraph G with n vertices . 
Output: A topological ordering VI , . . . ,vn of G. 
S +--- an initially empty stack. 
for all u in G.vertices() do 

Let incounter( u) be the in-degree of u .  
if incounter( u) 0 then 

S.push (u) 
i +- I 
while !S. isEmpty() do 

u +--- S. pop() 
Let u be vertex number i in the topological ordering. 
i +- i + I  
for all outgoing edge (u, w) of u do 

incounter( w) +--- incounter( w) 1 
if incounter( w) - 0 then 

S.push (w) 

631 

Code Fragment 13.13: Pseudo-code for the topological sorting algorithm. (We show 
an example application of this algorithm in Figure 1 3  . 12.) 

Proposition 13.22: Let G be a digraph with n vertices and m edges. The topolog
ical sorting algorithm runs in O(n m) time usiÎig O(n) auxiliary space, and eithet 
computes a topological ordering of G or fails to number some vertices, which indi
cates that G has a directed cycle. 

Justification: The initial computation of in-degrees and setup"of the incounter 
variables can be done with a simple traversal,of tht;? graph, which takes O(n + m) 
time. We use the decorator pattem to associate counter attributes with the vertices. 
Say that a vertex u is visited by the topological sorting algorithm when u is removed 
from the stack S. A vertex u can be visited only when incounter( u) = 0, which im
plies that all its predecessors (vertices with outgoing edges into u) were previously 
visited. As a consequence, any vertex that is on a directed cych� <will never be vis
ited, and any other vertex will be visited exactly once. The algorithm traverses all 
the outgoing edges of each visited vertex once, so its running time is proportional 
to the number of outgoing edges of the visited vertices. Therefore, the algorithm 
runs in O(n m) time. Regarding the space usage, observe that the stack S and the 
incounter variables attached to the vertices use O(n) space. • 

As a si de effect, the topological sorting algorithm of Code Fragment 1 3 . 1 3  also 
tests whether the input digraph G is acyclic. lndeed, if the algorithm tenninates 
without ordering all the vertices, then the subgraph of the vertices that have not 
been ordered must contain a directed cycle. 
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Figure 13.12: Example of a run of algorithm Topologiea i Sort (Code Frag
ment 13. 1 3): (a) initia! configuration; (b-i) after each while-loop iteration. The 
vertex labels show the vertex number and the current incounter value. The edges 
traversed are shown with dasbed blue arrows. Thick lines denote the vertex and 
edges examined in the current iteration. 
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13 .5  Shortest Paths 

As we saw in Section 13 .3.3, the breadth-first search strategy can be used to find a 
shortest path from some starting vertex to every other vertex in a connected graph. 
This approach makes sense in cases where each edge is as good as any other, but 
there are many situations where this approach is not appropriate. For example, we 
might be using a graph to represent a computer network (such as the Internet), and 
we might be interested in finding the fastest way to route a data packet between two 
computers. In this case, it is probably not appropriate for all the edges to be equal to 
each other, for some connections in a computer network are typically much faster 
than others (for example, some edges might represent slow phone-line connections 
while others rnight represent high-speed, fiber-optic connections). Likewise, we 
might want to use a graph to represent the roads between cities, and we might be 
interested in finding the fastest way to travel cross-country. In this case, it is again 
probably not appropriate for all the edges to be equal to each other, for some inter
city distauces will likely be much larger than others. Thus, it is natural to consider 
graphs whose edges are not weighted equally. 

13 .5 . 1  Weighted G raphs 

A weighted graph i s  a graph that has a numeric ·(for example, integer) label w(e) 
associated with each edge e, called the weight of edge e. We show an example of a 
weighted graph in Figure 13 . 13 .  

Figure 13.13: A weighted graph whose vertices represent major U.S. airports and 
whose edge weights represent distances in rniles. This graph has a path from JFK 
to LAX of total weight 2,777 (going through ORD and DFW). This is the minimum 
weight path in the graph from JFK to LAX. 
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Defin i ng S hortest Paths i n  a Weighted Gra ph 

Let G be a weighted graph . The length ( or weight) of a path is the sum of the 
weights of the edges of P. That is, if P ( ( vo , v1 ) ,  ( v1 , v2) ,  . . .  , ( Vk- 1 , vk) ) , then the 
length of P, denoted w(P) , is defined as 

k- 1 
w(P) = [. w((vi ,  Vî+ I ) ) .  

i=O 

The distance from a vertex v to a vertex u in G, denoted d(v, u) , is the length of a 
minimum length path (also called shortest path) from v to u, if such a path exists. 

People often use the convention that d ( v, u) = +oo if there is no path at all from 
v to u in G. Even if there is a path from v to u in G, the distance from v to u may 
not be defined, however, if there is a cycle in G whose total weight is negative. 
For example, suppose vertices in G represent cities, and the weights of edges in 
G represent how much money it costs to go from one city to another. If someone 
were willing to actually pay us to go from say JFK to ORD, then the "cost" of the 
edge (JFK,ORD) would be negative. If someone else were willing to pay us to go 
from ORD to JFK, then there would be a negative-weight cycle in G and distauces 
would no longer be defined. That is, anyone could now build a path (with cycles) 
in G from any city A to another city B that first goes to JFK and then cycles as 
many times as he or she likes from JFK to ORD and back, before going on to B. 
The existence of such paths would allow us to build arbitrarily low negative-cost 
paths (and, in this case, make a fortune in the process). But distauces cannot be 
arbitrarily low negative numbers. Thus, any time we use edge weights to tepresent 
distances, we must be careful not to introduce any negative-.weight cycles. 

Suppose we are given a weighted graph G, and we are asked to find a shortest 
path from some vertex v to each other vertex in G, viewing the weights on the edges 
as distances. In this section, we explore efficient ways of finding all such shortest 
paths, if they exist. The first algorithm we discuss is for the simple, yet common, 
case when all the edge weights in G are nonnegative ( that is, w( e) � 0 for each edge 
e of G); hence, we know in advance that there are no negative-weight cycles in G. 
Reeall that the special case of computing a shortest path when all weights are equal 
to one was solved with the BFS traversal algorithm presented in Section 13 .3.3. 

There is an interesting approach for solving this single-souree problem based 
on the greedy metlwd design pattem (Section 1 2.4.2). Reeall that in this pattem we 
solve the problem at hand by repeatedly selecting the best choice from among those 
available in each iteration. This paradigm can often be used in situations where we 
are trying to optimize some cost function over a collection of objects. We can add 
objects to our collection, one at a time, always picking the next one that optimizes 
the function from among those yet to be chosen. 
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13 .5 . 2  D ij kstra ' s  A lgorithm 

The main idea in applying the greedy method pattem to the single-souree shortest
path problem is to perfarm a "weighted" breadth-first search starting at v. In partic
ula:r, we can use the greedy method to develop an algorithm that iteratively grows 
a "cloud" of vertices out of v, with the vertices entering the cl oud in order of their 
distauces from v. Thus, in each iteration, the next vertex chosen is the vertex out
side the cl oud that is ciosest to v. The algorithm terminates when no more vertices 
are outside the cloud, at which point we have a shortest path from v to every other 
vertex of G. This approach is a simple, but nevertheless powerful, example of the 
greedy method design pattern. 

A Greedy Method for F ind ing Shortest Paths 

Applying the greedy method to the single-source, shortest-path problem, results in 
an algorithm known as Dijkstra 's algorithm. When applied to other graph prob
lems, however, the greedy method may not necessarily find the best salution (such 
as in the so-called traveling salesmail problem, in which we wish to find the short
est path that visits all the vertices in a graph exactly once ). Nevertheless, there are 
a number of situations in which the greedy method allows us to compute the best 
solution. In this chapter, we discuss two such situations: computing shortest paths 
and constructing a minimum spanning tree. 

In order to simplify the description of Dijkstra's algorithm, we assume, in the 
following, that the input graph G is undirected (that is, all its edges are undirected) 
and simple (that is, it has no self-loops and no parallel edges). Jience, we denote 
the edges of G as unordered vertex pairs (u ,z) .  

In Dijkstra's algorithm for finding shortest paths, the co st function we are trying 
to optimize in our application of the greedy method is also the function that we are 
trying to compute-the shortest path distance. This may at first seem like circular 
reasoning until we realize that we can actually implcment this approach by using a 
"bootstrapping" trick, consisting of using an approximation to the distance function 
we are t:rying to compute, which in the end will be equal to the true distance. 

Edge Relaxation 

Let us define a label D [u] for each vertex u in V, which we use to approximate the 
distance in G from v to u. The meaning of these labels is that D[u] will always store 
the length of the best path we have found so far from v to u. Initially, D[v] = 0 
and D[u] = +oo for each u f. v, and we define the set C, which is our "cloud" of 
vertices, to initially be the empty set 0. At each iteration of the algorithm, we select 
a vertex u not in C with smallest D[u] label, and we pull u into C. In the very first 
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iteration we will, of course, pull v into C. Once a new vertex u is pulled into C, 
we then update the label D[z] of each vertex z that is adjacent to u and is outside of 
C, to reflect the fact that there may be a new and better way to get to z via u. This 
update operation is known as a relaxation procedure, for it takes an old estimate 
and checks if it can be improved to get closer to its true value. (A metaphor for 
why we call this a relaxation comes from a spring that is stretched out and then 
"relaxed" back to its true resting shape.) In the case of Dijkstra's algorithm, the 
relaxation is performed for an edge (u, z) such that we have computed a new value 
of D[u] and wish to see if there is a better value for D[z] using the edge (u, z) . The 
specific edge relaxation operation is as follows: 

Edge Relaxation: 

if D[u] + w((u, z) )  < D[z] then 
D[z] +- D[u] w((u,z)) 

We give the pseudo-code for Dijkstra's algorithm in Code Fragment 13 . 14. 
Note that we use a priority queue Q to store the vertices outside of the cloud C. 

Algorithm ShortestPath( G, v) : 
Input: A simple undirected weighted graph G with nonnegative edge weights, 

and a distinguished vertex v of G. 
Output: A label D[u] , for each vertex u of G, such that D[u] is the length of a 

shortest path from v to u in G 
Initialize D[v] +- 0 and D[u] +- +oo for each vertex u y. 
Let a priority queue Q contain all the vertices of G using the D labels as keys. 
while Q is not empty do 

{pull a new vertex u into the cl oud} 
u +- Q. removeMi n () 
for each vertex z adjacent to u such that z is in Q do 

{perforrn the relaxation procedure on edge (u, z) }  
if D[u] + w( (u, z) ) < D[z] then 

D[z] +- D[u] + w( (u, z) )  
Change to D[z] the key of vertex z in Q. 

return the label D[u] of each vertex u 

Code Fragment 13.14: Dijkstra's algorithm for the single�source shortest path prob
lem. 

We illustrate several iterations of Dijkstra's algorithm in Figures 13 . 14 and 
13 . 15. 

I 
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Figure 13.14: An execution of Dijkstra's algorithm on a weighted graph. The start 
vertex is BWI. A box next to each vertex v stores the label D[v] . The symbol • is 
used instead of +oo. The edges of the shortest-path tree are drawn as thick blue 
arrows, and for each vertex u outside the "cloud" we show the current best edge for 
pulling in u with a solid blue line. (Continues in Figure 13. 15.) 
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Figure 13.15: An example execution of Dijkstra's algorithm. (Continued from Fig
ure 13 . 14.) 

Why lt Works 

The interesting, and possibly even a little surprising, aspect of the Dijkstra algo
rithm is that, at the moment a vertex u is pulled into C, its label D[u] stores the 
correct length of a shortest path from v to u. Thus, when the algorithm terminates, 
it will have computed the shortest-path distance from v to every vertex of G. That 
is, it will have solved the single-souree shortest path problem. 

It is probably not immediately clear why Dijkstra's algorithm correctly finds 
the shortest path from the start vertex v to each other vertex u in the graph. Why 
is it that the distance from v to u is equal to the value of the label D[u] at the time 
vertex u is pulled into the cloud C (which is also the time u is removed from the 
priority queue Q)? The answer to this question depends on there being no negative
weight edges in the graph, for it allows the greedy metbod to work correctly, as we 
show in the proposition that follows. 
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Proposition 13.23: In Dijkstra's algorithm, whenever a vertex u is pulled into 
the cloud, the label D[u] is equal to d(v, u) , the length of a shortest path from v to u. 
Justification :  Suppose that D [t] > d(v, t) for some vertex t in V, and let u be 
the first vertex the algorithm pulled into the cloud C (that is, removed from Q) 
such that D[u] > d(v, u) . There is a shortest path P from v to u (for otherwise 
d(v, u) = +oo = D[u] ) . Let us therefore consider the moment when u is pulled into 
C, and let z be the first vertex of P (when going from v to u) that is not in C at this 
moment. Let y be the predecessor of z in path P (note that we could have y v). 
(See Figure 13 . 16 .) We know, by our choice of z, that y is already in C at this point. 
Moreover, D[y] = d(v,y) , since u is thefirst incorrect vertex. When y was pulled 
into C, we tested (and possibly updated) D[z] so that we had at that point 

D[z] :::; D[y] w((y, z) ) d(v,y) w( (y, z) ) .  

But since z i s  the next vertex on the shortest path from v to u ,  this implies that 

D[z] = d(v, z) . 
But we are now at the moment when we are picking u, not z, to join C; hence, 

D[u] < D[z] .  

It should be clear that a subpath of a shortest path is itself a shortest path. Hence, 
since z is on the shortest path from v to u, 

d (v, z) + d(z, u) d (v, u) . 
5 

Moreover, d(z, u) > 0 because there are no negative-weight edges. Therefore, 

D[u] :::; D[z] = d(v, z) :::; d(v, z) d(z, u) = d(v, u) . 
But this contradiets the definition of u; hence, there can be no such vertex u. • 

c 
the first "wrong" vertex 

\ u picked next / so D[u] -:::: D[z] 
u 

D[u] > d(v, u) 

z 
Y D[z] = d(v,z) 

Figure 13.16: A schematic illustration for the justification of Proposition 13 .23. 
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The Runn i ng Time of D ij kstra 's Algorithm 

In this section, we analyze the time complexity of Dijkstra's algorithm. We denote 
with n and m, the number of vertices and edges of the input graph G, respectively. 
We assume that the edge weights can be added and compared in constant time. 
Because of the high level of the description we gave for Dijkstra's algorithm in 
Code Fragment 13 . 14, analyzing its running time requires that we give more details 
on its implementation. Specifically, we should indicate the data structures used and 
how they are implemented. 

Let us first assume that we are representing the graph G using an adjacency 
list structure. This data structure allows us to step through the vertices adjacent to 
u during the relaxation step in time proportional to their number. It still does not 
settie all the details for the algorithm, however, for we must say more about how to 
implement the other principle data structure in the algorithm-the priority queue Q. 

An efficient implementation of the priority queue Q uses a heap (Section 8.3). 
This allows us to extract the vertex u with smallest D label (call to the rernoveMin 
method) in O(logn) time. As noted in the pseudo-code, each time we update a 
D[z] label we need to update the key of z in the priority queue. Thus, we actually 
need a heap implementation of an adaptable priority queue (Section 8.4). If Q is 
an adaptable priority queue implemented as a heap, then this key update can, for 
example, be done using the replaceKey( e, k) ,  where e is the entry storing the key for 
the vertex z. If e is location-aware, then we can easily implement such key updates 
in O(logn) time, since a location-aware entry for vertex z would allow Q to have 
immediate access to the entry e storing z in the heap (see Section 8 .4.2). Assuming 
this implementation of Q, Dijkstra's algorithm runs in 0( (n + m) logn) tiVJ.e. 

Referring back to Code Fragment 13 . 14, the details of the running-time analysis 
are as follows: 

• Inserting all the vertices in Q with their initial key value can be done in 
O(n logn) time by repeated insertions, or in O(n) time using bottorn-up heap 
construction (see Section 8.3 .6). 

• At each iteration of the while loop, we spend O(logn) time to remove vertex 
u from Q, and O(degree(v) logn) time to perform the relaxation procedure 
on the edges incident on u. 

• The overall running time of the while loop is 

}: ( 1  + degree(v) ) logn, 
v in G  

which is O((n m) logn) by Proposition 13 .6. 

Note that if we wish to express the running time as a function of n only, then it is 
0( n2 log n) in the worst case. 
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13 .5 .3  l mplementat ions of D ij kstra ' s  Algorithm 

Let us now consider an alternative implementation for the adaptable priority queue Q 
using an unsorted sequence. This, of course, requires that we spend 0( n) time to 
extract the minimum element, but it allows for very fast key updates, provided Q 
supports location-aware entries (Section 8.4.2). Specifically, we can implcment 
each key update done in a relaxation step in 0( 1 )  time-we simply change the key 
value once we locate the entry in Q to update. Hence, this implementation results 
in a running time that is O(n2 m), which can be simplified to O(n2) since G is 
simple. 

Cam pa ri ng  the T wo lmplementations 

We have two choices for implcmenting the adaptable priority queue with location
aware entries in Dijkstra's algorithm: a heap implementation, which yields a run
ning time of 0( ( n + m) log n), and an unsorted sequence implementation, which 
yields a running time of O(n2) .  Since bath implementations would be fairly sim
ple to code up, they are about equal in terms of the programming sophistication 
needed. These two implementations are also about equal in terms of the constant 
factors in their worst-case running times. Looking only at these worst-case times, 
we prefer the heap implementation when the number of edges in the graph is small 
(that is, when m < n2 j logn) ,  and we prefer the sequence implementation when the 
number of edges is large (that is, when m > n2 j logn). 

Proposition 13.24 :  Given a simple undirected weighted graph (J with n vertices 
and m edges, such that the weight of each edge is �onnegative, and a vertex v of 
G, Dijkstra 's algorithm computes the distance from v to all other vertices of G in 
O((n + m) logn) worst-case time, or, alternatively, in O(n2) worst-case time. 

In Exercise R- 13 . 17, we explore how to modify Dijkstra's algorithm to output 
a tree T rooted at v, such that the path in T from v to a vertex u is a shortest path in 
G from v to u. 

Programm i ng Dij kstra ' s  Algorithm i n  Java 

Having given a pseudo-code description of Dijkstra's algorithm, let us now present 
Java code for performing Dijkstra's algorithm, assuming we are given an undirected 
graph with positive integer weights. We express the algorithm by means of class 
Dijkstra (Code Fragments 1 3. 1 5  and 13 . 16), which uses a weight decaration for 
each edge e to extract e's weight. Class Dijkstra assumes that each edge has a 
weight decoration. 
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I* Dijkstra 's a lgorithm for the si ngle-sou ree shortest path problem 
* in an und i rected graph whose edges have non-negative integer weights. *I 

public class Dij kstra<V, { 
I**  l n fin ity value. *I 
protected static final I nteger 1 1\I FI N ITE l nteger.MAX_ VALU E; 
/** I n put graph .  *I 
protected Graph<V, E> gra ph ;  
/** Decaration key for edge weights *I 
protected Object WEIGHT; 
/** Decaration key for vertex d i  stances *I 
protected Object D IST = new Object() ;  
/** Decaration key for entries in the priority queue *I 
protected Object ENTRY = new Object() ; 
/** Auxi l iary priority queue. *I 
protected AdaptablePrîorityQueue< l nteger, Vertex<V> > Q; 
I** Executes D ijkstra 's a lgorithm .  

* @param g I nput gra ph 
* @param s Souree vertex 
* @param w Weight decaration object *I 

pubtic void execute( Graph <V. E>  g, Vertex <V> s, Object w) { 
graph = g; 

} 

WEIGHT = w; 
Defau l tComparator de = new Defau ltCom parator() ; 
Q = new HeapAdaptablePriorityQueue< l nteger, Vertex<V>>(dc); 
dijkstraVisit(s) ; 

-

/** Get the d istance of a vertex from the sou ree vertex. 
* @param u Start vertex for the shortest path tree *I 

public int getDist(Vertex <V> u )  { 
return ( I nteger) u .get(D IST) ; 

} 
Code Fragment 13.15: Class Dijkstra implementing Dijkstra's algorithm. (Contin
ues in Code Fragment 13 . 16. )  

The main computation of Dijkstra's algorithm is performed by method d ij k
straVisit. An adaptable priority queue Q supporting location-aware entries (Sec
tion 8.4.2) is used. We insert a vertex u into Q with method i nsert, which returns 
the location-aware entry of u in Q. We "attach" to u its entry in Q by means of 
method setEntry, and we retrieve the entry of u by means of method getEntry. 
Note that associating entries to the vertices is an instanee of the decorator design 
pattem (Section 1 3.3 .2). Instead of using an additional data structure for the labels 
D[u] , we exploit the fact that D[u] is the key of vertex u in Q, and thus D[u] can 
be retrieved given the entry for u in Q. Changing the label of a vertex z to d in 
the relaxation procedure corresponds to calling method replaceKey(e ,d) ,  where e 
is the location-aware entry for z in Q. 
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/** The actua l  execution of Dijkstra 's a lgorit hm .  
* @param v souree vertex. 
*I 

protected void d ijkstraVisit (Vertex<V> v) { 

} 

I I store a l l  the vertices in priority q ueue Q 
for (Vertex<V> u :  graph .vertices( ) )  { 

} 

int u_dist ;  
if (u==v) 

u_d ist = 0; 
el se 

u_d ist = 1 1\JFI N ITE; 
Entry< lnteger, Vertex<V> > u_entry = Q. i nsert ( u_d ist, u ) ; I I a utoboxing 
u . put(ENTRY, u_entry) ; 

I I grow the cloud ,  one vertex at a time 
while ( !Q . isEmpty( )) { 

} 

I I remove from Q and i nsert i nto cloud a vertex with min imum d ista nce 
E ntry< lnteger, Vertex<V>> u_entry = Q.m in ( ) ; 
Vertex<V> u = u_entry.getVa l ue () ; 
int u_d ist u_entry.getKey() ; 
Q . remove(u_entry) ; I I remove u from the priority q ueue 
u . put(DIST, u_dist) ; I I the d istance of u is fina l  
u . remove(ENTRY) ; I I remove the entry decófation of u 
if (u_d ist 1 1\JF IN ITE) 

continue; I I un reachab le vertices a re not processed 
I I exam i ne a l l  the neighbors of u and u pdate their d istances 
for (Edge<E> e: graph . incidentEdges(u) )  { 

Vertex<V> z = graph .opposite(u ,e) ; 
Entry< lnteger, Vertex<V> > z_entry 

= (Entry< lnteger, Vertex<V> > ) z .get(ENTRY) ; 
if (z_entry null) { I I check that z is i n  Q ,  i .e . ,  not i n  the cloud 

} 
} 

int e_weight = ( I nteger) e.get(WEIGHT) ; 
int z_dist = z_entry.getKey( ) ; 
if ( u_d ist + e_weight < z_d ist ) 11 rel axation of edge e (u ,z) 

Q. replaceKey (z_entry, u_d ist + e_weight) ; 

Code Fragment 13.16: Methad d ij kstraVisit of class Dijkstra. (Continued from 
Code Fragment 13 . 15 .) 
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Chapter 13. Graphs 

M in imum S panning Trees 

Suppose we wish to conneet all the computers in a new office building using the 
least amount of cable. We can model this problem using a weighted graph G whose 
vertices represent the computers, and whose edges represent all the possible pairs 
(u, v) of computers, where the weight w( ( v, u) ) of edge ( v, u) is equal to the amount 
of cable needed to conneet computer v to computer u. Rather than computing a 
shortest path tree from some particular vertex v, we are interested instead in finding 
a (free) tree T that contains all the vertices of G and has the minimum total weight 
over all such trees . Methods for finding such a tree are the focus of this section. 

Problem Defin it ion 

Given a weighted undirected graph G, we are interested in finding a tree T that 
contains all the vertices in G and miniruizes the sum 

w(T) L w((v, u) ) . 
(v, u) in T 

A tree, such as this, that contains every vertex of a connected graph G is said to 
be a spanning tree, and the problem of computing a spanning tree T with smallest 
total weight is known as the minimum -spanning tree ( or MST) problem . .  i 

The development of efficient algorithms for the minim4m spanning tree prob
lem predates the modern notion of computer science itself. In this section, we . 
discuss two classic algorithms for solving the MST problem. These algorithms 
are both applications of the greedy method, which, as was discussed briefly in the 
previous section, is based on choosing objects to join a growing collection by itera
tively picking an object that miniruizes some cost function. The first algorithm we 
discuss is Kruskal's algorithm, which "grows" the MST in clusters by consictering 
edges in order of their weights. The second algorithm we discuss is the Prim-Jarnik 
algorithm, which grows the MST from a single root vertex, much in the same way 
as Dijkstra's shortest-path algorithm. 

As in Section 13 .5.2, in order to simplify the description of the algorithms, we 
assume, in the following, that the input graph G is undirected (that is, all its edges 
are undirected) and simple (that is, it has no self-loops and no parallel edges). 
Hence, we denote the edges of G as unordered vertex pairs (u, z) .  

Before we discuss the details of  these algorithms, however, let us  give a crucial 
fact about minimum spanning trees that forms the basis of the algorithms. 
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A C ruc ia l  Fact a bout M i n imum Spa nn i ng Trees 

The two MST algorithms we discuss are based on the greedy method, which in this 
case depends crucially on the following fact. (See Figure 13 . 17 . ) 

-:.>.:·. 

e Belongs to a Minimum Spanning Tree 

e 

I 
min-weight 

"bridge" edge 

Figure 13.17: An illustration of the crucial factabout minimum spanning trees. 

Proposition 13.25: Let G be a weighted connected graph, and let V1 and V2 be a 
partition of the vertices of G into two disjoint nonempty sets. Furthermore, let e be 
an edge in G with minimum weight from among those with one eijdpoint in V1 and 
the other in V2 .  There is a minimum spanning tree T that bas e as one of its edges. 

J ustification : Let T be a minimum spanning tree of G. If T does not contain 
edge e, the addition of e to T must create a cycle. Therefore, there is some edge 
f of this cycle that has one endpoint in V1 and the other in V2. Moreover, by the 
choice of e, w( e) � w(f) . If we remove f from T U  { e}, we obtain a spanning tree 
whose total weight is no more than before. Sirree T was a minimum spanning tree, 
this new tree must also be a minimum spanning tree. • 

In fact, if the weights in G are distinct, then the minimum spanning tree is 
1;mique; we leave the justification of this less crucial fact as an exercise (C- 13. 1 8) . 
In addition, note that Proposition 13 .25 remains valid even if the graph G con
tains negative-weight edges or negative-weight cycles, unlike the algorithms we 
presented for shortest paths. 
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13 . 6 . 1  Kruska l ' s  Algorith m 

The reason Proposition 1 3 .25 is so important is that it can be used as the basis for 
building a minimum spanning tree. In Kruskal's algorithm, it is used to build the 
minimum spanning tree in clusters. Initially, each vertex is in its own cluster all 
by itself. The algorithm then considers each edge in turn, ordered by increasing 
weight. If an edge e connects two different clusters, then e is added to the set 
of edges of the minimum spanning tree, and the two clusters connected by e are 
merged into a single cluster. If, on the other hand, e connects two vertices that 
are already in the same cluster, then e is discarded. Once the algorithm has added 
enough edges to form a spanning tree, it terminates and outputs this tree as the 
minimum spanning tree. 

We give pseudo-code for Kruskal's MST algorithm in Code Fragment 1 3 . 1 7  
and we show the working of  this algorithm in Figures 1 3 . 1 8, 1 3 . 1 9, and 1 3 .20. 

Algorithm Kruska l (  G): 
Input: A simple connected weighted graph G with n vertices and m edges 
Output: A minimum spanning tree T for G 

for each vertex v in G do 
Define an elementary cluster C( v) <--- { v} .  

Initialize a priority queue Q to contain all edges in G, using the weights as keys . 
T <--- 0 {T will ultimately contain the edges of the MST} 
while T has fewer than n 1 edges do 

(u, v) <--- Q. removeM in () 
Let C( v) be the cluster containing v, and let C( u) ·be the' cluster containing u. 
if C(v) C(u) then 

Add edge (v, u) to T .  
Merge C(v) and C(u) into one cluster, that is, union C(v) and C(u) . 

return tree T 
Code Fragment 13.17: Kruskal's algorithm for the MST problem. 

As mentioned before, the correctness of Kruskal's algorithm follows from the 
crucial fact about minimum spanning trees, Proposition 1 3 .25. Each time Kruskal's 
algorithm adds an edge ( v, u) to the minimum spanning tree T, we can define a 
partitioning of the set of vertices V (as in the proposition) by letting V1 be the 
cluster containing v and letting Vz contain the rest of the vertices in V .  This cl earl y 
defines a disjoint partitioning of the vertices of V and, more importantly, since we 
are extracting edges from Q in order by their weights, e must be a minimum-weight 
edge with one vertex in V1 and the other in Vz . Thus, Kroskal's algorithm always 
adds a valid minimum spanning tree edge. 
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(a) (b) 

(c) (d) 

(e) (±) 
Figure 13.18: Exarnple of an execution of Kroskal's MST algorithm on a graph with 
integer weights . We show the clusters as shaded regions and we highlight the edge 
being considered in each iteration. (Continues in Figure 13 . 19.) 
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(g) (h) 

(i) 

(k) (1) 
Figure 13.19: An example of an execution of Kruskal's MST algorithm. Rejected 
edges are shown dashed. (Continues in Figure 1 3.20.) 
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(m) (n) 

Figure 13.20: Example of an execution of Kroskal's MST algorithm (continued). 
The edge considered in (n) merges the- last two clusters, which concludes this exe
cution of Kroskal's algorithm. (Continued from Figure 13 . 19.) 

The Runn i ng Tirne of Kruska l ' s  Algorithm 

We denote the number of vertices and edges of the input graph G with n and m, 
respectively. Because of the high level of the description we gave for Kroskal's 
algorithm in Code Fragment 13 . 17, analyzing its running time requires that we 
give more details on its implementation. Specifically, we should indîcate the data 
structures used and how they are implemented. 

We can implement the priority queue Q using a heap. Thus, we can initialize Q 
in O(m logm) time by repeated insertions, or in O(m) time using bbttom-up heap 
construction (see Sectien 8 .3.6). In addition, at each iteration of the while loop, we 
can remave a minimum-weight edge in O(logm) time, which actually is O(logn) ,  
since G is simple. Thus, the total time spent performing priority queue operations 
is no more than O(mlogn) . 

We can represent each cluster C using one of the union-find partition data struc
tures discussed in Sectien 1 1 .4.3. Reeall that the sequence-based union-find stroc
ture allows us to perfarm a series of N un i  on and fi nd operations in O(NlogN) time, 
and the tree-based version can implement such a series of opera ti ons in O(N log* N) 
time. Thus, since we perfarm n - 1 calls to methad u nion and at most m calls to 
f ind, the total time spent on merging clusters and determining the clusters that ver
tices belang to is no more than O(m1ogn) using the sequence-based approach or 
O(mlog* n) using the tree-based approach. 

Therefore, using arguments similar to those used for Dijkstra's algorithm, we 
conclude that the running time of Kroskal's algorithm is O((n + m) logn) ,  which 
can be simplified as O(mlogn) , since G is simple and connected. 
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13 .6 .2  The P rim-Jarnik Algorithrn 

In the Prim-Jarnik algorithm, we grow a minimum spanning tree from a single 
cluster starting from some "root" vertex v. The main idea is similar to that of 
Dijkstra's algorithm. We begin with some vertex v, defining the initial "cloud" of 
vertices C. Then, in each iteration, we choose a minimum-weight edge e = (v, u) ,  
connecting a vertex v in the cloud C to a vertex u outside of C. The vertex u is then 
brought into the cloud C and the process is repeated until a spanning tree is formed. 
Again, the crucial fact about minimum spanning trees comes to play, for by always 
choosing the smallest-weight edge joining a vertex inside C to one outside C, we 
are assured of always adding a valid edge to the MST. 

To efficiently implcment this approach, we can take another cue from Dijkstra's 
algorithm. We maintain a label D[u] for each vertex u outside the cloud C, so 
that D[u] stores the weight of the best current edge for joining u to the cloud C. 
These labels allow us to reduce the number of edges that we must consider in 
deciding which vertex is next to join the cloud. We give the pseudo-code in Code 
Fragment 1 3. 1 8 . 

Algorithm P rimJarn ik( G): 
Input: A weighted connected graph G with n vertices and m edges 
Output: A minimum spanning tree T for G 

Piek any vertex v of G 
D[v] .,_ 0 
for each vertex u f. v do 

D[u] .,_ +oo 
Initialize T .,_ 0. 
Initialize a priority queue Q with an entry ( (u, null ) ,D[u] ) for each vertex u, 
where (u, null) is the element and D[u] ) is the key. 
while Q is not empty do 

(u, e) .,_ Q. removeM i n () 
Add vertex u and edge e to T. 
for each vertex z adjacent to u such that z is in Q do 

{perform the relaxation procedure on edge (u, z) }  
if w( (u, z) )  < D[z] then 

D[z] .,_ w((u, z) ) 
Change to (z, (u, z) ) the element of vertex z in Q. 
Change to D[z] the key of vertex z in Q. 

return the tree T 

Code ·Fragment 13.18: The Prim-Jamfk: algorithm for the MST problem. 
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Analyzing the P rim-Jarnfk Algorith m  

Let n and m denote the number of vertices and edges of the input graph G, respec
tively. The implementation issues for the Prim-Jarnlk algorithm are similar to those 
for Dijkstra's algorithm. If we implement the adaptable priority queue Q as a heap 
that supports location-aware entries (Section 8.4.2), then we can extract the vertex 
u in each iteration in O(logn) time. In addition, we can update each D[z] value in 
O(logn) time, as well, which is a computation considered at most once for each 
edge (u, z) .  The other steps in each iteration can be implemented in constant time. 
Thus, the total running time is 0( (n + m) logn), which is O(mlogn) . 

l l l ustrating the Prim-Jarnfk Algorit hm 

We illustrate the Prim-Jarnik algorithm in Figures 13 .21 through 13 .22 . 

(a) (b) 

(c) (d) 

Figure 13.21: An illustration of the Prim-Jarnlk MST algorithm. (Continues in 
Figure 1 3.22.) 
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Figure 13.22: An illustration of the Prim-Jarnik MST algorithm. (Continued from 
Figure 13 .21 . )  
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13 .7 Exercises 

For help with exercises, please visit the web site, www.wiley.com/go/global/goodiich. 

Rei nforeement 

R - 1 3 . 1  Draw a simple undirected graph G that has 12 vertices, 18 edges, and 3 
connected components. Why would it be itnpossible to draw G with 3 
connected components if G had 66 edges? 

R- 1 3 .2 Let G be a simple connected graph with n vertices and m edges. Explain 
why O(logm) is O(logn) . 

R- 1 3 .3 Draw an adjacency list and adjacency matrix representation of the undi
rected graph shown in Figure 1 3  . 1 .  

R - 1 3 .4 Draw a simple connected directed graph with 8 vertices and 16  edges such 
that the in-degree and out-degree of each vertex is 2. Show that there is 
a single (nonsimple) cycle that includes all the edges of your graph, that 
is, you can trace all the edges in their respective directions without ever 
lifting your pencil . (Such a cycle is called an Euler tour.) 

R-13 .5 Repeat the previous problem and then remave one edge from the graph. 
Show that now there is a single (nonsimple) path that includes all the edges 
of your graph. (Such a pathis called an Euler path.) 

R-1 3.6 Bob loves foreign languages and wants to plan his course schedule for the 
following years. He is interested in the following nine language courses: 

6 
LA15, LA16, LA22, LA31 ,  LA32, LA126, LA127 ,  LA14 1 ,  and LA169. 
The course prerequisites are: 

• LA15 :  (none) 
• LA16:  LA15  
• LA22: (none) 
• LA3 1 :  LA15  
• LA32: LA16, LA3 1 
• LA126: LA22, LA32 
• LA127 :  LA16 . 
• LA141 :  LA22, LA16 
• LA169: LA32. 

Find the sequence of courses that allows Bob to satisfy all the prerequi
sites. 

R-1 3.7 Suppose we represent a graph G having n vertices and m edges with the 
edge list structure. Why, in this case, does the insertVertex methad run in 
0(1 )  time while the remaveVertex methad runs in O(m) time? 

www.wiley.com/go/global/goodlich
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R- 13 .8 Let G be a graph whose vertices are the integers 1 through 8, and let the 
adjacent vertices of each vertex be given by the table below: 

vertex adjacent vertices 
(2, 3, 4) 

2 ( 1 ,  3 ,  4) 
3 ( 1 ,  2, 4) 
4 ( 1 ,  2, 3 ,  6) 
5 (6, 7, 8) 
6 (4, 5, 7) 
7 (5, 6, 8) 
8 (5, 7) 

Assume that, in a traversal of G, the adjacent vertices of a given vertex are 
returned in the same order as they are listed in the table above. 

a. Draw G. 
b. Give the sequence of vertices of G visited using a DFS traversal 

starting at vertex 1 .  
c .  Give the sequence of vertices visited using a BFS traversal starting 

at vertex 1 .  

R- 13 .9 Would you use the adjacency list structure or the adjacency matrix struc
ture in each of the following cases? Justify your choice. 

a. The graph has 10,000 vertices and 20,00Ó edges, and it is important 
to use as little space as possible. 

b. The graph has 10,000 vertices and 20,000,000 edges, and it is im
portant to use as little space as possible. 

c. You need to answer the query a reAdjacent as fast as possible, no 
matter how much space you use. 

· 

R-13 . 1 0  Explain why the DFS traversal runs in O(n2) time on an n-vertex simple 
graph that is represented with the adjacency matrix structure. 

R-13 . 1 1 Draw the transitive ciosure of the directed graph shown in Figure 1 3.2. 
R- 13 . 12 Compute a topological ordering for the directed graph drawn with solid 

edges in Figure 1 3 .8d. 
R- 13 . 1 3  Can we use a queue instead of a stack as an auxiliary data structure in the 

topological sorting algorithm shown in Code Fragment 1 3 . 1 3? Why or 
why not? 

R - 1 3 . 1 4  Draw a simple, connected, weighted graph with 8 vertices and 16 edges, 
each with unique edge weights . Identify one vertex as a "start" vertex and 
illustrate a running of Dijkstra's algorithm on this graph. 

R- 1 3 . 1 5  Show how to modify the pseudo-code for Dijkstra's algorithm for the case 
when the graph may contain parallel edges and self-loops. 
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R- 13 . 16  Show how to modify the pseudo-code for Dijkstra's algorithm for the case 
when the graph is directed and we we want to compute shortest directed 
paths from the souree vertex to all the other vertices. 

R- 1 3 . 1 7  Show how to modify Dijkstra's algorithm to not only output the distance 
from v to each vertex in G, but also to output a tree T rooted at v such that 
the path in T from v to a vertex u is a shortest path in G from v to u. 

R - 13 . 1 8  Th ere are eight small is lands in a lake, and the state wants to build se ven 
bridges to conneet them so that each island can be reached from any other 
one via one or more bridges . The cost of constructing a bridge is propor
tional to its length. The distances between pairs of islands are given in the 
following table. 

1 2 3 4 5 6 7 8 

1 - 240 210  340 280 200 345 120 
2 - 265 175 2 15  1 80 1 85 1 55 
3 260 1 1 5 350 435 1 95 
4 1 60 330 295 230 
5 360 400 170 
6 175 205 
7 305 
8 -

Find which bridges to build to minimize the total construction cost. 
R- 13 . 19  Draw a simp1e, connected, undirected, weighted graph with 8 vertices 

and 16 edges, each with unique edge weights. Illustrate the execution of 
Kruskal's algorithm on ·this graph. (Note that there is only one minimum 
spanning tree for this graph.) 

R-13 .20 Repeat the previous problem for the Prim-Jamlk algoritM.m. 
R- 1 3 .2 1 Consider the unsorted sequence impleme�tation of the priority queue Q 

used in Dijkstra's algorithm. In this case, why is this the best-case running 
time of Dijkstra's algorithm O(n2) on an n-vertex graph? 

R- 1 3 .22 Describe the meaning of the graphical conventions used in Figure 1 3 .6 
illustrating a DFS traversal. What do the colors blue and black refer to? 
What do the anows signify? How about thick lines and dashed lines? 

R- 13 .23 Repeat Exercise R- 1 3.22 for Figure 1 3.7  illustrating a BFS traversal. 
R- 13 .24 Repeat Exercise R- 1 3 .22 for Pi gure 13.9 illustrating a directed DFS traver

sal. 
R- 13 .25 Repeat Exercise R- 1 3.22 for Figure 13 . 10 illustrating the Floyd-Warshall 

algorithm. 
R- 1 3 .26 Repeat Exercise R- 13 .22 for Figure 1 3 . 1 2  illustrating the topological sort

ing algorithm. 
R- 1 3 .27 Repeat Exercise R- 1 3 .22 for Figures 13. 1 4  and 13 . 15  illustrating Dijkstra's 

algorithm. 
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R- 13 .28 Repeat Exercise R- 1 3.22 for Figures 1 3 . 1 8  and 1 3 .20 illustrating Kruskal's 
algorithm. 

R- 1 3 .29 RepeatExercise R- 13 .22 for Figures 1 3.21 and 13 .22 illustrating the Prim
Jamik algorithm. 

R- 13 .30 How many edges are in the transitive dosure of a graph that consists of a 
simple directed path of n vertices? 

R- 13 .3 1  Given a complete binary tree T with n nodes, consider a directed graph 
_, 
G having the nodes of T as its vertices. For each parent-child pair in T, 
create a directed edge in G from the parent to the · child . Show that the 

_, 
transitive dosure of G has O(nlogn) edges. 

R - 13 .32 A simple undirected graph is complete if it contains an edge between every 
pair of distinct vertices. What does a depth-first search tree of a complete 
graph look like? 

R- 13 .33 Recalling the definition of a complete graph from Exercise R- 13.32, what 
does a breadth-first search tree of a complete graph look like? 

R- 13 .34 Say that a maze is constructed correctly if there is one path from the start 
to the finish, the entire maze is reachable from the start, and there are no 
loops around any portions of the maze. Given a maze drawn in an n x n 
grid, how can we determine if it is constructed correctly? What is the 
running time of this algorithm? 

Creativity 

C- 13 . 1  Say that an n-vertex directed acydic graph G is compact if there is some 
� � 

way of numbering the vertices of G with the integers from 0 to n 1 such 
that G contains the edge (i , j) if and only if i <  j� for all i, j in [O, n - 1 ] .  
Give an O(n2) -time algorithm for detecting if G is compact. 

C-1 3.2 Justify Proposition 1 3. 1 1 .  
C- 1 3 .3 Describe, in pseudo-code, an O(n m) -time algorithm for computing all 

the connected components of an undirected graph G with n vertices and m 
edges. 

C-1 3  .4 Let T be the spanning tree rooted at the start vertex produced by the depth
first search of a connected, undirected graph G. Argue why every edge of 
G not in T goes from a vertex in T to one of its ancestors, that is, it is a 
back edge. 

C-13 .5 Soppose we wish to represent an n-vertex graph G using the edge list 
structure, assuming that we identify the vertices with the integers in the 
set { 0, 1 ,  . . .  , n - 1 } . Describe how to implement the collection E to sup
port O(logn) -time performance for the areAdjacent method. How are you 
implementing the method in this case? 
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C- 13.6 Tamarindo University and many other schools worldwide are doing a joint 
project on multimedia. A computer network is built to conneet these 
schools using communication links that form a free tree. The schools 
decide to install a file server at one of the schools to share data among all 
the schools. Since the transmission time on a link is dominated by the link 
setup and synchronization, the cost of a data transfer is proportional to the 
number of links used. Hence, it is desirabie to choose a "central" location 
for the file server. Given a free tree T and a node v of T, the eccentricity 
of v is the length of a longest path from v to,any other node of T. A node 
of T with minimum eccentricity is called a center of T. 

a. Design an efficient algorithm that, given an n-node free tree T, com
putes a center of T. 

b. Is the center unique? If not, how many distinct centers can a free 
tree have? 

C-1 3 .7 Show that, if T is a BFS tree produced for a connected graph G, then, for 
each vertex v at level i, the path of T between s and v has i edges, and any 
other path of G between s and v has at least i edges. 

C-13 .8  The time delay of a long-distance call can be detennined by multiplying 
a small fixed constant by the number of communication links on the tele
phone network between the caller and callee. Suppose the telephone net
work of a company named RT &T is a free tree. The engineers of RT &T 
want to compute the maximum possible time delay that may be experi
enced in a long-distance eaU. Given a free tree T, the diameter of T is 
the length of a longest path between two nodes of T. Give an efficient 
algorithm for computing the diameter of T. 

i 

C- 13.9 A company named RT &T has a net�ork o� n switching stations connected 
by m high-speed communication links. Each customer's phone is directly 
connected to one station in his or her area. The engineers of RT &T have 
developed a prototype video-phone system that allows two customers to 
see each other during a phone call. In order to have acceptable image 
quality, however, the number of links used to transruit video signals be
tween the two parties cannot exceed 4. Suppose that RT&T's network is 
represented by a graph. Design an efficient algorithm that computes, for 
each station, the set of stations it can reach using no more than 4 links. 

C- 13 . 1  0 Explain why there are no forward nontree edges with respect to a BFS tree 
constructed for a directed graph. 

C- 13 . 1 1  An Euler tour of a directed graph G with n vertices and m edges is a 
cycle that traverses each edge of G exactly once according to its direction. 
Such a tour always exists if G is connected and the in-degree equals the 
out-degree of each vertex in G. Describe an O(n+m)-time algorithm for 
finding an Euler tour of such a digraph G. 
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C- 13 . 12  An independent set of an undirected graph G = (V, E) is a subset I of V 
such that no two vertices in I are adjacent. That is, if u and v are in I, then 
(u ,  v) is not in E. A maximal independent set M is an independent set 
such that, if we were to add any additional vertex to M, then it would not 
be independent any more. Every graph has a maximal independent set. 
(Can you see this? Th is question is not part of the exercise, but it is worth 
thinking about.) Give an efficient algorithm that computes a maximal 
independent set for a graph G. What is this methoct's running time? 

C- 1 3  . 13 Let G be an undirected graph G with n vertices and 1n edges. Describe 
an O(n + m )-time algorithm for traversing each edge of G exactly once in 
each direction. 

C- 13 . 14  Justify Proposition 13 . 14. 
C- 13 . 1 5  Give an example of an n-vertex simple graph G that causes Dijkstra's 

algorithm to run in O(n2 logn) time when its implemented with a heap. 
C- 1 3  . 16 Give an example of a weighted directed graph G with negative-weight 

edges, but no negative-weight cycle, such that Dijkstra's algorithm incor
rectly computes the shortest-path distances from some start vertex v. 

C- 1 3 . 1 7  Consicter the following greedy strategy for finding a shortest path from 
vertex start to vertex goal in a given connected graph. 

1 :  Initialize path to start. 
2: Initialize VisitedVertices to {start} . . 
3 :  If start= goal, return path and exit. Otherwise, continue. 
4: Find the edge (start, v) of minimum weight such that v is adjacent to 

start and v is not in VisitedVertices. 
5 :  Add v to path. 
6: Add v to VisitedVertices. 
7: Set start equal to v and go to step 3 .  

Does this greedy strategy always find a shortest path from start to goal? 
Bither explain intuitively why it works, or give a counter example. 

C- 1 3  . 1 8  Show that if all the weights in a connected weighted graph G are distin ct, 
then there is exactly one minimum spanning tree for G. 

C- 1 3  . 1 9  Design an efficient algorithm for finding a longest directed path from a 
vertex s to a vei:tex t of an acyclic weighted digraph G. Specify the graph 
representation used and any auxiliary data structures used. Also, analyze 
the time complexity of your algorithm. 

C- 13.20 Consicter a diagram of a telephone network, which is a graph G whose ver
tices represent switching centers, and whose edges represent communiea
tion lines joining pairs of centers. Edges are marked by their bandwidth, 
and the bandwidth of a path is the bandwidth of its lowest bandwidth edge. 
Give an algorithm that, given a diagram and two switching centers a and 
b, outputs the maximum bandwidth of a path between a and b. 



13. 7. Exercises 659 

C- 13 .2 1 Computer networks should avoid single points of failure, that is, network 
nodes that can disconneet the network if they fail. We say a connected 
graph G is biconnected if it contains no vertex whose remaval would di
vide G into two or more connected components . Give an O(n + m )-time 
algorithm for adding at most n edges to a connected graph G, with n > 3 
vertices and m ?_;: n - 1 edges, to guarantee that G is biconnected. 

C-13 .22 NASA wants to link n stations spread over the country using communiea
tion channels. Each pair of stations has a different bandwidth available, 
which is known a priori. NASA wants to select n - 1 channels (the mini
mum possible) in such a way that all the stations are linked by the channels 
and the total bandwidth ( defined as the sum of the individual bandwidths 
of the channels) is maximum. Give an efficient algorithm for this prob
lem and determine its worst-case time complexity. Consider the weighted 
graph G (V, E) , where V is the set of stations and E is the set of chan
nels between the stations. Define the weight w( e) of an edge e in E as the 
bandwidth of the corresponding channel. 

C-1 3 .23 Suppose you are given a timetable, which consists of: 
• A set A of n airports, and for each airport a in A, a minimum con

necting time c( a) . 
• A set :F of m flights, and the following, for each flight f in :F: 

o Origin airport a 1 (!) in A_ . 
o Destination airport a2 (!) in A 
o Departure time t1 (!) 
o Arrival time t2 (!) . 

Describe an efficient älgorithm for the flight scheduling .problem. In this 
problem, we are given airports a and.b, and. a time t, and we wish to com
pute a sequenèe of flights that allows one to arrive at the earliest possible 
time in b when departing from a at or after time t. Minimum connecting 
times at intermediate airports should be observed. What is the running 
time of your algorithm as a function of n and m? 

C-13 .24 Inside the Castie of Asymptopia there is a maze, and along each corridor 
of the maze there is a bag of gold coins. The amount of gold in each 
bag varies. A noble knight, named Sir Paul, will be given the opportunity 
to walk through the maze, picking up bags of gold. He may enter the 
maze only through a door marked "ENTER" and exit through another 
door marked "EXIT." While in the maze he may not retrace his steps. 
Each corridor of the maze has an arrow painted on the wall. Sir Paul may 
only go down the corridor in the direction of the arrow. There is no way 
to traverse a "loop" in the maze. Given a map of the maze, including the 
amount of gold in and the direction of each corridor, describe an algorithm 
to help Sir Paul piek up the most gold. 
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C-13 .25 Let G he a weighted digraph with n vertices. Design a variation of Floyd
Warshall 's algorithm for computing the lengths of the shortest paths from 
each vertex to every other vertex in O(n3) time. 

C- 13 .26 Suppose we are given a directed graph G with n vertices, and let M he the 
n x n adjacency matrix corresponding to G. 

a. Let the product of M with itself (M2) he defined, for 1 ::; i, j < n, as 
follows: 

M2(i , j) = M(i, 1 ) GM( l , j) El) · · ·  E9M(i, n) GM(n, j) ,  

where "El)" is the Boolean or operator and "8" is Boolean and. 
Given this definition, what does M2(i ,j) = 1 imply ahout the ver
tices i and j? What if M2(i , j) = 0? 

h. Suppose M4 is the product of M2 with itself. What do the entries of 
M4 signify? How ahout the entries of M5 (M4) (M)? In general, 
what information is contained in the matrix MP? 

c. Now suppose that G is weighted and assume the following : 
1 :  for 1 < i ::;  n, M(i, i) - 0. 
2: for 1 ::; i, j ::; n, M(i, j) = weight (i, j) if (ij) is in E. 
3 :  for 1 ::; i, j ::; n, M(i ,j) oo if (i ,j) is not in E. 

Also, let M2 he defined, for 1 ::; i, j ::; n, as follows: 

M2 (i, j) = min{M(i, 1 ) + M( 1 , j) , . . .  , M(i , n) + M(n, j) } .  

If M2(i, j) - k, what may we conclude ahout the relationship he
tween vertices i and j? 

C- 13 .27 A graph G is bipartite if its vertices can he partitioned into two sets X and 
Y such that every edge in G has one end vertex il:l X and the other in Y. 
Design and analyze an efficient algorithm for determining if an undirected 
graph G is hipartite (without knowing the sets X and Y in advance). 

C- 13 .28 An old MST method, called Baruvka 's algorithm, works as follows on a 
graph G ha ving n vertices and m edges with distinct weights : 

Let T he a suhgraph of G initially containing just the vertices in V. 
while T has fewer than n - 1 edges do 

for each connected component ei of T do 
Find the lowest-weight edge (v, u) in E with v in C and u not in 
ei . 
Add (v, u) to T (unless it is already in T). 

return T 
Argue why this algorithm is correct and why it runs in O(mlogn) time. 

C- 13 .29 Let G he a graph with n vertices and m edges such that all the edge weights 
in G are integers in the range [ 1 ,  n ] .  Give an algorithm for finding a mini
mum spanning tree for G in O(mlog* n) time. 
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Projects 

P- 1 3 . 1  Write a class implementing a simplified graph ADT that has only methods 
relevant to undirected graphs and does not include update methods, using 
the adjacency matrix structure. Your class should include a constructor 
metbod that takes two collections (for example, sequences)-a collection 
V of vertex elements and a collection E of pairs of vertex elements-and 
produces the graph G that these two collections represent. 

P- 1 3 .2 Implement the simplified graph ADT described in Project P- 13 . 1 ,  using 
the adjacency list structure. 

P- 13 .3 Implement the simplified graph ADT described in Project P- 13 . 1 ,  using 
the edge list structure. 

P- 13 .4 Extend the class of Project P-1 3 .2 to support update methods. 
P- 1 3 .5 Extend the class of Project P- 1 3 .2 to support all the methods of the graph 

ADT (including methods for directed edges). 
P- 1 3 .6 Implement a generic BFS traversal using the template metbod pattem. 
P- 1 3 .7 Implement the topological sorting algorithm. 
P- 13 .8 Implement the Floyd-Warshall transitive dosure algorithm. 
P- 1 3 .9 Design an experimental comparison of repeated DFS traversals versus 

the Floyd-Warshall algorithm for computing the transitive dosure of a 
digraph. 

P- 1 3 . 1 0  Implement Kruskal's algorithm assuming that the edge weights are inte
gers. 

P- 13 . 1 1  Implement the Prim-Jamîk algorithm assuming that the edge weights are 
integers. s 

P- 13 . 1 2  Perform an experimental comparison of .two of the minimum spanning 
tree algorithms discussed in this chapter (Kruskal and Prim-Jamîk). De
velop an extensive set of experiments to test the running times of these 
algorithms using randomly generated graphs. 

P- 1 3  . 1 3  One way to construct a maze starts with an n x n grid such that each grid 
cell is bounded by four unit-length walls. We then remove-two boundary 
unit-length walls, to represent the start and finish. For each remaining 
unit-length wall not on the boundary, we assign a random value and cre
ate a graph G, called the dual, such that each grid cell is a vertex in G 
and there is an edge joining the vertices for two cells if and only if the 
cells share a common wall. The weight of each edge is the weight of the 
corresponding wall. We construct the maze by finding a minimum span
ning tree T for G and removing all the walls corresponding to edges in 
T. Write a program that uses this algorithm to generate rnazes and then 
solves them. Minimally, your program should draw the maze and, ideally, 
it should visualize the salution as well. 
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P- 13 . 14 Write a program that builds the routing tables for the nodes in a computer 
network, based on shortest-path routing, where path distance is measured 
by hop count, that is, the number of edges in a path. The input for this 
problem is the connectivity information for all the nodes in the network, 
as in the following example: 

241 . 12 .3 1 . 14 :  241 . 12.3 1 . 15 24 1 . 12.3 1 . 1 8 24 1 . 12.3 1 . 19 

which indicates three network nodes that are conneçted to 241 . 12.3 1 . 14, 
that is, three nodes that are one hop away. The routing table for the node at 
address A is a set of pairs ( B, C) , which indicates that, to route a message 
from A to B, the next node to send to (on the shortest path from A to B) 
is C. Your program should output the routing table for each node in the 
network, given an input list of node connectivity lists, each of which is 
input in the syntax as shown above, one per line. 

Chapter Notes 

The depth-first search method is a part of the "folklore" of computer science, but Hopcroft 
and Tarjan [ 48, 90] are the ones who showed how useful this algorithm is for solving 
several different graph problems. Knuth [62] discusses the topological sorting problem. 
The simple linear-time algorithm that we describe for deterÏnining if a directed graph is 
strongly connected is due to Kosaraju. The Floyd-Warshall algorithm appears in a paper 
by Floyd [33] and is based upon a theorem of Warshall [98]. The mark-sweep garbage 
co Heetion method we describe is one of many different algorithms for performing garbage 
collection. We encourage the reader interested in further study of garbage cofiection to 
examine the book by Jones [55]. To learn about different,algori�hms for drawing graphs, 
please see the book chapter by Tamassia and Liotta [88] and the book by Di Battista, Eades, 
Tamassia and Tollis [28]. The first known minimum spanning tree algorithm is due to 
Baruvka [9] , and was published in 1926. The Prim-Jamlk algorithm was first publisbed 
in Czech by Jarnlk [54] in 1 930 and in English in 1957 by Prim [82]. Kruskal publisbed 
his minimum spanning tree-algorithm in 1956 [65]. The reader interested in further study 
of the history of the minimum spanning tree problem is referred to the paper by Graham 
and Hell [43] .  The current asymptotically fastest minimum spanning tree algorithm is a 
randomized method of Karger, Klein, and Tarjan [56] that runs in O(m) expected time. 

Dijkstra [29] publisbed his single-source, shortest path algorithm in 1959. The reader 
interested in further study of graph algorithms is referred to the books by Ahuja, Magnanti, 
and Orlin [6] , Cm·men, Leiserson, and Rivest [25] ,  Even [3 1 ] ,  Gibbons [37] , Mehlhorn [75] ,  
and Tarjan [9 1 ] ,  and the book chapter by van Leeuwen [94] . Incidentally, the running time 
for the Prim-Jamlk algorithm, and also that of Dijkstra's algorithm, can actually be im
proved to be 0( n log n + m) by implementing the queue Q with either of two more sophis
ticated data structures, the "Fibonacci Heap" [35] or the "Relaxed Heap" [30]. 

http:241.12.31.14
http:241.12.31.19
http:241.12.31.18
http:241.12.31.15
http:241.12.31.14
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664 Chapter 14. Memory 

14. 1 Memory Management 

In order to implement any data structure on an actual computer, we need to use 
computer memory. Computer memory is simply a sequence of memory words, 
each of which usually consists of 4, 8 ,  or 16  bytes (depending on the computer) . 
These memory words are numbered from 0 to N 1 ,  where N is the number of 
memory words available to the computer. The number associated with each mem
ory word is known as its address. Thus, the memory in a computer can be viewed 
as basically one giant array of memory words. Using this memory to construct data 
structures (and run programs) requires that we manage the computer's memory to 
provide the space needed for data-including variables, nodes, pointers, arrays, and 
character strings-and the programs the computer is to run. We discuss the basics 
of memory management in this section. 

14. 1 . 1  Stacks i n  the Java Vi rtua l  Mach i ne  

A Java program is typically compiled into a sequence of byte codes that are de
fined as "machine" instructions for a well-defined model-the Java Virtual Ma
chine (JVM). The definition of the JVM is at the he�1t of the definition of the 
Java language itself. By compiling Java code into the JVM byte codes, rather than 
the machine language of a specific CPU, a Java program can be run on any com
puter, such as a personal computer or a server, that has a program that can emulate 
the JVM. Interestingly, the stack data structure plays a central role in the élefinition 
of the JVM. 

The Java Method Stack 

Stacks have an important application to the run-time environment of Java programs. 
A running Java program (more precisely, a running Java thread) has a private stack, 
called the Java method stack or just Java stack for short, which is used to keep 
track of local variables and other important information on methods as they are 
invoked during execution. (See Figure 14. 1 . ) 

More specifically, during the execution of a Java program, the Java Virtual 
Machine (JVM) maintaîns a stack whose elements are descriptors of the currently 
active (that is, nonterrninated) invocations of methods. These descriptors are called 
frames. A frame for some invocation of metbod "fooi" stores the current values of 
the local variables and parameters of metbod foo i ,  as well as inforrnation on metbod 
"cool" that called fooi and on what needs to be retumed to metbod "cool". 
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fooi: 

PC == 320 
m 7 

cool: 
PC = 216 
i 5 
k 7 

ma in: 
PC = 14 
i = 5  

Java Stack 

1 4  

main() { 
int i=5; 

1 
co�l ( i ) ;  

mt k=7, 
• 
• 
• 

co�l (int j) .{ 1 
21 6 fool(k); 

• 
• 
• 

320 fool(int m) { 
• 
• 
• 

Java Program 
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Figure 14.1 :  An example of a Java method stack: method fooi has just been called 
by method cool , which itself was previously called by method main .  Note the 
values of the program counter, parameters, and local variables stored in the stack 
frames. When the invocation of method fooi terminates, the invocation of method 
cool will resume its execution at instruction 217, which is obtained by incrementing s 
the value of the program counter stored in the stack frame. 

Keeping Track  of the P rogram Counter 

The JVM keeps a special variable, called the program counter, to maintain the 
address of the statement the JVM is currently executing in the program. When a 
method "cool" invokes another methad "fooi", the current value of the program 
counter is recorded in the frame of the current invocation of cool (so the JVM 
will know where to return to when method fooi is done). At the top of the Java 
stack is the frame of the running method, that is, the method that currently has 
control of the execution. The remaining elements of the stack are frames of the 
suspended methods, that is, methods that have invoked another metbod and are 
currently waiting for it to return control to them upon its termination. The order of 
the elements in the stack corresponds to the chain of invocations of the currently 
active methods. When a new method is invoked, a frame for this method is pushed 
onto the stack. When it terminates, its frame is popped from the stack and the JVM 
resumes the processing of the previously suspended method. 
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U nderstand i ng  Ca l l - by-Va l ue  Parameter Pass i ng 

The JVM uses the Ja va stack to perform parameter passing to methods. Specifically, 
Ja va uses the call-by-value parameter passing protocoL This means that the cmTent 
value of a variabie ( or expression) is what is passed as an argument to a called 
method. 

In the case of a variabie x of a primitive type, such as an int or float, the cmTent 
value of x i s  simply the number that is associated with x. When such a value is 
passed to the called method, it is assigned to a local variabie ip the called method's 
frame. (This simple assignment is also illustrated in Figure 1 4. 1 .) Note that if the 
called method changes the value of this local variable, it will not change the value 
of the variabie in the calling method. 

In the case of a variabie x that refers to an object, however, the current value of 
x is the memory address of object x. (We will say more about where this address 
actually is in Section 1 4. 1 .2.) Thus, when object x is passed as a parameter to some 
method, the address of x is actually passed. When this address is assigned to some 
local variabie y in the called method, y will refer to the same object that x refers to. 

Therefore, if the called method changes the internat state of the object that y 
refers to, it will simultaneously be changing the internat state of the object that x 
refers to (which is the same object). Nevertheless, if the called program changes 
y to refer to some other object, x will remain unchanged-it will still refer to the 
same object it was referencing before. 

Thus, the Java method stack is used by the JVM to imptement method calls 
and parameter passing. Incidentally, method stacks are not a specific feature of 
Java. They are used in the run-time �nvironment of most modem programming 
languages, including C and C++. 

The Opera nd Stack 

Interestingly, there is actually another place where the JVM uses a stack. Arith
metic expressions, such as ( (a + b) * ( c d) ) / e, are evaluated by the JVM using an 
operand stack. A simple binary operation, such as a + b, is computed by pushing a 
on the stack, pushing b on the stack, and then calling an instruction that pops the top 
two items from the stack, performs the binary operation on them, and pushes the re
sult back onto the stack. Likewise, instructions for writing and reading elements to 
and from memory involve the use of pop and push methods for the operand stack. 
Thus, the JVM uses a stack to evaluate arithmetic expressions in Java. 

In Section 7 .3.6 we described how to evaluate an arithmetic expression using a 
postorder traversal, which is exactly the algorithm the JVM uses. We described that 
algorithm in a recursive way, however, not in a way that explicitly uses an operand 
stack. Nevertheless, this recursive description is equivalent to a nonrecursive ver
sion based on using an operand stack. I I 
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l m plementi ng Recu rsion 
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One of the benefits of using a stack to implement methad invocation is that it allows 
programs to use recursion. That is, it allows a methad to call itself, as discussed 
in Section 3 .5 .  Interestingly, early programming languages, such as Cobol and 
Fortran, did not originally use run-time stacks to implement methad and procedure 
calls. But because of the elegance and efficiency that recursion allows, all modem 
programming languages, including the modem versions of classic languages like 
Cobol and Fortran, utilize a run-time stack for methad and procedure calls. 

In the execution of a recursive method, each box of the recursion trace corre
sponds to a frame of the Java methad stack. Also, the content of the Java methad 
stack corresponds to the chain of boxes from the initial methad invocation to the 
current one. 

To better illustrate how a run-time stack allows for recursive methods, let us 
consider a Java implementation of the classic recursive definition of the factorial 
function, 

n ! = n(n - l ) (n 2) . . · 1 , 

as shown in Code Fragment 14. 1 .  

public static long factori a l ( long n )  { 
if ( n  <= 1) 

return 1 ;  
el se 

return n*factori a l ( n-1) ;  
} 

Code Fragment 14.1: Recursive methad factoriaL 
The first time we call methad factoria I ,  its stack frame includes a local variabie 

storing the value n. Methad factoria I ( )  recursively eaUs itself to compute (n 1 )  ! ,  
which pushes a new frame on the Java run-time stack. In turn, this recursive invo
cation calls itself to compute ( n - 2) ! ,  etc. The chain of recursive invocations, and 
thus the run-time stack, only grows up to size n, because calling factoria l ( l )  re
turns 1 immediately without invoking itself recursively. The run-time stack allows 
for methad factoria l () to exist simultaneously in several active frames (as many 
as n at some point). Each frame stores the value of its parameter n as well as the 
value to be returned. Eventually, when the first recursive call terminates, it returns 
(n 1 ) ! , which is then multiplied by n to compute n !  for the original call of the 
factoria l  method. 
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14 . 1 . 2  A l locat i ng Space i n  the Memory Heap  

We have already discussed (in Section 14. 1 . 1 )  how the Java Virtual Machine allo
cates a methorl's local variables in that methorl's frame on the Java run-time stack. 
The Java stack is not the only kind of memory available for program data in Java, 
however. 

Dynamic Memory A l l ocation 

Memory for an object can a]so be allocated dynamically during a methorl's execu
tion, by having that metbod utilize the special new operator built into Java. For 
example, the following Java statement creates an array of integers whose size is 
given by the value of variabie k: 

intO items new i nt [k] ;  
The size of the array above is known only at runtime. Moreover, the array may 
continue to exist even after the metbod that created it terminates. Thus, the memory 
for this array cannot be allocated on the Java stack. 

The Memory Hea p  

Instead of using the Java stack for this object's memory, Java uses memory from 
another area of storage-the memory heap (which should not be confused with 
the "heap" data structure presented in Chapter 8). We illustrate this memory area, 
together with the other memory areas, in a Java Virtual Machine in Figure 14.2. The 
storage available in the memory heap js divided into blocks, which are contiguous 
array-like "chunks" of memory that may be of variabie or fixed sizes. 1 

To simplify the discussion, let us assume that blocks in the memory heap are 
of a fixed size, say, 1 ,  024 bytes, and that one block is big enough for any object 
we might want to create. (Efficiently handling the more general case is actually an 
interesting research problem.) 

Program Code Java Stack ........ Free Memory • Memory Heap 

fixed size doesn't grow grows into higher memory 
'--v---J 

grows into lower memory 

Figure 14.2: A schematic view of the layout of memory addresses in the Java Virtual 
Machine. 
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Memory Al location A lgorithms 

The Java Virtual Machine definition requires that the memory heap be able to 
quickly allocate memory for new objects, but it does not specify the data structure 
that we should use to do this. One popular method is to keep contiguons "holes" of 
available free memory in a doubly linked list, called the free list. The links joining 
these holes are stored inside the holes themselves, since their memory is not being 
used. As memory is allocated and deallocated, the collection of holes in the free 
lists changes, with the unused memory being separated, into disjoint holes divided 
by blocks of used memory. This separation of unused memory into separate holes 
is known as fragmentation. Of course, we would like to minimize fragmentation 
as much as possible. 

There are two kinds of fragmentation that can occur. Internal fragmentation 
occurs when a portion of an allocated memory block is not actually used. For ex
ample, a program may request an array of size 1000, but only use the first 100 cells 
of this array. There isn't much that a run-time environment can do to reduce in
tema! fragmentation. External fragmentation ,  on the other hand, occurs when the 
there is a significant amount of unused memory between several contiguons blocks 
of allocated memory. Since the run-time environment has control over where to 
allocate memory when it is requested (for example, when the new keyword is used 
in Java), the run-time environment should allocate memory in a way that tries to 
rednee external fragmentation as much as reasonably possible. 

Several henristics have been suggested for allocating memory from the heap 
so as to minimize external fragmentaiion. The best-fit algorithm searches the en
tire free list to find the hole whose size is ciosest to the amount of memory being 
requested. The first-jit algorithin searches from the beginning of A:he free list for 
the first hole that is large enough. The next-fit. algorithm is similar, in that it also 
searches the free list for the first hole that is large eriough, but it begins its search 
from where it left off previously, viewing the free list as a circularly linked list (Sec
ti on 3 .4. 1 ) .  The worst-fit algorithm searches the free list to find the largest hole of 
available memory, which might be done faster than a search of the entire free list 
if this list were maintained as a priority queue (Chapter 8). In each algorithm, the 
requested amount of memory is subtracted from the chosen memory hole and the 
leftover part of that hole is returned to the free list. 

Although it might sound good at fi.rst, the best-fit algorithm tends to produce 
the worst external fragmentation, since the leftover parts of the chosen holes tend 
to be small. The first-fit algorithm is fast, but it tends to produce a lot of extemal 
fragmentation at the front of the free list, which slows down future searches. The 
next-fit algorithm spreads fragmentation more evenly throughout the memory heap, 
thus keeping search times low. This spreading also makes it more difficult to allo
cate large blocks, however. The worst-fit algorithm attempts to avoid this problem 
by keeping contiguons sections of free memory as large as possible. 
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14. 1 . 3  Ga rbage Co l l ect ion 

fn some languages, like C and C++, the memory space for objects must be explic
itly deallocated by the programmer, which is a duty often overlooked by beginning 
programmers and is the souree of frustrating programming errors even for experi
enced programmers. Instead, the designers of Java placed the burden of memory · 

management entirely on the run-time environment. 
As mentioned above, memory for objects is allocated from the memory heap 

and the space for the instanee variables of a running Java program are placed in its 
method stacks, one for each running thread (for the simple programs discussed in 
this book there is typically just one running thread). Since instanee variables in a 
method stack can refer to objects in the memory heap, all the variables and objects 
in the method stacks of running threads are called root objects. All those objects 
that can be reached by following object references that start from a root object 
are called live objects. The live objects are the active objects currently being used 
by the running program; these objects should not be deallocated. For example, a 
running Java program may store, in a variable, a reference to a sequence S that is 
implemented using a doubly linked list. The reference variabie to S is a root object, 
while the object for S is a live object, as are all the node objects that are referenced 
from this object and all the elements that are referenced from these node objects. 

From time to time, the Java virtual machine (JVM)_ may notice that available 
space in the memory heap is becoming scarce. At such times, the JVM can elect to 
reclaim the space that is being used for objects that are no longer live, and return the 
reclaimed memory to the free list. This reelamati on process is known as garbage 
collection. There are several different àlgorithms for garbage collection, bUt one of 
the most used is the mark-sweep algorithm. 

In the mark -sweep garbage collection algorithm, we associate a "mark" bit with 
each object that identifies if that object is live or not. When we determine at some 
point that garbage collection is needed, we suspend all other running threads and 
clear the mark bits of all the objects currently allocated in the memory heap. We 
then trace through the Java stacks of the currently running threads and we mark all 
the (root) objects in these stacks as "live." We must then determine all the other 
live objects-the ones that are reachable from the root objects. To do this effi
ciently, we can use the directed-graph version of the depth-first search traversal 
(Section 1 3.3 . 1 ) . In this case, each object in the memory heap is viewed as a vertex 
in a directed graph, and the reference from one object to another is viewed as a di
rected edge. By performing a directed DFS from each root object, we can correctly 
identify and mark each live object. This process is known as the "mark" phase. 
Once this process has completed, we then scan through the memory heap and re
claim any space that is being used for an object that has not been marked. At this 
time, we can also optionally coalesce all the allocated space in the memory heap 

, '  
; i  
' J  
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into a single block, thereby eliminating external fragmentation for the time being. 
This scanning and reclamation process is known as the "sweep" phase, and when 
it completes, we resume running the suspended threads. Thus, the mark-sweep 
garbage collection algorithm will reclaim unused space in time proportional to the 
number of live objects and their references plus the size of the memory heap. 

Perform i ng DFS l n-p lace 

The mark-sweep algorithm correctly reclaims unused , space in the memory heap, 
but there is an important issue we must face during the mark phase. Since we are 
reclaiming memory space at a time when available memory is scarce, we must take 
care not to use extra space during the garbage collection itself. The trouble is that 
the DFS algorithm, in the recursive way we have described it in Section 13 .3 . 1 ,  can 
use space proportional to the number of vertices in the graph. In the case of garbage 
collection, the vertices in our graph are the objects in the memory heap; hence, we 
probably don't have this much memory to use. So our only alternative is to find a 
way to perfarm DFS in-place rather than recursively, that is, we must perfarm DFS 
using only a constant amount of additional storage. 

The main idea for performing DFS in-place is to simulate the recursion stack 
using the edges of the graph (which in the case of garbage collection correspond 
to object references ). When we traverse an edge from a visited vertex v to a new 
vertex w, we change the edge ( v, w) stared in v's _adjacency list to point back to v's 
parent in the DFS tree. When we return back to v (simulating the return from the 
"recursive" call at w), we can now switch the edge we modified to point back to w. 
Of course, we need to have some way of identifying which edge we need to change 
back. One possibility is to number the references going out of v a� 1 ,  2, and so on, 
and store, in addition to the mark bit (which we are using for the "visited" tag in 
our DFS), a count identifier that tells us which edges we have modified. 

Using a count identifier requires an extra word of starage per object. This 
extra word can be avoided in some implementations, however. Por example, many 
implementations of the Java virtual machine represent an object as a composition 
of a reference with a type identifier (which indicates if this object is an I nteger 
or some other type) and as a reference to the other objects or data fields for this 
object. Since the type reference is always supposed to be the first element of the 
composition in such implementations, we can use this reference to "mark" the edge 
we changed when leaving an object v and going to some object w. We simply swap 
the reference at v that refers to the type of v with the reference at v that refers to w. 
When we return to v, we can quickly identify the edge ( v, w) we changed, because it 
will be the first reference in the composition for v, and the position of the reference 
to v's type will tell us the place where this edge belongs in v's adjacency list. Thus, 
whether we use this edge-swapping trick or a count identifier, we can implement 
DFS in-place without affecting its asymptotic running time. 
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14.2 

Chapter 14. Memory 

Externa l  M emory and Caching 

There are several computer applications that must deal with a large amount of data. 
Examples include the analysis of scientific data sets, the processing of financial 
transactions, and the organization and maintenance of databases (such as telephone 
directories). In fact, the amount of data that must be dealt with is aften too large to 
fit entirely in the internal memory of a computer. 

14. 2 . 1  The Memory H ierarchy 

In order to accommodate large data sets, computers have a hierarchy of different 
kinds of memories, which vary in terms of their size and distance from the CPU. 
Ciosest to the CPU are the internal registers that the CPU itself uses. Access to such 
locations is very fast, but there are relatively few such locations. At the second level 
in the hierarchy is the cache memory. This memory is considerably larger than the 
register set of a CPU, but accessing it takes langer (and there may even be multiple 
caches with progressively slower access times). At the third level in the hierarchy is 
the internal memory, which is also known as main memory or co re memory. The 
internal memory is considerably larger than the cache memory, but also requires 
more time to access. Finally, at the highest level in the hierarchy is the external 
memory, which usually consists of disks, CD drives, DVD drives, and/or tapes. 
This memory is very large, but it is also vèry ·slow. Thus, the memory hierarchy for 
computers can be viewed as consisting of four levels, each of which is larger and 
slower than the previous level. (See Figure 1 4.3 .) 

In most applications, however, only two levels re�lly m�tter-the one that can 
hold all data items and the level just below that one. Eringing data items in and out 
of the higher memory that can hold all items will typically be the computational 
bottleneck in this case. 

t External Memory Paster 

Internal Memory -
• • Cache f -

Bigger Registers 

8 
Figure 14.3: The memory hierarchy. 
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Specifically, the two levels that matter most depend on the size of the problem 
we are trying to solve. Por a problem that can fit entirely in main memory, the 
two most important levels are the cache memory and the internal memory. Access 
times for internal memory can be as much as 10  to 100 times longer than those 
for cache memory. It is desirable, therefore, to be able to perfarm most memory 
accesses in cache memory. Por a problem that does not fit entirely in main memory, 
on the other hand, the two most important levels are the internal memory and the 
external memory. Here the differences are even more dramatic, for access times for 
disks, the usual general-purpose external-memory device, are typically as much as 
100000 to 1 000000 times longer than those for internal memory. 

To put this latter tigure into perspective, imagine there is a student in Baltirnare 
who wants to send a request-for-money message to his parents in Chicago. If the 
student sends his parents an e-mail message, it can arrive at their home computer 
in about five seconds. Think of this mode of communication as corresponding to 
an internal-memory access by a CPU. A mode of communication corresponding to 
an external-memory access that is 500000 times slower would be for the student 
to walk to Chicago and deliver his message in person, which would take about 
a month if he can average 30 kilometers per day. Thus, we should make as few 
accesses to external memory as possible. 

14 .2 .2  Cach i ng  Strategies 

Most algorithms are not designed with the memory hierarchy in mind, in spite of 
the great varianee between access times for the different levels. Indeed, all of the 
algorithm analyses described in this book so far have assumed that all memory 
accesses are equal. This assumption might seem, at first, to be a great oversight
and one we are only actdressing now in the final chapter-but there are good reasans 
why it is actually a reasonable assumption to make. 

One justification for this assumption is that it is often necessary to assume that 
all memory accesses take the same amount of time, since specific device-dependent 
information about memory sizes is often hard to come by. In fact, information 
about memory size may be impossible to get. Por example, a Java program that is 
designed to run on many different computer platforms cannot be defined in terms of 
a specific computer architecture configuration. We can certainly use architecture
specific information, if we have it (and we will show how to exploit such informa
tion later in this chapter) . But once we have optimized our software for a certain 
architecture configuration, our software will no langer be device-independent. Por
tunately, such optimizations are not always necessary, primarily because of the 
second justification for the equal-time memory-access assumption. 
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Cach i ng and Blocking 

Another justification for the memory-access equality assumption is that operaring 
system designers have developed general mechanisms that allow for most memory 
accesses to be fast. These mechanisms are based on two important locality-of
reference properties that most software possesses: 

• Temporal Iocality: lf a program accesses a certain memory location, then 
it is likely to access this location again in the near futur�. For example, it is 
quite common to use the value of a counter variabie in several different ex
pressions, including one to increment the counter's value. In fact, a common 
adage among computer architects is that "a program spends ninety percent 
of its time in ten percent of its code." 

• Spatial Iocality: If a program accesses a certain memory location, then it is 
likely to access other locations that are near this one. For example, a program 
using an array is likely to access the locations of this array in a sequentia! or 
near-sequential manner. 

Computer scientists and engineers have performed extensive software profiling ex
periments to justify the claim that most software possesses both of these kinds of 
locality-of-reference. For example, a for-loop used to scan through an array will 
exhibit both kinds of locality. 

Temporal and spatial localities have, in turn, given rise to two fundamental 
design choices for two-level computer memory systems (which are present in the 
interface between cache memory and internal memory, and also in the interface 
between internal memory and external memory). 

The first design choice is called virtual memory. This cçmcept consists of pro
viding an address space as large as the capacity of the secondary-level memory, 
and of transferring data located in the secondary level, into the primary level, when 
they are addressed. Virtual memory does not limit the programmer to the constraint 
of the internal memory size. The concept of bringing data into primary memory is 
called caching, and it is motivated by temporal locality. For, by bringing data into 
primary memory, we are hoping that it will be accessed again soon, and we will be 
able to respond quickly to all the requests for this data that come in the near future. 

The second design choice is motivated by spatial locality. Specifically, if data 
stored at a secondary-level memory location l is accessed, then we bring into 
primary-level memory, a large block of contiguons locations that include the lo
cation l. (See Figure 1 4.4.) This concept is known as blocking, and it is motivated 
by the expectation that other secondary-level memory locations close to l will soon 
be accessed. In the interface between cache memory and internal memory, such 
blocks are often called cache lines, and in the interface between internal memory 
and external memory, such blocks are often called pages. 
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A block in the external memory address space 

0 1 2 3 . . . 1 024 .. . 2048 ... 

A block on disk 

Figure 14.4: Blocks in external memory. 
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When implemented with caching and blocking, virtual memory often allows 
us to perceive secondary-level memory as being faster than it really is . There is 
still a problem, however. Primary-level memory is much smaller than secondary
level memory. Moreover, because memory systems use blocking, any program 
of substance will likely reach a point where it requests data from secondary-level 
memory, but the primary memory is already full of blocks. In order to fuifiJl the 
request and maintain our use of caching and blocking, we must remove some block 
from primary memory to make room for a new block from secondary memory in 
this case. Deciding how to do this eviction brings up a number of interesting data 
structure and algorithm design issues . 

Cach i ng Algorithms 

There are several web applicatións that must deal with revisiting :fnformation pre
sented in web pages. These revisits have been shown to exhibit localities of refer
ence, both in time and in space. To exploit these localities of reference, it is often 
advantageous to store copies of web pages in a cache memory, so these pages can 
be quickly retrieved when requested again. In particular, suppose we have a cache 
memory that has m "slots" that can contain web pages. We assume that a web page 
can be placed in any slot of the cache. This is known as afully associative cache. 

As a browser executes, it requests different web pages. Each time the browser 
requests such a web page l, the browser determines (using a quick test) if l is 
unchanged and currently contained in the cache. If l is contained in the cache, then 
the browser satisfies the request using the cached copy. If l is not in the cache, 
however, the page for l is requested over the Internet and transferred into the cache. 
If one of the m slots in the cache is available, then the browser assigns l to one of 
the empty slots. But if all the m cells of the cache are occupied, then the computer 
must determine which previously viewed web page to evict before bringing in l 
to take its place. There are, of course, many different policies that can be used to 
determine the page to evict. 
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Page Replacement A lgorithms 

Some of the better-known page replacement policies include the following (see 
Figure 14.5): 

• First-in, first-out (FIFO): Evict the page that has been in the cache the 
longest, that is, the page that was transferred to the cache furthest in the past. 

• Least recently used (LRU): Evict the page whose last request occurred fur
thest in the past. 

In addition, we can consider a simple and purely random strategy: 

• Random: Choose a page at random to evict from the cache. 

Random policy: 

New block 

FIFO policy : � 
insert time: 8:00am 7:48am 9:05am 7: 10am 7:30am 1 0 : 1 0am 8:45am 

Old block (least recently used) 

LRU polîcy: 

last used: 7:25am 8: 12am 9:22am 6:50am 8:20am 10:02am 9:50am 

Figure 14.5: The Random, FIFO, and LRU page reptacement policies. 

The Random strategy is one of the easiest policies to implement, for it only 
requires a random or pseudo-random number generator. The overhead involved in 
imptementing this policy is an 0( 1 )  additional amount of work per page replace
ment. Moreover, there is no additional overhead for each page request, other than to 
determine whether a page request is in the cache or not. Still, this policy makes no 
attempt to take advantage of any temporal or spatial localities that a user's browsing 
exhibits. 
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The FIFO strategy is quite simple to implement, as it only requires a queue 
Q to store references to the pages in the cache. Pages are enqueued in Q when 
they are referenced by a browser, and then are brought into the cache. When a 
page needs to be evicted, the computer simply performs a dequeue operation on Q 
to determine which page to evict. Thus, this policy also requires 0( 1 )  additional 
work per page replacement. Also, the FIFO policy incurs no additional overhead 
for page requests. Moreover, it tries to take some advantage of temporal locality. 

The LRU strategy goes a step further than the FIFO strategy, for the LRU strat
egy explicitly takes advantage of temporal locality as rhuch as possible, by always 
evicting the page that was least-recently used. From a policy point of view, this is 
an excellent approach, but it is costly from an implementation point of view. That 
is, its way of optimizing temporal and spatial locality is fairly costly. Implement
ing the LRU strategy requires the use of a priority queue Q that supports searching 
for existing pages, for example, using special pointers or "locators." If Q is imple
mented with a smted sequence based on a linked list, then the overhead for each 
page request and page re placement is 0( 1 ) .  Wh en we insert a page in Q or update 
its key, the page is assigned the highest key in Q and is placed at the end of the list, 
which can also he done in 0( 1 )  time. Even though the LRU strategy has constant
time overhead, using the implementation above, the constant factors involved, in 
terrus of the additional time overhead and the extra space for the priority queue Q, 
make this policy less attractive from a practical point of view. 

Since these different page replacement poliéies have different trade-offs be
tween implementation difficulty and the degree to which they seem to take advan
tage of localities, it is natural for us to ask for some kind of comp.arative analysis 
of these methods to see which one, if any, is the best. 

From a worst-case point of view, the FIFO anp LRU strategies have fairly 
unattractive competitive behavior. For example, stippose we have a cache con
taining m pages, and consider the FIFO and LRU methods for performing page 
replacement for a program that has a loop that repeatedly requests m + 1 pages in 
a cyclic order. Both the FIFO and LRU policies perform badly on such a sequence 
of page requests, because they perforrn a page replacement on every page request. 
Thus, from a worst-case point of view, these policies are almost the worst we can 
imagine-they require a page replacement on every page request. 

This worst-case analysis is a little too pessimistic, however, for it focuses on 
each protocol's behavior for one bad sequence of page requests. An ideal analy
sis would be to compare these methods over all possible page-request sequences. 
Of course, this is impossible to do exhaustively, but there have been a great num
ber of experimental simulations done on page-request sequences derived from real 
programs. Based on these experimental comparisons, the LRU strategy has been 
shown to be usually superior to the FIFO strategy, which is usnally better than the 
Random strategy. 



678 

14.3 

Chapter 14. Memory 

External  Searching and B-Trees 

Consider the problem of imptementing the map ADT for a large collection of items 
that do not fit in main memory. Since one of the main uses of a large map is in a 
database, we refer to the secondary-memory blocks as disk blocks. Likewise, we 
refer to the transfer of a block between secondary memory and primary memory 
as a disk transfer. Recalling the great time difference that exists between main 
memory accesses and disk accesses, the main goal of maintaining a map in external 
memory is to minimize the number of disk transfers needed to perform a query or 
update. In fact, the difference in speed between disk and internat memory is so great 
that we should be willing to perform a considerable number of internal-memory 
accesses if they allow us to avoid a few disk transfers. Let us, therefore, analyze 
the performance of map implementations by counting the number of disk transfers 
each would require to perform the standard map search and update operations. We 
refer to this count as the 110 complexity of the algorithms involved. 

Some l nefficient Externa l-Memory D ictionaries 

Let us first consider the simple map implementations that use a list to store n en
tries. If the list is implemented as an unsorted, doubly linked list, then insert and 
re move operations can be performed with 0( 1 )  transfers each, but removals and 
searches require n transfers in the worst case, since each link hop we perform could 
access a different block. This search time can be improved to O(n/B) transfers 
( see Exercise C-14. 1 ), where B denote� the number of nodes of the list ithat can 
fit into a block, but this is still poor performance. We could _alternately implement 
the sequence using a sörted array. In this case, a search performs O(log2 n) trans
fers, via binary search, which is a nice improvement. But this solution requires 
0(n/B) transfers to implement an insert or remove operation in the worst case, for 
we may have to access all blocks to move elements up or down. Thus, list-based 
map implementations are not efficient in external memory. 

Since these simple implementations are IlO inefficient, we should consider the 
logarithmic-time internal-memory strategies that use balanced binary trees (for ex
ample, AVL trees or red-black trees) or other search structures with logarithrnic 
average-case query and update times (for example, skip lists or splay trees). These 
methods store the map items at the nodes of a binary tree or of a graph. Typically, 
each node accessed for a query or update in one of these structures will be in a 
different block. Thus, these methods all require O(Iog2 n) transfers in the worst 
case to perform a query or update operation. This performance is good, but we 
can do better. In particular, we can perform map queries and updates using only 
O(log8 n) = O(lognjlogB) transfers. 
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14 .3 . 1 (a i b) Trees 

To reduce the importance of the performance difference between internal-memory 
accesses and external-memory accesses for searching, we can represent our map 
using a multi-way search tree (Section 1 0.4. 1 ) . This approach gives rise to a gen
eralization of the (2, 4) tree data structure known as the (a, b) tree. 

An (a,b) tree is a multi-way search tree such that each node has between a and 
b children and stores between a - 1 and b - 1 entries. The algorithms for searching, 
inserting, and removing entries in an (a, b) tree are straightforward generalizatioris 
of the corresponding on es for ( 2, 4) trees. The advantage of generalizing ( 2, 4) trees 
to (a, b) trees is that a generalized class of trees provides a fiexible search structure, 
where the size of the nodes and the running time of the various map operations 
depends on the parameters a and b. By setting the parameters a and b appropriately 
with respect to the sizé of disk blocks, we can derive a data structure that achieves 
good external-memory performance. 

Defin it ion of a n  (a, b) Tree 

An (a, b) tree, where a and b are integers, such that 2 S: a ::; ( b 1 )  /2, is a multi
way search tree T with the following additional restrictions: 
Size Property: Each internal node has at least a children, tmless it is the root, and 

has at most b children. 

Depth PropeÎty: All the external nodes have the same depth. 

Proposition 14.1 :  The height-ofan (a, b) tree storing n ·entries is Q(lognjlogb) 
and O(lognj loga) .  

J ustification: Let T be an (a, b) tree storing n entries, and let h be the height of 
T. We justify the proposition by establishing the following bounds on h: 

1 1 n + 1 - log(n 1 )  < h < log - +  1 . 
Iogb - - loga 2 

By the size and depth properties, the number n" of external nodes of T is at least 
2ah- I and at most bh. By Proposition 10.7, n" n 1. Thus 

Taking the logarithm in base 2 of each term, we get 

(h - 1 ) 1oga 1 S: log(n + 1 )  S: h logb. • 
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Search a nd U pdate Operations 

We reeall that in a multi-way search tree T, each node v of T holds a secondary 
structure M(v), which is itself a map (Section 10.4. 1 ). If T is an (a, b) tree, then 
M(v) stores at most b entries. Let f(b) denote the time for performing a search 
in a map, M(v) . The search algorithm in an (a, b) tree is exactly like the one for 
multi-way search trees given in Section 10.4. 1 .  Hence, searching in an (a, b) tree 
T with n en tri es takes 0( fo�l log n) time. N ote that if b is a constant ( and thus a is 
also), then the search time is O(logn). 

The main application of (a, b) trees is for maps stored in extemal memory. 
Namely, to minimize disk accesses, we select the parameters a and b so that each 
tree node occupies a single disk block (so that f( b) = 1 if we wish to simply count 
block transfers). Providing the right a and b values in this context gives rise to 
a data structure known as the B-tree, which we will describe shortly. Before we 
describe this structure, however, let us discuss how insertions and removals are 
handled in (a, b) trees. 

The insertion algorithm for an (a, b) tree is similar to that for a (2, 4) tree. 
An overflow occurs when an entry is inserted into a b-node v, which becomes an 
illegal (b + 1 )-node. (Recall that a node in a multi-way tree is a d-node if it has d 
children.) To remedy an overflow, we split node v by moving the median entry of v 
into the parent of V and replacing V WÎth a r ( b + 1 )  /2l .:node vf and a l(b + 1 )  /2 j 
node v". We can now see the reason for requiring a 5: ·(b 1 )  /2 in the definition 
of an (a, b) tree. Note that as a consequence of the split, we need to build the 
secondary structures M ( v') and M ( v") . 

Removing an en try from an (a, b} tree is similar to what was done lor (2, 4) 
trees. An underflow occurs when a key is removed from an a-node v, distinct from 
the root, which causes v to become an illegal (a- 1) -node. To remedy an underflow, 
we perform a transfer with a sibling of v that is not an a-node or we perform a fusion 
of v with a sibling that is an a-node. The new node w resulting from the fusion is a 
(2a 1 )-node, which is another reason for requiring a 5: (b +1 ) /2. 

Table 14. 1 shows the performance of a map realized with an (a, b) tree. 

Metbod Time 

get 0 ( f(b) logn ) log a 

I put 0 ( g(b) logn J log a 

I re move 0 ( g(b) logn ) log a 

Table 14.1: Time bounds for an n-entry map realized by an (a, b) tree T .  We assume 
the secondary structure of the nodes of T support search in f(b) time, and split and 
fusion operations in g(b) time, for some functions f(b) and g(b) , which can be 
made to be 0( 1 )  when we are only counting disk transfers. 
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14 . 3 . 2  B-Trees 

A version of the (a, b) tree data structure, which is the best known metbod for 
maintaining a map in extérnal memory, is called the "B-tree." (See Figure 14.6.) A 
B-tree of order d is an (a, b) tree with a = r d/21 and b = d. Since we discussed 
the standard map query and update methods for (a , b) trees above, we restriet our 
discussion here to the I/0 complexity of B-trees. 

Figure 14.6: A B-tree of order 6. 

An important property of B-trees is that we can choose d so that the d children 
references and the d - 1 keys stored at a node can all fit into a single disk block, 
implying that d is proportional to B. This choice allows us to assume that a and b are 
also proportional to B in the analysis of the search and update operations on (a , b) 
trees. Thus, f(b) and g(b) are both 0( 1 ) , for each.time we access a node to perform 
a search or an update operation, we need only perform a single disk transfer. 

As we have already observed above, each search or update requires that we 
examine at most 0( 1) nodes for each level of the tree. Therefore, any map search 
or update operation on a B-tree requires only O (logld/2l n), that is,*O (lognf logB) , 
disk transfers. Por example, an insert operation proceeds down the B-tree to locate 
the node in which to insert the new en try. If the node would oveiflow (to have d + 1 
children) because of this addition, then this node is split into two nodes that have 
l(d 1 )/2J and l (d + 1 )/21 children, respectively. This process is then repeated 
at the next level up, and will continue for at most O (logB n) levels. 

Likewise, if a remove operation results in a node underjlow (to have I d/21 - 1 
children), then we move references from a sibling node with at least r d /21 + 1 
children or we need to perform a fusion operation of this node with its sibling 
(and repeat this computation at the parent). As with the insert operation, this will 
continue up the B-tree for at most O (logs n) levels. The requirement that each 
internal node have at least I d/21 children implies that each disk block used to 
support a B-tree is at least �alf fulL Thus, we have the following: 

Proposition 14.2: A B-tree with n en tri es has IlO complexity O (logB n) for search · 

or update operation, and uses O(n/B) blocks, where B is the size of a block. 
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External-Memory Sorting 

In addition to data structures, such as maps, that need to be implemented in external 
memory, there are many algorithms that must also operate on input sets that are too 
large to fit entirely into internal memory. In this case, the objective is to solve the 
algorithmic problem using as few block transfers as possible. The most classic 
domain for such external-memory algorithms is the sorting problem. 

M ulti-way Merge-Sort 

An efficient way to sort a set S of n objects in external memory amounts to a sim
ple external-memory varlation on the familiar merge-sort algorithm. The main idea 
bebind this variation is to merge many recursively sorted lists at a time, thereby 
reducing the number of levels of recursion. Specifically, a high-level description 
of this multi-way merge-sort metbod is to divide S into d subsets S1 , S2, . . .  , Sd of 
roughly equal size, recursively sort each subset Si, and then simultaneously merge 
all d sorted lists into a sorted representation of S. If we can perform the merge pro
cess using only O(n/ B) disk transfers, then, for large enough values of n, the total 
number of transfers performed by this algorithm satisfies the following recurrence: 

t (n) = d · t (n/d) +cn/B, 

for some constant c 2:: L We can stop the recursion when n < B, since we can 
perform a single block transfer at this point, getting all of the objects intoánternal 
memory, and then sort the set with an efficient internal-memory algorithm. Thus, 
the stopping criterion for t (n) is 

· 

t (n) 1 if n/B < 1 .  

This implies a closed-form solution that t (n) is O( (n/B) logd(n/B)) , which is 

0( (n/B) log(n/B)jlogd) . 

Thus, if we can choose d to be 0 (M/B) , then the worst-case number of block 
transfers performed by this multi-way merge-sort algorithm will be quite low. We 
choose 

d ( 1/2)MjB. 

The only aspect of this algorithm left to specify, then, is how to perform the d-way 
merge using only O(n/B) block transfers. I "' 

s I 
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14 .4 . 1 Mu lti-way Mergi ng 

We perform the d-way merge by running a "tournament." We let T be a complete 
binary tree with d extemal nodes, and we keep T entirely in intemal memory. We 
associate each external node i of T with a different sorted list Si. We initialize T by 
reading into each external node i, the first object in Si. This has the effect of reading 
into internal memory the first block of each sorted list Si. For each internal-node 
parent v of two external nodes, we then compare the objects stored at v's children 
and we associate the smaller of the two with v. We wpeat this comparison test at 
the next level up in T, and the next, and so on. When we reach the root r of T, we 
will associate the smallest object from among all the lists with r. This completes 
the initialization for the d-way merge. (See Figure 14.7.) 

Figure 14.7: A d-way merge. We show a five-way merge with B - 4. 

In a general step of the d-way merge, we move the object o as§ociated with the 
root r of T into an array we are building for th� mer�ed list S 1• We then t:race down 
T, following the path to the extern al node i that o came from. We then read into i 
the next object in the list Si. If o was not the last element in its block, then this next 
object is already in internal memory. Otherwise, we read in the next block of Si to 
access this new object (if Si is now empty, associate the node i with a pseudo-object 
with key +oo ) . We then repeat the minimum computations for each of the internal 
nodes from i to the root of T. This again gives us the complete tree T. We then 
repeat this process of moving the object from the root of T to the merged list S', 
and rebuilding T, until T is empty of objects. Each step in the merge takes O(logd) 
time; hence, the internal time for the d-way merge is O(n logd) . The number of 
transfers performed in a merge is O(n/B) , since we scan each list Si in order once, 
and we write out the merged list S' once. Thus, we have: 
Proposition 14.3: Given an array-based sequence S of n elements stared in ex
tema] memory, we can sart S using O((n/B) log(n/B)j log(M/B)) transfers and 
0( n log n) intemal CPU time, where M is the size of the intemal memory and B is 
the size of a block. 
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14.5 Exercises 

Por help wi th exercises, p!ease visit  the web s ite, www.wiley.com/go/globallgoodrich. 

Rei nforeement 

R - 14. 1  Describe, in detail, add and re move algorithms for an (a, b) tree. 

R - 1 4.2 Suppose T is a multi-way tree in which each internat rtode has at least five 
and at most eight children. For what values of a and b is T a valid (a, b) 
tree? 

R- 14.3 For what values of d is the tree T of the previous exercise an order-d 
B-tree? 

R- 1 4.4 Show each level of recursion in performing a four-way, external-memory 
merge-sort of the sequence given in the previous exercise. 

R - 14.5 Consider an initially empty memory cache consisting of four pages. How 
many page misses does the LRU algorithm incur on the following page 
request sequence: (2, 3 , 4, 1 , 2, 5 , 1 , 3 , 5 ,4, 1 , 2, 3)? 

R- 14.6 Consider an initially empty memory cache consisting of four pages. How 
many page misses does the FIFO algorithm incur on the following page 
request sequence: (2, 3 , 4, 1 , 2, 5 , 1 , 3 , 5, 4, 1 , 2, 3}? 

R - 14 .7 Consider an initially empty memory cache consisting of four pages. How 
many page misses can the random algorithm incur on the following page 
request sequence: (2, 3 ,  4, 1 ,  2, 5, 1 ,  3 ,  5, 4, 1 , 2, 3 )? Show all of thesrandom 
choices your algorithm made in this case. 

R- 14.8 Draw the result of inserting, into an initially empty order-7 B-tree, entries 
with keys (4,40,23,50, 1 1 ,34,62,78,66,22,90,59,25,72,64,77,39,1 2), in this 
order. 

R - 1 4.9 Show each level of recursion in performing a four-way merge-sort of the 
sequence given in the previous exercise. 

Creativity 

C- 14. 1 Show how to implcment a map in external memory, using an unordered se
quence so that insertions require only 0( 1 ) transfers and searches require 
O(n/ B) transfers in the worst case, where n is the number of elements and 
B is the number of list nodes that can fit into a disk block. 

C- 14.2 Change the ru1es that define red-b1ack trees so that each red-black tree T 
has a corresponding ( 4, 8 ) tree, and vice versa. 

www.wiley.com/go/globallgoodrich
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C- 1 4.3 Describe a modified version of the B-tree inse1tion algorithm so that each 
time we create an overflow because of a split of a node v, we redistribute 
keys among all of v's siblings, so that each sibling holds roughly the same 
number of keys (possibly cascading the split up to the parent of v). What 
is the minimum fraction of each block that will always be filled using this 
scheme? 

C- 14.4 Another possible external-memory map implementation is to use a skip 
list, but to collect consecutive groups of O(B) nodes, in individual blocks, 
on any level in the skip list. In particular, vJe define an order-d B-skip 
list to be such a representation of a skip-list structure, where each block 
contains at least r d l2l list nodes and at most d list nodes. Let US also 
choose d in this case to be the maximum number of list nodes from a level 
of a skip list that can fit into one block. Describe how we should modify 
the skip-list insertion and removal algorithms for a B-skip list so that the 
expected height of the structure is O(log n I log B) . 

C- 1 4.5 Describe an external-memory data structure to implement the queue ADT 
so that the total number of disk transfers needed to process a sequence of 
n en queue and dequeue operations is O(nl B) . 

C- 1 4.6 Solve the previous problem for the deque ADT. 
C- 14.7 Describe how to use a B-tree to implement the partition (union-find) ADT 

(from Section 1 1 .4.3) so that the union. and fi nd operations each use at 
most O(lognl logB) disk transfers. 

C- 1 4.8 Soppose we are given a sequence S of n elements with integer keys such 
that some elements in S are colored "blue" and some elements in S are 

i 

colored "red." In addition, say that a red element e pairs with a blue 
element f if they have the same key välue. Describe an efficient external
memory algorithm for finding all the red-blue pairs in S. How many disk 
transfers does your algorithm perform? 

C- 1 4.9 Consider the page caching problem where the memory cache can hold m 
pages, and we are given a sequence P of n requests taken from a pool 
of m + 1 possible pages. Describe the optimal strategy for the offiine 
algorithm and show that it causes at most m + n I m page misses in total , 
starting from an empty cache. 

C- 1 4. 1  0 Consider the page caching strategy based on the least frequently used 
(LFU) rule, where the page in the cache that has been accessed the least 
often is the one that is evicted when a new page is requested. If there are 
ties, LFU evicts the least frequently used page that has been in the cache 
the longest Show that there is a sequence P of n requests that causes LFU 
to miss Q( n) times for a cache of m pages, whereas the optimal algorithm 
will miss only O(m) times. 
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C- 1 4. 1 1 Suppose that instead of ha ving the node-search function f( d)  = 1 in an 
order-d B-tree T, we have f(d) logd. What does the asymptotic run
ning time of performing a search in T now become? 

C- 1 4. 12 Describe an efficient external-memory algorithm that determines whether 
an array of n integers contains a value occurring more than n/2 times. 

Projects 
I 

P-14. 1 Write a Java class that implements all the methods of the ordered map 
ADT by means of an (a, b) tree, where a and b are integer constants passed 
as parameters to a constructor. 

P- 1 4.2 Implement the B-tree data structure, assuming a block size of 1 ,  024 and 
integer keys. Test the number of "disk transfers" needed to process a 
sequence of map operations. 

P- 1 4. 3  Implement an external-memory sorting algorithm and campare it experi
mentally to any internal-memory sorting algorithm. 

Chapter Notes 

Knuth [60] has very nice discussions about external-memory sorting and searching, and 
Uilman [93] discusses extemal memory structures for database systems. The reader in
terested in the study of the architecture of hierarchical memory systems is referred to the 
book chapter by Burger et al. [ 19] or the book by Hennessy and Patterson [46]. The hand
hook by Gonnet and Baeza-Yates [39] compares the performance of a number of different 
sorting algorithms, many of which are external-memory algorithms. B-trees were invented 
by Bayer and McCreight [ 1 1 ]  and Corner [24] provides a very nice overview of this data 
structure. The books by Mehlhorn [74] and Sarnet [84] also have nice discussions about 
B-trees and their variants. Aggarwal and Vitter [2] study the 1/0 complexity of sorting 
and related problems, establishing upper and Iower bounds, including the lower bound for 
sorting given in this chapter. Goodrich et al. [42] study the 1/0 complexity of several 
computational geometry problems. The reader interested in further study of 1/0-efficient 
algorithms is encouraged to examine the survey paper of Vitter [95] . 
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Append ix 

A Usefu l Mathematica ! Facts 

In this appendix we give several useful mathematica! 
,
facts. We begin with some 

combinatorial definitions and facts. 
· 

Logarithms a n d  Exponents 

The 1ogarithm function is defined as 

The following identities ho1d for 1ogarithms and exponents : 

1 .  1ogb ac 1ogb a Iogb c 
2. 1ogb a I c 1ogb a 1ogb c 
3 .  logb ac c logba 
4. 1ogb a (logc a)l 1ogcb 
5. b!ogc a a loge b 
6. (bay bac 
7. babc ba+c 

8. ba I bc ba-c 

In addition, we have the following: . 
Proposition A .l :  Ifa > 0, b > 0, and c > a + b, then 

log a +  1ogb � 2lögc - 2.  

Justification :  It is enough to show that ab < c2 14. We can write 

ab = 
a2 + 2ab + b2 - a2 + 2ab - b2 

4 
(a + bf - (a - b)2 . (a b)2 

4 < 4 < 4" • 

The natural logarithm function 1nx = 1ogex, where e 2.7 1 828 . . .  , is the va1ue 
of the following progression: 

1 1 1 . 
e = 1 + - +  + - +  . . . 

1 !  2 !  3 !  
. 
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In addition, 

Appendix A. Useful Mathematica/ Facts 

x x2 x3 ex = 1 + - + - + - + ·  . . 1 !  2 ! 3 !  
x2 x3 x4 

ln( 1 + x) = x - 21 + 3 !  - 41  + . .  · . 

There are a number of useful inequalities relating to these functions (which 
derive from these definitions). 
Proposition A.2: Ifx > - 1 , 

x - < ln( 1 +x) < x. 1 +x - -
Proposition A.3 :  For 0 < x < 1 ,  

1 1 +x < ex < --. - - 1 - x 
Proposition A.4: For any two positive real numbers x and n, ( x ) n ( x) n+x/2 1 + - :s; ex :s;  1 + - . n n 

I nteger Fu nctions and Relations 

The "floor" and "ceiling" functions are defined respectively as follows : 
1 .  l x J = the largest integer less than or equal to x. 
2. r x l = the smallest integer greater than or equal to x. 
The modulo operator is defined forintegers a � 0 and b > 0 as 

a mod b = a - l�J b. 

The factorial function is defined as 

n !  = 1 · 2 · 3 · . .  · · (n - 1 )n. 
The binomial coefficient is 

(�) - k ! (:�k) ! '  
which is equal to the number of different combinations one can define by choosing 
k different items from a collection of n items (where the order does not matter) . 
The name "binomial coefficient" derives from the binomial expansion : 

(a + b)n = t (n)ibn-k . 
k=O k 

We also have the following relationships. 

I 
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Proposition A.5 :  IfO � k � n, then 

Proposition A.6 (Stirl ing's Approximation) :  

n! - J2ii;; Gr ( I + 
I� H(nl) ' 

where e(n) is 0(1 /n2) .  
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The Fibonacci progression is a namcric progression such that Fo 0, Ft = 1 ,  
and Fn - Fn- 1  + Fn-2 for n :2:: 2. 
Proposition A.7: If Fn is detined by the Fibonacci progression, then Fn is E>(gn) , 
where g = ( 1 + VS) /2 is the so-called golden ratio. 

Summations 

There are a number of useful facts about summations. 

Proposition A.8: Factoring summations: 

n n 
[af(i) = a  [f(i) , i=l i=l 

provided a does not depend upon i. 
Proposition A.9: Reversing the order: 

n m m n 
E E J(i, j) = E [f(t, j) . i=l j=l j=l i=l 

One special form of sammation is a telescoping sum: 

n 
[(f(i) -f(i - 1 ) )  = f(n) /(0) , 
i= I 

which arises often in the amortized analysis of a data structure or algorithm. 
The following are some other facts about summations that arise often in the 

analysis of data structures and algorithms. 

Proposition A.lO: Ef=l i =  n(n+ 1 ) /2. 
Proposition A.ll :  Et=lp = n(n + 1 ) (2n 1 ) /6. 
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Proposition A.l2:  If k ?_ 1 is an integer constant, then 

n 
[ f is 0(nk+l ) . 
i= l 

Another cornmon summation is the geometrie sum, Ei=o ai, for any fixed real 
number 0 < a f.  1 . 
Proposition A.13 :  

for any real number 0 < a 
Proposition A. 14: 

1 .  

for any real number 0 < a < 1 .  

an+l _ 1  
a - 1 ' 

There is also a combination of the two common forms, called the linear expo
nential summation, which has the following expansion: 

Proposition A.l5:  For O < a  f. l, and n ?_ 2, 

n .  i a - (n + 1 )a(n+ l ) + na(n+2) �w = ( 1 - a)2 · 

The nth Harmonie number Hn is defined as 

n 1 Hn = L . ·  

i= l l 

Proposition A.l6: If H11 is the nth harmonie number, then Hn is lnn + 0( 1 ) . 

Basic P robab i l ity 

We review some basic facts from probability theory. The most basic is that any 
statement about a probability is defined upon a sample space S, which is defined 
as the set of all possible outcomes from some experiment. We leave the terms 
"outcomes" and "experiment" undefined in any formal sense. 
Example A.l7:  Consider an experiment that consists of the outcome from flip
ping a coin five times. This sample space bas 25 different outcomes, one for each 
different ordering of possible fiips that can occur. 

Sample spaces can also be infinite, as the following example illustrates. 
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Example A.l8: Consider an experiment that consists of flipping a coin until it 
comes up heads. This sample space is infinite, with each outcome being a sequence 
of i tails foliowed by a single flip that co mes up heads, for i 1 ,  2, 3 ,  . . . . 

A probability space is a sample space S tagether with a probability function 
Pr that maps subsets of S to real numbers in the interval [0, 1 ] .  It captures math
ematically the notion of the probability of eertaio "events" occurring. Formally, 
each subset A of S is called an event, and the probability function Pr is assumed to 
possess the following basic propelties with respect to events defined from S: 

1 .  Pr(0) = 0. 
2. Pr(S) = 1 .  
3 .  0 < Pr(A) ::; 1 ,  for any A Ç S. 
4. If A ,B  Ç S and A nB - 0, then Pr(A UB) = Pr(A) +Pr(B) . 
Two events A and B are independent if 

Pr(A n B) = Pr(A) · Pr(B) .  

A collection of events {A 1 ,A2 ,  . . .  ,An} is mutually independent if 

for any subset {Aï1 ,Aï2 , • • •  ,Aik } .  
The conditionat probability that an event A occurs, given an event B, i s  denoted 

as Pr(A IB) , and is defined as the ratio 

assuming that Pr(B) > 0. 

Pr(A nB) 
Pr(B) ' 

An elegant way for dealing with events is in teims of random variables. Intu
itively, random variables are variables whose values depend upon the outcome of 
some experiment. Formall y, a random variabie is a function X that maps outcomes 
from some sample space S to real numbers. An indicator random variabie is a 
random variabie that maps outcomes to the set {0, 1 } .  Often in data structure and 
algorithm analysis we use a random variabie X to characterize the running time of 
a randomized algorithm. In this case, the sample space S is defined by all possible 
outcomes of the random sourees used in the algorithm. 

We are most interested in the typical, average, or "expected" value of such a 
random variable. The expected vaiue of a random variabie X is defined as 

E(X) - [xPr(X = x) , 

x 

where the summation is defined over the range of X (which in this case is assumed 
to be discrete). 
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Proposition A.l9 (The Linearity of Expectation) : Let X and Y be two ran
dom variables and let c be a number. Then 

E(X + Y) - E(X) + E(Y) and E(cX) cE (X) . 

Example A.20: Let X be a random variabie that assigns the outcome of the roll 
of two fair dice to the sum of the number of dots showing. Then E(X) 7. 

Justification: To justify this claim, let X1 and Xz be random variables corre
sponding to the number of dots on each die. Thus, Xr - Xz ti.e., they are two 
instances of the same function) and E(X) = E(Xr Xz) = E(Xi )  E(X2) .  Each 
outcome of the roll of a fair die occurs with probability 1 I 6. Thus 

for i 1 , 2. Therefore, E(X) = 7. 

Two random variables X and Y are independent if 

Pr(X - xiY - y) = Pr(X x) , 

for all real nurnbers x and y. 

Proposition A.21 :  If two random variables X and Y are independent, then 

E(XY) E(X)E(Y) . 

• 

Example A.22: Let X be a random variabie that assigns the ·outcome of a roll of 
two fair dice to the product of the number of dots showing. Then E(X) = 49 I 4. 

· Justification: Let X1 and X2 be random variables denoting the number of dots 
on each die. The variables X1 and X2 are clearly independent; hence 

E(X) = E(XrX2) = E(Xi )E(X2) = (7 12)2 4914. • 

The following bound and corollaries that follow frorn it are known as Chernoff 
bounds. 

Proposition A.23: Let X be the sum of a finite number of independent 011 ran
dom variables and let 11 > 0 be the expected value of X. Then, for 8 > 0, 
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To emupare the growth rates of different functions, it is sometimes helpful to apply 
the following rule. 

Proposition A.24 (L'Höpital 's Rule) : If we have limn-+oo f(n) = +oo and we 
have limn-+oo g(n) = +oo, then limn-+oo f(n)Jg(n) - limn-+oo f'(n) Jg' (n), where 
f'(n) and g'(n) respectively denote the derivatives of f(n) and g(n). 

In deriving an upper or lower bound for a summation, it is often useful to split 
a summation as follows: 

n 

[f(i) 
i=l 

j 
[f(i) 
i=l 

n 

E !(i) . 
i=:j+l 

Another useful technique is to bound a sum by an integral. If f is a nonde
creasing function, then, assuming the following terms are defined, 

1b b 1b+ I  

a-l 
f(x) dx � �j(i) < 

a 
f(x) dx. 

There is a general form of recurrence relation that arises in the analysis of 
divide-and-conquer algorithms: 

T(n) = aT(n/b) f(n) ,  

for constauts a 2 1 and b > 1 .  

Proposition A.25: Let T(n) be defined as above. Theli 
l .  If f(n) is O(n10gba-e), for same constant E > 0, then T(n) is 8(n10gb a) .  
2. If f( n) is  8( n10gb a Iogk n), for a fixed nonnegàtive integer k 2 0, then T ( n) is · 

8(nlogba logk+l n ) .  
3 .  If f(n) is .Q(n10gba+e), for some constant E >  0, and ifaj(n/b) � cf(n) , then 

T(n) is 8(f(n) ) .  

This proposition is known as the master method for characterizing divide-and
conquer recurrence relations asymptotically. 
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design patterns, viii, 49, 62 

adapter, 235, 247 
amortization, 241-242 
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in-place, 363, 524 
insertion-sort, 345 
lower bound, 527-528 
merge-sort, 502-5 1 4  
priority-queue, 339 
quick-sort, 5 15-526 
radix-sort, 530-53 1 
selection-sort, 344 
stable, 530 

space usage, 1 66 
spanning subgraph, 598 
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geometrie, 164 
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