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PREFACE

The most significant event since the publication of the previous edition has been the
sequencing of the mouse and human genomes, opening up new horizons for all of bi-
ology. For the brain, interpreting the functions of the genes depends on understanding
how the proteins they produce function at different sites within a nerve cell, and how
each nerve cell contributes to the circuits that carry out the fundamental operations of
processing information in each brain region. This is the subject matter of synaptic
organization.

Taking advantage of the genomic and proteomic data are new methods, including
new applications of patch clamp recordings, powerful new microscopic methods based
on two-photon laser confocal microscopy, gene-targeting to enable specific genes and
proteins to be labeled, knocked-in or knocked-out, and fluorescent methods that pro-
vide dramatic images of cells as they interact synaptically with their neighbors under
a variety of different functional states. Previously remote problems, such as the func-
tions of dendrites and dendritic spines, are being attacked directly with the new meth-
ods. In parallel with the experimental advances have come ever more powerful
computational models that are building a deeper theoretical basis for brain function.

Just as more powerful accelerators give physicists the ability to probe more deeply
into the atom and the fundamental forces that determine the nature of matter and en-
ergy, so the new methods are giving neuroscientists the ability to probe more deeply
into the neuron and its synaptic circuits and the fundamental properties that determine
how information is processed in the brain. The results continue to constitute a quiet
revolution in how we understand the neural basis of behavior, as potentially profound
for brain science as the quantum theory has been for physics.

Each senior author is unique for his or her ability to bring together the molecular,
anatomical, functional, and behavioral data in an authoritative integrated account. I am
profoundly grateful to them for taking on the task of revising and enlarging their ac-
counts to cover the advances made in the past six years. It is also a pleasure to wel-
come new co-authors and younger colleagues, not only to share the writing burdens
but to show that a dedication to embracing all relevant disciplines in order to achieve
an integrated understanding of brain organization has a thriving future.

As previously, this edition focuses on the brain regions best understood for their syn-
aptic organization and functional correlates. The chapters are organized for the most
part in the same format, proceeding from neural elements and synaptic connections to
a basic canonical circuit for that region. This is followed by sections on synaptic phys-
iology, neurotransmitters and neuromodulators, membrane properties, a special em-
phasis on dendritic properties that are crucial for action potential generation and for
synaptic integration, and a final section on how the circuits mediate specific behaviors.
By working within the same organizational framework for each chapter, the authors
are able to highlight principles that are common to all regions, as well as the adapta-
tions unique to each.

It can now be seen that this same organizational structure constitutes in fact the first
necessary step toward building a database of the information needed to identify those
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vi Preface

principles and adaptations. Building databases is a new goal of the funding agencies
at the National Institutes of Health, and of the multiagency Human Brain Project. The
study of synaptic organization may thus serve as leading model for the new field of
neuroinformatics, which is dedicated to constructing databases and search tools that
will enable experimentalists and theorists to construct a comprehensive multilevel, mul-
tidisciplinary database of the brain.

Among the unique aspects of this book is the combined reference list. Most scien-
tific writing these days involves strict limits on numbers of references cited in order to
save space. This means that in many cases authors are forced to cite review articles
rather than the primary literature and to neglect the original literature. In current ver-
nacular, if it isn't in pubmed, forget it. By contrast, this book continues to prize a schol-
arly depth behind our understanding. There has been no limit placed on referencing
the studies cited. As a result, these accounts are among the most complete sources cur-
rently available for recognizing the main contributors to each field. All of the refer-
ences are gathered in a common list at the back of the book, its number now grown to
over 3,000. I hope its utility will justify the editorial labor in composing it!

Fiona Stevens at the Oxford University Press has been instrumental in stimulating
the appearance of this new edition. Leslie Anglin has expertly overseen the production.

I would like to dedicate this new edition to Wilfrid Rail, mentor, friend and collab-
orator for many years, who has inspired myself and the authors of this volume and
countless colleagues around the globe by pioneering the theoretical foundations of the
functions of dendrites and their synaptic organization.

Finally, as always, to Grethe: tak.

Hamden, Connecticut G.M.S.
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ONLINE RESOURCES

Each of the authors has a website (URL) that provides information about the author
together with supplementary materials and links to publications. These websites can
be located by entering the author's name in the search engine Google.

A website is planned that will provide supplementary materials for The Synaptic
Organization of the Brain, including illustrations in full color. Links to this website
will be provided at the websites of the editor and the authors who wish to post this
material.

Many sites on the web are available to support the study of the synaptic organiza-
tion of the brain. Most closely related is a set of databases at the SenseLab project
(senselab.med.yale.edu). These include the following:

Cell Properties Database (CellPropDB) (http://senselab.med.yale.edu/cellpropdb) is
a database of the main membrane properties (transmitter receptors, ion channels and
transmitters) expressed by each of the main cell types covered in this book.

Neuron Database (NeuronDB) (http://senselab.med.yale.edu/neurondb) is a database
of those membrane properties as they are distributed within the dendrites, cell body
and axon of each cell type.

Model Database (ModelDB) (http://senselab.med.yale.edu/modeldb) is a database of
published computer models of each cell type and some of the circuits in which they
are involved.

Each of these databases has efficient search tools for extracting arbitrary combina-
tions of properties across the cell types, to facilitate identification of common princi-
ples of synaptic organization. The properties are documented by direct links to the
original articles in PubMed.

These databases are sponsored by the Human Brain Project (http://www.nimh.nih.
gov/neuroinformatics/researchgrants.cfm), a multiagency consortium whose goal is to
support pilot studies in constructing databases to support research on the brain at all
levels of organization, from genes to behavior.

Other resources within the Human Brain Project that are particularly relevant to syn-
aptic organization are as follows:

Three-Dimensional Structure & Function of Synapses in the Brain (http://synapses.
mcg.edu),

Generation and Description of Dendritic Morphology (http://www.krasnow.gmu.edu/
L-Neuron/index.html),

Development of a 3D Cell-Centered Neuronal Database (http://ncmir.ucsd.edu/NCDB),
and

Databases and Data Models Enabling Neuroinformatics (http://neurodatabase.org
and http://brainml.org)

Reconstruction and Representations of Cerebral Cortex (http://stp.wustl.edu).
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1

INTRODUCTION TO
SYNAPTIC CIRCUITS

GORDON M. SHEPHERD

Synapses are contacts that enable neurons to interact. Through these interactions they
form the circuits that mediate the specific functional operations of different brain re-
gions. The subject of synaptic organization is concerned with the principles underlying
these circuits.

Synaptic organization differs from other fields of study in several ways. First, it is
a multidisciplinary subject, requiring the integration of results from experimental work
in molecular neurobiology, neuroanatomy, neurophysiology, neurochemistry, neuro-
pharmacology, developmental neurobiology, and behavioral neuroscience. It is a multi-
level subject, beginning (from the bottom up) with the properties of ions, transmitter
molecules, and individual receptor and channel proteins and building up through indi-
vidual synapses, synaptic patterns, dendritic trees, and whole neurons to the multi-
neuronal circuits that are characteristic of each brain region. Finally, it is a field with
a theoretical foundation, building and testing its experimentally derived results within
a framework of theoretical studies in biophysics, neuronal modeling, computational
neuroscience, and neural networks.

Studies of synaptic organization have been pursued vigorously for half a century,
with increasing intensity. The co-authors of this book have been leaders in this effort.
Each chapter lays out the synaptic organization of a specific brain region—in its full
multidisciplinary, multilevel, and theoretical dimensions.

In this chapter, we introduce some of the basic principles that are common to the
different regions. We show that it is possible to identify fundamental types of synap-
tic circuits at successive levels of organization. These types are called basic, or canon-
ical, circuits. Like the Bohr atom in physics or gene families in molecular biology,
canonical circuits are a conceptual tool for organizing the great varieties of circuits pre-
sent in the nervous system. In parallel, we describe the canonical operations that the
circuits perform. This provides a conceptual framework for understanding the adapta-
tions of these operations that are unique to each of the regions considered in subse-
quent chapters.

It is a common lament in neuroscience that there is a lack of basic principles for un-
derstanding the vast amount of information about the brain that is accumulating. One
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2 The Synaptic Organization of the Brain

of the main aims of this book is to show that this lament ignores the progress that is
being made in understanding synaptic organization, which is leading to a quiet revo-
lution in our understanding of the neural basis of behavior.

THE TRIAD OF NEURONAL ELEMENTS

Figure 1.1 illustrates that the brain consists of many local regions, or centers, and of
the many pathways between them. At each center, the input fibers make synapses onto
the cell body (soma) and/or the branched processes (dendrites) emanating from the cell
body of the nerve cells contained therein. Some of these neurons send out a long axon

Fig. 1.1. Examples of the organization of the nervous system into local regions and interregional
pathways formed by the long axons of principal neurons. Abbreviations: DRG, dorsal root gan-
glion cell; M, motoneuron; P, pyramidal (principal) neuron; S, stellate (intrinsic) neuron.
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that, in turn, carries the signals to other centers; these are termed principal, relay, or
projection neurons. Other cells are concerned only with local processing within the
center; these are termed intrinsic neurons, local neurons, or wterneurons. An example
of this latter type is shown in the cerebral cortex in Fig. 1.1. The distinction between
a principal and an intrinsic neuron cannot be rigid, because principal neurons also take
part in local interactions. It is nonetheless a useful way of characterizing nerve cells,
which is used throughout this book.

The principal and intrinsic neurons, together with the incoming input fibers, are the
three types of neuronal consituents common to most regions of the brain. We refer to
them as a triad of neuronal elements. The relations among the three elements vary in
different regions of the brain, and these variations underlie the specific functional op-
erations of each region.

THE SYNAPSE AS THE BASIC UNIT OF
NEURAL CIRCUIT ORGANIZATION

Interactions among the triad of neuronal elements are mediated by the junctions termed
synapses. It follows that the synapse is the elementary structural and functional unit
for the construction of neural circuits. Traditionally, most concepts of neural organi-
zation have assumed that a synapse is a simple connection that can impose either ex-
citation or inhibition on a receptive neuron. Much experimental evidence indicates that
this assumption needs to be replaced by an appreciation of the complexity of this func-
tional unit.

Figure 1.2 summarizes the current view of the synapse. Most synapses involve the
apposition of the plasma membranes of two neurons to form a punctate junction, also
termed an active zone. The junction has an orientation, thus defining the presynaptic
process and the /wsrsynaptic process. At a chemical synapse such as that depicted in
Fig. 1.2, the presynaptic process liberates a transmitter substance that acts on the post-
synaptic process. From an operational point of view, a synapse converts a presynaptic
electrical signal into a chemical signal and back into a postsynaptic electrical signal.
In the language of the electrical engineer, such an element is a nonreciprocal two-port
(Koch and Poggio, 1987).

THE SYNAPSE AS A MULTIFUNCTIONAL MULTITEMPORAL UNIT

The mechanism of a synapse involves a series of steps, which are summarized in
Fig. 1.2 (see Chap. 2) (for a comprehensive review, see Cowan et al., 2001). These in-
clude (1) depolarization of the presynaptic membrane; (2) influx of Ca2+ ions into the
presynaptic terminal; (3-5) a series of steps leading to fusion of a synaptic vesicle with
the plasma membrane; (6) release of a packet (quantum) of transmitter molecules;
(7) diffusion of the transmitter molecules across the narrow synaptic cleft separating
the presynaptic and postsynaptic processes; and (9) action of the transmitter molecules
on receptor molecules in the postsynaptic membrane, (10) leading in some cases to di-
rect gating of the conductance at an ionotropic receptor. This changes the membrane
potential (11) and hence the excitability of the postsynaptic process. A depolarizing
change increases the excitability; this is called an excitatory postsynaptic potential
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Fig. 1.2. A summary of some of the main mechanisms involved in immediate signaling at the
synapse. Steps 1 through 12 are described in the text. Abbreviations: IP3, inositol trisphosphate;
AC, adenylate cyclase; CaM II, Ca/calmodulin-dependent protein kinase II; DAG, diacyglycerol;
G, G protein; PK, protein kinase; R, receptor. [Modified from Shepherd, 1994b.]

(EPSP). A hyperpolarizing change decreases the excitability; this is called an inhibitory
postsynaptic potential (IPSP). The mechanisms mediated by ionotropic receptors are
concerned with rapid (1-20 msec) transmission of information, as in rapid sensory per-
ception, reflexes, and voluntary movements (such as those used to type this text and
you are using to read it).
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The transmitter molecule may also activate a metabotropic receptor (lOa) linked to
a second-messenger pathway that modulates a membrane conductance or has other
metabolic effects (11 a and 72). The presynaptic process is itself a possible target, either
of the transmitter acting on autoreceptors (8a) or of diffusible second messengers such
as nitric oxide, produced by nitric oxide synthase (NOS) in the postsynaptic process,
which can modulate transmitter release in an activity-dependent manner (also called
retrograde messengers). The synapse can thus be regarded not only as a one-way re-
lay but also as a more complicated bidirectional junction (Jessell and Kandel, 1993).
Although presynaptic-to-postsynaptic activation can be fast, retrograde messengers typ-
ically act more slowly.

Activation of second messengers can have short- as well as long-lasting metabolic
effects that lead to changes in synaptic efficacy. Of these, long-term potentiation (LTP)
and long-term depression (LTD) are the most prominent. They are discussed in the fol-
lowing chapters as prime candidates for "activity-dependent" mechanisms that may
underlie learning and memory. Also of interest are short-term facilitation and depres-
sion, which may occur over shorter periods of 10-100 msec (Markram and Tsodyks,
1996; Abbott et al, 1997; for a review, see Koch, 1997).

Many cellular mechanisms impinge on synaptic trasmission over longer time peri-
ods. These include steps involved in axonal and dendritic transport, storage of trans-
mitters and peptides, corelease of peptides, and direct modulation of transmitter
responses (see Neuromodulation in Fig. 1.2). These effects are slow (seconds to min-
utes) or very slow (hours and longer); the slowest processes merge with mechanisms
of development, ageing, and hormonal effects.

From these properties one can appreciate that the synapse is admirably suited to be
a unit for building circuits. The multiple steps of its mechanism confer a considerable
flexibility of function by means of different transmitters and modulators, different types
of receptors, and different second-messenger systems linked to the different kinds of
machinery in the cell: electrical, mechanical, metabolic, and genetic. This means that
several mechanisms, with different time courses, can exist at the same synapse, con-
ferring on the individual synapse the ability to coordinate rapid activity with the slower
changes that maintain the behavioral stability of the organism over time. It is a multi-
functional, multitemporal junctional unit.

TYPES OF SYNAPSES

In view of this tremendous potential for functional diversity, it is remarkable that
synapses throughout the nervous system show such a high degree of morphological
uniformity. Synapses in the brain tend to fall into two groups (see Fig. 1.3A): those
with asymmetrical densification of their presynaptic and postsynaptic membranes and
those with symmetrical densification. Gray (1959) termed these type 1 and type 2,
respectively. Depending on the histological fixatives used, type 1 is usually associ-
ated with small, round, clear synaptic vesicles, and in a number of cases has been
implicated in excitatory actions. By contrast, type 2 is usually associated with small,
clear, flattened or pleomorphic vesicles and is implicated in inhibitory synaptic
actions.

Many examples of these types of synapses are identified throughout this book. There
are well recognized exceptions to these structure-function relations—for example, in-
hibitory actions by synapses that do not have type 2 morphology (cf. cerebellar basket
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B. Levels of Brain Organization

Fig. 1.3. Two key concepts for analyzing synaptic organization. A: Two main types of synapses.
B: Multiple levels of organization. This book focuses on the levels from synapses to local cir-
cuits as a basis for understanding the expression of molecules and ions in an integrative context
and for understanding the circuit basis of behavioral systems.

cells, see Chap. 7). Thus, although the type 1 and type 2 designations provide a use-
ful working hypothesis, there is always the clear understanding that this is only a first
step in classifying synaptic structure and function. For consistency in this book in the
diagrams of synaptic connections in the different regions, neurons making type 1
synapses and having primarily excitatory actions are depicted by open profiles, whereas
those making type 2 synapses and having primarily inhibitory actions are depicted by
filled profiles.

LEVELS OF ORGANIZATION OF SYNAPTIC CIRCUITS

It might seem that one could simply connect neurons together by means of synapses
and make networks that mediate behavior, but this is not the way nature does it. A gen-
eral principle of biology is that any given behavior of an organism depends on a hier-
achy of levels of organization, with spatial and temporal scales spanning many orders
of magnitude. This is nowhere more apparent than in the construction of the brain. As
applied to synaptic circuits, it means, as already indicated, that one needs to identify
the main levels of organization to provide a framework for understanding the princi-
ples underlying their construction and function.

The analysis of local regions over the past two decades has led to the recognition of
several important levels of circuit organization (Fig. 1.3B). The most fundamental level
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is the information carried in the genes, which, interacting with the cellular environ-
ment, read out the basic protein molecular components of the cells in different regions.
These molecular components are organized into organelles of the cell. For circuit for-
mation, as we have seen, the most critical organelle is the synapse.

Synaptic organization begins at the next level, with the organization of multiple gene
products into the synapse. The most local patterns of synaptic connection and interac-
tion, involving small clusters of synapses, are termed microcircuits (Shepherd, 1978).
The smallest microcircuits have extents measured in microns; their fastest speed of op-
eration is measured in milliseconds. Microcircuits are grouped to form dendritic sub-
units (Rail, 1977; Shepherd, 1972b; Koch et al., 1982). The dendritic trees of individual
neurons are a rich integrative substrate (Rail, 1977; Llinas, 1988). The entire neuron,
containing its several dendritic and axonal subunits, is the next level of complexitiy.
Interactions between neurons within a region form local circuits (Rakic, 1976); these
perform the operations characteristic of a particular region. Above this level are the in-
terregional pathways, columns, laminae, and topographical maps, involving multiple
regions in different parts of the brain, that form the systems that mediate specific types
of behavior.

These many interwoven levels of organization are a feature of the brain not shared
by its artificial cousin, the digital computer, in which few intermediate modular struc-
tures exist between the individual transistor, on the one hand, and a functional system,
such as a random-access memory chip, on the other.

An important aim of the study of synaptic organization is to identify the types of
circuits and the functional operations that they perform at each of these organizational
levels. In the rest of this chapter, we consider examples at each level. Subsequent chap-
ters show how, in each region, the nervous system rings changes on these basic themes,
with variations of circuits exquisitely adapted for the specific operations and compu-
tations carried out by that region on its particular input information.

THE SYNAPSE AS AN INTEGRATIVE MICRO-UNIT

In addition to its ability to mediate different specific functions, an important property
of the synapse is its small size. The area of contact has a diameter of 0.5-2.0 /xm, and
the presynaptic terminal (a varicosity or bouton) has a diameter that characteristically
is only slightly larger. These small sizes mean that large numbers of synapses can be
packed into the limited space available within the brain. For example, in the cat visual
cortex (see Chap. 12), 1 mm3 of gray matter contains approximately 50,000 neurons,
each of which gives rise on average to some 6,000 synapses, making a total of 300
million (300 X 106) synapses (Beaulieu and Colonnier, 1983). It has been estimated
that 84% of these are type 1 and 16% are type 2. If the cortical area of one hemisphere
in the human is approximately 100,000 mm2, there must be on the order of 10 billion
cells in the human cortex and 60 trillion (60 X 1012) synapses. In the cerebellum (see
Chap. 7), it has been estimated that the small granule cells number up to 100 billion,
each making up to 100 synapses onto cerebellar nuclear and cortical cells.

Like the national debt, these numbers are so large that they lose meaning. The im-
portant point is that the number of synapses amplifies the number of neurons by sev-
eral orders of magnitude, providing a rich substrate for the construction of microcircuits
within the packed confines of the brain.
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DEVELOPMENT OF SYNAPTIC CIRCUITS

In early development, an exuberance of synapses is generated throughout the nervous
system; during this time synapses are very dynamic and appear and disappear relatively
rapidly. When the animal reaches maturity, the final synaptic density may be reduced
by as much as half (yet the size of the brain has expanded considerably) (Rakic et al.,
1986). Studies of these kinds of mechanisms are extremely important for understand-
ing the strategy of construction of synaptic circuits. Developmental mechanisms are a
vast field of contemporary neuroscience (for a comprehensive review, see Sanes et al.,
2000). Particular aspects of development are considered in this book as they relate to
basic principles, but the primary focus will be the organization and functional opera-
tions of the mature nervous system.

SYNAPTIC MICROCIRCUITS

Excitation and inhibition by single synapses have little behavioral significance by them-
selves; it is the assembly of synapses into patterns of connectivity during development
that produces functionally significant operations. The process can be likened to the as-
sembly of transistors onto chips to form microcircuits in computers. By analogy, we
refer to these most local synaptic patterns as neuronal microcircuits. Let us consider
several basic (canonical) types.

ELECTRICAL COUPLING

The simplest type of microcircuit involves a connection between two or more presyn-
aptic terminals by electrical (gap) junctions (Fig. 1.4A). Through these junctions the
electrical current in one process is distributed to the other process(es) (see Chap. 2).
This arrangement has several important functions in synaptic microcircuits.

Signal-to-Noise Enhancement. The distribution of current through the electrical
synapse reduces the amount of current in the active process. This reduces the impact
of random (noisy) activity in single processes while enhancing the impact of simulta-
neous (signal specific) activity in two or more processes (this mechanism is described
in the retina, Chap. 6).

Synchronization. Activity in one process may tend to activate other processes at the
same time, thus promoting synchronization of activity. This can occur in either pre- or
postsynaptic locations (see inferior olive cells, Chap. 7).

Gating by Different Mechanisms. The conductivity of the electrical connection may be
gated by different mechanisms, such as membrane depolarization or hyperpolarization,
pH, metabolic products, neurotransmitters and neuropeptides (Chap. 2). This can oc-
cur in both directions, or in only one direction (rectification). Gap junctions are thus
dynamic rather than static connection elements.

Exchange of Small Molecules. Gap junctions allow the free passage of small mole-
cules, providing the means for mediating tissue homeostasis, cellular organization, cel-
lular differentiation and other developmental processes.
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Fig. 1.4. The simplest types of synaptic microcircuits. Synaptic divergence. A: Divergence by
electrical interactions through gap junctions. In this example, an action potential (ap) invades ter-
minal (a) to activate a synapse onto (b); the current spreads through the gap junction from termi-
nal (a) into terminal (a') to activate (b) near-synchronously. B: Divergence through chemical
synapses. Action potential invades terminals (a) and (a'), leading to activation of (b) and (b').
C: Action potential invades large terminal (a), which has synapses onto (b—f). Synaptic conver-
gence. D: Multiple synapses from a single terminal converge onto a single postsynaptic process.
E: Synaptic convergence of several axons (a-c) onto a single postsynaptic neuron (d). F: Presyn-
aptic inhibition by axon b onto axon a, which is presynaptic to axon c. See text.

SYNAPTIC DIVERGENCE

A fundamental and common pattern of synaptic organization is to have multiple outputs
from a single source. In neural network terminology, this is called "fan-out." A common
pattern consists of multiple branches of a single axon (Fig. 1.4B). Fan-out from a single
axon may be considerable, as exemplified by the several thousand synapses made by a
typical cortical cell mentioned earlier. Fan-out is essential if information carried in one
cell in one region is to be combined with information from cells in other regions.

Fan-out may also occur from a single terminal. As indicated in Fig. 1.4C, a presyn-
aptic terminal (a) has excitatory synapses onto postsynaptic dendrites (b-f). An action
potential (ap) invading the presynaptic terminal can thus cause simultaneous EPSPs in
many postsynaptic dendrites.
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The operational advantages of this arrangement are several:

Amplification. When there are multiple outputs from a single terminal, the activity in
a single axon is amplified into activity in many postsynaptic neurons, conferring a high
gain upon the system. This can be important in increasing the signal-to-noise ratio
underlying signal detection.

Synchronization. Activation of multiple synapses from a single terminal occurs si-
multaneously. This retains the precise timing of the input and mediates synchroniza-
tion of the postsynaptic responses. Synchronization underlies oscillatory activity, which
is increasingly recognized as important for signal processing in the brain.

Retention of Sign. The synapses from a given terminal are likely to be release the same
transmitter and, although not necessarily, have the same action on postsynaptic cells
(e.g., excitation —> excitation).

These factors may also apply to divergence from multiple terminals, although with
more variation. Divergence from single terminals is found in many parts of the ner-
vous system. A single mossy fiber terminal in the cerebellum, for example, may make
synapses onto dendrites of as many as 100 or more granule cells (cf. Chap. 7). Single
terminals with more modest divergence factors are made by sensory afferents in thal-
amic relay nuclei (see Chap. 8) and the substantia gelatinosa of the dorsal horn.

Release Probabilities and Safety Factors. Multiple outputs from a presynaptic termi-
nal can be organized in an entirely different way, as is shown by the well-known ex-
ample of the neuromuscular junction (NMJ) (see Fig. 1.4D). The NMJ also consists of
a large presynaptic terminal with many release sites, but they are all made onto the
same muscle fiber. It is known that of 1000 or so release sites, only 100-200 are ac-
tually activated by invasion of a single impulse into the presynaptic terminal. Thus,
there is a probability of only 0.1-0.2 that a given site will release transmitter when de-
polarized by an impulse. The multiple release sites onto the same muscle fiber there-
fore raise the "safety factor" for synaptic transmission, ensuring that an action potential
in the presynaptic nerve will always lead to a response in the muscle fiber. Multiple
synapses by a presynaptic onto a postsynaptic process are also found between neurons;
an example is discussed in the retina (see Chap. 6).

The release sites of the NMJ are equivalent to the active zones of central synapses,
each with its own release probability. This implies that, in the example of Fig. 1 AC,
presynaptic depolarization would cause some synapses to release transmitter (e.g., b,
c) but not others (e.g., d). The divergent pattern thus has the advantages noted earlier
but has the disadvantage of making each connection less reliable, dependent on prob-
ability of release and other modulatory factors (see Chap. 12).

Silent Synapses. The NMJ example illustrates that morphological studies can identify the
pattern of synaptic connections, but their actual use is physiological and probabilistic (see
Korn and Faber, 1987). The release probability can be up- or down-regulated by the amount
and timing of presynaptic and postsynaptic activity, providing an effective mechanism for
adjusting the effect that a synapse has on its postsynaptic target (Stevens and Wang, 1994;
Abbott et al., 1997). Synapses that are not activated by a single action potential but de-
pend on these multiple factors for activation are called silent synapses.
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SYNAPTIC CONVERGENCE

The considerable divergence that characterizes the output of a single neuron is matched
by the considerable convergence of many inputs onto a single neuron. In neural net-
work terminology, this is called "fan-in." The essence of this convergence at the micro-
circuit level is depicted in Fig. 1.4E, where two terminals (a, b) make synapses onto a
postsynaptic dendrite (d). These simple canonical convergence patterns have a number
of important properties:

Temporal Summation. Let us consider first the case in which both terminals are exci-
tatory. Spread of an impulse into terminal (a) sets up an EPSP; slightly later, spread of
an impulse into terminal (b) sets up an EPSP that summates with that of (a). This is
termed temporal summation. Note that although the impulses in (a) and (b) may be
asynchronous, their EPSPs nonetheless can summate. For relatively fast EPSPs, the
prolongation that makes temporal summation possible is due mainly to the membrane
capacitance, which slows the dissipation of charge across the postsynaptic membrane
(cf. Johnston and Wu, 1995; Shepherd, 2003a). For slower EPSPs, the time course is
controlled by biochemical processes, such as second messengers.

Quantal vs. Graded Actions. When a single synapse releases a single vesicle, the ac-
tion on a postsynaptic process is quantal in amplitude, that is, all-or-nothing. This is
likely to be the case for the postsynaptic response of a dendritic spine receiving one
synapse (see later). When multiple synapses are activated by different input fibers,
summation in the dendritic branches and cell body of the postsynaptic cell is graded
in amplitude with the numbers of input fibers and their release probabilities. Thus, syn-
aptic actions are either quantal or graded, depending on the numbers of synapses in-
volved and the spatial extents of the summating process.

Synaptic Summation Is Fundamentally Nonlinear. Although it might appear that tem-
poral summation involves simple linear addition of PSPs, in general this is not the case.
This is because PSPs are generated by changes in membrane conductance to specific
ions and not by current injection (see Chap. 2). The conductances act to shunt, or short-
circuit, each other, so that the combined amplitude of a PSP is less than the sum of its
parts. As first emphasized by Wilfrid Rail, this means that synaptic summation is es-
sentially a nonlinear process (Rail, 1964, 1977; Johnston and Wu, 1995; Shepherd,
2003b).

Types of Excitatory-Inhibitory Interactions. Synaptic convergence also involves sum-
mation of excitatory and inhibitory PSPs. This process lies at the heart of the integra-
tive mechanisms of neurons. Consider, for example, in Fig. 1.4E, that (b) is inhibitory.
Activation sets up an IPSP, which opposes the EPSP set up by (a) and repolarizes the
membrane toward the reversal potential for the inhibitory conductance (see Chap. 2).
If the reversal potential is near the resting membrane potential, this is called silent, or
shunting, inhibition. If it is more polarized, it gives rise to hyperpolarizing inhibition.
Obviously, integration of excitatory and inhibitory synaptic responses can be highly
nonlinear and complex, even without the added complication of active membrane prop-
erties (Rail, 1964; Koch et al., 1983; Koch, 1997).
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Spatial Summation. It remains to note that inputs are characteristically distributed over
the entire dendritic surface of a neuron [see (c) in Fig. 1.4E]. This means that, in ad-
dition to temporal summation, there is spatial summation of responses arising in dif-
ferent parts of a dendrite, as well as different parts of the whole dendritic tree. Spatial
summation allows for combining many inputs into one integrated postsynaptic response.
The separation of PSPs reduces the nonlinear interactions between synaptic conduc-
tances, making the summation more linear. However, it also increases the possibilities
for local active mechanisms and the generation of nonlinear sequences of activation
from one site to the next within the dendritic tree.

PRESYNAPTIC INHIBITION

This is a final type of simple synaptic combination involving a special type of con-
vergence. In this arrangement (see Fig. 1.4F), a presynaptic terminal (a) is itself post-
synaptic to another terminal (b). The presynaptic action may involve a conventional
type of IPSP produced by (b) in the presynaptic terminal (a). Alternatively, there may
be a maintained depolarization of the presynaptic terminal, reducing the amplitude of
an invading impulse and with it the amount of transmitter released from the terminal.
The essential operating characteristic of this microcircuit is that the effect of an input
(a) on a cell (c) can be reduced or abolished (by b) without there being any direct ac-
tion of (b) on the cell (c) itself. Control of the input (a) to the dendrite or cell body
can thus be much more specific.

Presynaptic control may be exerted by either axon terminals or presynaptic dendrites.
Note that the effect is presynaptic only with regard to the response of the postsynaptic
cell. From the point of view of the presynaptic terminal, the effect is postsynaptic. There
are many situations in the nervous system, involving multiple synapses between axonal
and/or dendritic processes, in which sequences of pre- and postsynaptic effects can oc-
cur (see Chaps. 3, 5, 6, 8, on the spinal cord, olfactory bulb, retina, and thalamus).

INHIBITORY OPERATIONS

The patterns of synaptic connections considered thus far mediate elementary excita-
tory and inhibitory operations. Let us next consider canonical arrangements that carry
out operations for specific information processing functions through inhibitory
interneurons.

Feedforward Inhibition. Sensory processing commonly involves an inhibitory "shap-
ing" of excitatory events. An important mechanism for producing this is by a pattern
of synaptic connections that mediates feedforward inhibition. The most common type
involves excitatory input to both a principal neuron and an inhibitory interneuron, so
that the activated interneuron "feeds forward" inhibition onto the principal neuron (Fig.
1.5A, left). A special variation of this type of arrangement (Fig. 1.5A, right) consists
of an afferent terminal (a) which makes synapses onto the dendrites of both a relay
neuron (b) and an interneuron (c). The dendrites of both neurons respond by generat-
ing EPSPs. However, the interneuron also has inhibitory dendrodendritic synapses onto
the relay neuron; the EPSP activates these synapses, producing an inhibition of the re-
lay neuron. The extra synapse in this pathway helps to delay the inhibitory input, so
that the combined effect in (b) is an excitatory-inhibitory sequence.
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Fig. 1.5. Microcircuits that mediate different types of postsynaptic inhibition. A: Feedforward
inhibition: on the left, through an interneuronal axon, on the right, through an interneuronal den-
drite. B: Recurrent inhibition, in which a relay neuron (a) is both presynaptic and postsynaptic
to the dendrite (d) of an inhibitory interneuron (b). This microcircuit mediates both recurrent
and lateral inhibition, through the series of steps indicated by 1-6. C: Comparison between lat-
eral inhibition mediated by axon collateral and interneurons and by dendrodendritic connections.
See text.

This type of sequence is found in the thalamus (see Chap. 8) and many sensory path-
ways. By restricting the excitation of relay neurons to the onset of an excitatory input,
it serves to enhance the sensitivity to changing stimulation, and thus performs a kind
of temporal differentiation on changing sensory states (Koch, 1985). By means of spread
of postsynaptic responses through dendritic trees, it may also contribute to the en-
hancement of spatial contrast through lateral inhibition (see later).
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Note that the microcircuits in Fig. 1.5 A are built of all three elementary patterns dis-
cussed earlier and depicted in Fig. 1.4. Thus, they combine divergence from terminal
(a) with convergence of (a) and (c) onto (b) and presynaptic control by (a) of (c).

Recurrent Inhibition. A common type of operation in the nervous system is one in
which the excitation of a neuron leads to inhibition of that neuron and/or of neighbor-
ing neurons. This is called feedback or recurrent inhibition. It can be mediated by sev-
eral types of circuit, the most local of which involves reciprocal dendrodendritic
synapses.

This mechanism has been worked out at the synaptic level in the olfactory bulb (see
Chap. 5) and is illustrated in Fig. 1.5B. The output neurons of the olfactory bulb are
mitral and tufted cells (a). They are activated by EPSPs, which spread through a pri-
mary dendrite (1) to the cell body (2) to set up an impulse that propagates into the axon
(3). The impulse also backspreads into secondary dendrites (4), where it activates out-
put synapses that are excitatory to spines of granule cell dendrites (5). The EPSP in
the spine then activates a reciprocal inhibitory synapse back into the mitral cell den-
drite (6); the IPSP spreads through the neuron to inhibit further impulse output.

Reciprocal synapses thus form an effective microcircuit module carrying out an
elementary computation—in this case, recurrent inhibitory feedback of an activated
neuron. Reciprocal synapses are found in a number of regions of the nervous sys-
tem; in addition to the olfactory bulb, they include the dorsal horn of the spinal cord,
retina (see Chap. 6), thalamus (see Chap. 8), and suprachiasmatic nucleus. There
also is evidence for feedback from dendrites onto axon terminals in the cerebral cor-
tex (Zilberter, 2000). Their presence in the different nuclei of the thalamus means
that they play a role in the thalamocortical circuits that control cortical operations
(cf. Chap. 8).

Lateral Inhibition. In addition to recurrent inhibition, the same microcircuit may me-
diate lateral inhibition. In Fig. 1.5B, the EPSP in the granule cell spine spreads through
the dendritic branch to other spines, activating inhibitory output onto neighboring, less
active, mitral cells. The more common implementation is through axon collaterals of
an output neuron that feed back onto an interneuron, which inhibits other output neu-
rons through its axonal connections. This was first described in the spinal cord, where
it was named Renshaw inhibition, after its discoverer (see Chap. 3).

The two neural substrates for lateral inhibition are compared in Fig. 1.5C in relation
to the axon hillock of the output cell. Dendrodendritic inhibition is activated by the
backspreading action potential from the axon hillock. It is therefore "prehillock" in lo-
cation (Fig. 1.5C, right). The pathway is local, limited to the dendritic tree of that neu-
ron and its interconnections with local subunits of the interneuronal dendrites. By
contrast, Renshaw inhibition is due to the forward-propagating action potential from
the axon hillock and is therefore "trans-hillock" in nature (Fig. 1.5C, left). The path-
way consists of the global output of the axon collaterals of the output neuron and the
axonal branches of the activated interneurons.

Lateral inhibition is a fundamental mechanism of neural processing. We will see nu-
merous examples of how it is implemented in virtually every region of the brain.
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DENDRITIC INTEGRATION AND DENDRITIC SUBUNITS

We now move to the next higher level of organization, of dendritic trees. Understand-
ing of the functional properties of dendritic trees began with the pioneering studies of
Wilfrid Rail (Rail, 1957; 1959a,b; Segev et al., 1995). Neuronal dendrites are charac-
teristically highly branched, which obviously increases the surface area for receiving
synaptic inputs. Despite this wide distribution of synapses on the dendrites, it is com-
mon practice in neuroanatomical textbooks, and it is the common assumption under-
lying the vast majority of neural network simulations, to consider nerve cells to be
single-node, linear integration devices, in which the effects of dendritic morphology
and synaptic patterns on the functions of individual cells are totally neglected.

In fact, the patterns of dendritic branching impose critical geometrical constraints
on the integration of activity in different branches. The rules for integration were de-
veloped in a comprehensive theoretical framework by Wilfrid Rail (summarized in
Segev et al., 1995) which applies to the analysis of dendritic properties in all the chap-
ters of this book. The geometry of the branches and the sites of specific inputs com-
bine with the electrotonic properties to ensure that parts of a dendritic tree can function
semi-independently of one another. If one adds the fact that voltage-gated channels can
confer excitable properties onto local dendritic regions, it is clear that the dendrites,
far from being functionally trivial appendages of a cell body, are the substrate for gen-
erating a rich repertoire of computation that contributes critically to the overall input-
output functions of the neuron. It is thus evident that single-node network models ignore
several levels of dendritic organization responsible for much of the computational com-
plexity of the real nervous system.

Four factors—dendritic branching architecture, synaptic placement, and passive and
active membrane properties—must be taken into account in assessing the nature of the
integrative activity of dendrites. Characterization of the electrotonic spread of poten-
tials is difficult because of the complex branching patterns of many dendrites. An in-
troduction to one-dimensional passive cable theory is provided in several accounts (Rail,
1977; Johnston and Wu, 1995; Segev, 1995; Shepherd, 2003a). The ways that active
conductances can contribute to dendritic activity are considered in Chap. 2.

The functional role of dendritic activity in information processing within synaptic cir-
cuits is a common theme running through the accounts of most of the cells in the brain
regions considered in this book. Here we provide a brief introduction to the nature of
dendritic integration and the ways that functional compartments are created at several
levels of dendritic organization. Although dendritic branching patterns seem infinitely
variable, canonical operations can be seen to apply across most of these patterns.

DENDRITIC COMPUTATION

In assessing the nature of dendritic integration, it is increasingly fashionable to use
computational metaphors. Although this obscures many functional roles of dendrites
that are not strictly "computational" (e.g., mechanisms involved in development, mat-
uration, activity-dependent changes, etc.), it has the advantage of providing a specific
framework within which the capacity of dendrites to carry out well-characterized types
of operations can be assessed.
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The importance of the sites and types of synaptic inputs on a dendritic branch can
be illustrated by using the paradigm of logic operations. In the diagram of Fig. 1.6A,
alternating excitatory and inhibitory synapses are arranged along a dendritic branch.
Given the nonlinear interactions between these synapses, as discussed earlier, an in-
hibitory synapse (il, i2, i3) with a synaptic reversal potential close to the resting po-
tential of the cell ("shunting" or "silent" synapse, see Chap. 2) can effectively oppose

Fig. 1.6. Arrangements of synapses that could subserve logic operations. A: A single dendrite
receives excitatory (el-e3) and inhibitory (il-i3) synapses. An inhibitory input can effectively
veto only more distal excitatory esponses; this approximates an AND-NOT logic operation, e.g.,
[e2 AND NOT il or i2]. B: Branching dendritic tree with arrangements of excitatory and in-
hibitory synapses. As in A, inhibitory inputs effectively veto only the excitatory response more
distal to it, e.g., {[e5 AND NOT i5] AND NOT 17]. C: Branching dendritic tree with excitatory
synapses on spines and inhibitory synapses either on spine necks or on dendritic branches. Dif-
ferent types of logic operations arising out of these arrangements are indicated. In all cases
(A-C), inhibition is of the shunting type. See text. [A, B adapted from Koch, 1983; C based on
Shepherd and Brayton, 1987.]
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("veto") the ability of a membrane potential change generated by any more distal ex-
citatory synapse to spread to the soma and generate impulses there. By contrast, an in-
hibitory synapse has little effect in vetoing the voltage change initiated by more
proximal excitatory synapses. This operation is an analog form of a digital AND-NOT
gate (e and not more proximal i) and has been postulated to be a mechanism under-
lying various computations, such as direction selectivity in retinal ganglion cells.

This type of synaptic arrangement can also be found in more localized parts of den-
dritic trees. Figure 1.6B depicts a case in which a dendrite has numerous distal branches,
each with an excitatory and an inhibitory synapse. The same "on-path" rule still ap-
plies: an inhibitory synapse effectively vetoes a more distal excitatory synapse on the
same branch but has little effect in opposing excitatory responses originating anywhere
else in the dendritic tree, which are effectively sited more proximally to the soma. Thus,
the combination of dendritic morphology in conjunction with synaptic placement en-
ables the cell to "synthesize" analog versions of logical, boolean operations.

In summary, local dendrites can be considered canonical structures that apply across
most types of dendritic branching. In addition, logic operations can be considered
canonical operations, in terms of basic properties of coincidence detection and excita-
tory-inhibitory interactions, that also apply across most types.

DENDRITIC SPINE UNITS

The smallest compartment, structurally and functionally, within a dendritic tree is the
dendritic spine, a small (1-2 /am), thornlike protuberance. It is already evident from
Fig. 1.5 that spines are an important component in many kinds of microcircuits. An
electron micrograph of a spine in the cerebral cortex is shown in Fig. 1.7. Spines are
extremely numerous on many kinds of dendrites; in fact, they account for the major-
ity of postsynaptic sites in the vertebrate brain. They are especially prominent in the
cerebellar cortex (see Chap. 7), basal ganglia (see Chap. 9), and cerebral cortex (see
Chaps. 10-12). Within the cerebral cortex, about 79% of all excitatory synapses are
made onto spines and the rest are made directly onto dendritic branches, whereas 31%
of all inhibitory synapses are made onto spines. A spine with an inhibitory synapse al-
ways carries an excitatory synapse as well (Beaulieu and Colonnier, 1983). Given the
dominance of excitatory synapses, about 15% of all dendritic spines carry both exci-
tatory and inhibitory synaptic profiles.

On dendrites of cortical pyramidal cells, spine densities may reach several spines
per micrometer of dendric length. Because spines are characterisitically located on den-
drites at some distance from the cell body, experimental evidence regarding their phys-
iological properties is still difficult to obtain. However, their obvious importance has
stimulated considerable interest (Shepherd, 1996; Harris, 1999; Yuste and Majewska,
2001; Nimchinsky et al., 2002; Segal, 2002). It is now possible to obtain direct struc-
tural, molecular, and functional data on spine properties. Subsequent chapters will give
abundant testimony to this new work.

Specific Information Processing. To illustrate the potential importance of spines for in-
formation processing in synaptic circuits, the paradigm of logic operations is useful.
The diagram in Fig. 1.6C represents a dendritic tree with its distal branches covered
by spines. Assume that there are patches of active membrane in the distal dendrites and
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Fig. 1.7 The fine structure of a dendritic spine. This electron micrgraph shows (bottom) a lon-
gitudinally cut dendnte from which arises a spine (s). The spine is approximately 1.5 urn in
length and 0.1 Mm at its narrowest width. At its head it receives a synapse, which has the round
vesicles and asymmetrical density characteristic of Gray's type 1. In the neck and head are small
clumps of nbosomes; in the dendrite are longitudinally cut microtubules. [From Feldman, 1984.]

that these give rise to a regenerative membrane event if there is sufficient depolariza-
tion by an excitatory synaptic response (Miller et al., 1985; Perkel and Perkel, 1985;
Shepherd et al., 1985). One possible arrangement is that the impulse would fire if any
one of several spines in a cluster should receive an excitatory input; this would be
equivalent to an OR gate in the logic paradigm. Alternatively, two simultaneous inputs
might be required; this would constitute an AND gate. Finally, one might have AND-
NOT gates. Depending on the placement of the inhibition, the gate might be localized
to an individual spine, or it might involve a dendritic branch containing a cluster of
spines. These possibilities can all be traced in the diagram of Fig. 1.6C. Experimental
studies suggest that these simple combinations of excitatory and inhibitory interactions
do occur in natural activity, and computer simulations have shown that the logic oper-
ations arise readily out of these arrangements (Shepherd and Brayton 1987- Shepherd
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et at., 1989).
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These studies indicate that interactions in the smallest compartments of the nervous
system—terminal dendritic branches and dendritic spines—may be capable of power-
ful and precise types of information processing. A further interest is that, through se-
quential activation of active sites along branches within the dendritic tree, synaptic
responses initiated in the most distal parts of the tree nonetheless can exert precise con-
trol over the generation of impulses in the cell body and initial axonal segment.

In summary, the spine may be considered as a canonical unit for synaptic reception
and in some cases synaptic output as well. It does not have a single function, however;
rather, it appears to be a unit with multiple canonical functions (Shepherd, 1996). Some
of those functions are summarized in Table 1.1. They are described in detail in subse-
quent chapters.

Associative Learning. In recent years considerable attention has been focused on the
possibility that LTP of cortical neurons may underly learning and memory (reviewed
in Nicoll and Malenka, 1995). This involves a long-term (hours to weeks) increase in
synaptic efficiency in response to a presynaptic input volley. There is growing evidence
of anatomical, biochemical, and physiological changes in dendritic spines of these cells
during LTP. It has been shown, for example, that sufficient depolarization of a spine
increases calcium ion (Ca2+) conductance; the calcium ions are then available to bring
about biochemical and structural changes in the spine that could function in the stor-
age of information (see Fig. 1.2; these mechanisms are discussed in detail in Chap.
11). To the extent that these changes involve activation thresholds and nonlinear prop-
erties, they can be incorporated into the logic paradigm of spine interactions illustrated
in Fig. 1.6C.

DENDRITIC BRANCH SUBUNITS

Functional compartments can be created in dendritic trees in various ways. The inter-
actions between excitatory and inhibitory synaptic responses described earlier define
relatively small functional subunits. By contrast, larger functional compartments are
built into the branching structure of dendrites during development.

The mitral cell of the olfactory bulb provides a clear example of this level of organi-
zation. As shown in Fig. 1.8A (left), each mitral cell has a primary dendrite, divided
into two subunits: a terminal tuft (T) and a primary dendritic shaft (1°). The function
of the terminal tuft is to receive the sensory input through the olfactory nerves and pro-
cess the responses through dendrodendritic interactions (see inset). The function of the
primary dendritic shaft is to pass on this integrated response to the cell body. The third
dendritic subunit in this cell consists of the secondary (2°) dendrites, which take part in
dendrodendritic interactions with the granule cells and thereby control the output from
the cell body (these have been described above; see Fig. 1.5B). Thus, the mitral cell
dendritic tree is fractionated into three large subunits, each with a distinct function that
is carried out semi-independently of the others (see Chap. 5 for further details).

Another example of dendritic compartmentalization is provided by the starburst
amacrine cell of the retina. This cell (see Fig. 1.8B) has a widely radiating dendritic
tree. Like olfactory granule cells, amacrine cells lack axons; the distal dendritic
branches are the sites of synaptic output, whereas synaptic inputs are present both



Table 1.1. Functions That Have Been Ascribed to Spines
Site of synaptic connection

Receives synaptic input
Site of excitatory synaptic input
Site of inhibitory synaptic input (axon initial segment)
The spine only connects

Developmental synaptic target
Increases dendritic surface area
Makes synaptic connections tighter
Critical for development of synaptic connections
Matching of pre- and postsynaptic elements

Local dendritic input-output unit
Mediates prolonged synaptic output
Serves as dendrodendritic input-output unit

Passive synaptic potential modification
Spine: dendrite impedance matching
Synaptic potential attenuation
Constant current device
Large amplitude, rapid local responses (EPSP amplification)

Unit for synaptic plasticity
Spine stem modulates synaptic spread into dendrite
Spine stem involved in memory (EPSP amplitude modulation)
Site of LTP/LTD
Rapid mechanical changes: do spines twitch?

Active synaptic boosting unit
Site of local impulse amplification
Site of pseudosaltatory conduction

Information processing unit
Thresholding operational unit
Active logic gate: specific information processing in distal dendrites

Temporal processing unit
Acts as coincidence detector

Biochemical compartment
Absorbs nutrients
Provides for biochemical isolation related to single synapse
Site of local protein synthesis (polyribosomes)
Site of local Ca2+ increase
Neuroprotection: isolates the dendrite from toxic Ca2+ levels

Membrane surface shape properties
Target for electrophoretic membrane migration
Increases dendritic membrane capacitance
Shortest wire in the nervous system
Increases intersynaptic distance

For references, see text. EPSP, excitatory postsynaptic potential; LTP, long-term
potentiation; LTD, long-term depression.

Source: Shepherd, 1996, with permission.
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Fig. 1.8. Organization of subunits within dendritic trees. A: Mitral cell of the olfactory bulb,
showing division of the dendritic tree into three main subunits. Abbreviations: aff., afferent; t,
dendritic tuft; 1°, 2°, primary and secondary dendrites. Synaptic microcircuits are indicated in
insets. B: Starburst amacrine cell in the retina, showing division of dendritic tree into functional
subunits, as exemplified by a-c. Microcircuits are indicated in the insets. [A after Shepherd,
1979; B based in part on Koch, 1982.]

distally and proximally (see insets). Thus, each dendrite appears to function as a
relatively independent input-output unit (Koch et al., 1982; Miller and Bloomfield,
1983). These dendritic subunits appear to be part of the circuits for computing the
direction of a moving stimulus in the vertebrate retina (see later, and see Chap. 6
for further details).

This information can be combined with other information to begin to give an in-
tegrated understanding of this particular type of microcircuit. The starburst cells
synthesize and release acetylcholine (ACh), providing excitatory input to direction-
selective ganglion cells. Pharmacological evidence suggests that the most common
inhibitory neurotransmitter, gamma-aminobutyric acid (GABA), provides the in-
hibitory input in the cell's null direction. Thus, an excitatory bipolar cell input to
the amacrine cell could, in conjunction with GABAergic input from inhibitory bipo-
lar or inhibitory cells, function as an AND-NOT gate, in analogy with the corre-
sponding arrangement illustrated in Fig. 1.6B. Paradoxically, starburst amacrine cells
also appear to synthesize, store, and release GABA (see Chap. 6). Until recently,
such a colocalization of two fast-acting neurotransmitters was thought not to exist.
Its presence obviously increases the opportunities for more complex synaptic inter-
actions at the local level. We discuss retinal circuits for movement detection further
later.

A. MITRAL CELL B. STARBURST AMACRINE CELL
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A BIOPHYSICS OF COMPUTATION

We have seen that a neuron generally contains several levels of organization within it,
starting with the synapse as the basic functional unit. The different patterns of synapses,
coupled with passive and active membrane properties and the geometry of the den-
drites, provide a rich substrate for carrying out neuronal computations. The time scale
of these computations varies greatly, from the fraction of a millisecond required for in-
hibition to suppress EPSPs in dendritic spines to many hundreds of milliseconds or
seconds in the case of the slowly acting effects of neuropeptides on the electrical prop-
erties of neurons.

A description of the way that different types of membrane conductances, each with
a characteristic distribution in the cell body and dendrite, combine to control the flow
of information through the neuron is given in Chap. 2. Table 1.2 provides a brief com-
pendium of some elementary synaptic circuits and biophysical mechanisms relevant
for carrying out specific computations in the nervous system. In addition to their in-
terest for neuroscience, these operations are of considerable potential relevance in com-
puter science, where work on the "physics of computation" attempts to characterize
the physical mechanisms that can be exploited to perform elementary information pro-
cessing operations in articificial neural systems (Mead and Conway, 1980). These mech-
anisms constrain in turn the types of operations that can be exploited for computing.
It has been suggested that a "biophysics of computation" is needed for understanding
the roles of membranes, synapses, neurons, and synaptic circuits in information pro-
cessing in biological systems, to bridge the gap between computational theories and
neurobiological data (Koch, 1999; Shepherd, 1990). This knowledge will also enable
us to understand the fundamental limitations in terms of noise, accuracy, and irre-
versibility on neuronal information processing.

The vast majority of neural network simulations—in particular, connectionist
models—consider individual nerve cells to be single-node, linear integration devices.
They thus neglect the effect of dendritic, synaptic, and intrinsic membrane properties
on the function of individual cells. An important goal of the study of synaptic organi-
zation is therefore to identify the specific operations, such as those summarized in
Table 1.2, that arise from these properties and incorporate them into more realistic net-
work simulations of specific brain regions.

THE NEURON AS AN INTEGRATIVE UNIT

How are these different levels of dendritic functional units coordinated with the soma
and initial segment of the axon to enable neurons to function as complex integrative
units? The answer to this question requires an understanding of how synaptic activity
in the dendrites is related to action potential generation in the axon hillock and initial
axonal segment. These points are amplified in Chap. 2 and in subsequent chapters for
specific neuronal types.

ACTION POTENTIAL INITIATION

The modern view of how a neuron generates an action potential arose in the 1950s,
when the first intracellular recordings from spinal motoneurons showed that EPSPs in
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Table 1.2. Some Neuronal Operations and Their Underlying Biophysical Mechanisms

Biophysical Mechanism

Action potential
initiation

Action potentials in
dendritic spines

Nonlinear interaction
between excitatory
and inhibitory
synapses

Spine-triadic synaptic
circuit

Reciprocal synapses

Low-threshold calcium
current (IT)

NMDA receptor
Transient potassium

current (/A)
Regulation of

potassium currents
(4i, /AHP) via
neurotransmitter

Long-distance action
of neurotransmitters

Neuronal Operation

Threshold, one-bit
analog-to-digital
converter

Binary OR, AND,
AND-NOT gate

Analog AND-NOT
veto operation

Temporal differentiation
high-pass filter

Negative feedback

Triggers oscillations

AND-NOT gate
Temporal delay

Gain control

Routing and addressing
of information

Example of
Computation

a

Retinal directional
selectivity^

Contrast gain control
in the LGNC

Lateral inhibition in
olfactory bulbrf

Gating of sensory
information in
thalamic cells6

Associative LTP^
Escape reflex circuit

in Tritonia^
Spike frequency

accommodation in
sympathetic ganglion'1

and hippocampal
pyramidal cells^

j

Time Scale

0.5-5 msec

0.1-5 msec

2-20 msec

1-5 msec

1-5 msec

5-15 Hz

0.1-0.5 sec
10-400 msec

0.1-2 sec

1-100 sec

Note: The time scales are only approximate. LGN, lateral geniculate nucleus; LTP, long-term potentiatioi
NMDA, Af-methyl-D-aspartate.

Sources: Includes the chapter in which the mechanism is discussed and the original reference.
aChap. 1; see also Shepherd and Brayton, 1987.
fcChap. 1; see also Koch et al., 1982, 1983.
cChap. 8; see also Koch, 1985.
rfChap. 5; see also Rail and Shepherd, 1968.
e Chaps. 2 and 8; see also Jahnsen and Llinas, 1984a,b.

^Chap. 2; Jahr and Stevens, 1986.

«See Getting, 1983.

''Chap. 3; see also Adams et al., 1986.

'Chap. 11; see also Madison and Nicoll, 1982.

•/See Koch and Poggio, 1987.

the dendrites spread through the soma to initiate the action potential in the axon hillock-
initial segment. These early studies are reviewed elsewhere (Shepherd, 2003b). The
problem has been re-investigated thoroughly since the introduction of the multiple patch
recording method by Stuart and Sakmann in 1993. The classical concept holds for low-
to-medium levels of synaptic input, but there can be a shift to dendritic sites of action
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potential initiation with medium to high levels of input. We discuss two examples in
relation to Fig. 1.9.

Cortical Pyramidal Neurons. In pyramidal cells of the hippocampus and neocortex,
the action potential in response to synaptic excitation in the dendrites arises in the ini-
tial axonal segment and propagates both down the axon and back into the soma-

Fig. 1.9. Sites within the neuron for action potential initiation. A: Pyramidal cell in the rat cere-
bral cortex. [From Stuart et al., 1997.] B: Mitral cell in the rat olfactory bulb. [From Chen et al.,
1997.] See text.
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dendrites (Fig. 1.9A). Action potential initiation and forward propagation in the axon
of course are supported by high densities of sodium (Na) channels in the initial seg-
ment and nodes of Ranvier, respectively. By contrast, the soma-dendrites have a low
density of Na channels, which are not sufficient to generate action potentials directly
in response to the relatively low amplitudes of dendritic EPSPs but can be activated by
the large-amplitude depolarizations of backpropagating action potentials. In general,
EPSPs in the distal dendrites by themselves give rise to slow low-amplitude regenera-
tive "spikes" that forward propagate only under special conditions; this is explained
further in Chaps. 11 and 12.

The back propagating action potentials are believed to have several possible roles in
the integrative activity of cortical pyramidal neurons (reviewed in Stuart et al., 1999;
Spruston et al., 2000). (1) They may function as "hot spots" to boost EPSPs in spread-
ing from distal dendrites to the soma and axon hillock. (2) They may serve as sites of
local integration and thresholding operations at dendritic branch points. (3) Their ac-
tivity may contribute to synaptic plasticity and memory mechanisms. (4) Finally, they
appear to boost the backspreading impulse so that it may send a more global retro-
grade signal to the entire dendritic tree that an impulse output has occurred. These and
other possibilities are discussed in the appropriate chapters of this book; see especially
Chap. 8 (cerebellum), Chap. 11 (hippocampus), and Chap. 12 (neocortex).

Mitral Cells. As described earlier, the sensory-evoked EPSP in the distal dendritic tuft
spreads through the primary dendrite and soma to the axon hillock to initiate the ac-
tion potential, which both propagates into the axon and spreads back into the soma and
dendrites. Double-patch recordings have confirmed this classic model with weak syn-
aptic excitation (Fig. 1.9B, 17 />iA). However, with stronger excitation, the site of ini-
tiation shifts to the distal dendritic region, and a full action potential propagates through
the primary dendrite to the soma and out the axon (Fig. 1.9B, 33 ^A). An action po-
tential in the soma has been shown experimentally under direct observation to propa-
gate actively through the secondary dendrites. These experiments, together with
computer simulations, are discussed further in Chap. 5.

As discussed earlier in this chapter, the backpropagating action potential in the sec-
ondary dendrites of mitral cells is believed to mediate several specific functions: re-
current inhibition of the activated mitral cell, lateral inhibition of neighboring mitral
cells; and oscillatory firing of the mitral cell population. The functions associated with
the backpropagating action potential in the primary dendrite, analogous to the apical
dendrite of cortical pyramidal neurons, are less well understood. These questions are
discussed further in Chap. 5.

The Concept of the Canonical Neuron. From these experiments on cortical pyramidal
neurons and mitral cells, it is clear that the central neurons are much more complex
integrative units than is usually realized. A key question that follows is: How much of
this complexity is necessary to build realistic neuronal and network models in order to
simulate brain functions?

The pyramidal neuron of the cerebral cortex is a prime example of this problem.
Clearly, an understanding of the functional organization of this type of neuron is crit-
ical for an understanding of cognitive functions. Pyramidal neurons are the principal
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neurons in all three basic types of cortex: olfactory (see Chap. 10), hippocampal (see
Chap. 11), and neocortex (see Chap. 12). Although they vary in size and shape, one
can identify a "canonical" pyramidal neuron in the same way that one identifies a gene
family by certain shared characteristics. What we particularly need to know is: What
is the minimum architecture necessary to capture the integrative structure of the py-
ramidal neuronl

An approach to this answer is illustrated by the reduced representation in Fig. 1.10,
left. It consists of (7) division of the dendritic tree into apical and basal parts, (2) den-
dritic spines on both apical and basal dendrites, and (3) different excitatory and in-
hibitory synaptic inputs to different levels of the apical and basal dendritic trees. A final
feature (4) (not shown) is a long axon that gives off axon collaterals that makes synapses
on targets within the neighborhood of the cell and at different distances from the cell.

This canonical cell can be converted into a canonical model by representing it as a
series of compartments, as shown in Fig. 1.10, right. Each compartment can be seen
to form a local subunit that can play a critical role in information processing within
the neuron by virtue of its unique combination of synaptic inputs, passive properties,
active properties, and relation to other subunits. Thus, the spines (Al, A2) represent
principal sites of excitatory inputs; their interactions may generate specific local in-
formation processing and local activity-dependent changes, as discussed earlier. The
activity spreading in dendritic branches (B, C) is summed at a branch point (D), which
acts as a local decision point for passing activity toward the soma. Whether this ac-

Fig. 1.10. Left: Canonical representation of a cortical pyramidal neuron. Right: Further ab-
straction of a cortical pyramidal neuron as a branching system of integrative units. See text.
[Modified from Shepherd, 1994.]
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tivity spreads effectively to the soma depends on modulatory gating by both excitatory
and inhibitory inputs along the apical shaft (D). There is a further stage of summation
between the activities spreading to the soma from the apical (D) and basal (E) den-
drites. Finally, there are direct inputs to the soma, many of them inhibitory, which pro-
vide for global integration and modulation of the neuronal output, in contrast to the
local activities taking place within each dendritic branch and field. When the impulse
is initiated in the axon hillock, in addition to propagating along the axon, it back-
propagates into the dendrites, thus sending a global signal that an output has occurred
to the local subunits, modulating the excitability of the dendrites in relation to further
synaptic inputs and perhaps triggering dendritic outputs onto those input terminals.

In summary, a logical parsing of the canonical structure indicates a sequence of func-
tional operations, proceeding from the local to the global, which is likely to underlie
the roles of pyramidal neurons in cortical functions. The diagram indicates the mini-
mal structure necessary to capture the essential functional organization of the pyramidal
neuron. Just as the classical Bohr atom gave a working representation of the essentials
of atomic structure, so does the canonical neuron give a working representation of the
essentials of neuronal structure. The canonical neuron becomes the basis for construc-
tion of canonical circuits (see later).

LOCAL CIRCUITS

No matter how complicated a single neuron may be, it cannot play a role in the proc-
essing of information without interacting with other neurons. The circuits that mediate
interactions between neurons within a region are called local, or intrinsic, circuits. They
include all of the levels of organization we have considered previously, plus the longer-
distance connections made by axons and axon collaterals within a given brain region.
In turning our attention to these more extensive circuits, we continue to distinguish be-
tween simple excitatory and inhibitory synaptic actions. Although the types of neurons
and their circuits appear to be distinctive for each region, we will see that the opera-
tions they carry out can be grouped into several basic types.

EXCITATORY OPERATIONS

Excitatory local circuits can be grouped into two main types: feedforward excitation
in input pathways and feedback excitation between output cells. We will discuss these
operations with particular reference to the organization of the cerebral cortex.

In many regions of the nervous system, the input fibers (arising from output cells in
other regions) are excitatory. Thus, nearly all of the long-range projections to, from,
and within the cerebral cortex are excitatory, as are the projections to and from the spe-
cific thalamic nuclei. The rules of connectivity for the targets of these excitatory in-
puts vary, however, in different regions.

We begin by noting that in many regions there are inputs that connect directly to the
output neurons of that region. The target may be the distal or proximal dendrites of a
cortical pyramidal neurons (Fig. 1.10). Other cells in which synaptic excitation of dis-
tal dendrites is important are mitral cells (see Chap. 5) and cerebellar Purkinje cells
(see Chap. 7). The incoming fibers converge and diverge according to the canonical
arrangements described in Fig. 1.4.
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Feedforward Excitation. A common pattern of excitatory input is that input fibers con-
nect to excitatory interneurons, which provide circuits for feedforward excitation. In
the cerebellar cortex, for example, mossy fibers make excitatory synapses onto gran-
ule cells, which then make excitatory connections onto the Purkinje cell dendrites. The
advantage of this arrangement is that it gives the opportunity for additional patterns of
convergence and divergence (Fig. 1.11 A). These complex patterns through granule cells
are in parallel with the direct access of excitatory climbing fiber inputs to the Purkinje
cells (see Chap. 7).

Fig. 1.11. Excitatory local circuits in different brain regions. A-C: Excitatory feedforward
circuits. A: Cerebellum. Mossy fibers (mf) have excitatory (e) connections onto granule cells
(GC) whose parallel fibers (pf) excite Purkinje cells (PC). B: Dentate-CA3 region of hip-
pocampus. Perforant pathway axons from entorhinal cortex (EC) excite dentate granule cells
(DGC) whose mossy fibers (mf) excite pyramidal cells (PC). C: Neocortex. Thalamocortical
cells (TC) excite stellate cells (SC) whose axons excite pyramidal cells (PC). D-E: Mixed ex-
citatory feedforward and feedback connections. D: Dorsal cortex of reptiles and olfactory cor-
tex of mammals. Lateral olfactory tract (LOT) axons excite pyramidal cells (PC) whose axon
collaterals feedback excitation onto the same and neighboring pyramidal cells. E: Hippocampal
complex. Mossy fibers (see B) from dentate granule cells (DGC) excite CA3 pyramidal cells
(PC) whose axon collaterals feedback excitation onto the same PCs and feedforward excitation
on CA1 PCs. See text and relevant chapters.
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In the hippocampus, there is a feedforward excitatory pathway from the dentate gran-
ule cells through relatively short mossy fibers to the CAS hippocampal pyramidal cells
(Fig. 1.1 IB; see Chap. 11).

In the cerebral cortex, excitatory interneurons in input pathways are exemplified by
the spiny stellate cells of laminar IV, found in sensory areas and association areas of
granular cortex. As shown in Fig. 1.11C, this provides for an intracortical feedforward
excitatory relay from the afferents onto the output neurons. As in the cerebellum, this
can be regarded as a staging step in the processing of afferent information and pre-
senting it to the cortex, by convergence-divergence patterns of connections (cf. Fig.
1.4). In addition to such serial excitatory sequences, there are parallel input pathways,
including direct afferent inputs to the pyramidal neurons, which contribute to the ab-
straction of receptive field properties. Inhibitory interactions also contribute very im-
portantly to these properties (see later).

In summary, feedforward excitation is built into local circuits by expansion of canon-
ical arrangements of convergent, divergent, and multiple synaptic connections. The re-
sulting control of different inputs in exciting their target neurons gives a range of safety
factors for inputs in activating their targets. This varies from high safety factors through
multiple synapses onto the same target (climbing fibers onto cerebellar Purkinje cells;
see Chap. 7) to low safety factors through massive divergence-convergence (cerebel-
lar parallel fibers (see Chap. 7), la inputs to motoneurons (see Chap. 3), striatal inputs
(see Chap. 9), etc.).

Feedback Excitation. Within a region, there are mechanisms that provide for re-
excitation of activated neurons. The simplest type of re-excitation is implemented by
the action of a released excitatory neurotransmitter onto the releasing process. This ac-
tion on autoreceptors (Fig. 1.2, 9a) is found in many synaptic circuits. It has the ad-
vantage of being very localized in its action.

An important type is excitatory feedback through synaptic connections from an out-
put neuron onto itself and/or neighboring output neurons. This has the advantage of
extending the possibilities for more complex information processing. Also called re-
current excitation, or simply re-excitation, it is rarely fed back through an excitatory
interneuron. An obvious reason is that this would create a loop for amplifying positive
feedback that would lead to powerful and widespread excessive excitation and seizure
activity. Thus feedback excitation is usually mediated only by direct connections of the
dendrites and/or recurrent collaterals onto other principal neurons.

Clear examples of re-excitation through axon collaterals are found in the vertebrate
cerebral cortex. The simplest case is olfactory cortex, where the pyramidal neurons
give off recurrent collaterals that feed back excitation onto the dendrites of nearby py-
ramidal neurons (Fig. 1.1 ID; see Chap. 10). Similar evidence for direct feedback ex-
citation has been obtained in reptilian dorsal general cortex (Fig. 1.1 ID), which is
regarded as a model for the evolutionary precursor of mammalian neocortex (Krieg-
stein and Connors, 1986), indicating that this has been a fundamental property in the
evolution of the cerebral cortex. Another example is the Schaffer collateral system
of the hippocampus, in which recurrent collaterals from pyramidal neurons of CA3
make excitatory connections onto the dendrites of pyramidal neurons in CAS and CA1
(see Fig. 1.1 IE; see Chap. 11). In the neocortex itself, pyramidal neurons have well-
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developed recurrent axon collateral systems, and there has long been evidence for ex-
citatory actions attributable to them. In addition to this intraregional excitatory feed-
back, there is a massive interregional feedback system originating among the pyramidal
cells in the lower layers of cortex which projects back to those specific thalamic nu-
clei that provide the input to the cortex (see later and Chap. 12). Reciprocal excitatory
connections between cortical areas are described in Chap. 12.

The significance of the local feedback connections is that activated pyramidal neu-
rons can respond to an initial excitatory input with subsequent waves of re-excitation.
Through this means, a subset of activated pyramidal neurons imposes a subsequent pat-
tern of activation onto an overlapping subset of pyramidal neurons in the same region.
It is believed that this is a powerful mechanism for achieving combinatorial patterns
of activation reflecting both the pattern of the input signal and the experience-
dependent patterns stored within the distributed connections of the local circuits of the
region in question (see Haberly, 1985; Granger et al., 1988; Wilson and Bower, 1988;
Douglas et al., 1995).

In summary, feedback excitatory connections constitute a canonical circuit element
that is fundamental to combinatorial information processing within and between cor-
tical regions.

INHIBITORY OPERATIONS

As is already clear, inhibitory circuits play large roles in determining the types of op-
erations generated within a region. This was supported by early studies showing that
if synaptically mediated inhibition is blocked pharmacologically, cells lose most of
their distinguishing features; an example is the loss of orientation and directional sen-
sitivity of visual cortical neurons (see Chap. 12).

A wide range of types of inhibitory actions in local neural circuits is suggested by
a veritable explosion of different types of inhibitory neurons shown by recent experi-
mental studies. For example, over two dozen types of inhibitory interneurons have been
identified in the hippocampus on the basis of dendritic morphology and axonal con-
nection patterns (see Chap. 11). Similarly, the retina is well known for the dozens of
different types of amacrine cells, most of which are presumably inhibitory in their ac-
tions (see Chap. 6).

How do we see order in this diversity? The answer lies in the canonical approach,
with a focus not so much on types of neurons but rather on types of local circuits. The
basis for this is the expectation that there is a limited family of different types of in-
hibitory operations implemented by the circuit connections of different types of neu-
rons in different brain regions.

We examine here four examples of inhibitory local circuits that perform distinct canon-
ical functions. Our aim, first, is to show how inhibitory circuits can give rise to specific
functions. A second aim is to consider these circuits within a comparative framework.
This will allow us to see that each circuit employs an inhibitory neuron in a slightly dif-
ferent way. This enables different operations to be generated by relatively fine tuning
of the connections of a generic inhibitory interneuron, in a manner analogous to the way
that G protein-coupled receptors, all with the same basic seven-transmembrane domain
architecture, are fine tuned by specific residue substitutions to respond to different
neurotransmitter ligands.
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Rhythmic Generation. Rhythmic activity is fundamental to the activity of the nervous
system. It can be generated by two main mechanisms: intrinsic membrane properties
and synaptic circuits.

Intrinsic membrane properties were first found in pacemaker neurons in central pat-
tern generator circuits controlling breathing, walking, and other highly stereotyped be-
haviors in invertebrates. Since the early 1980s, research carried out on brain slices has
shown that many types of neurons in the vertebrate central nervous system possess
complex and highly nonlinear ionic conductances that endow these cells with the abil-
ity to respond to inputs with oscillations at various frequencies (Llinas, 1988). Thus,
intrinsic oscillatory neurons may be far more common in the central nervous system
than previously thought, enhancing the computational power of the system. An intro-
duction to these ionic conductances is provided in Chap. 2, and examples are described
throughout this book for virtually every brain region.

Rhythmic activity can also be a property of local circuit interactions. A common
model, shown in Fig. 1.12A, consists of output neurons (b) connected through axon
collaterals to inhibitory neurons (i), which in turn connect back into the output neu-
rons. When an input (a) activates the output neurons, they begin to generate impulses,
which leads to activation of the interneurons. This activation leads to feedback inhibi-
tion of the output neurons, which now can no longer respond to the input and thus also
deprives the interneurons of their source of activation; they are, in a sense, presynap-
tically inhibited by themselves. Both populations, therefore, are silent until the IPSPs
in the output neurons wear off and the cycle is ready to be repeated. The degree of
synchronization of a region will obviously depend on the extensiveness of the con-
nections. The circuit could thus be laid down during development by a simple rule for
the interneurons to make extensive random connections on the output cell populations.

Rhythmic activity can also be generated by dendrodendritic microcircuits, as dis-
cussed above (see Fig. 1.5B and Chap. 5). Although the neural elements are different,
the principles underlying the interactions are similar. This illustrates an important con-
cept, that similar functions can be mediated by different neural substrates. Conversely,
similar substrates can mediate different functions, by specific adaptations of general
mechanisms.

In summary, three canonical mechanisms (membrane channels, circuits involving
axon collaterals, and circuits involving dendritic interactions) can generate the same
canonical operation: oscillatory activity. Conversely, each of these canonical mecha-
nisms can potentially be refined to generate different oscillatory frequencies. This il-
lustrates a recurrent theme in synaptic organization—that the same substrate can
generate different functions and that different substrates can generate the same func-
tion. These are neural examples of general phenomena in biological organization. They
reflect the ability of organisms to respond to adaptive pressures in multiple ways that
ensure the survival of the organism.

Directional Selectivity. A second type of local circuit in which an inhibitory interneu-
ron plays an essential role is in direction selectivity. The best known model is the retina,
where ganglion cells in most vertebrate species show selective activation by stimuli
moving in one direction. The proposed model is shown schematically in Fig. 1.12B.
The essential element is an inhibitory interneuron whose connections are made in one
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direction, opposite to the preferred direction. This means that stimuli moving in that
direction (called the "null" direction) activate the inhibitory connections in that direc-
tion, so that cells farther along cannot respond. In the opposite, preferred, direction, by
contrast, the cells are free to respond.

Several types of circuit connections might mediate this selectivity. In the retina, the
most likely involves connections onto the dendrites and somata of ganglion cells (dashed
line in Fig. 1.12B). The starburst amacrine cell has been proposed to play this role.
The organization of this cell was discussed earlier (see Fig. 1.8B). These cells synthe-
size, store, and release the two most common fast-acting excitatory (ACh) and inhibitory
(GABA) neurotransmitters, suggesting that one and the same cell could potentially act
as both an excitatory and an inhibitory circuit element.

Directionally selective cells are also found in visual cortex, where this property is
mediated by a combination of excitatory inputs and inhibitory interneurons (Ferster
and Koch, 1987), whose connections are mainly onto cell bodies and proximal den-
drites (solid line in Fig. 1.12E). This site is less selective but might be easier to target
during development. Blocking the action of the inhibitory cells by an appropriate chem-
ical substance leads to the almost total loss of direction selectivity (Sillito et al., 1980).

In summary, we again see that the same canonical function—directional selectivity—
can be implemented by circuits with the same operational characteristics but different
neuronal substrates.

Spatial Contrast. These concepts are further exemplified by the role of inhibitory cir-
cuits in mediating enhancement of spatial contrast, a common property of receptive
field organization in many sensory systems. This property is illustrated in Fig. 1.12C,
where there is strong stimulation of input (ai) and all elements to the left in the dia-
gram (not shown) and weaker stimulation of input (a2) and elements lying to the right.
The responses of bi and b2 would start out being proportional; however, the stronger
inhibition by bi and i\ suppresses b2 more than the suppression of bi by b2 and 12,
thereby enhancing the difference in firing rates of bi and b2. This effect falls off the
farther away the elements are from the border, thereby enhancing the contrast between
strong and weak simulation at the border.

This is the basis for the classic description of Mach bands in the visual system, as
first demonstrated in the Limulus eye (see Ratliff, 1965). It has turned out that the
circuit for mediating this effect in Limulus appears to involve dendrodendritic connec-
tions without intervention of an inhibitory interneuron (Fahrenbach, 1985). In mam-
malian sensory systems, however, it characteristically involves inhibitory interneurons.
An example is indicated in Fig. 1.12C, in which spatial contrast is mediated by a canon-

Fig. 1.12. Intrinsic inhibitory circuits are organized to mediate different types of functional
operations within a given region. A: Rhythm generation (al, input; bl, b2, relay neurons; cl, c2,
targets of relay neurons; i, inhibitory interneuron). Impulse firing patterns are shown below.
B: Direction selectivity. Arrows indicate movement of a stimulus in the null and the preferred
direction. C: Spatial contrast. Stimulation consists of strong and weak areas of stimulation, with
a sharp edge between them. D: Temporal contrast. Feedforward inhibition synchronizes driving
input from ai to bi, and entrains neighboring pathway a2 to 02. See text.
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ical circuit involving axon collaterals and inhibitory interneurons. It can also be medi-
ated by the canonical dendrodendritic pathway through an interneuron, as described in
Fig. 1.5.

In summary, the spatial organization of receptive fields can be implemented by sev-
eral types of canonical circuits; the resulting receptive fields can subserve processing
of information in different modalities.

Temporal Contrast. Just as there is enhancement of spatial contrast between the ac-
tivities of populations of cells, so is there enhancement of temporal contrast between
successive activity states. This can also be mediated by intrinsic membrane properties
or circuit properties. Membrane mechanisms are described in Chap. 2. Circuit mecha-
nisms commonly involve the sequential action of synaptic excitation followed by in-
hibition. An example is illustrated in Fig. 1.12D as it might apply to the thalamic triad,
in which excitation of an output neuron is followed by feedforward inhibition. As shown,
this converts a step increase in activity in the input to a brief spike burst in the output.
As for spatial contrast enhancement, the nervous system cares more about changes in
stimulus conditions than in the steady state conditions. In summary, local inhibitory
circuits are critical elements in extraction of changes in activity in both the spatial and
temporal domains.

REGIONAL CANONICAL CIRCUITS

How can one represent the different canonical excitatory and inhibitory local circuits,
each with its underlying levels of canonical functional units, in a way that is not merely
a catalog but gives insight into the functions of each region? A useful way to do this
is by means of a basic (canonical) regional circuit, defined as a representation of the
main patterns of synaptic connections and interactions most characteristic of a given
region. Such a representation is useful in several ways: for identifying the principles
of circuit organization of a region, for better understanding of relations between syn-
aptic actions and dendritic properties, and for identifying the minimum of essential
properties that must be included if a network simulation is to have validity as an ac-
curate representation of that region.

RETINA AND OLFACTORY BULB

An advantage of thinking in this way about synaptic organization in terms of regional
canonical circuits is that it provides a logical basis for comparing the functional orga-
nization of different brain regions. The olfactory bulb and retina provide useful exam-
ples. The similarities of their neural organization were already recognized by Cajal
(1911). Their basic circuits were formulated independently by subsequent studies at
the cellular level (Dowling, 1968; Shepherd, 1963, 1974) and are illustrated in Fig.
1.13. On the left is shown a basic circuit of the retina; on the right, the olfactory bulb.
Despite the fact that these regions process entirely different sensory modalities, the ba-
sic circuits are similar in outline and in several details. In each case, there are parallel
vertical pathways for straight-through transmission of information. In addition, there
are horizontal connections, arranged in two main levels, for processing of information
by lateral interactions. Within this framework are further similarities, such as recipro-
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Fig. 1.13. Comparison between basic (canonical) circuits for the retina (A) and olfactory bulb
(B). [From Shepherd, 1988.]

cal synapses and interneurons that lack axons. All of these features are described in
detail in Chaps. 5 and 6.

The purpose of such a comparison is not, of course, to suggest that the two regions
are identical; rather, it is to be able to identify more clearly the principles that are com-
mon across regions, so that one can better analyze and understand the adaptations that
make each region unique. Among the common principles are the notions that in each
region there are three stages of information processing: an initial stage of input pro-
cessing, a second stage of intrinsic operations within the synaptic circuits of the re-
gion, and a final stage of output control. These three levels can be seen most clearly
in the basic circuits of tightly organized and highly laminar regions like the olfactory
bulb and retina (see Fig. 1.12) but also are evident as we shall see in more spread-out
regions like the cerebral cortex.

The regional canonical circuit thus provides a useful starting point for categorizing
the organization of a region. In addition, it provides a rational framework for compar-
ing the organization of disparate regions, a crucial step toward developing compre-
hensive theories of brain organization.

An objection to the idea of a regional basic circuit is that it does not adequately rep-
resent the rich diversity of neural elements and synaptic connections that can be found
in most brain regions. However, the problem with this diversity is that it can obscure
the crucial issue, of determining which properties are essential for which operations.
This issue is critical, not only for experimentalists attempting to analyze these opera-
tions but also for theorists who seek to incorporate these essential properties into net-
work simulations. The basic regional circuit can be expanded with subcircuits for
specific functions as needed.
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CEREBRAL CORTEX

The cerebral cortex presents perhaps the greatest challenge in elucidating principles of
organization. How far can the canonical approach give insight into these principles?

Comparisons between the local circuits in the different types of cortex, as discussed
earlier, give a different perspective on cortical organization from that derived from tra-
ditional views based on cortical cytoarchitectonics. From this new perspective, what is
striking is the local circuit elements that are common to the different types.

We illustrate this comparative approach by considering three examples of basic cir-
cuits that have been proposed to account for experimental findings in cortical studies.
First is dorsal turtle cortex. This relatively simple cortex in the reptilian forebrain is re-
garded as the evolutionary precursor of mammalian neocortex. A combined morpho-
logical and electrophysiological study (Kriegstein and Connors, 1986) led to the basic
circuit shown in Fig. 1.14A. In this circuit, the afferent input (1, a, b) excites both py-
ramidal cells (P) and inhibitory interneurons (I). The I neuron feeds forward inhibition
(2) to the P cells. The P cells feed back excitation (3) onto themselves and onto the I
cells (4), which also receive other inhibitory modulation (5). The P cells send the out-
put through their axons (6). The incorporation of many of the basic elements of excita-
tory and inhibitory local circuits that we have discussed earlier is obvious in the diagram.

An elaboration on this basic pattern to a sensory area of mammalian cortex is
shown in Fig. 1.14B. This reflects the fact that mammalian cortex is characterized by
six layers, involving superficial and deep populations of pyramidal cells (P 1, P 2)
and stellate cells (S) in layer 4. In this cortex, afferent inputs (AFFd) excite pyram-
idal (P) cells (1,2) as well as inhibitory cells (i 1) (1). In addition, there is feedfor-
ward excitation (AFF3) through stellate cells (S), as described earlier (Fig. 1.11). The
excited P cells have recurrent axon collaterals (rac) that recurrently and laterally ex-
cite the P cells (rac 1) as well as inhibitory cells (i 2) that provide for feedback and
lateral inhibition. The balance of excitation and inhibition controls the output of the
P cells (EFF 1,2). Note how the properties of the canonical pyramidal neuron depicted
in Fig. 1.9 are incorporated into the basic circuit that contains it.

Close comparison of this circuit with dorsal cortex gives clues to the critical cir-
cuits added in the evolution from reptiles to mammals; these obviously include the
extra layer of deep pyramidal cells (P 2), and the feedforward excitation through stel-
late cells (S). Other circuits can be added to the basic circuits to focus on more spe-
cific differences.

A third example is the canonical cortical circuit suggested by the studies of Douglas
et al. (1989) (Fig. 1.14C). In their model the superficial population of excitatory py-
ramidal cells is represented by P2 and 3 (stellate cells in layer 4 (4) are also included)
and deep cells in layers P5 and 6, and inhibitory cells by GABA cells. The excitatory
and inhibitory interactions shown by their study are indicated by the diagram. The au-
thors suggest that this set of connections and interactions may reflect a basic "canon-
ical" circuit that can apply to all neocortex. The evidence for this is fully discussed in
Chap. 12.

In order to compare this canonical circuit with the basic circuits of A and B, it is re-
arranged in the diagram to the right in (C) to conform more closely to the conventions
used in the other diagrams. It can be seen that this brings out more clearly the basic
similarities between the three basic circuits: the excitatory inputs to the P cells and in-
hibitory interneurons; the feedback and lateral excitatory actions of the P cell recur-



Chapter 1. Introduction to Synaptic Circuits 37

Fig. 1.14. Basic circuits to show principles of organization of local circuits in cerebral cortex. A:
Reptilian three-layed dorsal cortex [Modified from Kriegstein and Connors, 1986]. B: Mammalian
neocortex (sensory areas) [Modified from Shepherd, 1988.] C: Canonical cortical circuit [Left,
modified from Douglas et al. (1989); right, re-drawn for comparison with B.] For labels and ex-
planation, see text.

rent axon collaterals, and their excitation of the interneurons to provide feedback and
lateral inhibition.

Building on the concept of the canonical neuron, we can thus designate a basic "cor-
tical canonical circuit," which may be defined as the minimum architecture necessary
for capturing the most essential cortical input-output operations.
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The sets of local circuits depicted in Fig. 1.14 can be considered a superfamily unique
to the vertebrate cerebral cortex, which is adapted and elaborated in the different types
of cortex and the different cortical regions in order to carry out the set of operations
characteristic of each (Shepherd, 1974; 1988). There is current debate about whether
there is one basic cortical circuit or a diversity of circuits (Nelson, 2002). A full ex-
position of these basic circuits and their roles in different cortical functions is given in
Chaps. 10-12.

In conclusion, the canonical circuit approach provides a useful first step for charac-
terizing the essential organization of a brain region. As discussed above, for closer ex-
amination of a given region, one begins with the canonical circuit and introduces the
particular adaptations and elaborations that underlie its unique properties. The canon-
ical circuit is thus a flexible tool, not rigidly defined; the purpose is to represent the
minimum of elements and connections that will capture the essence of the functional
operations of a region. It provides the experimentalist and theorist a conceptual frame-
work for integrating their analyses to give a more accurate representation and simula-
tion of the functional operations of each region. Finally, it provides the reader of this
book with a key to understanding and comparing the principles of synaptic organiza-
tion across different brain regions.
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MEMBRANE PROPERTIES AND
NEUROTRANSMITTER ACTIONS

DAVID A. McCORMICK

Information processing depends not only on the anatomical substrates of synaptic cir-
cuits but also on the electrophysiological properties of neurons and neuronal elements
and on how these properties are altered and tuned by the plethora of neuroactive sub-
stances impinging upon them. Even if two neurons in different regions of the nervous
system possess identical morphological features, they may respond to the same syn-
aptic input in very different manners due to each cell's intrinsic properties. Under-
standing synaptic organization and function in different regions of the nervous system
therefore requires an understanding of the electrophysiological and pharmacological
properties of each of the constituent neuronal elements.

The electrophysiological behavior of a neuron is determined by the presence and
distribution of different ionic currents in that cell and by the ability of various neuro-
transmitters either to increase or decrease the amplitude, or to modify the properties,
of these currents. The present chapter gives a general overview of neuronal currents
known to exist in brain cells, how they may be modulated by neurotransmitters, and
how the interplay between the two can result in complicated patterns of activity in
synaptic circuits. For a more detailed introduction to the biophysical mechanisms of
ionic currents in neurons, the reader is referred to Huguenard and McCormick (1994),
Johnston and Wu (1995), and Hille (2001).

MEMBRANES AND IONIC CURRENTS

Neurons, like cells elsewhere in the body, are bounded by a lipid bilayer membrane
that contains a large number of protein macromolecules. The lipid bilayer allows the
composition of the medium on each side to be very different. Of particular importance
for electrical signaling is the fact that certain key ions have different concentrations on
the inside and outside of the neuron (Fig. 2.1). On the outside, Na+, Ca2+, and Cl~
exist in much higher concentrations; by contrast, K+ ions and membrane impermeant
anions (denoted as A~) are concentrated on the inside.

Protein macromolecules in the membrane subserve a variety of functions. Those
that underlie electrical signaling are large molecules that form ionic channels (see
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Fig. 2.1. Distribution of ions across neuronal membranes and their equilibrium potentials. At
rest the cell membrane is permeable to K+, Na+, and Cl~ and exhibits a voltage difference (in-
side versus outside) of approximately —60 to —75 mV, as seen with an intracellular recording
electrode.

Ionic Channels). Membrane channels possess a number of important features, in-
cluding the presence of a water-filled pore through which ions flow; selectivity for
one or more types of ions (e.g., K+, Na+, Cl~, Ca2+); sensitivity to (i.e., opened or
closed by) the electrical potential across the membrane or to a neurotransmitter sub-
stance, or to both; and the ability to be modified by a variety of intracellular bio-
chemical signals.

Because ions are unequally distributed across the membrane, they tend to diffuse
down their concentration gradient through ionic channels. This tendency arises from
the fact that the intrinsic movements of ions in a solution tend to disperse them from
regions of higher to lower concentration. However, because ions are electrically charged
molecules, their movements are dictated not only by concentration gradients but also
by the voltage difference across the membrane. For example, if the membrane of a neu-
ron were made permeable to K+ ions by opening K+ channels, the higher concentra-
tion of these ions on the inside versus the outside of the cell would make it more
probable that K+ ions would leave, rather than enter, the cell. As K+ ions exit the cell
they carry positive charge with them, thereby leaving behind a net negative charge
(made up in part of impermeant anions; see Fig. 2.1). However, this negative charge
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(expressed as a voltage difference} on the inside versus the outside of the cell will at-
tract the K+ ions and slow down the rate at which they leave. At some point, the ten-
dency for K+ to flow out of the cell will be offset exactly by the attraction of the
negative charge left inside the cell. The voltage difference at which this occurs is known
as the equilibrium potential (denoted as E) and is different for each ionic species (Fig.
2.2; see Fig. 2.1). It is shown later in this and other chapters that the equilibrium po-
tential is important for determining the effect of activation (synaptic or intrinsic) of an
ionic current.

The flow of ions across the membrane obeys physical laws in a consistent and re-
producible manner. Considering the basic forces involved in determining the passive
distribution of ions (e.g., thermodynamic and electrical), it becomes clear that four of
the important factors influencing the equilibrium potential are as follows: (1) the con-
centration of the ion inside and outside the cell, (2) the temperature of the solution,
(3) the valence of the ion, and (4) the amount of work associated with separating a
given quantity of charge. The German physical chemist Walter Nernst derived an equa-

Fig. 2.2. Effect of increasing membrane conductance (denoted as g) to Ca2+, Na+, Cl , or K+.
Increases in gCa2+ or gNa+ bring the membrane potential toward more positive values (depo-
larization), whereas increases in gCl~ or gK+ bring it toward more negative values (hyperpo-
larization).
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tion in 1888 that related such factors, allowing for the calculation of the equilibrium
potential (Nernst, 1888).

where £Ion is the membrane potential at which the ionic species under consideration
(e.g., K+, Na+, Cl~) is at equilibrium, R is the gas constant (8.315 Joules/Kelvin •
mole), T is the temperature in degrees Kelvin (rKeivin = 273.16 + TceidusX F is Fara-
day's constant (96,485 Coulombs/mole), Z is the valence of the ion (typically ± 1 or
2), and [Ion]0 and [Ion]; are the concentrations of the ion in question on the outside
and inside of the cell, respectively. Substituting the appropriate numbers as well as con-
verting from natural log (In) to log-base-10 (logio) results in the following equation at
room temperature (20° C) for a monovalent, positively charged ion (cation):

(2.2)

and at a body temperature of 37° C, the Nernst equation is

 (2.3)

As an illustrative example, consider the passive distribution of K+ ions in the squid
giant axon as studied by Alan Hodgkin and Andrew Huxley (1952a-d). The squid giant
axon is very large, approximately 1 mm in diameter, as its name implies, and is used
by the squid for the generation of escape reflexes (because large axons conduct quickly).
The large size and robust nature of the squid giant axon allowed Hodgkin and Huxley
in the 1940s and 1950s to perform many different experiments, such as intracellular
recording, that could not be performed at that time on mammalian neurons.

The inside of the squid giant axon has a concentration of K+ of about 400 mM,
while the outside of the axon is exposed to about 20 mM K+. K+ ions, being in much
higher abundance on the inside versus the outside of this axon, will tend to flow down
their concentration gradient, taking positive charge with them as they do. The mem-
brane potential at which the tendency for K+ to flow down its concentration gradient
will be exactly offset by the attraction for K+ to enter the cell due to the negative charge
on the inside of the cell at a room temperature of 20° C is as follows:

 (2.4)

Therefore, at a membrane potential of —76 mV, there will be no net tendency for
K+ ions to flow either into or out of the axon.

The concentrations of K+ experienced by mammalian neurons and glial cells are
considerably different from that of the squid giant axon. In the mammalian brain the
extracellular concentration of K+ is approximately 3 mM, whereas the intracellular
concentration is approximately 140 mM (see Fig. 2.1). Therefore, at a body tempera-
ture of 37° C, the equilibrium potential for K+ in mammalian neurons is as follows:

 (2.5)
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At membrane potentials positive to —103 mV in mammalian cells, K+ ions will
tend to flow out of the cell, down their concentration gradient (see Fig. 2.2). There-
fore, at these membrane potentials, increasing the ability of K+ ions to flow across
the membrane, in other words increasing the conductance of the membrane to K+

(abbreviated as gK), will result in the membrane potential becoming more negative,
or hyperpolarizing, owing to the exiting of positively charged ions from the inside
of the cell.

The ease with which an ion diffuses across the membrane is expressed as the ion's
permeability. Increasing the permeability of the membrane to a particular ionic species
(e.g., by increasing the probability that membrane channels conducting that ion will be
open) increases the electrical conductance and will bring the membrane potential of
the cell closer to the equilibrium potential of that ion. This is true whether the mem-
brane potential becomes more negative (i.e., hyperpolarized) or more positive (i.e., de-
polarized) toward the equilibrium potential. Of course, if the membrane potential is
already at the equilibrium potential, then its value will not change in response to a fur-
ther increase in conductance. In this circumstance, the most significant change will be
that the ability of other currents to move the membrane potential away from its pres-
ent potential will be diminished. If the membrane were only slightly permeable to Cl~
ions, then increases in membrane conductance to other ionic species could easily move
the membrane potential away from Ec\. However, if the permeability to Cl~ was greatly
increased, the membrane potential would be effectively "clamped" close to Ec\. In this
circumstance, movements of other ions into or out of the cell would now be largely
offset by compensating movements of Cl~ ions, thereby keeping the membrane po-
tential close to EC\.

Consider the following example. Assume that the membrane is highly permeable to
Cl~ and that the membrane potential is at EQ. If the membrane is now also made per-
meable to sodium, Na+ ions will enter the cell. However, as the positive ions enter the
cell and move the membrane potential away from ECI, Cl~ ions will also move into
the cell, bringing the cell back toward ECI and negating some of the depolarizing in-
fluence of the increased permeability to Na+. If the permeability to Cl~ is much higher
than that to Na+, then the membrane potential will stay close to Ec\. As we shall see,
this type of "shunting" of the membrane potential near EQ is important in the actions
of some types of inhibitory neurotransmitters.

RESTING MEMBRANE POTENTIAL

When there is no synaptic input, or when the neuron is "at rest," the cellular membrane
is dominated by its permeability to K+. This permeability to K+ ions draws the mem-
brane potential of the cell toward approximately —103 mV (see Figs. 2.1 and 2.2). If
the membrane were permeable only to K+, then the membrane potential would be equal
to EK- However, even at rest, neuronal membranes are also permeable to other ions,
Na+ and Cl~ in particular, so the membrane potential is pulled toward ENa (+62 mV)
and ECI (—75 mV). The point at which the movements of these various ions come into
equilibrium such that there is no net current (denoted as I) flow across the membrane
corresponds to the resting membrane potential and is typically between —60 to —80 mV
(see Fig. 2.2).



44 The Synoptic Organization of the Brain

The weighted mixture of all of the ionic currents flowing across the membrane de-
termines the resting membrane potential, as well as the membrane potential during
nearly all types of activity. This principle allows the calculation of the membrane po-
tential at any given point in time using the Goldman-Hodgkin-Katz (GHK) equation
based upon the concentration gradient and membrane permeability of each ion (Gold-
man, 1943; Hodgkin and Katz, 1949).

A consequence of this relationship of ionic currents and membrane potential is that,
in general, the membrane potential of the cell will be closest to the equilibrium po-
tential of the ion to which the membrane is most permeable (e.g., PK> ^ci» or ^Na)- In
this equation, each of the three different ions, K+, Na+, and Cl~, influences the mem-
brane potential. The relative contribution of each is determined by the concentration
differences across the membrane and the relative permeability (PK, PNa, and Pci) of the
membrane to each different type of ion. If the membrane were permeable to only one
ion, for example, K+, then the GHK equation reduces to the Nernst equation. Experi-
ments on the squid giant axon at resting membrane potential reveal permeability ratios
of the following:

 (2.7)

In other words, the membrane of the squid giant axon at rest is most permeable to
K+ ions, followed by Cl~, followed by a small permeability to Na+. (Chloride appears
to contribute considerably less to the determination of the resting potential of mam-
malian neurons.) These results indicate that the resting membrane potential is deter-
mined by the resting permeability of the membrane to K+, Na+, and Cl~ and that this
resting membrane potential may be, at least in theory, anywhere between EK (e-g-»
—76 mV) and ENa (+55 mV). Substituting the values for the concentrations of Na+,
K+, and Cl~ as well as their relative permeabilities into the GHK equation at a tem-
perature of 20° C reveals the following:

 ^

This suggests that the squid giant axon should have a resting membrane potential of
—62 mV. In fact, the resting membrane potential may be a few millivolts hyperpolar-
ized to this value through the operation of the electrogenic Na+-K+ pump (see later).

In the mammalian nervous system, the exact value of the resting membrane poten-
tial varies between different types of neurons and is very important in determining the
manner in which a particular neuron behaves both spontaneously as well as in response
to extrinsic inputs. For example, cortical pyramidal cells (see Chap. 12) have a resting
membrane potential in the absence of synaptic input of approximately —75 mV, thal-
amic relay neurons (see Chap. 8) are at approximately —65 to —55 mV at rest in the
waking animal, and retinal photoreceptor cells have a resting membrane potential of

(2.6)



Chapter 2. Membrane Properties and Neurotransmitter Actions 45

approximately —40 mV (see Chap. 6). Some types of neurons do not have a true "rest-
ing" membrane potential in that they are spontaneously active even during the lack of
all synaptic input (see later).

ACTION POTENTIAL

Rapid signaling in nerve cells is accomplished by brief changes in the membrane po-
tential. Traditionally, the most characteristic type of signal has been considered to be
the action potential, or nerve impulse (also referred to as a "spike"). Local action po-
tentials in patches of dendritic membrane can also serve as boosters for the spread of
synaptic potentials to the soma (as discussed in Chap. 1).

As with the resting membrane potential, the basic changes in membrane ionic per-
meability that underlie the action potential were first well characterized by Hodgkin
and Huxley (1952a-d) using the squid giant axon preparation. The large size of the
squid giant axon allowed Hodgkin and Huxley to thread a wire into the axon, giving
them the ability to control accurately the membrane potential through a procedure
known as voltage clamp. Currents typically display both a voltage dependence and
characteristic kinetics of turning on and off. In the voltage-clamp procedure, the amount
of current injected into the cell is adjusted so that the voltage across the membrane is
kept constant (i.e., the voltage is "clamped"). This technique allows one to observe di-
rectly the transmembrane currents responsible for the electrical behavior of the cell
and, importantly, to separate the voltage and time (kinetics) dependence of the under-
lying currents. The isolation of the squid giant axon in vitro meant that Hodgkin and
Huxley could also control the ionic composition of the medium on both the outside
and the inside of the axon. These experiments revealed that the rapid upswing of the
action potential is mediated by a regenerative increase in a transient Na+ current, de-
noted as INat (Fig. 2.3). Because 7Na>t is rapidly activated by depolarization and is it-
self a depolarizing influence, it forms a positive feedback loop in the undamped axon,
as shown diagramatically in Fig. 2.3 A. Depolarization of the membrane causes a rapid
increase in the number of Na+ channels that are open, thereby allowing more Na+ ions
to enter the cell, resulting in even more depolarization of that portion of membrane,
increased entry of Na+, and so on.

Membrane currents that change their amplitude in response to changes in the volt-
age across the membrane in a "nonlinear" manner, such as /Na,t» are referred to as volt-
age sensitive, whereas the ionic channels that underlie these currents are said to be
voltage gated. The depolarization caused by entry of Na+ ions into the cell spreads to
neighboring membrane via electrotonic current flow. The depolarization of one patch
of membrane will also depolarize neighboring patches of membrane. The subsequent
activation of the same regenerative mechanisms at these sites underlies the propaga-
tion of the action potential along the axon.

Repolarization of the action potential is very important not only because of the ob-
vious need to be able to generate more than one action potential during the life of the
cell but also in determining the way the cell responds to repetitive inputs. Two pro-
cesses are essential for the repolarization of the action potential in most neurons: the
rapid inactivation of 7Najt and the activation of K+ currents. The rate of inactivation
(termed inactivation kinetics} of /Na,t is only slightly slower than the rate of activation.
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THE ACTION POTENTIAL

Fig. 2.3. A: Regenerative relation between membrane depolarization, increase in membrane con-
ductance to Na+ (gNa), and Na+ current that underlies the action potential. B: Reconstruction
of changes in ionic conductance underlying the action potential in squid giant axon; scale for
the membrane potential (Vm) is shown on the left. The equilibrium potentials for Na+ (ENa) and
K+ (EK) are also indicated on the left. Changes in Na+ and K+ ionic conductances are scaled
on the right in terms of calculated open channels per square micrometer of membrane. [Adapted
from Hodgkin and Huxley, 1952; and Hille, 1984.]

Even during the rising phase of the action potential, the available Na+ current becomes
less and less due to inactivation. Simultaneously, but with a slower time course, a K+

current, known as /K, is activated by the membrane depolarization associated with the
action potential, allowing K+ to leave the cell. These two currents, flowing through
their respective ionic channels, are indicated in Fig. 2.3B. At some point, the hyper-
polarizing influence of K+ leaving overcomes the depolarizing influence of Na+ en-
tering, thereby terminating the action potential and repolarizing the membrane.

The triggering of an action potential occurs when the membrane potential of the neu-
ron is depolarized sufficiently to reach action potential threshold. In many cells, this
potential is approximately —50 to —55 mV. Action potential threshold is the mem-
brane potential at which the regenerative activation of depolarizing currents (e.g., 7Nat)
is strong enough to overcome the inactivation of these currents as well as the activa-
tion of others that hyperpolarize the neuron back toward rest. At threshold, the gener-
ation of an action potential is an "all-or-nothing" event. If threshold is surpassed, an
action potential is generated and the information is transferred down the axon to cause
the release of neurotransmitter at synapses. If firing threshold is not reached by a de-
polarizing event, an action potential is not produced and the event is not relayed to
other cells. However, as we shall see, the depolarization can still serve to modify the
probability that other postsynaptic potentials in the neuron may cause the cell to
discharge.

Since 1952, it has become apparent that 7Nat is the dominant current in the genera-
tion of action potentials in axons, axon hillocks, and cell bodies. However, in somatic

A B
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and dendritic regions, voltage-gated Ca2+ currents are also involved, as documented
later here and in ensuing chapters (e.g., see Fig. 2.5B, C, and E). In mammalian so-
mata and dendrites, in contrast to squid giant axon, repolarization of action potentials
is accomplished not only by 7K but also by a complicated array of different K+ cur-
rents (see sections on 7K, /c, and /A later).

IONIC CHANNELS

The generation of ionic currents useful for the propagation of action potentials requires
the movement of significant numbers of ions across the membrane in a relatively short
period of time. The rapid rate of ionic flow occurring during the generation of an ac-
tion potential is far too high to be achieved via an active transport mechanism. Rather
it results from the opening of ion channels. Although the existence of ionic channels
in the membrane has been postulated for decades, their properties and structure have
only recently become known in detail. The development by Erwin Neher and Bert Sak-
mann of the patch-clamp technique, in which a small patch of membrane containing a
single or small number of ionic channels is drawn up into a blunt microelectrode, al-
lowed for the minuscule (10~9 Amps or picoamps) current flowing through single chan-
nels to be recorded in intact biological membranes for the first time (Neher and
Sakmann, 1976, 1992; Hamill et al., 1981; Sakmann, 1992). In addition, the rapid ad-
vances made in molecular biology regarding the isolation, cloning, and sequencing of
the proteins making up ionic channels have revealed much about their primary struc-
ture. Especially exciting is the recent crystallization of K+ and Cl~ channels in some
of their different conformations, allowing their tertiary structure to be detailed with
X-ray defraction (Jiang et al., 2002a,b). The powerful combination of electrophysio-
logical and molecular techniques have yielded valuable insights into the structure-
function relationships of ionic channels (see Catterall, 1995, 2000a,b; Yellen, 2002).

Voltage-sensitive ionic channels appear to have several shared features. First, they
are large proteins that span the 6-8 nm of the plasma membrane and are typically
made up of subunits. Second, through protein folding, they form a cylinder sur-
rounding a central water-filled pore that permits the passage of only certain classes
of ions between the inside and outside of the cell. The selection of which ions are
allowed to pass through each different type of ionic channel is based upon the size,
charge, and degree of hydration of the different ions involved (see Hille, 2001). Fi-
nally, voltage-gated ion channels possess one or more gates, or voltage-sensing re-
gions, within the ionic pore, and the flow of ions through the channels is regulated
by these gates.

IONIC PUMPS

The quantity of ions that enter and exit the cell during electrical activity is actually
very small in comparison with the number of ions present. For example, the genera-
tion of a single action potential in a hypothetical spherical cell 25 /urn in diameter
should result in an increase of intracellular concentration of Na+ of only approximately
6 juM (from approximately 15 mM to 15.006 mM)! This means that the action poten-
tial is an electrical event that is generated by a change in the distribution of charge
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across the membrane and not by a marked change in intracellular or extracellular con-
centration of Na+ or K+.

However, even these small exchanges of ions across the membrane, coupled with a
constant "leak" at rest, can eventually destroy the correct ionic distribution and thereby
render a neuron nonfunctional. To compensate for this "rundown," neuronal membranes
possess specialized protein macromolecules known as ionic pumps. Ionic pumps main-
tain the correct distribution of all of the ions involved in electrical activity by actively
transporting these ions "upstream" against their concentration gradient. The energy re-
quired to perform this task is sometimes obtained through the hydrolysis of ATP (aden-
osine triphosphate). The ionic pump that has been best characterized is the "electrogenic
sodium-potassium" pump (see Thomas, 1972; Skou, 1988). This ionic pump carries
approximately three Na+ ions out for every two K+ ions it brings in, thereby generat-
ing an electric current (see Fig. 2.1). The exact amplitude of this current depends upon
the rate at which the pump is active, which is in turn related to the intracellular con-
centration of Na+ and the extracellular concentration of K+.

Besides the electrogenic Na+-K+ pump, neurons and glia also contain many other
types of ionic pumps in their membranes (e.g., La'uger, 1991; Andersen and Bittar,
1998). Many of these pumps are operated by the Na+ gradient across the cell, whereas
others operate through a mechanism similar to the Na+-K+ pump (i.e., the hydrolysis
of ATP). For example, the Ca2+ concentration inside neurons is kept to very low lev-
els (typically 50-100 nM) through the operation of both types of ionic pumps as well
as special intracellular Ca2+-buffering mechanisms. Ca2+ is extruded from neurons
through both Ca2+-Mg2+-ATPase as well as an Na+-Ca2+ exchanger. The Na+-Ca2+

exchanger is driven by the Na+ gradient across the membrane and extrudes one Ca2+

ion for each Na+ ion allowed to enter the cell.
The Cl~ concentration in neurons is actively maintained at a low level through the

operation of a chloride-bicarbonate exchanger, which brings in one ion of Na+ and one
ion of HCC>3~ for each ion of Cl~ extruded (e.g., Reithmeier, 1994; Thompson et al.,
1988). Finally, intracellular pH can have marked effects on neuronal excitability, and
therefore pH is also tightly regulated, in part through the efforts of a Na+-H+ exchanger
that, again, extrudes one proton for each Na+ that is allowed to enter the cell.

Ionic pumps are essential and important constituents of neurons and neuronal mem-
branes. Their time scale of action is seconds to minutes, and they are therefore thought
of as being more involved in long-term rather than short-term neuronal processing.

TYPES OF IONIC CURRENTS

Neurons in the nervous system do not simply lie at rest and occasionally generate an
action potential. Rather, neuronal membranes are in a constant state of flux due to the
presence of a remarkable variety of different ionic currents (Table 2.1). These currents
are distinguished not only by the ions that they conduct (e.g., K+, Na+, Ca2+, Cl~) but
also by their time course, sensitivity to membrane potential, and sensitivity to neuro-
transmitters and other chemical agents (for reviews, see Huguenard and McCormick,
1994; Johnston and Wu, 1995; Stea et al., 1995; Hille, 2001; Yellen, 2002). As the var-
ious ionic currents were discovered, they were divided into two general categories:
those that are sensitive to changes in membrane potential and those that are altered by
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Table 2.1. Neuronal Ionic Currents
Current

Na+

^Na,t

^Na,p

Ca2+

/T, 1OW

threshold

IL, high
threshold

/N

/P

K+

IK

/c

^AHP

/A

^M

/h

^K,leak

Description

Transient; rapidly activating
and inactivating

Persistent; noninactivating

"Transient"; rapidly
inactivating; threshold
negative to —65 mV

"Long-lasting"; slowly
inactivating; threshold
around —20 mV

"Neither"; rapidly inactivating;
threshold around -20 mV

"Purkinje"; threshold around
-50 mV

Activated by strong
depolarization

Activated by increases in
[Ca2+];

Slow afterhyperpolarization;
sensitive to increases in
[Ca2+]i

Transient; inactivating

"Muscarine" sensitive;
activated by depolarization;
noninactivating

Depolarizing (mixed cation)
current that is activated
by hyperpolarization

Contributes to neuronal resting
membrane potential

Function

Action potentials

Enhances depolarization; contributes
to steady state firing

Underlies rhythmic burst firing

Underlies Ca2+ spikes that are
prominent in dendrites; involved
in synaptic transmission

Underlies Ca2+ spikes that are
prominent in dendrites; involved
in synaptic transmission

Repolarization of action potential

Action potential repolarization and
interspike interval

Slow adaptation of action potential
discharge; the block of this
current by neuromodulators
enhances neuronal excitability

Delayed onset of firing; lengthens
interspike interval; action
potential repolarization

Contributes to spike frequency
adaptation; the block of this
current by neuromodulators
enhances neuronal excitability

Contributes to rhythmic burst firing
and other rhythmic activities

The block of this current by
neuromodulators can result in a
sustained change in membrane
potential

neurotransmitters and internal messengers. However, with the discovery of a number
of voltage-sensitive ionic channels that are also gated by neurotransmitters, and vice
versa, it became apparent that there is substantial overlap between these two groups.
The currents that possess both voltage and neurotransmitter sensitivity have received
attention because of their ability to modulate the electrical behavior of neurons in un-
usual and interesting ways (see Chemical Synapses later).
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Most currents that are sensitive to membrane potential are turned on (activated} by
depolarization. The rate at which they activate and the membrane potential at which
they start to become active (threshold} are important characteristics. Many voltage-
dependent currents do not remain on once they are activated, even during a constant
shift in membrane potential. The process by which they turn off despite a stable level
of membrane potential in their activation range is known as inactivation. Inactivation
is a state of the currem and ionic channels that is distinct from simple channel closure.
Once a current becomes inactive, this inactivation must be removed before it can again
be activated. Removal of inactivation is generally achieved by repolarization of the
membrane potential. Like the process of activation, inactivation and removal of inac-
tivation are time and membrane potential dependent. Together, all of these character-
istics define the temporal and voltage domain over which the current influences the
electrical activity of the neuron.

The names given to each ionic current often reflect a distinguishing property of the
current. If the current is activated by relatively small deviations in the membrane po-
tential (denoted as Vm) from rest, then it may be known as low threshold (e.g., low-
threshold Ca2+ current), whereas if the current is activated only at levels that are
substantially positive (depolarized) from rest, the current may be known as high thresh-
old (e.g., high-threshold Ca2+ current). In addition, if activation of the current through
a constant and steady change in membrane potential (i.e., under voltage-clamp condi-
tions in which the membrane potential is held constant) leads to only a transient re-
sponse, then it is known as transient or rapidly inactivating (examples are the A-current
and the T-current). Likewise, a current that persists during constant activation (i.e., that
is noninactivating) is known as sustained, persistent, or long lasting (e.g., persistent
Na+ current and the L, or long-lasting, Ca2+ current).

The ionic currents that determine the neuronal firing behavior of neurons in differ-
ent regions of the nervous system have been intensively investigated. To date, at least
a dozen distinct types of neuronal current, many of which are common to neurons at
all levels of the neuraxis, have been identified (see Table 2.1). We briefly summarize
these currents and the unique contribution that each makes to the firing behavior of
neurons (Fig. 2.4).

SODIUM (Na+) CURRENTS

Two Na+ currents—7Na>t (transient) and /Na>p (persistent)—are widely distributed in neu-
rons from different regions of the nervous system. These two currents are distinguished
from one another by their rate of inactivation, their threshold for activation, and their
amplitude.

INayt, Transient Sodium. As we have noted, the transient Na+ (/Na,t) current rapidly in-
activates within a few milliseconds during steady depolarization. All central neurons
studied to date possess a large 7Na>t, whereas /Na,P is considerably smaller in amplitude.
The rapid activation and inactivation properties of /Na>t make this current ideal for its
role in the generation of action potentials (see Fig. 2.4A).

INO,P> Persistent Sodium. In contrast to /Na>t, the persistent Na+ (/Na,p) current shows lit-
tle, if any, inactivation. This current is also rapidly activated by membrane depolariza-
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Fig. 2.4. A summary of different types of voltage-gated currents and the impulse firing patterns
they produce in a neuron in response to steady injection of depolarizing current. At the center
(A) is shown the repetitive impulse response of the classic Hodgkin-Huxley model (voltage
recording above, current recordings below). Radiating out from this are changes in this pattern
associated with the different types of ionic channels. B: Addition of the Ca2+-activated K+ cur-
rent Ic (and the high threshold Ca2+ current IL) facilitates the repolarization of each action po-
tential. C: Addition of the depolarization-activated, but transient, K+ current IA results in a delay
to onset of action potential generation. D: Addition of the depolarization-activated, but persist-
ent, K+ current IM results in a marked decrease in neuronal excitability. E: Addition of the slow
Ca2+-activated K+ current IAHP results in spike frequency adaptation and the generation of a
slow hyperpolarization after the action potential train (afterhyperpolarization). F: Addition of the
low threshold and transient Ca2+ current IT results in the generation of a burst of action poten-
tials at —85 mV. G: Depolarization of the cell in F to —60 mV results in inactivation of IT and
now the cell generates a train of two action potentials. [Modified from Shepherd, 1994.] These
traces are the result of computer simulations (Huguenard and McCormick, 1994).

tion, but its noninactivating nature allows it to serve a very different role in neuronal
function (see Llinas, 1988; Ogata and Ohishi, 2002). A large percentage of neuronal
computations occur in a narrow range of membrane potential between approximately
—75 and —50 mV. This range is between resting membrane potential and a level of
depolarization at which the neuron is firing repeatedly at a high rate. The nature of
^Na,p is such that it is activated by depolarizations, such as synaptic potentials, that bring
the membrane potential from rest to near action potential firing threshold. The added
depolarizing influence of the influx of Na+ ions resulting from the activation of /Na,P
serves to markedly enhance the response of the neuron to excitatory inputs and may
result in the generation of "plateau potentials" (Fig. 2.5C). Plateau potentials are pro-
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Fig. 2.5. Electrophysiological behavior of neurons in different regions of the mammalian brain.
A: Example of a "regular" firing cortical pyramidal neuron. Intracellular injection of a depolar-
izing current pulse (top trace) results in the generation of a train of action potentials that occur
at progressively slower frequencies (spike frequency adaptation). B: By contrast, intracellular
injection of depolarizing current pulses in a "burst" generating cortical pyramidal neuron results
in the clustering of action potentials together on top of a slow potential. C: Electrical activity of
a cerebellar Purkinje cell in response to intracellular injection of a depolarizing current pulse.
The cell generates initially a high-frequency discharge of fast Na+-dependent action potentials
(generated in the soma). This discharge is modulated by the occurrence of dendritic Ca2+ spikes
(asterisks). The discharge outlasts the duration of the intracellular depolarizing pulse (top trace)
due to the presence of a plateau potential mediated by iNa,p and calcium currents (arrowheads).
D: Depolarization of thalamic relay neuron results in the generation of a train of four action po-
tentials if the membrane potential is positive to approximately —65 mV, but a burst of action
potentials if the cell is at or negative to —75 mV (E). The low-threshold Ca2+ spike underlying
this burst discharge is indicated by an asterisk. F: Example of a neuron in the medial habenula
that generates intrinsic "pacemaker" discharge. Intracellular recording reveals the presence of
large hyperpolarizations after each action potential that are complicated in time course and help
determine the rate at which the neuron fires (arrows). Videos of electrical activity in different
types of neurons can be obtained at www.mccormicklab.org.

longed depolarizations that persist despite the removal of all other depolarizing influ-
ences in the cell (e.g., a synaptic potential or the intracellular injection of current).

The amplitude and cellular distribution of 7Na p can therefore have an important role
in determining the responsiveness of neurons.The persistent nature of /Na,P allows this
current to participate in the determination of the baseline firing rate of neurons. 7Na!p

www.mccormicklab.org
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appears especially important to the ability of some neurons to maintain intrinsic pace-
maker activity (e.g., the generation of action potentials in a repeated temporal pattern
in the absence of synaptic input). In these cells, the steady influx of Na+ ions into the
neuron depolarizes the cell to above firing threshold, thereby triggering baseline ac-
tivity. The membrane potential of these cells is in a state of constant change, cycling
through the generation of an action potential to the repolarization of the cell (see K
Currents) to the generation of an action potential again. Examples of such neurons in
the central nervous system (CNS) are those of the locus coeruleus, dorsal raphe, me-
dial habenula nuclei, and cerebellar Purkinje cells (see Fig. 2.5F) (see McCormick and
Prince, 1987; Raman and Bean, 1999; Alvarez et al., 2002; Liu et al., 2002).

CALCIUM (Ca2+) CURRENTS

Ca2+ ions lead with a dual role in neurons, as modulators of neuronal firing pattern
and as intermediaries in a number of nonelectrical cellular activities, including neuro-
transmitter release, enzyme activation, metabolism, and even gene expression. This di-
verse involvement of Ca2+ ions, as well as the ubiquitous nature of Ca2+ currents, has
led to intense investigation of these Ca2+ currents.

Ionic channels that conduct Ca2+ are present in all neurons. These channels are spe-
cial in that they serve two important functions. First, Ca2+ channels are present through-
out the different parts of the neuron (dendrites, soma, synaptic terminals) and contribute
greatly to the electrophysiological properties of these processes (Llinas, 1988; Hausser
et al., 2000; Migliore and Shepherd, 2002). Second, Ca2+ channels are unique in that
Ca2+ is an important second messenger in neurons and the entry of Ca2+ into a cell
can affect numerous physiological functions, including neurotransmitter release, syn-
aptic plasticity, neurite outgrowth during development, and even gene expression.

Ca2+ currents have been separated into at least four separate categories based upon
their voltage sensitivity and kinetics of activation and inactivation as well as their block
by various pharmacological agents. Differences in the kinetics and pharmacology of
three different categories of Ca2+ currents led Richard Tsien and colleagues (Nowycky
et al., 1985) to name them 7T ("transient"), 7L ("long-lasting"), and 7N ("neither") (see
also Carbonne and Lux, 1984). More recent experiments by Rodolfo Llinas and col-
leagues (reviewed in Llinas et al., 1992) demonstrated that Purkinje cells of the cere-
bellum, as well as many different cell types of the CNS, also possess another Ca2+

current termed 7P. Molecular biology has revealed a wide variety of genes involved in
the production of Ca2+ channels, and it is certain that more Ca2+ currents have yet to
be characterized (e.g., see Catterall, 2000a; Ertel et al., 2000).

High-Threshold Ca2+ Currents. Most Ca2+ channels are activated at membrane po-
tentials positive to approximately —40 mV and are termed high-voltage activated
(HVA). These Ca2+ channels include at least those underlying the currents 7L, 7N, and
7P. These three different ionic currents can be separated from each other through ex-
amination of their voltage dependence and kinetics of activation and inactivation and
through their sensitivity to various Ca2+ channel blockers and neural toxins. The Ca2+

channel antagonists known as dihydropyridines, which clinically are useful for their
effects on the heart and vascular smooth muscle (e.g., for the treatment of arrhythmias,
angina, migraine headaches), selectively block the L-type Ca2+ channels (reviewed in
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Stea et al., 1995; Catterall, 2000a). L-type Ca2+ currents exhibit a high threshold for
activation (around —10 mV) and give rise to rather persistent, or long-lasting, ionic
currents. In contrast to 7L, 7N is not blocked by dihydropyridines but rather is selec-
tively blocked by a toxin found in Pacific cone shells (w-conotoxin-GVIA). N-type
Ca2+ channels have a threshold for activation of around —20 mV, inactivate with main-
tained depolarization, and are modulated by a variety of neurotransmitters. In at least
some cell types, /N is involved in the Ca2+-dependent release of neurotransmitters at
presynaptic terminals (e.g., Wheeler et al., 1994).

P-type Ca2+ channels are distinct from N and L types in that they are not blocked
by either dihydropyridines or co-conotoxin-GVIA, but they are blocked by a toxin
(termed <w-agatoxin-IVA) that is present in the venom of the Funnel web spider (Llinas
et al., 1992; Catterall, 2000a). P-type calcium channels activate at relatively high thresh-
olds and do not inactivate. This type of calcium channel appears to be prevalent in
Purkinje cells of the cerebellum, as well as other cell types, and participates in the gen-
eration of dendritic Ca2+ spikes, which can strongly modulate the firing pattern of the
neuron in which they occur (e.g., Fig. 2.5C).

Collectively, the high-threshold-activated Ca2+ channels also contribute to the gen-
eration of action potentials in mammalian neurons. The activation of these Ca2+ cur-
rents adds a bit to the depolarizing portion of the action potential, but, more importantly,
they allow Ca2+ to enter the cell, and this has the secondary consequence of activation
of various Ca2+-activated K+ currents (see Sah and Faber, 2002). The activation of
these K+ currents then modifies the pattern of action potentials generated in the cell,
as mentioned earlier (see Fig. 2.4B, E).

Molecular biological studies have demonstrated that high-threshold Ca2+ channels
are similar to the Na+ channel in that they contain a central OL\ subunit that forms the
aqueous pore and several regulatory or auxiliary subunits. As in the Na+ channel, the
primary structure of the a\ subunits of Ca2+ channels consists of four homologous do-
mains (I-IV), each of which contains six regions (S1-S6) that may generate trans-
membrane a-helices. The genes for at least 10 different Ca2+ channel a subunits have
been cloned (C^IA-I and a\s). These different a subunits are grouped into three differ-
ent subfamilies and have been renamed with the current convention of Cavl.x to Cav3.x
(Ertel et al., 2000). The Cavl subfamily corresponds to 7L, whereas the Cav3 family
corresponds to 7T. 7P, 7N, and 7R are within the Cav2 subfamily (Ertel et al., 2000).

Low-Threshold Ca2+ Currents. Low-threshold Ca2+ currents, also known as the tran-
sient Ca2+ current 7j, are also present in many different cell types in the nervous sys-
tem and are often involved in the generation of rhythmic bursts of action potentials
(Figs. 2.4F and 2.5E). The low-threshold Ca2+ current is characterized by a threshold
for activation of around —65 mV, which is below the threshold for generation of typ-
ical Na+-K+-dependent action potentials (—55 mV). Another important feature of this
current is that it inactivates with maintained depolarization. Owing to these properties,
this Ca2+ current can perform a markedly different function in neurons from that of
the high-threshold Ca2+ currents. Through activation and inactivation of the low-
threshold Ca2+ current, neurons can generate slow (around 50-100 msec) Ca2+ spikes,
which can result, owing to their prolonged duration, in the generation of a high-
frequency "burst" of short-duration Na+-K+ action potentials (Figs. 2.4F and 2.5E).
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In the mammalian brain, this pattern is especially well exemplified by the activity
of thalamic relay neurons, which in the visual system receive direct input from the
retina and transmit this information to the visual cortex. During periods of slow-wave
sleep, the membrane potential of these relay neurons is relatively hyperpolarized, re-
sulting in the removal of inactivation (de-inactivation) of the low-threshold Ca2+ cur-
rent. This allows these cells to spontaneously generate low-threshold Ca2+ "spikes"
and bursts of two to five action potentials (Fig. 2.5E). The large number of thalamic
relay cells bursting during sleep in part gives rise to the spontaneous synchronized ac-
tivity that early investigators were so surprised to find upon recording from the brains
of sleeping animals (reviewed in McCormick and Bal, 1997). It has even proved pos-
sible to maintain one of the sleep-related brain rhythms (spindle waves) intact in slices
of thalamic tissue maintained in vitro, owing to the activation of low-threshold
Ca2+ spikes and burst of action potentials in networks of interacting thalamic cells (see
McCormick and Bal, 1997).

The transition to waking or the period of sleep when dreams are prevalent (rapid-
eye-movement sleep) is associated with a maintained depolarization of thalamic relay
cells to membrane potentials of around —60 to —55 mV. This maintained depolariza-
tion results in the inactivation of the low-threshold Ca2+ current and therefore an abo-
lition of burst discharges in these neurons (e.g., Figs. 2.4G and 2.5D). In this way, the
properties of a single ionic current (/T) help to explain in part the remarkable changes
in brain activity occurring in the transition from sleep to waking.

POTASSIUM (K+) CURRENTS

Neuronal K+ currents form a large and diversified group. They are intimately involved
in determining the pattern of activity generated by neurons. Because they are hyper-
polarizing, they are responsible not only for the repolarization of the action potential
but also for the determination of the probability of generation of an action potential at
any given point in time. As with other neuronal currents, K+ currents are distinguished
by their voltage and time dependency, as well as by pharmacological techniques (re-
viewed in Storm, 1990; Johnston and Wu, 1995; Yellen, 2002).

Molecular biological studies of voltage-sensitive K+ channels, first done in Droso-
phila and later in mammals, have revealed a large number of genes that generate K+

channels. They consist of four distinct families (Kvl-4) (Chandy and Gutman, 1995;
Yellen, 2002). These genes generate a wide variety of different K+ channels not only
due to the large number of genes involved but also due to alternative RNA splicing,
gene duplication, and other posttranslational mechanisms. Functional expression of dif-
ferent K+ channels reveals remarkable variation in the rate of inactivation, such that
some are rapidly inactivating (A current-like), whereas others inactivate more slowly.
Finally, some K+ channels do not inactivate, such as those underlying /K. One of the
largest subfamilies of K+ channels are those that give rise to the resting membrane po-
tential, so-called leak channels. Interestingly, these channels appear to be opened by
gaseous anesthetics, indicating that hyperpolarization of central neurons is a major com-
ponent of general anesthesia. It is now clear that each type of neuron in the nervous
system contains a unique set of functional voltage-sensitive K+ channels that are se-
lected, modified, and placed in particular spatial locations in the cell in a manner to
facilitate the unique role of that cell in neuronal processing.
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IK, Delayed Rectifier. As we have seen, the early studies in the squid giant axon not
only defined the role of the transient Na+ current in the generation of the action po-
tential but also identified an important outward K+ current known as the delayed rec-
tifier, or /K. The activation kinetics of 7K are slower than those of the transient Na+

current and therefore /K appears somewhat "delayed" (see Fig. 2.3B). This K+ current
is voltage sensitive, being activated at membrane potentials positive to approximately
—40 mV, and only slowly inactivates. /K is found in neurons throughout the nervous
system and typically contributes to the repolarization of action potentials and the hy-
perpolarization that follows them (see Figs. 2.3B and 2.4A).

Ca2+-Activated K+ Currents. An additional class of K+ currents that are important for
determining the firing behavior of neurons are those that are Ca2+ sensitive (denoted
7K,ca)- This family of K+ currents is activated by increases in the intracellular concen-
tration of unbound Ca2+ ([Ca2+]j). Two 7K,ca currents have been widely identified in
neurons: 7C and /AHP (see Storm, 1990; Sah and Faber, 2002). 7C is not only sensitive
to increases in [Ca2+]j in the micromolar range but is also strongly voltage dependent,
becoming larger with depolarization, /c helps control the frequency of action potential
generation during a steady depolarization by causing a marked hyperpolarization after
the occurrence of each spike (see Fig. 2.4B). /c may even be important in some neu-
rons in repolarization of the action potential. The voltage dependence of /c results in
its rapid inactivation once the membrane potential is repolarized. This inactivation con-
strains the influence of /c in the temporal domain to tens of milliseconds or less.

^AHP> in contrast to /c, is much slower in time course and not very voltage depen-
dent. Its influence on the membrane potential of the cell is best seen after the genera-
tion of a number of action potentials as a prolonged after/zyperpolarization, for which
it is named. This K+ current contributes significantly to the tendency of the firing fre-
quency of some types of neurons (e.g., cortical and hippocampal pyramidal neurons)
to decrease during maintained depolarizations, a process known as spike frequency
adaptation (see Fig. 2.4E and later).

The generation of action potentials, by increasing [Ca2+]i through L- or N-type Ca2+

channels, triggers /c and /AHP- The hyperpolarizations of the membrane potential re-
sulting from K+ leaving the cell during these currents regulates the rate at which the
neuron fires. Due to its short time course, /c contributes substantially to short inter-
spike intervals. In contrast, because of its slow activation and prolonged time course,
/AHP contributes more to the overall pattern of spike activity. The relatively non-
voltage-dependent nature of /AHP means that the influence of this current on the mem-
brane potential is more closely related to changes in [Ca2+]i than is /c. Importantly,
the amount of /AHP appears to be under the control of a number of putative neuro-
transmitters (see Decrease of /AHP)-

Transient K+ Currents. The first of a family of K+ currents that are activated by mem-
brane depolarization and then undergo relatively rapid inactivation was discovered in
molluscan neurons (Connor and Stevens, 1971; Neher, 1971) and termed /A. The A-
current is a transient K+ current: after its activation by depolarization of the membrane
potential positive to approximately —60 mV, it rapidly inactivates. Like other transient
and voltage-activated currents (e.g., /Na,t and /T), this inactivation is removed by repo-
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larization of the membrane potential. 7A is involved in the response of neurons to a
sudden depolarization from hyperpolarized membrane potentials and serves to delay
the onset of the generation of the first action potential (see Fig. 2.4C). 7A can also slow
a neuron's firing frequency during a maintained depolarization and help to repolarize
the action potential. For example, in a spontaneously active neuron, the hyperpolar-
ization that occurs after the generation of an action potential will remove some of the
inactivation of 7A. As the membrane potential depolarizes back toward the firing thresh-
old, /A will be activated and slow down the rate of depolarization. Once the firing
threshold is reached and an action potential is generated, the rapid depolarization may
activate more of 7A, which then helps to repolarize the cell. In this manner, /A can be
an important current in the determination of firing behavior of neurons.

Muscarine-Sensitive K+ Currents. Another type of K+ current was discovered in sym-
pathetic ganglion neurons of bullfrogs by David Brown and Paul Adams (1980). This
K+ current is activated by depolarization of the membrane potential positive to ap-
proximately —65 mV, does not inactivate with time, and is blocked by stimulation of
muscarinic cholinergic receptors (hence its name, 7M). 7M is found in neurons through-
out the nervous system, including pyramidal cells of the cerebral cortex and hip-
pocampus (reviewed in Marrion, 1997; Jentsch, 2000). Depolarizations that are large
enough to result in the generation of action potentials also cause the activation of 7M.
However, because of its relatively slow kinetics and modest amplitude, 7M probably
does not affect substantially the waveform of a single action potential but rather con-
tributes to the slow adaptation of spike frequency seen during a maintained depolar-
ization (see Fig. 2.4D).

Currents Activated by Hyperpolarization. Hyperpolarization of neurons in many re-
gions of the nervous system results in the activation of a current that brings the mem-
brane potential toward more positive values (e.g., back toward rest). This current, or
family of currents, is generally referred to as /h ("hyperpolarization activated), although
it has also been given such lively names as /Q ("queer") and 7f ("funny") (see Pape,
1996). The currents in this family are carried by both Na+ and K+ ions and are rela-
tively slow in time course, although this varies widely between different cell types. H-
channels are found in the dendrites of cortical pyramidal cells and appear to control
the communication of synaptic inputs to the soma (Magee, 1998; Lorincz et al., 2002).

The cloning of H-channels reveals that they are related to both K+ channels and
cyclic nucleotide-gated channels. The modulation of the voltage dependence of 7h

through the direct binding of cyclic AMP to h-channels can control diverse neuronal
functions, including neuronal excitability and rhythmogenesis. For example, the acti-
vation of 7h has been demonstrated to be important in the generation of rhythmic os-
cillations in at least thalamic relay neurons and some types of cardiac cells
(DiFrancesco, 1985; McCormick and Pape, 1990). The activation of the h-current re-
sults in the slow depolarization of the cell and, in so doing, generates a "pacemaker"
potential that can activate repetitive Na+ and/or Ca2+ spikes. Changes in the intra-
cellular levels of cyclic AMP modulate the voltage dependence of activation of the
h-current and, through this mechanism, can modulate the rate of repolarization of the
membrane potential, resulting, for example, in a change in heart rate.
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SUMMARY OF INTRINSIC MEMBRANE PROPERTIES

Neurons possess a virtual cornucopia of different ionic currents. The magnitude, cel-
lular distribution, and sensitivity to pharmacological manipulation of each of these ionic
currents are different for every major neuronal region in the central and peripheral ner-
vous systems. These differences result in widely varying electrophysiological proper-
ties and patterns of neuronal activity generated by cells in different parts of the brain.
Each class of neuron is exquisitely "tuned" to do its particular task in the nervous sys-
tem through its own special mixture of the basic ionic currents available and through
the precise modulation of these currents by neuroactive substances. An analogy to this
situation would be "nature versus nurture" in determining human behavior. The cells
are endowed with a particular mixture of ionic currents through genetic programming
(nature) that can then be modified on either a short- or long-term basis through devel-
opment or actions of a number of substances impinging upon the cell (nurture).

Examples of the different electrophysiological "behaviors" of neurons due to dif-
ferent combinations of ionic currents are illustrated in Fig. 2.5. Cortical pyramidal neu-
rons respond to a depolarizing current pulse with a train (Fig. 2.5A) or a burst (Fig.
2.5B) of action potentials (see Gray and McCormick, 1996). The spike frequency adap-
tation of cortical pyramidal neurons (Fig. 2.5 A) is due to the presence of /AHP and /M-
In contrast to neocortical pyramidal neurons, the major output cell of the cerebellar
cortex, the Purkinje cell, responds to a depolarizing current pulse with a high-frequency
discharge of short-duration action potentials (Fig. 2.5C). This high-frequency discharge
is modulated by dendritic calcium spikes (Fig. 2.5C, asterisks) as well as by prolonged
Na+ (/Na,p) and Ca2+ currents (7P; Fig. 2.5C, arrowheads).

Thalamic relay neurons are unusual in that they possess two distinct modes of action
potential generation: single-spike activity when depolarized above —65 mV (Fig. 2.5D)
and burst firing when depolarized at or negative to —75 mV (Fig. 2.5E). Thalamic neu-
rons respond with a burst of action potentials at —75 mV due to the presence of a large
7T, which is completely inactivated at membrane potentials positive to —65 mV.

Some neurons display spontaneous activity in a regular and stereotyped manner, even
in the lack of all synaptic input, such as the medial habenular neuron illustrated in
Fig. 2.5F. These cells appear to possess prolonged and complicated spike after hyper-
polarizations (arrows), which help to determine the rate at which the action potentials
are generated.

Although the electrophysiological behavior of neurons can be markedly changed by
the neurotransmitter "environment," they also remain distinct in that it is generally not
possible to cause one class of neuron (e.g., cortical pyramidal neuron) to behave electro-
physiologically identical to another (e.g., cerebellar Purkinje cell). However, substan-
tial and interesting transformations take place in response to neuron-to-neuron
communication.

TYPES OF NEURONAL COMMUNICATION

Communication from one neuron to another in the nervous system occurs through at
least three different mechanisms: (7) gap junctions, (2) ephaptic interactions, and
(3) the release of neuroactive substances.
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GAP JUNCTIONS

Gap junctions are actual physical connections between neighboring neurons made by
large macromolecules that extend through the membranes of both cells and contain
water-filled pores (Fig. 2.6). Gap junctions allow for the direct exchange of ions and
other small molecules between cells. Ionic current through these channels directly cou-
ples the electrical activity of one cell to that of the other. Although in some cases gap
junctions can be viewed as simple linearly conducting connections, in many other cases
they are known to rectify (i.e., pass current in one direction much better than in the
other). Gap junctions are known to be a prominent feature of neuron-to-neuron con-
nections in many submammalian species. In mammals, gap junctions are prevalent in
the retina, olfactory granule cells (see Chap. 5), and some brainstem nuclei (vestibular
nucleus and the mesencephalic nucleus of the fifth cranial nerve). Interestingly, gap junc-
tions have been found to couple together GABAergic interneurons within the cortex and
thalamus in young animals (Beierlein et al., 2000; Landisman et al., 2002), suggesting
that these cells may synchronize their activities through this electrical coupling. The
ability of neurotransmitters to alter the conducting properties of gap junctions in some
regions (e.g., retina) gives additional complexity to this system of communication.

Fig. 2.6. Diagram of direct electrical connection between cells (gap junction). Channels provide
cell-to-cell exchange of low-molecular-weight substances and electric ionic current (in the form
of ions). [From Makowski et al., 1977.]
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EPHAPTIC INTERACTIONS

Ephaptic interactions refer to interactions between neurons based largely upon their
close physical proximity (Fig. 2.7). The flow of ions into and out of one neuron will
set up local electrical currents that can partially pass through neighboring neurons. The
degree to which a neuron can be influenced by the activity of its neighbor is deter-
mined in part by the proximity of the cells and their processes (i.e., dendrites, cell bod-
ies, and axons). In regions that possess closely spaced neuronal elements, such as the
close packing of cell bodies in hippocampus and cerebellum or the bundling of den-
drites in the cerebral cortex, there is the possibility of significant ephaptic interaction.
Ephaptic interactions, like gap junctions, serve to synchronize local neuronal activity

Fig. 2.7. Schematic diagram of current flow proposed to underlie excitatory electrical field ef-
fects between pyramidal neurons in the hippocampus (an example of ephaptic interactions). Ar-
rows denote current flow of positive charges. The driving force of the ephaptic electrical field
effect is the flow of positive current into somata produced by the synchronous firing of a pop-
ulation of hippocampal pyramidal cells (left). Positive current then flows passively out dendrites
of active cells and returns through extracellular space. The relative decrease in positive charge
in the extracellular space at the cell body layer causes the voltage on the inside of inactive cells
(center) to appear relatively more positive (i.e., depolarized) than previously. Likewise, the ad-
dition of positive current to the extracellular space at the levels of the dendrites by the neuronal
activity causes the intracellular potentials of inactive dendrites to appear more negative (hyper-
polarized) than previously. Depolarization of the neuronal somata increases the probability that
neighboring cells will generate action potentials in synchrony. Passive glial cell also develops
transmembrane current flow within electrical field (right). From Taylor and Dudek, 1984.
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and may influence the general firing pattern of functionally related neurons (e.g.,
Jefferys, 1995).

CHEMICAL SYNAPSES

The release of neuroactive substances at the specialized connections called synapses is
by far the most common method by which neurons influence other neurons. Some
neuroactive substances can also diffuse over rather long distances to activate extra-
synaptic sites, although it is not yet clear how common this type of transmission is.

As discussed in Chap. 1, neurotransmitters are released by neurons through exocy-
tosis of packets (vesicles) of the substance from synaptic specializations into the space
(synaptic cleft) between the cells. Examples of two of the most prevalent types of
synapses are shown in Fig. 2.8. The release of transmitter is triggered by the entry of

Fig. 2.8. Molecular mechanisms of ionotropic amino acid synapses. A: Glutaminergic synapses:
(1) synthesis of glutamate (GLU) from glutamine, (2) transport and storage, (3) release of GLU
by exocytosis, and (4) binding of GLU to AMPA, kainate (K), and NMDA receptors. The Q
(quisqualate or AMPA) and K (kainate) receptors typically gate Na+ and K+ flux; the NMDA
receptor also typically allows Ca2+ entry when the membrane potential is depolarized (+). When
the membrane potential is hyperpolarized (—), Mg2+ blocks the channel. The release of GLU
may be regulated by presynaptic receptors (15). Once GLU is released, it is removed from the
synaptic cleft by re-uptake (6) and processed intracellularly (7). [From Shepherd, 1994; based
on Cooper et al., 1987; Cull-Candy and Usowicz, 1987; Jahr and Stevens, 1987.] B: GABAer-
gic synapse. (1) synthesis of GABA from glutamine; (2) transport and storage of GABA; (3) re-
lease of GABA via exocytosis; (4) binding to a GABAA receptor that can be blocked by
bicuculline (B), picrotoxin, or strychnine (S) and can also be modified by benzodiazepines, such
as valium (V); GABAB receptors, by contrast, are linked via a G-protein to the opening of K+,
or the reduction in Ca2+, channels; (5) release of GABA is under the control of presynaptic
GABAs receptors; GABA is removed from the synaptic cleft by uptake into terminals or glia
(6); and (7) processing of GABA back to glutamine. [From Shepherd, 1994; Nicoll, 1982; Agha-
janian and Rasmussen, 1987; modified from Cooper et al., 1987.]
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Ca2+ into the presynaptic terminal. This Ca2+ entry results from the depolarization as-
sociated with the arrival of the action potential. Once the neurotransmitter is released,
it rapidly traverses the short distance between the neurons and binds to specific pro-
teins (receptor molecules) on the postsynaptic cell. The activation of the receptors by
the neurotransmitter may then cause a myriad of postsynaptic responses, many of which
are expressed as an altering of the probability that a particular type of ionic channel
will be open.

The actual receptor binding site may be part of, or separate from, the macromole-
cule making up the ionic channel. Examples of ionic channels to which the neuro-
transmitter directly binds include the glutamate and y-aminobutyric acid (GABA)-
activated channels (see Fig. 2.8) and the nicotinic cholinergic receptor. The latter is ac-
tivated by acetylcholine (ACh) at the neuromuscular junction, in sympathetic ganglion
neurons, and in many other regions of the nervous system. The binding of ACh to the
nicotinic postsynaptic receptor induces a conformational change in the ionic channel,
thereby opening the "gate" and allowing ions (in this case, Na+, Ca2+, and K+) to flow
through the pore (reviewed in Hille, 2001).

An example of a receptor site that appears to be separate from the channel molecule
is the muscarinic receptor in the heart, which when activated by ACh results in an in-
crease in membrane K+ conductance, a response that also occurs in some parts of the
brain. This response to ACh is associated with the receptor-mediated activation of an
intracellular second messenger known as a G-protein. G-proteins are a class of mole-
cule that require the binding of guanyl nucleotides to be active. The active component
(catalytic subunit) of the G-protein is then thought to act as an intermediary between
the receptor molecule and the ionic channel (reviewed by Neer, 1995; Neves et al.,
2002).

Once a neurotransmitter is released, the length of time that it is present in the syn-
aptic cleft is controlled by either hydrolysis of the transmitter, re-uptake into the pre-
synaptic terminal, uptake into neighboring cells, or diffusion out of the cleft.

Neurotransmission versus Neuromodulation. Neuroactive substances in the nervous
system have often been classified as either "neurotransmitters" or "neuromodulators"
according to the duration and the functional implications of their actions. Substances
released by neurons that have typical neurotransmitter roles cause postsynaptic re-
sponses that are both quick in onset (e.g., <1 msec) and relatively short in duration
(e.g., less than tens of milliseconds). The summation of phasic excitatory and inhibitory
postsynaptic potentials (EPSPs and IPSPs, respectively) and the way in which they in-
teract with the intrinsic electrophysiological and morphological properties of the neu-
ron form to a large extent the manner in which neuronal computations occur.

In contrast, modulatory actions of neuroactive substances are characterized by their
prolonged duration and the ability to modulate the response of the neuron to other, per-
haps more phasic, inputs. Although the distinction between these two types of neuro-
transmitter actions is not always easy, it is nonetheless useful. Receptors acted on
directly by a neurotransmitter are called ionotropic, whereas those acted on indirectly
by second messengers are sometimes referred to as metabotropic.

It is probably safe to say that most neurons in the brain are under the influence of
as many as a dozen or more neuroactive substances (Table 2.2). The wide range of eel-
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receptor molecules. In this manner, a neuroactive substance released onto a pyramidal
neuron in the cerebral cortex may have a very different effect from the release of the
same neurotransmitter onto a relay neuron in the thalamus (see later). Indeed, the same
neurotransmitter may have very different, or even opposite, postsynaptic effects on
neighboring neurons in the same neuronal region, depending upon the particular func-
tion of the neuron in the local circuit.

Many of the ionic currents in neurons are under the control of neuroactive substances.
It has become apparent that different neurotransmitters, each acting through its own
distinct class of receptor molecules, can modify the same ionic current. For this rea-
son, I review here the more common postsynaptic actions of neurotransmitters in terms
of the physiological action rather than the type of neurotransmitter.

FAST POSTSYNAPTIC POTENTIALS

The classic postsynaptic potential (PSP) occurs through a temporally (e.g., millisec-
onds) and spatially (i.e., local) limited increase in membrane ionic conductance. The
relatively brief time course of these PSPs allows neurons to perform a large number of
computations within short time periods, limiting the interactions between events that
are widely separated in time. Synaptic potentials, especially those brief in duration, are
usually classified by whether they increase (excitatory) or decrease (inhibitory) the
probability of action potential discharge. However, it is always better to know the ac-
tual biophysical and biochemical actions of the neuroactive substance than to refer to
them as being just "excitatory" or "inhibitory," especially when considering the mod-
ulatory actions of many putative neuroactive substances (see later).

Fast EPSPs. Two main types of brief-duration EPSPs have been identified in the ner-
vous system: those due to the activation of nicotinic receptors by ACh and those caused
by the release of excitatory amino acids.

Nicotinic cholinergic responses: Fast nicotinic EPSPs mediated by ACh have so far
been shown to occur in the spinal cord, peripheral nervous system, and skeletal mus-
cle. Nicotinic receptors are also located throughout the CNS (e.g., Albuquerque et al.,
1995).

The activation of the nicotinic receptor-ionic channel complex by ACh results in a
conforniational change in the shape of critical portions of this macromolecule, thereby
allowing ions to flow through. The nicotinic ionic channel is a "nonselective" cation
channel, meaning that positively charged ions (e.g., Na+, Ca2+, and K+) pass through
the channel with about equal proficiency. Because of the mixed nature of the ions flow-
ing through the nicotinic channel, the equilibrium (reversal) potential of the nicotinic
response, approximately —5 mV, lies between the equilibrium potentials of the vari-
ous cations (see Fig. 2.2).

The nicotinic receptor-channel is a pentameric structure composed of, in order of
mobility on SDS polyacrylamide gels, two a, one /3, one y (expressed in development;
replaced by e in adults), and one 8 subunit surrounding a water-filled pore. Amino acid
sequencing of a subunits, which contain the binding site for receptor activation, re-
vealed the presence of at least eight distinct subtypes, termed al-a8. These eight dif-
ferent a subunits (al, muscle; «2-a8, neural) differ not only in their primary structure
but also in their pharmacological properties and their distribution in the CNS.
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The actions of ACh through nicotinic receptors in the nervous system is of particu-
lar interest because nicotine, in the form of tobacco products, is still one of the most
widely used drugs of addiction. It has been proposed that the activation of dopami-
nergic neurons in the basal forebrain (ventral tegmental area) may be important in the
pleasureful, and addictive, aspects of nicotine use (e.g., Balfour et al., 2000).

Excitatory Amino Acid Responses: A substantial portion of the fast EPSPs in the
brain, particularly those in the cerebral cortex and hippocampus, are due to the release
of an excitatory amino acid such as glutamate or aspartate. Postsynaptic ionotropic re-
ceptors for glutamate have been categorized according to their affinity for three dif-
ferent exogenous agonists: AMPA, kainate, and Af-methyl-D-aspartate (NMDA).
Molecular biological studies of glutamate receptors have revealed that each of these
three subgroups is encoded for by a number of different genes, including GluRl-4 for
AMPA receptors; GluR5-7, KA1, and KA2 for kainate receptors; and NR1 and
NR2A-D for NMDA receptors (for a review, see Madden, 2002). Hetero-oligomers
formed by the different subunits generated by these genes are of a wide variety and
exhibit varying electrophysiological and pharmacological properties, depending upon
the combinations of subunits expressed.

Activation of excitatory amino acid receptors underlies fast glutamatergic EPSPs.
The PSPs mediated by AMPA and kainate receptors, like those associated with nico-
tinic channels, are typically caused by an increase in a mixed cation conductance
(mainly Na+ and K+, but sometimes Ca2+ as well) such that the reversal potential is
approximately 0 mV (see Hollmann and Heinemann, 1994). These synaptic potentials
have a very short delay from the arrival of the action potentials at the presynaptic ter-
minal to the appearance of the PSP and a rapid rate of rise. The falling phase is much
slower, being determined in large part by the membrane properties of the neuron (see
Fig. 2.9B).

In contrast to the fast PSPs mediated by AMPA-kainate receptors, the action of glu-
tamate through NMDA receptors is more complicated (reviewed by Ascher and Nowak,
1987). Stimulation of NMDA receptors results in the activation of a voltage-dependent
current that is carried not only by Na+ and K+ but also, importantly, by Ca2+. The
voltage-dependent nature of this NMDA receptor-mediated current is due to the dif-
ferential block of the ionic channel by magnesium ions (Mg2+) at different membrane
potentials (Mayer et al., 1984). At resting membrane potential (e.g., —75 mV), the
driving force on Mg2+, which is concentrated on the outside of the cell, to enter the
neuron is quite high. Because of this, Mg2+ ions compete with Ca2+ and Na+ ions for
access to the pore of the channel. Because Mg2+ ions cannot flow through the pore,
the channel is effectively blocked whenever one of the ions enters, thereby reducing
the amount of time that the channel is open and conducting (see Fig. 2.9C).

When the cell is depolarized, the tendency for Mg2+ to fill the pore is substantially
reduced, thereby lessening the block and allowing a larger Na+/Ca2+/K+ current to
flow. Because of this voltage dependence, activation of a glutaminergic synapse onto
a neuron at resting membrane potentials may result in a fast EPSP mediated through
the activation of kainate and AMPA (also known as quisqualate) receptors with little
contribution of NMDA receptor-mediated current, even though glutamate may be bind-
ing to these receptors (Fig. 2.9C). However, repetitive activation of the same synapse
may cause a large depolarization of the cell through temporal summation of the



Fig. 2.9. Synaptic potentials mediated by the release of glutamate. A: Schematic diagram of ex-
perimental protocol in which the actions and pharmacology of monosynaptic connections be-
tween cultured cortical pyramidal cells is investigated. Intracellular recordings are used to
stimulate a generator cell (a) that is monosynaptically connected to a follower cell (b). B: Acti-
vation of an action potential in the generator cell (a) causes a monosynaptic EPSP in the fol-
lower cell (b) through the stimulation of AMPA and kainate receptors (top trace; normal).
Removal of Mg2+ from the medium bathing the cultures enhances the late components of this
EPSP (second trace; Mg2+-free). Addition of the NMDA receptor antagonist APV abolishes this
late component, indicating that it was due to the activation of NMDA receptors (third trace;
APV). Returning Mg2+ to the bathing medium now has no additional effect on the EPSP (fourth
trace, Mg2+). At the bottom of B, the traces are superimposed for comparison. These data il-
lustrate that the release of glutamate can activate AMPA/kainate and NMDA receptors and that
NMDA, but not AMPA/kainate, ionic channels can be blocked by Mg2+ ions. C: Schematic sum-
mary diagram illustrating that glutamate release from the presynaptic terminal at a low frequency
("normal synaptic transmission") acts on both the NMDA and AMPA/kainate type of receptors.
Na+ and K+ flow through the AMPA/kainate channel, but not through the NMDA receptor chan-
nel due to Mg2+ block. D: Depolarization of the membrane potential, or activation of the glu-
tamatergic inputs at a high frequency, relieves the Mg2+ block of the NMDA channel, thereby
allowing Na+, K+, and, importantly, Ca2+ to flow through the channel. Depolarization due to
the synaptic potential now also activates other voltage-dependent channels, such as those that
conduct Ca2+. [B from Huettner and Baughman, 1989; C and D from Nicoll et al., 1988.]
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unitary PSPs. The more that these PSPs depolarize the cell, the more the degree of
magnesium block will be removed, and thus the greater will be the activation of the
NMDA current (Fig. 2.9D). Because NMDA channels conduct Ca2+ as well as Na+

and K+, Ca2+ will flow into the postsynaptic cell and, by activating further biochem-
ical mechanisms, can result in a potentiation of the strength of the unitary excitatory
PSP. This enhancement of the PSP can last for prolonged periods (hours, days, and
maybe longer) and therefore is known as LTP (see Bliss and Collingridge, 1993;
Malinow and Malenka, 2002 for review). LTP is one of the leading models of the mech-
anisms by which synapses change their efficacy to participate in the encoding of mem-
ories in the nervous system (see Chaps. 10-12).

In addition to the activation of fast EPSPs, glutamate may also activate slow (sec-
onds to minutes) EPSPs through the activation of glutamate "metabotropic" receptors
(see later).

Fast IPSPs. Postsynaptic potentials that are quick in onset and inhibit the postsynap-
tic activity of the neuron are known to be mediated by two different neurotransmitters
in the CNS: GAB A and glycine.

GABA-Mediated IPSPs. GABA is the major inhibitory neurotransmitter of the nervous
system. GABA-releasing cells are present throughout all levels of the neuraxis. In the
cerebral cortex and thalamus, they account for approximately 20%-30% of all neurons.
Neurons that use GABA as a neurotransmitter form a diverse group, with several dif-
ferent morphologies specific for their own role in neuronal processing. They are in-
strumental in defining and confining the response properties not only of single neurons
but also of large neuronal circuits. They figure prominently as interneurons in the types
of inhibitory circuits illustrated previously in Chap. 1. It would be fair to say that with-
out GABAergic neurons the nervous system would not function in any logical manner.

There are three major types of GABA receptor, which are referred to as GABAA,
GABAB, and GABAC (Bowery et al., 2002; Jentsch et al., 2002). Here we consider
only the GABAA receptor (GABAB- and GABAc-mediated responses are discussed
later). Many fast IPSPs in the brain are believed to result from the release of GABA
acting upon the GABAA subclass of receptor (see early IPSP, Fig. 2.10). Binding of
GABA to this class of receptor opens ion channels that are selective for Cl~ ions, and
therefore the reversal potential of GABAA-mediated responses is at the equilibrium po-
tential for Cl~ (i.e., ~—75 mV). Like the fast EPSPs in the nervous system, fast
GABAA-mediated IPSPs possess a rapid rising phase and a slower decay. These IPSPs
are only tens of milliseconds in duration and are involved in rapid computations by
neuronal networks (see Chap. 1).

GABAc receptors also conduct Cl~ ions and are most pronounced in the retina, al-
though it is likely that they will be found in other parts of the CNS (see Bormann and
Feigenspan, 1995).

Glycine-Mediated IPSPs. Glycinergic interneurons were first identified in the spinal
cord and the brainstem. Glycine inhibits neuronal activity by increasing a Cl~ con-
ductance similar to that activated by GABA (see Jentsch et al., 2002). Recent evidence
suggests that glycine also serves as a classic neurotransmitter function in the forebrain



Fig 2.10. Synaptic potentials generated in cortical pyramidal cells. A: Schematic diagram of
stimulation and recording situation. Stimulation of afferent fibers activates both pyramidal cells
and GABAergic interneurons, which subsequently inhibit pyramidal cells. B: Intracellular record-
ing from a human cortical pyramidal cell during stimulation of ascending axons. Injection of a
hyperpolarizing current pulse (I) is used to investigate the apparent input resistance of the neu-
ron. Electrical stimulation (dot) results in the generation of a fast EPSP followed by an early
(fast) and late (slow) IPSP. Activation of the axons excites local GABAergic interneurons that
subsequently release GAB A onto the recorded pyramidal cell. GAB A then activates both GABAA
and GABAB receptors. Activation of GABAA receptors causes an increase in Cl~ conductance
and underlies the early IPSP, whereas activation of GABAB receptors causes an increase in K+

conductance and is responsible for the generation of the late IPSP. C: Local application of the
GABAB-specific antagonist phaclofen substantially reduces the late IPSP, confirming that this
PSP is due to the activation of GABAa receptors. The effect of phaclofen is reversible (D).
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(Betz, 1991; Trombley and Shepherd, 1994). Very low doses of glycine can greatly
potentiate the actions of glutamate at NMDA receptors (Johnson and Ascher, 1987).
This potentiating action occurs at sufficiently low doses that even the concentrations
of glycine occurring in the extracellular fluid are large enough to have a significant
effect.

SLOW SYNAPTIC POTENTIALS

Like fast PSPs, slow PSPs are found at all levels of the nervous system. They have a
large variety of sizes, shapes, and effects on the functional properties of neurons and
neuronal circuits. Because of their delayed onset and prolonged duration, these PSPs
are probably more involved in the regulation of the excitability of single neurons and
neuronal circuits as opposed to underlying the relatively high frequency transfer of
information.

Increase in K+ Conductance. Applications onto neurons of a large variety of putative
neurotransmitters, including ACh, adenosine, norepinephrine, serotonin, GABA, dopa-
mine, and various peptides, have been found to cause an increase in membrane K+

conductance (gK; Fig. 2.10 and Table 2.2) (reviewed in Nicoll et al., 1990; McCormick,
1992). This occurs through a specific subtype of neuronal receptor for each neuroac-
tive substance. Although all of these substances have the ability to increase K+ con-
ductance in some region of the nervous system, the nonhomogeneous distribution of
receptors that mediate this response means that some neurons exhibit it and others do
not. For example, the application of ACh to GABAergic interneurons in the feline
thalamus results in an increase in gK, whereas in neighboring thalamocortical relay
cells, this neurotransmitter causes a decrease in gK (see McCormick, 1992; Pape and
McCormick, 1995; see Chap. 8). Furthermore, in many regions of the nervous system
there is convergence of different neuroactive substances, with each one generating an
increase in gK in the same postsynaptic neuron. For example, hippocampal pyramidal
cells respond to serotonin, GABA (through GABAe receptors), and adenosine with an
increase in the same K+ conductance (Nicoll et al., 1990; see Chap. 11). In this man-
ner, a variety of neuroactive substances can activate or inactivate the same ionic cur-
rents in a given neuron and perhaps even converge onto the same ionic channel.

Functionally, an increase in membrane K+ conductance is considered inhibitory in
that it usually decreases the probability of action potential discharge, and this can have
important functional consequences. For example, GABA can increase both gCl (through
GABAA or GABAC receptors) and gK (through GABAB receptors); the result is a fast
GABAA-mediated increase in gCl followed by a slow GABAe-mediated increase in
gK in the postsynaptic neuron (see late IPSP, Fig. 2.10) (e.g., Dutar and Nicoll, 1988;
Kim et al., 1997). In addition, there are many differences between the fast and slow
GABA-mediated IPSPs other than just their time course. The conductance increase as-
sociated with the late IPSP is much smaller than that associated with the fast IPSP even
though the amplitude of the voltage deviation associated with each may be similar. In-
deed, if the membrane potential is negative to EC\, the fast IPSP will be depolarizing
(although it is still inhibitory), whereas the late IPSP will still be hyperpolarizing. In
addition, the GABA-activated late IPSP is mediated through a second-messenger sys-
tem (G-proteins), whereas the fast IPSP is the result of GABA binding to a receptor
located directly on the ion channel.
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These physiological differences make fast IPSPs more of a shunting inhibition (i.e.,
the membrane potential of the cell is held close to E^\ and the input resistance of the
cell is "shunted"), and the late IPSP operates more through the hyperpolarization of
the neuron. Fast IPSPs are useful for local (e.g., particular subparts of the cell) "yes-
no" decisions, whereas the late IPSP is useful for the modulation of the overall ex-
citability of the neuron. The restricted time and space domains of the fast IPSPs allow
them to participate in relatively high-frequency neuronal processing, and the slow IPSP
is important for setting a particular level of excitability in the neuron for more pro-
longed periods of time.

The postsynaptic morphological locations of IPSPs are also very important in deter-
mining their consequences for processing within synaptic circuits. Many types of
GABAergic neurons form synaptic contacts at specific locations of the postsynaptic neu-
ron. For example, chandelier cells of the cerebral cortex give rise to chains of synaptic
terminals on the axon hillocks of cortical pyramidal cells (see Chap. 12), whereas
basket cells give rise to a "basket" or "pericellular nest" of terminals around the cell
bodies of pyramidal neurons. In this way, both of these inputs have powerful effects on
the output of the entire neuron. It may even be possible for the chandelier cell to pre-
vent the propagation of an action potential down the axon after its generation in the cell
body and/or dendrite or to determine the precise timing of action potential generation.

The opposite extreme of the above two examples of a rather global inhibition by
GABA of the output of the neuron is found in the very localized synaptic processing
in dendritic microcircuits (see Chap. 1). At this level of organization, individual
GABAergic terminals may have effects that are relatively independent of one another,
as well as independent of the output activity of the neuron itself. In these situations,
the GABAergic process may affect only a particular portion of the postsynaptic den-
dritic tree or, perhaps, only particular synaptic terminals. Numerous examples of
GABAergic contributions to processing in synaptic glomeruli, dendritic trees, and other
types of microcircuits are discussed in subsequent chapters.

Decrease in K+ Currents. Neuroactive substances can not only increase, but also de-
crease, neuronal K+ currents. To date, there are four different K+ currents that can be
decreased in amplitude in response to various neurotransmitters: /AHP> 4i> /A> and a
resting "leak" K+ current that I shall denote as /K,ieak-

Decrease in IAHP: /AHP has been shown to be decreased by a number of putative
neurotransmitters (norepinephrine, ACh, serotonin, histamine, glutamate, etc.) (re-
viewed in Nicoll et al., 1990; McCormick, 1992). In the case of norepinephrine, the
decrease in /AHP is achieved through an increase in the intracellular activity of a sec-
ond messenger, cyclic adenosine monophosphate (cAMP) (Madison and Nicoll, 1986b;
Pedarzani and Storm, 1993).

As stated previously, 7AHp contributes substantially to spike frequency adaptation.
Therefore, block of this current greatly reduces the tendency for cells to slow down
their firing rate during maintained depolarization (Fig. 2.11). This is an important ef-
fect because it allows a neurotransmitter to increase the response of a cell to barrages
of EPSPs with little or no change in the resting membrane potential, or the response
to IPSPs. Indeed, if the putative neurotransmitter simultaneously increases membrane
conductance to K+ or Cl~ as well as blocking /AHP. the result may actually be an in-
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Fig. 2.11. Effect of norepinephrine on the excitability of cortical pyramidal neurons. The re-
sponse of this hippocampal pyramidal neuron to two different types of input was examined: a
small depolarizing ramp (to mimic weak EPSPs) and a prolonged depolarization (to mimic a
train of strong EPSPs). A: In normal condition, the small ramp input causes the generation of a
single action potential (asterisk), whereas the prolonged depolarization results in a train of ac-
tion potentials that show strong spike frequency adaptation ([A, left). Addition of norepineph-
rine to the bathing medium results in a small hyperpolarization of the membrane potential (not
shown). During the hyperpolarization, the small depolarizing input no longer generates an ac-
tion potential, whereas the response to the prolonged input is actually potentiated due to the
block of spike frequency adaptation (A, norepinephrine). The reduction in spike frequency adap-
tation is a secondary effect due to the block of IAHP (not shown). This effect of norepinephrine
is fully reversible (A, recovery). B: Graphic representation of the data in A. The generation of
an action potential by the small ramp input is blocked, whereas the response to the prolonged
input is greatly enhanced. In this manner, norepinephrine can increase the "signal-to-noise" ra-
tio of the cell. [From Madison and Nicoll, 1986a.]

crease in "signal-to-noise" ratio. The baseline spontaneous firing of the cell will be re-
duced by the increase in K+ and/or Cl~ currents, whereas the cell's response to bar-
rages of large EPSPs may actually be enhanced by the decrease in 7AHp (see Fig. 2.11).

Decrease in IM- As stated earlier, /M is a K+ current that is slowly (tens of mil-
liseconds) activated by depolarization of the membrane potential above approximately
—65 mV (Brown and Adams, 1980; Marrion, 1997). This current has been shown to
be potently reduced by stimulation of muscarinic receptors by ACh. Like /AHP, 4i con-
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tributes to spike frequency adaptation; blocking it subsequently increases the response
of a neuron to barrages of EPSPs. Because 7M is active only at depolarized potentials,
its blockade may have little effect on the cell's resting membrane potential or response
to IPSPs. The M-current may be reduced following the activation of a variety of re-
ceptors, including some types of peptide receptors (see Marrion, 1997).

Decrease in IA: Many of the different K+ currents in neurons are differentiated by
different rates of activation and inactivation. One of these, the A-current, and probably
others, can be modulated by the application of neurotransmitters (Aghajanian, 1985).
Because /A contributes to an increase in the interval between action potentials during
certain types of neuronal activity, the block of I\ will enhance the response of the neu-
ron by increasing the frequency of action potential discharge.

Decrease in Ca2+ Currents: Numerous putative neurotransmitters, including ACh,
norepinephrine, serotonin, and GABA, can reduce the flow of Ca2+ across the mem-
brane (see Tsien et al., 1988; Stea et al., 1995). The functional consequences of neu-
rotransmitter suppression of Ca2+ currents has not been well studied in the CNS. One
possible effect is related to the actions of neurotransmitters at presynaptic terminals.
The amount of transmitter that is released after the invasion of the terminal by an ac-
tion potential is under the control of neuroactive agents binding to receptors located
on these terminals. In most (perhaps all) systems, the binding of the transmitter that is
released by the terminal reduces the quantity released by subsequent action potentials.
This autoinhibition then forms a negative feedback loop that is useful for regulating
the concentration of transmitter in the area of the synaptic cleft. The ionic mechanisms
of this negative feedback are not known. However, because neurotransmitter release is
highly dependent upon Ca2+ entry, transmitter-mediated decreases in Ca2+ currents
may be involved.

Possible Gating Actions of Neurotransmitters. As discussed previously, many differ-
ent types of neurons in the nervous system possess two intrinsic and physiologically
distinct firing modes: single spike and burst activity (e.g., Llinas and Yarom, 1981a,b;
Jahnsen and Llinas, 1984a,b; Llinas, 1988). The cell's membrane potential determines
in part which of these two firing patterns the neuron will exhibit. Burst firing occurs
in response to excitatory inputs whenever the membrane potential is negative to ap-
proximately —65 mV, whereas single-spike activity occurs at membrane potentials
positive to approximately —55 mV (see Fig. 2.5D and E). Therefore, a neuroactive sub-
stance that activates a K+ conductance can actually increase the probability of a neu-
ron firing by hyperpolarizing the cell into the burst firing mode of action potential
generation (e.g., from —60 to —70 mV). In this situation, the increase in membrane
conductance is acting more as a "switching" or modulatory mechanism than as a strict
"yes-no" inhibition (McCormick, 1992). Likewise, decreasing resting conductance to
K+ is an effective mechanism by which a neuron can be tonically depolarized out of
the burst firing mode and brought closer to threshold for generation of the more un-
modulated single-spike discharge (Fig. 2.12). Such changes in membrane potential have
been found to occur during shifts in arousal (Hirsch et al., 1983) and may underlie the
well known shift in the characteristics of the electroencephalogram (EEG) from syn-
chronized slow waves to desynchronized, higher frequencies during increases in arousal
(e.g., Moruzzi and Magoun, 1949; Steriade et al., 1993).
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A Rhythmic Burst Firing Tonic Firing Rhythmic Burst Firing

Fig. 2.12. Neurotransmitters control the firing mode in thalamic relay neurons. A: Thalamic re-
lay neurons can spontaneously generate rhythmic bursts of action potentials (Rhythmic Burst
Firing) through the generation of repetitive low-threshold Ca2+ spikes (see B). Application of a
variety of neurotransmitters, including acetylcholine (ACh), norepinephrine (NE), histamine
(HA), and glutamate, can reduce a "leak" K+ current, lK,ieak> and therefore depolarize the thal-
amic cell. This depolarization inactivates the low threshold Ca2+ current and therefore blocks
rhythmic burst firing. Now the cell generates tonic trains of action potentials. Once the block of
Iit,ieak wears off, the cell returns to rhythmic burst firing. B: Expansion of the rhythmic burst fir-
ing in A illustrating the rhythmic Ca2+ spikes interspersed by a "pacemaker potential." C: Ex-
pansion of part of the tonic firing in A. [Modified from McCormick and Pape, 1990.]

Retrograde Signaling: Synaptic Transmission in Reverse. The overwhelming majority
of synaptic communication in the brain occurs through the traditional mechanism: vesic-
ular release from the presynaptic terminal followed by diffusion of the neurotransmit-
ter to receptors on the postsynaptic neuron. However, it is becoming increasingly
apparent that signaling can also occur in reverse. In some cases, the postsynaptic neu-
ron can release neuroactive agents that diffuse locally, bind to receptors on presynap-
tic terminals, and influence the subsequent release of neurotransmitter. Perhaps the best
example of this retrograde signaling is in the cannabinoid pathway. Cannabis sativa
derivatives such as marijuana and hashish have been used medicinally and recreation-
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ally for thousands of years. The active ingredient in these, A9-tetrahydrocannabinol
(A9-THC), binds to a cannabinoid receptor (CB1) typically found on a subset of pre-
synaptic terminals within wide regions of the nervous system and reduces the proba-
bility of release of synaptic transmitter. The brain contains its own endogenous
cannabinoids. Depolarization of postsynaptic cells can result in an influx of Ca2+ and
the subsequent synthesis and release of an endogenous cannabinoid (e.g., anadamide).
This agent then diffuses locally, resulting in a long-lasting inhibition of presynaptic ter-
minals (reviewed in Wilson and Nicoll, 2002). Through this mechanism, the post-
synaptic neuron does not have to only listen to its presynaptic partners; it can also talk
to them.

INTRINSIC AND SYNAPTIC CURRENTS:
PUTTING IT ALL TOGETHER

With our new armament of knowledge of the intrinsic properties of neurons and how
they may be affected by neurotransmitters, we can proceed (with due caution) to pro-
pose a scenario of how synaptic computations may be implemented and modulated in
a representative neuron. We take as our example one of the most abundant and im-
portant neuronal cell types in the human brain: the cerebral cortical pyramidal cell
(Chaps. 1 and 10-12).

Like neurons in most other parts of the brain, cortical pyramidal cells receive exci-
tatory, inhibitory, and modulatory inputs from a variety of sources. Putative glutamin-
ergic synapses, which have typical fast excitatory actions, are found on the spines of
apical and basilar dendrites (Fig. 2.13). Notable sources of excitatory inputs are other
pyramidal cells (located in neighboring or distant cortical regions), spiny stellate neu-
rons of layer IV, and inputs from the thalamus (see Chap. 12). In contrast to excitatory
inputs, GABAergic inhibitory synapses are found on the soma, proximal and distal
dendrites, and initial segment of the axon; they arise largely from intrinsic cortical inter-
neurons, which are morphologically and functionally heterogeneous. Putative neuro-
modulatory substances arrive from a variety of subcortical (cholinergic, noradrenergic,
and serotonergic) and intracortical (cholinergic and peptidergic) neurons. Their synap-
tic contacts on pyramidal neurons are found largely on dendrites. Some types of
GABAergic neurons also contain, and may release, one or more peptides. The ionic
actions of these peptides and how they interact with the actions of GABA are not yet
known.

Let us imagine that our cortical pyramidal cell is in the visual cortex and that, al-
though the animal is awake and attentive, the cell is not yet receiving any specific vi-
sual input. The resting potential of our hypothetical cell will probably be somewhere
around —65 mV, depending upon the state of input from the slowly acting neuro-
transmitters, especially those (e.g., ACh) that can alter the level of resting K+ con-
ductance. This resting potential is about 10 mV below (more hyperpolarized than)
the threshold of around —55 mV for the generation of action potentials by a cortical
pyramidal neuron.

Now let us stimulate the visual receptive field of our cell with an adequately ad-
justed light stimulus to the retina (e.g., a moving bar of light). This input will first cause
excitation of the thalamic neurons (see Chap. 8). Because the animal is awake and at-
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Fig. 2.13. Effect of activation of excitatory inputs to a cortical pyramidal cell. A train of action
potentials arriving at different synaptic endings on the apical dendrite of the pyramidal cell re-
sults in the generation of a train of EPSPs. The first two EPSPs generate action potentials in the
somatic region, and the last four fail due to activation of IM and IAHP (A). This is further re-
flected in the axonal output of the neuron (C). Block of these two currents reduced spike fre-
quency adaptation and allows all six EPSPs to generate action potentials (B and D). See text for
details.

tentive, the thalamic neurons respond to the input in a one-spike-out-per-spike-in fash-
ion (e.g., Fig. 2.5D) and in turn give rise to a train of action potentials that reach some
of the presynaptic terminals onto our cell. Each action potential causes an increase in
[Ca2+]i in the presynaptic terminal that in turn causes the release of excitatory trans-
mitter from a variable number of synaptic vesicles in a probabilistic manner (see Chaps.
1 and 3). The transmitter travels across the synaptic cleft and binds to specific recep-
tor molecules on the postsynaptic spine, increasing the probability that certain ionic
channels (assume they conduct Na+ and K+ ions) will be in the open and conducting
state. In this manner, each presynaptic spike will cause an EPSP in the postsynaptic
dendrite (see Fig. 2.13). The exact amplitude-time course of each EPSP depends upon
a large number of factors, including the amount of transmitter released, the density of
postsynaptic receptor molecules, the sensitivity of the postsynaptic element to the trans-
mitter, the size and shape of the postsynaptic element, and, finally, the amplitude and
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distribution of active currents that the postsynaptic element possesses. Indeed, the "ef-
ficacy" of each synaptic connection is not a static number, because it is probably mod-
ified during the acquisition of new information, as well as new strategies to analyze
that information, perhaps through a process similar to LTP (see Fast EPSPs).

In order for the barrage of EPSPs generated by the train of inputs from the thala-
mus to cause our cell to fire, it must cause the output decision point of the cell (the
cell body and axon hillock in this case) to rise above firing threshold (e.g., —55 mV).
To do this, the EPSPs must spread from their points of generation in the dendrites,
through the cell body, to the axon hillock. What happens to these EPSPs as they make
this trip is determined by the intrinsic properties of our cell and the state of other neu-
roactive substances impinging upon it. The dendritic EPSPs will probably be large
enough to activate /Na,P, or a Ca2+ current and thereby receive an extra "boost" from
these depolarizing currents. This enhancement is needed to help overcome the fact that
cell membranes are not perfect insulators, and some of the current will leak out, thereby
reducing the size of the EPSP as it travels toward the cell body. If the train of EPSPs
comes at a sufficiently high frequency, they will exhibit temporal summation, whereas
EPSPs that arise from more than one point in the cell will also exhibit spatial sum-
mation. If the summated EPSP is large enough, it may be capable of causing the gen-
eration of a dendritic Na+/Ca2+-mediated action potential that will, of course, greatly
enhance and transform the response of the cell to the synaptic input (see Fig. 2.5C).
However, for simplicity, assume that the threshold for the generation of a dendritic
Na+/Ca2+ spike is not reached.

Now consider the situation in which many of the EPSPs in the train are large enough
to cause the generation of an action potential in the cell body and axon hillock. In this
circumstance, the initial EPSPs in the train will be more likely to cause the generation
of spikes than the latter ones due to the progressive activation of /AHP and /M, both of
which contribute to spike frequency adaptation (see Fig. 2.13A and C). Thus, although
the cell may fire to the initial few EPSPs, the later ones will not reach firing threshold
and the cell's firing will cease. This is where our modulatory transmitters come into
play. If we were to arouse our animal such that there were an increase in the release
of, for example, norepinephrine and ACh, then /AHP and /M (and perhaps 7K,i) would
be reduced. Reduction in these K+ currents would enhance the response of the neuron
by reducing spike frequency adaptation as well as by moving the cell's membrane po-
tential closer to firing threshold (see Fig. 2.13B and D).

As the visual stimulus moves out of the cell's excitatory receptive field and into those
of neighboring cortical neurons, our pyramidal cell may now be actively inhibited
through the connections of intrinsic GABAergic neurons. These barrages of IPSPs will
meet with many of the constraints as did the previous EPSPs, although they may
occur in a more "linear" portion of the membrane potential (i.e., between —65 and
—75 mV). The fast GABAergic IPSPs will be important in terminating the residual ex-
citation from the previous barrage of EPSPs by causing an increase in Cl~ conduc-
tance. The influential position of the IPSPs on or near the soma and initial portion of
the axon (axon hillock) makes them particular effective.

Now consider the situation when the animal or person falls to sleep. As drowsiness
sets in, the rate of release of the ascending modulatory neurotransmitters, such as ACh,
norepinephrine, and histamine, will decrease. The decreased release of these modula-
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tory transmitters will result in a hyperpolarization of many cell types owing to increases
in various K+ conductances. For example, thalamocortical neurons in the thalamus (see
Chap. 8) may hyperpolarize by up to 20 mV, owing to the increase in a resting K+

conductance that is normally reduced by the release of these agents. This hyperpolar-
ization of neurons in the CNS and the increase in amplitude of various K+ currents re-
sult in a decreased excitability of these cells. In addition, the hyperpolarization results
in the removal of inactivation of some ionic currents, most notably the low-threshold
Ca2+ current 7T. The removal of inactivation of 7T allows for the generation of low-
threshold Ca2+ spikes, and the activation of these in thalamocortical networks results
in the generation of the spontaneous rhythms of sleep (Steriade et al., 1993).

The presentation of a visual (or other sensory) stimulus to our drowsy or sleeping
friend will now result in a reduced response in the visual cortex: his or her brain will
be less responsive and less able to respond quickly. This reduction in responsiveness
becomes more and more pronounced as the person falls deeper and deeper in sleep.

Many of the properties outlined for our hypothetical cortical pyramidal and thala-
mic neurons can be generalized to neurons in all regions of the nervous system. How-
ever, each type of neuron is an individual and generalizations must be used with caution
so as not to neglect the important features of each neuronal type that allow it to per-
form its unique brand of cellular processing and thereby make its specific contribu-
tions to the synaptic circuits of which it is a part.
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SPINAL CORD: VENTRAL HORN

ROBERT E. BURKE

The spinal cord is a remarkably complex system of neurons that subserves sensory,
motor, and autonomic functions. The modern era of research on synaptic organization
within the mammalian central nervous system (CNS) began with the pioneering work
of the English physiologist Sir Charles Sherrington on spinal cord reflexes (see Creed
et al., 1932). These stereotyped motor responses to specific sensory stimuli in intact
animals are much the same in reduced preparations that can be studied in the labora-
tory. Sensory inputs to and motor outputs from the spinal cord are physically accessi-
ble and functionally meaningful; therefore, it is possible to attach behavioral
significance to the organization of the synaptic linkages between them—an elusive goal
in most other parts of the CNS. More recently, the analysis of spinal circuits has ex-
panded to include the mechanisms that generate and control rhythmic movements like
locomotion and scratching that can also be produced in reduced preparations. This
chapter focuses on the organization of neuronal elements and synaptic interconnections
in the ventral horn that are relevant to the control of movement.

Why limit the focus to the ventral horn? Certainly the dorsal horn contains circuitry
at least as complex as that in more ventral regions (Brown, 1981; Willis and Cogge-
shall, 1991). However, dorsal horn circuitry is largely devoted to processing sensory
information from primary afferents that is destined for supraspinal centers. This func-
tion is less amenable to a full input-to-output circuit analysis than the reflex circuitry
located in more ventral regions.

NEURONAL ELEMENTS

There are three major categories of neuronal elements in the spinal cord: (7) axons that
originate either from sensory afferent neurons in the dorsal root ganglia or descending
fiber systems that carry motor command signals into the cord from the supraspinal
brain; (2) spinal neurons with axons that leave the cord to innervate skeletal muscle
fibers (motoneurons) or autonomic ganglia (preganglionic neurons); and (3) spinal inter-
neurons with axons that terminate exclusively within the CNS, either within the spinal
cord itself (interneurons) or that leave the spinal cord to project to supraspinal targets
(tract cells). Some of the latter also have local collateral branches, so these last cate-
gories are not mutually exclusive.

79
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The diagram in Fig. 3.1 A illustrates some aspects of the structure of the spinal cord
as viewed in cross section. In contrast to cerebral hemispheres and cerebellum, where
large bundles of axons (white matter) are located inside cortical regions dominated by
neuron cell bodies, the spinal cord is organized in an inside-out pattern. The outermost
part of the spinal cord is white matter, composed of axons from spinal and supraspinal
neurons running up and down the long axis. The inner gray matter core contains the
cell bodies of spinal neurons and most of the synaptic neuropil in which they interact.
The dorsal and ventral horns of the gray matter can be subdivided into layers, num-
bered I through X, on the basis of neuron sizes and densities ("cytoarchitectonic" di-
visions; Rexed, 1952; left half of Fig. 3.1 A). Identifiable classes of spinal interneurons
(e.g., "la/Ib INs," "la INs," "Renshaw INs") and motoneurons (or motor neurons, if
you prefer) occupy predictable parts of the ventral horn gray matter, although there are
few precisely delimited "nuclei" that match those found in the supraspinal brain. The
intermixing of different categories of interneurons within the spinal gray matter has
made it technically difficult to work out the synaptic organization of specific functional
circuits.

Fig. 3.1. Spinal cord anatomy. A: Cross-sectional diagram of the spinal cord showing the main
white matter regions on the outside and the gray matter within. The thin lines in the left half of
the gray matter denote the cytoarchitectonic laminations (Rexed, 1952). The right half shows the
trajectory of a group la afferent with one collateral branch that enters the gray matter to deliver
synaptic contacts to two groups of interneurons (Non-rec. la/Ib Ins and Rec. la Ins) along its
course into the ventrolateral gray matter, where it makes contact with motoneurons (MN). Note
the wide extent of the motoneuron dendrites and the approximate locations of three groups of
interneurons discussed in the text. B: Diagram of a reciprocal group la inhibitory interneuron to
show the projection of its main axon into the lateral white matter, where it divides into rostral
and caudal branches that in turn drop collaterals back into the gray matter to make inhibitory
synapses on motoneurons.
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PRIMARY AFFERENTS

Primary afferent fall into a wide variety of categories based on anatomical and func-
tional differences, including the tissue innervated (muscle, skin, joints and other deep
tissues, or the viscera) and the characteristics of their peripheral structure, which gov-
ern the response to natural stimuli. The axonal size (diameter) and the presence or ab-
sence of myelin control the speed with which its information can be conducted to the
spinal cord. As might be expected, there are systematic interrelations between these
characteristics and the type of peripheral receptor (for reviews, see Brown, 1981;
Darian-Smith, 1984; Fyffe, 1984). There also is evidence that different classes of af-
ferent neurons exhibit distinctive intrinsic membrane properties (Koerber et al., 1988).

Primary afferents entering the spinal cord are often grouped into two functional
classes, called exteroceptive andproprioceptive. Exteroceptors are viewed as primarily
responsive to events in the environment as sensed by the skin (touch, temperature, pain,
etc.). Proprioceptors, on the other hand, are viewed as activated mainly by the animal's
own movements, as signaled by sensory structures in muscles, joints, and deep tissues
of the trunk and limb. This dichotomy is useful and well entrenched, but it is impor-
tant to remember that movements can, and do, activate many kinds of skin afferents as
well as those from muscle and deep tissues. Still other systems group sensory affer-
ents according to the type of reflex response they produce when activated. An exam-
ple of this is the flexor reflex afferents (FRAs), an assortment of skin, joint, and muscle
afferents with relatively high electrical thresholds that under some conditions tend to
activate flexor muscles and inhibit extensors (i.e., the "flexor reflex"; reviewed in Bal-
dissera et al., 1981). The name "FRA" is somewhat misleading, however, because these
afferents are likely to be an important source of proprioceptive information that influ-
ence all types of movements (Lundberg et al., 1987).

MOTONEURONS

Motoneurons are the only CNS neurons that make synaptic contacts on non-neuronal
tissue (i.e., skeletal muscle fibers). They are also one of the relatively few classes of
neurons within the CNS that have a precisely defined functional role. Motoneuron cell
bodies and their dendritic extensions lie within the ventrolateral gray matter of the spi-
nal cord (see Fig. 3.1 A) and in certain cranial nerve nuclei in the brainstem. The so-
mata of motoneurons that innervate a given muscle in the limbs or trunk lie clustered
together in elongated, cigar-shaped collections along the rostrocaudal axis of the ven-
trolateral horn ("motor nuclei"; Burke et al., 1977). The relative positions of the mo-
tor nuclei that innervate functionally related muscles exhibit fundamental similarities
throughout the vertebrate series, from amphibia to humans (Romanes, 1951; Sharrard,
1955; Landmesser, 1978; Fetcho, 1987). The number of motoneurons that project to a
given muscle varies from dozens to hundreds, depending on muscle size and function.

Motoneurons are the largest neurons in the CNS. Their dendrites can extend more
than 1.5 mm from the cell body (Fig. 3.2; see also Cullheim et al., 1987), well outside
of the motor nucleus. Within the gray matter they intertwine in an intricate feltwork
where they receive synaptic contacts over their entire length (Brannstrom, 1993), in-
cluding the distal parts that project into the white matter (Rose and Richmond, 1981).
The myelinated axons of motoneurons are correspondingly large in both diameter and
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Fig. 3.2. Reconstructions of intracellularly labeled alpha- and gamma-motoneurons and two
interneurons, all at the same scale (500-/x,m scale bars at upper right). The dendritic trees of the
motoneurons have similar extents, but that of the gamma-motoneuron was considerably less
dense. In contrast, the dendritic trees of the interneurons are much smaller. Note that the den-
drites are not drawn to scale. If they were, most would be invisible. [The motoneurons were re-
constructed in the author's laboratory (see Cullheim et al., 1987; Moschovakis et al., 1991a), and
the interneuron reconstructions were kindly provided by Diane Dewey and. R. E. W. Fyffe.]

length. Their large diameter and heavy myelin sheaths ensure that they conduct action
potentials rapidly and reliably (conduction velocities of 20 to >100 m/s in cats). The
length of motoneuron axons obviously depends on body size and the distance to their
target muscle. In humans, for example, motor axons that supply the intrinsic muscles
in the foot can be over 1 meter in length, and this can be multiplied many times in
large mammals such as elephants and whales. The large size of motoneurons is at least
in part due to the large cellular volume needed to maintain the huge amount of axonal
material, which can be over an order of magnitude larger than the motoneuron itself.

There are two distinct types of motoneurons in mammals: alpha and gamma. These
names were applied on the basis of the fact that alpha-motoneuron axons have faster
conduction velocities (generally >60 m/s, in the "alpha peak" of the compound action
potential recorded from muscle nerves) than the gamma-motoneurons (conduction ve-
locities <40 m/s, in the "gamma peak"; Matthews, 1972, 1981). The axon of an alpha-
motoneuron splits into dozens to thousands of terminal branches in and near its target
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muscle. Each terminal branch innervates one large "extrafusal" striated muscle fiber
via a specialized synapse called the neuromuscular junction. The extrafusal muscle
fibers make up the major bulk of muscles and produce output force. Normally, extra-
fusal fibers receive innervation from only one motoneuron but that motoneuron can in-
nervate dozens to hundreds of muscle fibers. The combination of a motoneuron and
the multiple extrafusal muscle fibers that it controls (called its muscle unit) make up a
motor unit (see Burke, 1981).

In contrast, gamma-motoneurons exclusively innervate one or more of the three kinds
of small, highly specialized "intrafusal" muscle fibers that exist only within the mus-
cle spindle stretch receptors. Their action is to modulate the sensitivity of the two types
of muscle spindle afferents, group la and group II, that emerge from the muscle. There
are two functional classes of gamma-motoneurons, called static and dynamic, that have
different effects on stretch receptor sensitivity. The static gamma-motoneurons enhance
the sensitivity to muscle length per se, whereas the dynamic cells promote sensitivity
to the velocity of length change. The details of the operation of this remarkable sen-
sory system can be found elsewhere (Hasan and Stuart, 1984; Matthews, 1981).

The somata of alpha-motoneurons are larger and their dendritic trees are more nu-
merous and highly branched than those of gamma-cells (Ulfhake and Cullheim, 1981;
Ulfhake and Kellerth, 1981; Moschovakis et al., 1991a). The extent of this difference
is apparent in the drawings in Fig. 3.2. Although the two neuron types are quite thor-
oughly intermixed within motor nuclei (Burke et al., 1977), they do not receive iden-
tical synaptic inputs. The most striking difference is that gamma-motoneurons receive
no monosynaptic excitation from large-diameter group la muscle spindle afferents (see
later), whereas virtually all alpha-motoneurons do. The lack of direct excitation of
gamma-motoneurons by group la spindle afferents presumably prevents a positive feed-
back loop that might produce instability in the spindle servo-control system. On the
other hand, group II spindle afferents do make monosynaptic excitatory projections to
some static gamma-motoneurons (Gladden et al., 1998), but the functional significance
of this remains unclear.

This simple alpha-gamma dichotomy became more complicated with the discovery
that some motoneurons in cats innervate both extrafusal and intrafusal muscle fibers
(Bessou et al., 1965; Emonet-Denand et al., 1975). Such "beta-motoneurons" are fairly
common in certain limb muscles in cats (Jami et al., 1982), and they can also be found
in primates (Murthy et al., 1982). In contrast to their gamma-motoneuron cousins, it
is probable that most, if not all, beta-motoneurons receive monosynaptic excitation from
group la afferents (Burke and Tsairis, 1977). This would appear to form a positive feed-
back system with still uncertain functional consequences (Grill and Rymer, 1987).

Motor Units. One of the many key concepts that we owe to Sherrington (Liddell and
Sherrington, 1925) is that of the motor unit—the combination of a motoneuron (alpha
or beta) and the group of muscle fibers that it innervates (for convenience, called the
muscle unit). Motoneurons are anatomically and functionally inseparable from the mus-
cle units that they innervate. They are the irreducible, "quanta!" elements that produce
all body movements. Most limb and trunk muscles in mammals contain two funda-
mental motor unit types—fast twitch (type F) and slow twitch (type S)—based pri-
marily on the morphology, biochemistry, and mechanical properties of the innervated
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muscle fibers (Burke et al., 1973a; Burke, 1981, 1999a). The type F population can be
further divided into two major subtypes: one relatively fatigable (type FF) and the other
much more resistant to fatigue (type FR). In general, all of the muscle fibers in a given
muscle unit share the same morphology, chemistry, and (by inference) mechanical char-
acteristics (Nemeth, 1990).

Most type F motor units produce considerably more force than type S units, although
there is a continuous gradation in maximum force outputs within the population in any
muscle (Fig. 3.3A). There is a long list of intrinsic motoneuron properties, as well as
the organization of synaptic inputs to them, that are systematically related to motor
unit type (reviewed in Burke, 1981; Binder et al., 1996; Powers and Binder, 2001).
Some of these are shown schematically in Fig. 3.4. Those properties that have larger
values in S motor units than in F units are denoted in gray, whereas the reverse is in-
dicated by hatching. These differences represent functional specializations that enable
the different types of motor units to play particular roles during reflex and voluntary
movements. Material in this figure is discussed and referenced later.

INTERNEURONS

It is useful to define three subgroups of spinal cord interneurons, based on their axonal
targets. Segmental, or local, interneurons project to spinal cord regions relatively close
to the parent cell body, i.e., within the same spinal segment or in nearby segments.
Segmental interneurons participate in reflexes to coordinate the action of motoneuron
groups within a given limb. Interneurons with axons that end at greater distances but
still within the spinal cord itself are referred to as propriospinal cells. Propriospinal
neurons link activities over multiple spinal segments, which are required to coordinate

Fig. 3.3. Interrelations of some properties of type-identified motor units in cat medial gastroc-
nemius (MG) motor units [data from Burke et al., 1976]. A: Correlation of maximum tetanic
force (ordinate) with twitch contraction time (abscissa) shows that fast twitch muscle units (types
FF and FR) produce a wide range of force, generally largest in type FF, whereas slow twitch
(type S) units produce uniformly small force outputs. B: Correlation of maximum tetanic force
(ordinate) with peak amplitude of monosynaptic group la EPSPs (abscissa) in the same set of
MG motor units. The large force type FF units exhibit generally smaller EPSPs than type FR
units, which are in turn generally smaller than those in type S units. However, the relation is
continuous and there is a great deal of overlap between the unit groups.
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Fig. 3.4. Coordinated properties of the three main types of motor units. Properties that increase
in the sequence FF < FR < S are shown in black while reverse orderings are shown in gray.
This summary represents approximations that are not drawn to scale. The histochemical typing
of muscle fibers is based on the chemical characteristics of the myosin proteins in them (see
Burke, 1981; 1999a). References for the data in this figures are given in the text.

muscle activities within and between limbs, as well as in widely distributed trunk mus-
cles, during postural control and locomotor movements. Spinal interneurons that send
their axons primarily to supraspinal destinations can be referred to as tract cells. One
example of the latter is the large neurons in Clarke's column in the upper lumbar spi-
nal segments, one of the few clearly defined nuclear groupings in the spinal cord. These
neurons project to the cerebellum in the dorsal spinocerebellar tract (DSCT), ending
as mossy fibers in the cerebellar cortex (Bloedel and Courville, 1981). The most ob-
vious role for tract neurons is to deliver information to supraspinal regions of the brain
that are specifically associated with movement control or sensory perception.

Of course, as with most biological systems, these neat categories are oversimplifi-
cations because they are not mutually exclusive (Jankowska, 1992). For example, some
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tract cells also have axon collaterals that end locally within the spinal cord (Brown et
al., 1977). Such neurons may therefore also funtion as local interneurons. As informa-
tion about the structure and function of spinal interneurons improves, it seems quite
likely that many of these neurons will be shown to have multiple sites of action, and
therefore multiple functional roles (see later).

Most spinal cord interneurons are considerably smaller than motoneurons in both
soma size and dendritic extent (see Fig. 3.2). The laminar organization and neuron
shapes and sizes have led to detailed analyses of the organization of sensory systems
in the dorsal horn of the spinal cord (reviews in Brown, 1981; Darian-Smith, 1984;
Willis and Coggeshall, 1991). Although there are at present relatively few such mor-
phological clues to guide a functional taxonomy of interneurons in the ventral horn, a
combination of anatomical and electrophysiological studies has identified the locations
of particular functional groups of ventral horn interneurons. These include Renshaw
cells that produce recurrent inhibition of motoneurons, interneurons that mediate di-
synaptic reciprocal group la afferent inhibition of antagonist motoneurons, and inter-
neurons that mediate nonreciprocal muscle and cutaneous afferents reflex effects (see
Fig. 3.1 A). These are discussed in more detail later.

Ventral horn interneurons of all types appear to have one important feature in
common—this is that their axons leave the gray matter relatively close to the the cell
body to run rostrally and caudally in the white matter. They make most of their syn-
aptic contacts on motoneurons and other interneurons by dropping collaterals at vari-
ous distances back into the gray matter (see Fig. 3. IB). This axonal organization makes
sense in that spinal circuitry is distributed longitudinally along the cord, rather than in
discrete nuclei as in the supraspinal brain.

SYNAPTIC ACTION IN THE SPINAL CORD

There are three basic types of synaptic boutons found in electron microscopic studies
of the ventral horn (see Conradi et al., 1979; Brannstrom, 1993) (Fig. 3.5): (7) type S
synaptic boutons that range from 0.5 to 8 />tm in average diameter and contain spher-
ical synaptic vesicles, (2) type F boutons that range from 0.5 to 7 ^tm in diameter but
contain vesicles that appear irregular (pleomorphic) or flattened with many types of
fixation, and (3) type P boutons that are small (0.5-1.5 ^tm in diameter) and contain
flat or pleomorphic vesicles. The S and F boutons contact the somata and dendrites of
neurons with synaptic specializations, or "active zones," at which the vesicles congre-
gate. The P (for presynaptic) boutons end on type S boutons with synaptic specializa-
tions that indicate functional synaptic connections onto the larger S that they contact.
Such "axo-axonic contacts" are believed to modulate the release of transmitter from
the recipient boutons, producing presynaptic inhibition (discussed later). A subtype of
large type S bouton, called the C type, that exhibits a postsynaptic "cistern" instead of
a postsynaptic density, has also been recognized (Conradi et al., 1979). Type C synapses
on motoneurons are known to be cholinergic but probably do not originate from moto-
neurons (Hellstrom et al., 1999).

Vesicle shape correlates with excitatory or inhibitory action on the postsynaptic tar-
get; type S boutons are excitatory, whereas the F boutons with flat/pleomorphic vesi-
cles are generally inhibitory. Synaptic boutons with pleomorphic vesicles on and near
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Fig. 3.5. Synaptic types in the cat ventral horn. Drawings of the ultrastructural appearance of
the major types of synapses found in the ventral horn. [Adapted from Fig. 2 in Conradi et al.
(1979), with permission.]

the somata of large ventral horn neurons (presumably motoneurons) are immunoposi-
tive for the inhibitory transmitter glycine (Destombes et al., 1992; Shupliakov et al.,
1993). Synaptic boutons that are immunopositive for the other major inhibitory neuro-
transmitter, y-aminobutyric acid (GABA), are also found on motoneuron somata
(Destombes et al., 1996). In fact, a substantial proportion of boutons immunopositive
for GABA are also reactive for glycine, suggesting that some inhibitory synapses may
liberate both neurotransitters (Ornung et al., 1994). Synaptic boutons with other neu-
rotransmitters, such as serotonin, are also present on motoneurons (Alvarez et al., 1998).
The soma and dendritic trees of motoneurons are covered by S and F boutons, although
the density of coverage decreases with distance from the soma (Brannstrom, 1993).
Cat alpha-motoneurons receive, on average, about 50,000 synapses from all sources.

Motoneurons in amphibians can communicate with one another directly via "ephap-
tic" interactions mediated by gap junction connections in their dendrites (Sonnhof et
al., 1977). Direct dendrodendritic synaptic arrangments that are found in some spe-
cialized CNS regions (see Chap. 5) are not present in the spinal ventral horn, although
weak electrical interactions have been found between some mammalian motoneurons
(Nelson, 1966; Gogan et al., 1977). There are sites of apparent close apposition, with-
out membrane specializations, between cat motoneuron dendrites, especially in regions
where dendrites are "bundled" closely together (Matthews et al., 1971). Electrical cou-
pling between motoneurons has been demonstrated to produce sharply timed synchro-
nous discharge of motoneurons in electric fish (Bennett, 1977), and this might be of
use in frogs. However, there is little evidence, nor much functional reason, for this type
of tight coupling among mammalian spinal motoneurons. Oddly enough, however,
motoneurons apparently also interact directly via monosynaptic connections from re-
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current collaterals that arise from the motoneuron axons before they leave the spinal
cord (Cullheim et al., 1977). These contacts are rare and their function remains un-
known.

POSTSYNAPTIC EXCITATION: GROUP la AFFERENTS

The group la, or primary, muscle spindle afferents are of special significance to a dis-
cussion of synaptic action in the spinal cord. Group la afferents make direct, or mono-
synaptic, excitatory synaptic connections with alpha-motoneurons, giving rise to
excitatory postsynaptic potentials (EPSPs) that were the first synaptic potentials in the
CNS to be recorded with intracellular electrodes (Brock et al., 1952). Many of our fun-
damental ideas about synaptic mechanisms within the CNS are based on a half cen-
tury of work on this monosynaptic system.

Anatomy. Group la afferents arise from specialized "annulospiral" end organs in mus-
cle spindles that are activated by muscle stretch, producing the familiar stretch reflex.
In mammals, group la afferents are among the largest diameter and fastest conducting
primary afferents that enter the spinal cord. The la afferents from a given muscle en-
ter the cord in the spinal segments that contain the motoneurons that innervate that
muscle (called homonymous motoneurons), as well as motoneurons that innervate syn-
ergistic muscles (called heteronymous motoneurons) (Eccles et al., 1957).

The intraspinal anatomy of group la afferents is representative of synaptic systems
in many other parts of the CNS. As shown in Fig. 3.6A, after entry into the cord, each
la afferent divides into a thick ascending (rostral) and a thinner and shorter descend-
ing (caudal) branch. The ascending branch travels in the ipsilateral dorsal column up
to the cuneate nuclei in the lower brain stem. These dorsal column axons give off lo-
cal collateral branches that drop into the gray matter at roughly 0.5- to 2-mm intervals
in and near the segment the site of entry (Ishizuka et al., 1979). Each local la collat-
eral then descends into the gray matter where it gives rise to preterminal arborizations
and associated synaptic boutons in three defineable locations (see Fig. 3.1 A): (7) the
intermediate nucleus (the medial part of Rexed laminae V and VI, where they contact
a variety of spinal interneurons (Czarkowska et al., 1981); (2) in lamina VII, just dor-
somedial to lamina IX, where they make contacts with a more specific group of in-
hibitory interneurons (Jankowska and Lindstrom, 1972; see later); and (3} in lamina
IX, where they intersect with and form contacts on the somata and dendrites of alpha-
motoneurons (Fig. 3.6B) (Brown and Fyffe, 1981; Redman and Walmsley, 1983b; Burke
and Glenn, 1996). The rostral branch in the dorsal column also drops collateral branches
into a specialized nucleus called Clarke's column, located in the upper lumbar and
lower thoracic segments of the spinal cord, where they make powerful excitatory con-
nections with neurons that give rise to the dorsal spinocerebellar tract (Walmsley, 1991).

The monosynaptic group la contacts on alpha-motoneurons arise from elaborate ar-
borizations of the local collaterals in lamina IX, either as en passant boutons (simple
swellings along the course of a collateral where the myelin sheath disappears) or as
terminal boutons, where a fine collateral branch ends in a synaptic swelling (see Fig.
3.6B). There are about 70 group la afferents in the cat medial gastrocnemius muscle
nerve (Boyd and Davey, 1968); one can envision the interstices between collaterals
from any given afferent as filled in by the collaterals of others (see Fig. 3.6A) (Ishizuka
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Fig. 3.6. Anatomy of group la afferents. A: Drawing of a cat triceps surae group la afferent
(black lines) and three alpha-motoneurons (gray lines), all filled by intracellular injection of
horseradish peroxidase tracer, reconstructed from a series of parasagittal section (see Burke and
Glenn, 1996). Note the close spacing of la collaterals that begin to branch in the intermediate
nucleus (see Fig. 3.1 A) and then deliver additional synaptic terminals to reciprocal la inhibitory
interneurons and the dendrites of motoneurons. B: High-magnification drawing of en passant
(EPB) and terminal (TB) boutons along one afferent collateral branch (thick lines) on two fine
motoneuron dendrite branches (thin lines) of one of the motoneurons shown in A. A majority of
the bouton swellings occur along the afferent collateral (EPBs) rather than terminal branches
(TBs). This was also true of the entire sample of more than 200 bouton contacts on identified
motoneurons (Burke and Glenn, 1996).

et al., 1979; Burke and Glenn, 1996). The terminal fields of la synapses from a given
muscle in the ventral horn can be viewed as longitudinal clouds of synaptic boutons
in these three gray matter loci.

Motoneurons in a given motor nucleus receive functional la contacts from nearly all
of the group la afferents originating in the innervated muscle (the "homonymous" con-
nection; Mendell and Henneman, 1971; Fleshman et al., 1981a). The projection fre-
quency is somewhat smaller but still considerable among motoneurons that innervate
muscles that act synergistically ("heteronymous" connections). Presumably, such la
connections facilitate the coordinated action of different muscles during movement
(Eccles and Lundberg, 1958). Muscles that are linked by la interconnections are some-
times referred to as a myotatic unit (Lloyd, 1960) because they participate together in
stretch (or "myotatic") reflexes. Muscles in a myotatic unit often act together in a va-
riety of movements, but there are some interesting exceptions to this rule (Fleshman
et al., 1984; see later).

Intracellular injection of the tracer horseradish peroxidase (HRP) into la afferents
and their postsynaptic motoneuron targets has shown that individual afferents can con-
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tribute as many as 35 boutons to a given motoneuron (average about 10) and these bou-
tons often exhibit wide spatial dispersion in the dendritic tree (Burke and Glenn, 1996).
Two and sometime three neighboring collaterals from the same afferent can make con-
tact in different parts of the dendritic tree of a single motoneuron. This anatomical ev-
idence has confirmed earlier inferences about wide spatial dispersion of la synapses
that were based on electrophysiological information (Burke, 1967; Rail et al., 1967;
Jack et al., 1971). Between 500 and 1000 group la boutons terminate on an average
lumbosacral cat motoneuron (Burke and Glenn, 1996), which is 1-2 percent of the
roughly 50,000 total synaptic boutons that probably end on these cells.

Physiology. Using relatively simple but ingenious methods, David Lloyd (Lloyd, 1960)
demonstrated that the stretch reflex is generated by electrical stimulation of the fastest-
conducting (i.e., group la) afferents from muscle spindles with a central latency so short
(<1.0 ms) that the connection between la afferents and motoneurons had to be direct
(monosynaptic). Central latency is the time between the arrival of synchronized affer-
ent action potentials at the spinal cord and the onset of synaptic potentials in their tar-
get neurons. Group la EPSPs in alpha-motoneurons (Fig. 3.7D) were the first synaptic
potentials to be recorded within the CNS (Coombs et al., 1955a; Eccles, 1964). Ex-
tracellular recordings in the ventral horn also revealed small "terminal potentials" (see
Fig. 3.9B, arrow) that signal the arrival of the la volley at the motoneurons, allowing
estimation of the synaptic delay of 0.2-0.4 ms before the onset of the intracellular
EPSP (Munson and Sypert, 1979a, b).

The anatomy of la afferents defines a functional hierarchy (see Fig. 3.7A) for group
la synaptic action on motoneurons: (1) single bouton EPSPs produced by an individ-
ual la synapse (Fig. 3.7B), (2) single-fiber EPSPs produced by all of the boutons be-
longing to an individual la afferent (Fig. 3.7C), and (3) composite EPSPs produced by
synchronous action in many la afferents (Fig. 3.7D). This hierarchy is the same through-
out the CNS. Single-fiber la EPSPs were first recorded by Kuno (1964) more than a
decade after the first intracellular experiments. Subsequently, others (Burke, 1967; Jack
et al., 1971; Mendell and Henneman, 1971) showed that single-fiber la EPSPs in moto-
neurons varied in shape exactly as predicted by Wilfrid Rail (1964) for synapses that
are widely dispersed throughout the dendritic tree (Fig. 3.8). The resulting conclusion
that la synapses are widely distributed along motoneuron dendrites was later confirmed
directly by anatomical studies discussed earlier. Single-bouton la EPSPs have only
rarely been observed in isolation (see Fig. 3.6B) because in most motoneurons they are
are much smaller than the background synaptic "noise" from other sources.

The Influence of Dendrites on Synaptic Action. In most CNS neurons, the major frac-
tion of the cell membrane that receives synapsesis in the dendrites. The dendrites dom-
inate the electrical properties of the neuron and influence the synaptic currents that are
delivered to the membrane region, called the initial segment of the axon, where action
potentials are generated (Eccles, 1957; Stuart et al., 1997). Most of our current under-
standing of dendritic function is based on pioneering work of Wilfrid Rail on the flow
of subthreshold electrotonic currents that spread through the cell interior (Rail, 1959,
1960; see also Segev et al., 1995). Much of the early experimental work on dendritic
electrotonus was done in spinal motoneurons (lansek and Redman, 1973; Barrett and
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Figure 3.7. Synaptic hierarchy in a primary afferent system. A: Cartoon showing spatial dis-
persion of en passant (open triangles) and terminal boutons (filled triangles) belonging to three
afferent fibers ending on the same dendrite. When simultaneously activated, the complete set
(dashed line) generates a "composite" EPSP (as in D). Activating an individual afferent fiber
produces a "single-fiber" EPSP (C), in which the amplitude and shape depend on the number
of synapses associated with that fiber and their spatial dispersion with respect to the soma where
they are recorded. Individual synaptic boutons produce "single-bouton" EPSPs (as in B), which
are only rarely detectable in spinal cord neurons. B: Unusually large single-bouton EPSPs
recorded in a cat motoneuron during repetitive firing in a group la afferent. All-or-none com-
ponents were identified because of occasional latency jitter (traces b and c). These had the same
shape and amplitude as apparently single all-or-none events (trace a). C: Single-fiber EPSPs pro-
duced by two individual group la afferents in the same motoneuron during controlled muscle
stretch. Both were relatively large in amplitude but had very different shapes. The shape differ-
ence could be accounted for by different spatial locations in the dendritic tree; EPSP (a) must
have been generated at or very near the cell soma, whereas EPSP (b) involved many synapses
located at relatively distant points in the dendrites. D: Composite EPSP produced by electrical
stimulation of the entire muscle nerve (lower trace) in the same motoneuron as in C. The upper
trace is the potential recorded on the cord surface showing the arrival of a synchronized volley
in all of the la afferents in the nerve (sharp deflection just before the EPSP onset). The overall
shape of the composite EPSP was intermediate between the two single fiber components shown
in C. The record shows superimposed multiple sweeps in which there was some fluctuation in
EPSP amplitudes. [Records in B-D from Burke, 1967, with permission.]

Crill, 1974). One might expect that, after decades of work, the electrophysiological
properties of motoneuron dendrites would be well understood. In some respects they
are, but work on this problem also illustrates how difficult it is to extract fundamental
information about dendritic membrane properties from real neurons in situ within
the CNS.

The specific resistivity and capacitance of the neuron membrane (denoted Rm and
Cm, respectively) and the resistivity of its cytoplasm (Rj) are values critical to any dis-
cussion of the electrotonic properties of neural dendrites (Rail, 1977). These parame-
ters can only be estimated indirectly from the anatomy of the whole neuron (e.g.,



Fig. 3.8. Effect of dendritic location on somatic EPSPs. A: An electrotonic model of a type FR
cat alpha-motoneuron (cell 43/5 in Fleshman et al., 1988) that includes the soma, 1 fully branched
dendrite, and a tapered equivalent cable representing the other 10 dendrites (Clements and Red-
man, 1989; Burke, 2000). All parts of the dendritic tree are aligned according to their electro-
tonic distances from the soma, calculated from the cell morphology and estimates of specific
electrical properties (Rm,SOma = 225 ft cm2, Rm,dend = 11,000 ft cm2, Rj = 70 ft cm, Cm = 1
fiF/cm2). The circles (A-F) indicate positions of simulated group la synapses, each of which
produced a peak synaptic conductance of 5 nS at 0.2 ms (Finkel and Redman, 1983). The spa-
tial distribution is based on the observed distribution of group la boutons in cat motoneurons
(Burke and Glenn, 1996). B: The main graph shows somatic EPSPs generated by the individual
synapses in the model cell. Note the progressive decrease in amplitude and slowing of time courses
produced by increasing electrotonic distance, as well as the fact that all EPSPs eventually decay
with the same time course. The inset graph shows peak EPSP amplitudes (open diamonds) and
the integral over the first 20 ms (filled diamonds) that represents the current delivered to the soma.
Note that the current falls off less rapidly than peak amplitude with electrotonic distance.

92
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Fig. 3.2) as well as the steady-state input resistance of the cell (RN) and its dynamic
response to short and/or long pulses of current. The generally accepted value for Cm

is 1.0 /Ap/cm2 in most biological membranes (Cole, 1968), although estimates range
from 0.66 jU,F/cm2 in hippocampal pyramidal neurons (Major et al., 1994) to over
2 /jiF/cm2 in neonatal rat motoneurons in vitro (Thurbon et al., 1998). Estimates for R;

are about 70-90 ft-cm in cat motoneurons (Barrett and Grill, 1974; Burke et al., 1994;
Thurbon et al., 1998), although values as high as 390 H-cm have been calculated for
hippocampal neurons (Major et al., 1994). Relatively small changes in either of these
parameters, as well as the assumption of spatial uniformity, greatly affect estimates of
Rm (e.g., Burke et al., 1994).

All reports of specific electrical properties depend on assumptions that are over-
simplifications (Rail et al., 1992). For example, neuron membranes have nonlinear volt-
age-gated conductances that can distort experimental records. It is also likely that Rm

is not uniform everywhere in the cell. Studies in spinal motoneurons using conven-
tional intracellular electrodes suggest that the effective Rm in and near the soma is or-
ders of magnitude lower than that in the dendrites (lansek and Redman, 1973; Fleshman
et al., 1988b; Clements and Redman, 1989). Estimates of Rm in the presence of such
"leaky" somatic membrane range from 10 to 20 K(l-cm2 in cat alpha-motoneurons and
over 30,000 ft-cm2 in gamma-motoneurons (Burke et al., 1994). There also is evidence
suggesting that dendritic Rm in small (i.e., type S) motoneurons is higher than that in
fast twitch (FR and FF) motoneuron types (Fleshman et al., 198Ib; Gustafsson and
Pinter, 1984). In contrast, Thurbon and coworkers (1998) found it unnecessary to pos-
tulate a somatic leak in 4/10 neonatal rat motoneurons studied with whole-cell patch
electrodes in spinal cord slices. Although a relative "somatic shunt" could result from
local injury caused by conventional microelectrode (Spruston and Johnston, 1992; Sta-
ley et al., 1992), it is possile that the soma may have lower effective Rm even in unin-
jured neurons. For example, a K+-channel with "leak" conductance properties (i.e.,
voltage independent) is highly concentrated on the soma and proximal dendrites of spi-
nal motoneurons (Talley et al., 2001).

The dendrites of many CNS neurons exhibit a wide variety of voltage-gated active
channels (Magee, 1999), and motoneurons are no exception. For example, action po-
tentials that arise in the initial axon segment propagate antidromically to involve the
motoneuron soma and proximal dendritic membrane (Eccles, 1957), indicating the pres-
ence of fast voltage-dependent conductance channels in proximal regions (Traub and
Llinas, 1977). These active dendritic channels can, at least in principle, contribute to
net membrane conductivity at rest as well as during voltage perturbations. Other volt-
age-sensitive dendritic conductances are discussed later.

Despite these uncertainties, passive membrane models provide a critical baseline for
interpreting the effects produced by relaxing the starting assumptions and adding ac-
tive membrane properties (Rail et al., 1992; Spruston et al., 1994; Segev and London,
1999). The weight of evidence suggests that the dendritic Rm in motoneurons (and prob-
ably most other CNS neurons) is sufficiently high that they are relatively short in elec-
trotonic terms, despite their anatomical extent (see Fig. 3.2). Thus, even distal synapses
can have appreciable effects at the soma. This is illustrated in a neuron model shown
in Fig. 3.8, which is based on data from a cat alpha-motoneuron (Fleshman et al.,
1988b). Given a rather long list of starting assumptions (Rail et al., 1992), such equiv-

2
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alent cables provide an approximate simulation of the electrotonic load of dendrites
that do not receive simulated synaptic inputs.

The circles with letters in Fig. 3.8A denote the positions of six simulated synapses
on the soma (A) and at various electrotonic distances from it (B through F). Figure
3.8B shows that the simulated synaptic conductance transient produced a rapidly ris-
ing and falling somatic EPSP of about 100 fjN when applied across the soma mem-
brane (A), whereas somatic EPSPs were progressively slower and smaller when the
same conductance transient was applied at increasing electrotonic distances (B —> F).
The inset graph in Fig. 3.8B shows that decline of peak amplitude with increasing elec-
trotonic distance (open diamonds) was much faster than that of the integral of voltage
over a relatively long time (20 ms in this case; filled diamonds), which represents the
electrical charge delivered by the synapses to the soma (Edwards et al., 1976). By this
measure of synaptic efficacy, boutons at almost one length constant (A) from the soma
are about half as effective as a bouton directly on the soma.

In contrast to somatic EPSPs, the peak amplitude of local EPSPs recorded at the site
of generation increase markedly with progressively distant sites of generation (from B
to F; see Williams and Stuart, 2002, for a remarkable experimental example with mul-
tiple intradendritic recordings). This occurs because the local input resistance is high
and capacitance is low at these sites in branched dendritic trees (Rinzel and Rail, 1974).
The local EPSPs in the dendrites are sufficiently large that they reduce the synaptic
current that can be injected by a given conductance change because of reduced syn-
aptic driving potential (see Chap. 2).

Mechanisms of Group la Excitatory Transmission. Synaptic transmission between mus-
cle afferents and motoneurons in frogs has both electrical (ephaptic) and chemical com-
ponents (Shapovalov and Shiraev, 1980; see Chap. 2). In mammals, however, group la
EPSPs behave as expected for a purely chemically mediated event. "As expected" means
that composite group la EPSPs exhibit an equilibrium potential (Eeq>syn; see Chap. 2)
near 0 mV and reverse to hyperpolarizing polarity at more positive membrane poten-
tials (Engberg and Marshall, 1979). This suggests that Na+ (Eeq)Na about +40 mV),
K+ (Eeq,K about —90 mV), and possibly Ca2+ (Eeq,ca about +145 mV), pass through
the activated channels (see Chap. 2). The reversal potential of la EPSPs is difficult to
measure accurately (Smith et al., 1967), not only because most la boutons are electro-
tonically isolated from the soma but also because injection of strong depolarizating
currents into cat motoneurons can activate membrane conductances that limit their ef-
fectiveness. Similar problems have been encountered in other parts of the CNS (e.g.,
the spiny neuron of the neostriatum; see Chap. 9).

Neurotransmitter Receptors. The neurotransmitter released by group la synapses is the
excitatory amino acid (EAA) glutamate. Of the three types of postsynaptic glutamate
receptor types (GluRs; see Chap. 2), the fast AMPA GluR is predominant in adult
cats. Walmsley and Bolton (1994) demonstrated that local perfusion with AMPA GluR
antagonists (CNQX and NBQX) near the soma of intracellularly recorded alpha-
motoneurons blocked composite- and single-fiber la EPSPs. Short-duration single-fiber
EPSPs generated at boutons relatively close to the soma were completely blocked,
whereas blockade was incomplete for more distant EPSPs with slower time courses.
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These authors found no evidence for a slow NMDA GluR component in adult cats.
However, there is other evidence that NMDA receptors may be more important in other
synaptic systems (Rekling et al., 2000).

On the other hand, group la synapses in immature rat spinal cords studied in vitro
do exhibit variable levels of NMDA GluR action. Ziskind-Conhaim (1990) found that
NMDA receptors are predominant in the response of embryonic motoneurons, but their
contribution to la EPSPs in neonatal rodents, as judged by sensitivity to the NMDA
blocker 2-amino-5-phosphovalerate (APV), is much smaller (Pinco and Lev-Tov, 1993;
Li and Burke, 2001) or undetectable (Jahr and Yoshioka, 1986). Thus, like many CNS
synapses (Cline, 1999), there appears to be a developmental switch between ionotropic
NMDA and AMPA GluRs during early development of the spinal cord.

Quantization of Synaptic Action. Synaptic potentials at the neuromuscular junction ex-
hibit all-or-none components that represent liberation of equal-sized packets (quanta) of
the transmitter acetylcholine (Katz, 1966). Under certain conditions, transmission can fail
to occur. Single-fiber group la EPSPs (sfEPSPs) also sometimes fail to occur during repet-
itive activation, leading to the conclusion that synaptic action at this CNS synapse is also
quantized (Kuno, 1964; Jacket al., 1981a; Redman and Walmsley, 1983a; Redman, 1990).
Given that most group la afferents contribute more than one synaptic bouton to each
motoneuron, there are two possible explanations for such transmission failures. Action
potentials might sometimes fail to invade some distal branches within the complex la
collateral arborizations (branch point failure; Luscher and Clamann, 1992). Alternatively,
fully activated synaptic boutons might sometimes fail to liberate transmitter (release fail-
ure). These alternatives are not mutually exclusive. The weight of available evidence fa-
vors release failure from fully active boutons (Lev-Tov et al., 1983b; Redman and
Walmsley, 1983a; Burke, 1998), but it is very difficult to rule out any contribution from
branch point failure. In either case, it seems safe to say that the all-or-none EPSP com-
ponents that make up an la sfEPSP probably represent events that are generated at the
individual boutons belonging to that afferent.

A variety of statistical approaches (reviewed in Faber et al., 1998) have been used
to infer the quantal size of group la sfEPSPs. In the rare cases studied both physio-
logically and morphologically, the maximum numbers of quantal components in la
sfEPSPs pretty well match the numbers of HRP-labeled boutons from the same la af-
ferents observed anatomically (Redman and Walmsley, 1983a). Given that boutons from
a single la afferent are scattered at different distances from the motoneuron soma, one
would expect them to generate different size somatic EPSPs (see Fig. 3.8B). Surpris-
ingly, however, statistical deconvolution studies suggest that, on average, quantum in-
tervals from la sfEPSPs are about the same size irrespective of EPSP shape (Jack et
al., 198la; Redman and Walmsley, 1983a). Although this might result from a statisti-
cal artifact (Walmsley, 1995), the idea of some nonlinear amplification at distal synapses
in motoneurons is consistent with recent data from other neuron types (Spruston et al.,
1999; Lee and Heckman, 2000). In addition, the size of identified la boutons, as well
as the size and number of their active zones (all morphological indices of synaptic ef-
ficacy), are larger on thin, presumably distal, motoneuron dendrites than on thick ones
(Pierce and Mendell, 1993; see also Oleskevich et al., 1999). The issue of dendritic
amplification is discussed further later.
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Modulation of Transmitter Release at la Synapses. Composite la EPSPs fluctuate in
amplitude from trial to trial (e.g., Fig. 3.7D). There are multiple sources for such fluc-
tuations (Gossard et al., 1994), one of which is the probability of transmitter release at
individual synaptic boutons (see earlier). Release probabilities may differ from one
bouton to another (Walmsley and Edwards, 1988), and they also vary with time (Hen-
neman et al., 1984) and prior history of activation (Zucker and Regehr, 2002). For ex-
ample, la EPSP amplitudes are depressed during repetitive activation at moderate to
high frequencies (>50 Hz; Curtis and Eccles, 1960) due to an apparent depletion of
the amount of transmitter immediately available for release by the active synapses
(tetanic depression; see Zucker and Regehr, 2002). This depression often persists for
several seconds immediately after the end of a tetanus (post-tetanic depression [PTD]).
However, the relatively brief PTD is followed by a prolonged period during which la
EPSPs are usually considerably larger than pretetanic control responses, called post-
tetanic potentiation (PTP) (Curtis and Eccles, 1960). After long, high-frequency
tetanization, PTP rises to maximum over several tens of seconds and then decays to
control amplitudes over a period of tens of minutes (Lev-Tov et al., 1983b). These
forms of short-term synaptic potentiation and depression are quite different from the
sustained long-term potentiation (LTP) and long-term depression (LTD) that are found
in other areas of the brain (see Chaps. 2 and 11). Neither LTP nor LTD seems to oc-
cur in motoneurons.

The co-existence of simultaneous PTD and PTP can be revealed by the adminis-
tration of the drug /-baclofen (Lev-Tov et al., 1983b), which activates presynaptic
GABA-B receptors. Baclofen reduces Ca2+ entry into synaptic terminals (Dunlap and
Fischbach, 1981; Dolphin and Scott, 1986), which in turn reduces transmitter output
and consequently eliminates the PTD produced by transmitter depletion. The net ef-
fect is to reveal uncontaminated PTP, in which EPSPs immediately after the end of the
conditioning tetanus can be up to six times larger than the pretetanic EPSPs (Lev-Tov
et al., 1983b). The drug 4-aminopyridine, which prolongs the afferent action potential
and allows greater influx of Ca2+, also produces marked enhancement of la EPSP am-
plitudes (Jankowska et al., 1977) and increases the average probability of single-fiber
quantal la EPSPs without changing their size (Jack et al., 1981b). In all of these re-
spects, the behavior of group la EPSPs within the CNS closely resembles that of cholin-
ergic end plate potentials at the neuromuscular junction (Barrett and Magleby, 1976).
Despite the great anatomical differences between the consolidated neuromuscular junc-
tion and the distributed, individual synaptic boutons belonging to a single la afferent,
these results strongly suggest that the basic mechanism of transmitter release is the
same at both synapses.

PRESYNAPTIC INHIBITION

If the probabilities of release at all 500 or so la boutons ending on an average moto-
neuron varied independently, then the amplitude of the resulting composite la EPSPs
would change very little from moment to moment because random fluctuations at in-
dividual boutons would cancel each other. However, composite la EPSPs, as well as
the monosynaptic reflexes produced by them, exhibit large, correlated fluctuations from
trial to trial (Gossard et al., 1994). In addition, when composite la EPSPs are recorded
simultaneously in two motoneurons in the same motor nucleus, their amplitude flue-
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tuations are correlated (Rudomin et al., 1975). These observations indicate the exis-
tence of a mechanism that can synchronize the fluctutations in transmitter release among
large numbers of presynaptic group la boutons, whether ending on the same or differ-
ent motoneurons.

In the mid-1950s, Frank and Fuortes (1957) discovered that conditioning stimula-
tion of group I afferents in certain flexor muscle nerves reduced the amplitude of sub-
sequent homonymous group la EPSPs in extensor motoneurons without producing other
detectable changes in the postsynaptic cell. Frank (1959) later suggested that such "re-
mote inhibition" of somatic EPSPs might result from interactions between la boutons
and nearby inhibitory synapses located on the same distal, electrotonically remote den-
drites, such that the responsible inhibitory conductanaces would themselves not be
"seen" at the soma. This was a revolutionary notion at the time, because synapses on
distant dendrites were generally regarded as irrelevant. Moreover, Frank suggested that
transmission at la boutons might be reduced by some mechanism that presynapically
reduces transmitter release. This is now called presynaptic inhibition, whereas nega-
tive postsynaptic interactions on distal dendrites are still referred to as remote inhibi-
tion. These alternatives are not mutually exclusive and there is evidence that both
mechanisms exist (Burke and Rudomin, 1977; Rudomin and Schmidt, 1999).

Conditioning stimuli that produce presynaptic inhibition usually also generate de-
polarizing potentials, called primary afferent depolarization (PAD), in the intraspinal
arborizations of the target primary afferents (Rudomin and Schmidt, 1999). There is
now abundant evidence that PAD is produced by GABA liberated by the type P "axo-
axonic" synapses (see Fig. 3.5) that synapse directly on group la and other primary af-
ferent synapses (Pierce and Mendell, 1993; Destombes et al., 1996). GABA-A receptor
blockers such as picrotoxin block PAD (Eccles et al., 1963). The depolarizing action
of GABA on primary afferent terminals may seem somewhat odd because this trans-
mitter usually produces hyperpolarization by increasing Cl~ conductances in moto-
neurons and many other types of neurons (reviewed in Rekling et al., 2000). However,
the Cl~ equilibrium potential in primary afferent terminals is more positive than the
resting membrane potential (Alvarez-Leefmans et al., 1998), so that an increased Cl~
conductance generates depolarizing potentials in afferent terminals.

There is some debate about whether PAD causes presynaptic inhibition and, if so,
via what mechanism (reviewed in Rudomin and Schmidt, 1999). Current evidence sug-
gests that, in most instances, PAD generated by axo-axonic boutons indeed reduces
glutamate release by reducing the entry of Ca2+ into afferent boutons by reducing the
amplitude and duration of the afferent action potential (Stuart and Redman, 1992; Gra-
ham and Redman, 1994). There is little evidence for actual blockade of action poten-
tial invasion in afferent arborizations (Graham and Redman, 1994; Rudomin and
Schmidt, 1999). Local increases in extracellular K+ from neuronal activity can also
produce PAD, but this is not associated with presynaptic inhibition. The close quanti-
tative association between the magnitude and time course of PAD and presynaptic in-
hibition of group la EPSPs (e.g., Lev-Tov et al., 1983a) has led many investigators to
conclude that the relation represents cause and effect.

This simple conclusion is complicated by the fact that afferent boutons also have
GABA-B receptors (Bowery et al., 1987), which are co-activated by axo-axonic GABA
release and also reduce Ca2+ entry (Dolphin and Scott, 1986) by a G-protein-coupled
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metabotropic action (see Chap. 2). Baclofen produces marked depression of post-
synaptic PSPs (Shapovalov and Shiraev, 1982; Lev-Tov et al., 1988), without inducing
ionotropic changes in postsynaptic membrane potential (Curtis et al., 1981). Although
this evidence might suggest that presynaptic inhibition and PAD may not in fact be
causally linked, Stuart and Redman (1992) used the GABA-B blocker, saclofen, to con-
clude that GABA-B activation, although clearly present during presynaptic inhibition,
plays a subsidiary role in its production. It is likely, therefore, that PAD and GABA-
B receptor activation act cooperatively to modulate Ca2+ entry into afferent terminals,
with additive effects on net transmitter output (see also Peng and Frank, 1989). Pre-
synaptic inhibition cannot completely block afferent information, but it can certainly
modify its strength and target effects.

Presynaptic inhibition is widespread among large-diameter afferents, both muscle
and cutaneous, but there is no convincing evidence that it occurs in supraspinal de-
scending pathways, nor in the connections made by spinal interneurons. The functional
organization of presynaptic control of afferent transmission is highly complex and be-
yond the scope of this chapter (see Rudomin and Schmidt, 1999). However, it should
be noted that PAD can be localized within individual collaterals of a given afferent;
giving the CNS a remarkable degree of specific control (Eguibar et al., 1997). In the
functioning spinal cord, there appears to be a constant background of presynaptic in-
hibition that can modulate afferent information to sharpen as well as defocus sensory
input within the segmental circuitry. This includes the flow of information to tract inter-
neurons that forward afferent information to the brain.

OTHER EXCITATORY SYSTEMS

The group la afferent system is obviously only one of many synaptic systems that con-
trol activity within the spinal cord ventral horn. Many segmental interneurons make
excitatory synapses on one another as well as on motoneurons, but these synaptic sys-
tems are not well characterized because they are difficult to study in isolation. Some
functionally defined systems that descend from the brain have been studied with ex-
perimental methods analogous to those applied to the group la system. Perhaps the best
known are the corticospinal and rubrospinal tracts, which contain fibers that make di-
rect, monosynaptic excitatory contact with certain species of alpha-motoneurons in pri-
mates (see reviews by Phillips, 1969, and Porter, 1987). The collaterals of corticospinal
axons in monkeys and cats are more sparsely distributed along the cord than those of
la afferents (Shinoda et al., 1986b), and their terminal arborizations also differ in shape
and density (Lawrence et al., 1985).

Corticospinal EPSPs recorded in primate motoneurons share some characteristics
with group la EPSPs (Clough et al., 1968) but differ in that they exhibit considerable
facilitation during double-pulse or short-train repetitive activation (Muir and Porter,
1973). Other descending systems, such as the vestibulospinal tract, exhibit much less
such facilitation (Burke and Rudomin, 1977). The morphology of vestibulospinal fibers
is also more like that of group la afferents (Shinoda et al., 1986a). The evidence at
hand suggests that the transmitter and/or receptor kinetics may be different for these
various species of spinal afferent systems. The transmitter(s) liberated by descending
systems remain unknown, although glutamate is the most likely excitatory transmitter.
It should be noted that electrical stimulation of descending tracts is much less easily
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controlled than that of afferents in peripheral nerves and there is much less assurance
that one is activating fibers with similar physiological roles.

POSTSYNAPTIC INHIBITION: THE DISYNAPTIC la RECIPROCAL SYSTEM

Inhibitory synaptic mechanisms are extremely important in controlling neural activity
throughout the CNS. In the spinal cord, all of the various types of primary afferents,
as well as the majority of long axonal systems that descend into the spinal cord from
the brain, make excitatory synapses with their target neurons. Thus, inhibition in the
ventral horn is largely produced by segmental interneurons, making information about
specific inhibitory systems less detailed than is the case with group la excitation dis-
cussed earlier.

The first inhibitory postsynaptic potentials (IPSPs) recorded in the mammalian CNS
were found by Eccles and colleagues in alpha-motoneurons after stimulation of group
la afferents from antagonist group la afferents (Brock et al., 1952). The central latency
of these "reciprocal la IPSPs" is sufficiently long (1.2-1.8 ms) to indicate the presence
of one level of interposed interneurons (Eccles et al., 1956) (Fig. 3.9). Reciprocal la
inhibition is referred to as disynaptic because there are two synaptic layers (and one
layer of interneurons) interposed between the afferents and the target neurons. The iden-
tification and elucidation of the synaptic organization of the inhibitory interneurons in
this pathway came much later (see later).

Fig. 3.9. Latencies of monosynaptic and disynaptic PSPs. The cartoon at the left illustrates the
point of recording for afferent volleys entering at the dorsal root (A) and the intraspinal circuits
for monosynaptic EPSPs and disynaptic IPSPs generated in homonymous (B) and antagonist
(C) motoneurons. The drawing on the right illustrates the time differences (central latency) be-
tween the entering volley and the onsets of the monosynaptic EPSP (about 0.8 ms) and the di-
synaptic IPSP (about 1.7 ms), produced by the time needed to fire the intervening interneurons
that generate the IPSP. Note the that arrival of the group la volley in the ventral horn, signaled
by the "terminal potential" just before EPSP onset (arrow), is about 0.3 ms before the EPSP
begins.
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At normal motoneuron resting potentials (about —70 mV), group la disynaptic
IPSPs are hyperpolarizing, indicating that the equilibrium potential for the process is
more negative than the resting potential. The IPSPs can be reversed into depolarizing
synaptic potentials by injecting hyperpolarizing current to move the transmembrane
potential to values more negative than the inhibitory Eeq (usually about —75 mV to
— 80 mV; Coombs et al., 1955b). Intracellular injection of Cl~ ions reverses la IPSPs
at normal resting potentials by moving the inhibitory Eeq to more positive values. There-
fore, it is generally accepted that Cl~ is the major ionic species involved in this inhi-
bition (see Chap. 2). Motoneuron responses to direct application of the amino acid,
glycine, behave in exactly the same manner as la IPSPs (reviewed in Young and Mac-
donald, 1983). Group la IPSPs are blocked by the convulsant drug strychnine, which
also blocks postsynaptic glycine receptors. Because group la IPSPs are readily influ-
enced by the injection of electrical current or small amounts of Cl~ ions into the moto-
neuron sonia, it seems likely that many of the synapses of la inhibitory interneurons
are located on and near the cell soma (Burke et al., 1971).

REFLEXES AND BEYOND:
THE SYNAPTIC ORGANIZATION OF SPINAL CIRCUITS

Unraveling the specific patterns of interconnections between CNS neurons is a major
goal of neuroscience. As mentioned earlier, one of the great advantages of the spinal
cord for neural circuit analysis is the fact that both primary afferents and motoneurons,
the two linchpins of functional identification in the motor system, are locally present,
separately accessible, and readily identifiable. A set of interneurons known to receive
direct (monosynaptic) input from a particular afferent system and to project, directly
or indirectly, to motoneurons can be defined in terms of spinal cord circuitry and prob-
able function. Such aggregates are reflex pathways.

REFLEX PATHWAYS

The history of neuroscience began with studies of reflexes, which are predictable pat-
terns in activity in muscles or autonomic effector organs that are produced by partic-
ular inputs. The simplest example, as already noted, is the monosynaptic stretch reflex.
An even more classic example is the withdrawal of a limb away from a painful stim-
ulus (the flexion reflex), which can be accompanied by generalized autonomic effects
such as the constriction of arterioles and pupillary dilation. Indeed, some reflexes can
involve precisely coordinated action of many muscles, such as the rhythmic scratching
movements in a dog's hindleg in response to tickling its ear (the "scratch reflex") or
the shifts in activity in many limb and trunk muscles that accompany limb withdrawal
away from a painful stimulus. These and other reflexes have been used to elucidate the
neuronal circuits and synaptic interactions that produce them. One cannot overstate the
importance of reflexes in the development of ideas about CNS function that we now
take for granted (e.g., see Brazier, 1960).

Until relatively recently, automatic reflex responses have usually been regarded as
qualitatively different from voluntary motor acts, which implies that the two are pro-
duced by separate bits of neural machinery even though both kinds of action require
the same motoneurons. However, over the past three decades research on synaptic or-
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ganization in the spinal cord has revealed that both reflex and voluntary actions also
utilize many of the same spinal interneurons. The ventral horn of the spinal cord is a
region in which incoming sensory information is integrated with "motor command"
signals descending from supraspinal brain regions, forming an efficient feed-forward
control system. The following section stresses two points: (7) the spinal pathways of
nominally different "reflexes" in fact interact extensively, often by sharing common
interneurons; and (2) control of movement by the supraspinal brain is mediated mainly
through interneurons in "reflex" pathways (Lundberg, 1975). This is likely to be true
even in primates, including humans, despite the existence of direct (monosynaptic) cor-
ticospinal control of some motoneurons.

SYNAPTIC ORGANIZATION IN THE STRETCH REFLEX

Contraction of a muscle after sudden stretch depends on the monosynaptic excitation of
motoneurons by group la afferents. The monosynaptic projections of group la afferents
are directed not only to motoneurons of the muscle from which those la afferents arise,
called the homonymous muscle, but also to those of its functional synergists (het-
eronymous muscles). These synergists can act at the same joint, as with the potent het-
eronymous la connections between the three ankle extensor muscles that comprise the
triceps surae group (soleus plus medial and lateral gastrocnemius), or at different joints,
such as gluteus (hip extensor) and soleus (Eccles et al., 1957). In general, the het-
eronymous composite EPSPs are smaller than the homonymous ones because a smaller
proportion of heteronymous la afferents reach synergist motoneurons than their hom-
onymous targets (Fleshman et al., 1981a). It is now known that the smaller-diameter,
slower-conducting group II muscle spindle afferents also produce monosynaptic excita-
tion in many motoneurons, albeit considerably weaker than that produced by la affer-
ents (Sypert and Munson, 1984). The only primary afferent systems that make direct
connections onto motoneurons are thus the groups la and II muscle spindle afferents.

The monosynaptic stretch reflex is obviously designed for speed, but it is important
to recognize that it is also reliable, in the sense that a monosynaptic connection can-
not be completely interrupted, despite modulation by presynaptic inhibition (see ear-
lier). One clear role of stretch reflexes is to increase motor unit activity to resist
externally imposed stretch, which increases muscle stiffness and tends to restore the
muscle to its original length (Houk and Rymer, 1981; Prochazka, 1996). The apparent
simplicity of the monosynaptic pathway is deceptive, however, because the sensitivity
of stretch receptor afferents can be controlled by the CNS through the gamma- and
beta-motoneurons. In addition, both la and group II spindle afferents exert significant
effects on motoneurons indirectly through interneuron pathways (Lundberg et al., 1987;
Jankowska, 1992), which are themselves targets of CNS control (see later). This func-
tional roles of this remarkable system continue to be a matter of intense research
interest.

MULTISYNAPTIC REFLEXES: INTERNEURONS

The fact that a monosynaptic reflex arc cannot be completely disabled is a weakness
as well as a strength. Significant advantages accrue when at least one layer of inter-
neurons is interposed between an afferent system and the target motoneurons, as in the
disynaptic group la inhibitory circuit discussed earlier. The sign of the effect at moto-
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neurons can be changed from excitation to inhibition. In addition, transmission in a
multisynaptic reflex pathway can vary from zero to considerable amplification, by virtue
of other excitatory and inhibitory effects that converge onto the interposed interneurons,
thus regulating their excitability. Thus, multisynaptic circuits can function as logical
elements (in effect, digital gates of any configuration) and as signal amplifiers, de-
pending on circuit organization. The convergence of multiple input systems onto spe-
cific groups of interneurons in spinal reflex pathways is so common that few if any of
them are "private" to a particular category of input or output (Lundberg, 1969, 1975;
Baldissera et al., 1981). It seems quite likely that the spinal interneurons that are in-
terposed in the long-recognized spinal reflex pathways can under other conditions sub-
serve quite different functions and obey other masters.

Disynaptic Recurrent Inhibition: Renshaw Cells. The first spinal interneurons to be
functionally identified were the "Renshaw cells," so-called by Sir John Eccles and
coworkers (1954) in honor of Birdsey Renshaw, who first described recurrent inhibi-
tion of motoneurons following antidromic activation of motor axons. Renshaw cells
are monosynaptically excited by cholinergic synapses from collaterals that arise along
the course of motoneuron axons before they exit from the cord. In turn, Renshaw cells
project back to the same and related motoneurons where they produce inhibitory syn-
aptic potentials (for reviews, see Burke and Rudomin, 1977; Baldissera et al., 1981).
The central latency of onset for recurrent IPSPs (about 1.5 ms) in motoneurons indi-
cates interposition of a single layer of intermediate interneurons (i.e., a "disynaptic"
connection).

The key to functional identification of Renshaw interneurons was that the input and
output sources were the same (i.e., motoneurons). Individual Renshaw cells were iden-
tifiable during microelectrode recording (Eccles et al., 1954) because the EPSPs pro-
duced by motor axon collaterals are powerful and of relatively long duration (Walmsley
and Tracey, 1981). As a result, Renshaw cells have distinctive, very high frequency (up
to 1000 Hz) repetitive action potentials when activated by stimulating a ventral root
(Fig. 3.10A), making their identification possible without the considerable difficulty of
proving that an individual cell indeed projects monosynaptically to motoneurons (Van
Keulen, 1981).

Individual Renshaw cells have been studied morphologically, and their projections
confirmed directly (Lagerback and Kellerth, 1985; Fyffe, 1991). Although Renshaw
cells are located deep in Rexed's lamina VII, ventromedially adjacent to the motor nu-
clei (see Fig. 3.1), only a few of their axonal collaterals take the shortest route (i.e.,
within the gray matter) to the adjacent motor nuclei. Like other spinal interneurons (see
Fig. 3. IB), their main axons enter the ventral and lateral white matter and then drop
finer collaterals back into the ventral horn as they run along the spinal cord. Surpringly,
the cholinergic synapses that produce the intense discharge in Renshaw cells are lo-
cated mainly on the proximal dendrites (Alvarez et al., 1999), whereas their somata
are dominated by inhibitory glycinergic synapses (Alvarez et al., 1997).

The recurrent IPSPs produced in motoneurons after ventral root stimulation are
longer and less sharply peaked (see Fig. 3.10A) than group la IPSPs discussed earlier
(see Fig. 3.9) because they are produced by high-frequency bursts from the Renshaw
cells. Consequently, recurrent IPSPs can exhibit more or less synchronous wavelets,
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Fig. 3.10. Recurrent inhibition through Renshaw interneurons. A: Diagram of the intracellular
potential in a Renshaw interneuron, in which a powerful EPSP produced by motoneuron recur-
rent collaterals generates fast repetitive firing (upper trace) that in turns results in a prolonged
IPSP in motoneurons (lower trace). B: Circuit diagram of the recurrent inhibitory pathway. Rel-
atively localized motor axon collaterals project to nearby Renshaw cells that have axons that
project more widely to motoneurons along the axis of the spinal cord. The relative efficacy of
Renshaw cell projections to small and large motoneurons is denoted by the sizes of the recur-
rent synapses.

each generated by the relatively synchronized spikes in the multiple Renshaw cells that
converge onto the motoneuron. The reversal potential for recurrent IPSPs is similar to
that of disynaptic la IPSPs, indicating that increased Cl" conductance is responsible.
However, it has been reported that recurrent IPSPs are only partially blocked by the
glycine antagonist strychnine (Cullheim and Kellerth, 1981; Schneider and Fyffe, 1992).
The strychnine-resistant remnant is instead blocked by the GABA-A receptor blocker
picrotoxin. There may be two populations of Renshaw interneurons, one that secretes
glycine and the other that secretes GAB A (Fyffe, 1990), although it is also possible
that individual Renshaw interneurons may co-release both inhibitory transmitters
(Ornung et al., 1994).

Interestingly, recurrent IPSPs are less readily reversed by small injections of Cl~ into
the motoneuron soma than are la IPSPs in the same motoneuron, even though both are
about equally affected by current injected at the soma (Burke et al., 1971). This sug-
gests that Renshaw cell synapses end mainly on proximal motoneuron dendrites, where
they are relatively isolated from small alterations of intrasomatic Cl~ concentration but
less so from voltage perturbations. This conclusion has been confirmed by direct ana-
tomical reconstructions (Fyffe, 1991). If Renshaw cell synapses are located on some
proximal motoneuron dendrites and not others, it is possible that they might strategi-
cally reduce the effects of synapses located more distally on just those dendrites.

The basic circuit diagram of the Renshaw system (see Fig. 3.10B) is relatively sim-
ple, but one must appreciate that many neurons are symbolized by the single element
labeled "Renshaw cell." It is also clear that a given Renshaw cell receives input from
many motoneurons (input convergence) and almost certainly projects to many indi-
vidual motoneurons (output divergence). Recurrent inhibition obviously provides neg-
ative feedback from active motoneurons to the same and other motoneurons, but there
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are a few interesting complexities in their organization that lend spice to this appar-
ently simple circuit.

The collaterals of motoneuron axons spread rostrocaudally for only about 1 mm away
from their point of origin, limiting recurrent input to nearby Renshaw cells (Cullheim
and Kellerth, 1978a). Because most motor nuclei in the cat spinal cord are 7-10 mm
in length, this means that only a fraction of the motoneurons belonging to a given nu-
cleus can contribute input to any local group of Renshaw cells. In addition, recurrent
collaterals from the motoneurons that innervate fast contracting muscle units (most no-
tably, those of type FF motor units) are more luxuriant than those of cells innervating
slow twitch muscle units (type S; Cullheim and Kellerth, 1978a). It is interesting that
motoneurons that innervate small, distal muscles do not have recurrent axon collater-
als at all, irrespective of motor unit type (Cullheim and Kellerth, 1978b; McCurdy and
Hamm, 1992). Motor axon collaterals are not the only source of synaptic input to Ren-
shaw cells. Groups of Renshaw cells inhibit one another, producing "recurrent excita-
tion" (see Fig. 3.12) (Ryall, 1981), and they receive both excitatory and inhibitory input
from a variety of primary afferents and supraspinal regions (Burke and Rudomin, 1977;
Baldissera et al., 1981). Thus, it is clear that Renshaw cells do not constitute a "pri-
vate pathway" exclusive to motor axon collaterals.

On the output side, Renshaw cell axons can project over 12 mm rostrocaudally, thus
extending their influence to large fractions of the motor nuclei (Jankowska and Smith,
1973) (see Fig. 3.1 OB). In contrast to the apparent strength of type-related motoneuron
input to Renshaw cells noted earlier, recurrent IPSPs are largest among type S moto-
neurons and smallest in type FF (Friedman et al., 1981). Despite some contrary evi-
dence (Lindsay and Binder, 1991), the weight of available observations suggests that,
in general, motoneurons that excite Renshaw cells most strongly receive the weakest
recurrent inhibition, and vice versa. The spatial relations between motor nuclei that ac-
tivate Renshaw cells versus those that receive recurrent inhibition can be quite com-
plex. As a general rule, recurrent inhibition is not found between motor nuclei of
muscles that are strict functional antagonists at a particular joint (Baldissera et al.,
1981). Particular motor nuclei can be joined as input-output partners in recurrent in-
hibition even though separated by considerable distances, whereas near neighbors may
not be. Recent work has provided evidence for quite specific input-output patterns
among cat hindlimb motor nuclei that include both recurrent inhibition and facilitation
(Turkin et al., 1998). However, motoneurons and other Renshaw cells are not the only
targets for Renshaw cell output; they powerfully inhibit interneurons in the reciprocal
disynaptic pathway between group la afferents and motoneurons but not cells in most
other oligosynaptic reflex pathways (Hultborn et al., 1971a,b; see later).

A modeling study suggests that one role for recurrent inhibition is to promote de-
synchronized firing among motoneurons (Maltenfort et al., 1998), which could provide
more accurate control of muscle force. Beyond that, however, the complexity of syn-
aptic organization among Renshaw interneurons, particularly the fact that they inhibit
reciprocal group la inteneurons (see later), suggests that they subserve functions that
go well beyond negative feedback. What appears at first glance to be a rather simple
neuronal organization has, on closer inspection, remarkable complexity, with functional
implications that remain to be clarified.
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Disynaptic Group la Reciprocal Inhibition. Identification of individual interneurons in
the reciprocal la inhibitory pathway was not as simple as in the case of Renshaw cells.
Many spinal interneurons receive monosynaptic group la excitation (Eccles et al., 1960),
and for a long time it was not clear which of the candidates directly inhibit antagonist
motoneurons. The key to this problem was found by Hultborn and coworkers (1971a,b)
who discovered that of all the group la inhibitory reflex pathways tested, only disynaptic
reciprocal la inhibition is subject to recurrent inhibition by Renshaw cells. Thus, an in-
dividual interneuron that is monosynaptically excited by group la afferents and di-
synaptically inhibited after ventral root stimulation can be inferred to belong to the
reciprocal la inhibitory reflex pathway.

Subsequent elegant work by Jankowska and Roberts (1972), using the technique of
spike-triggered averaging (using the action potentials of a single interneuron to trigger
a computer to average intracellular potentials from the target motoneuron), showed di-
rectly that such interneurons indeed directly inhibit the appropriate motoneurons. The
morphology of la inhibitory interneurons has been examined using intracellular injec-
tion of tracer substances (Jankowska and Lindstrom, 1972). Like Renshaw cells, la in-
hibitory interneurons have axons that travel in the white matter, dropping collaterals
back into the gray matter to make synaptic contacts with both alpha- and gamma-
motoneurons (see Fig. 3. IB).

The disynaptic reciprocal la inhibitory pathway provides a striking example of the
complexity of CNS control of interneurons. Synaptic oganization in this pathway was
worked out largely using the technique of "spatial facilitation" that allows inferences
about the convergence of multiple synaptic input systems onto interneurons that proj-
ect directly to motoneurons (Lundberg, 1975). With intracellular recording from a moto-
neuron, stimulation of one input system (a "conditioning" input, usually a primary
afferent system) can nonlinearly enhance or diminish the amplitude of "test" synaptic
potentials produced by another input source when the two inputs converge on common
interneurons (Fig. 3.11). When postsynaptic changes in the motoneuron and presynaptic
inhibition can be excluded, this method can give information about the CNS circuits
that may control those interneurons during various behaviors.

Using spatial facilitation, Hultborn, Jankowska, and their colleagues (for reviews,
see Baldissera et al., 1981) have shown that the reciprocal la inhibitory interneurons
receive excitatory inputs from a wide variety of input systems in addition to la affer-
ents (Fig. 3.12, left panel), including other primary afferents and descending systems
from supraspinal centers. In addition to inhibition by Renshaw cells, groups of la in-
hibitory interneurons also directly inhibit other groups of reciprocal la inhibitory inter-
neurons. Finally, la reciprocal interneurons can be driven in phase-related bursts during
rhythmic motoneuron activity, called fictive locomotion, that mimics the patterns seen
in actual locomotion (Feldman and Orlovsky, 1975; see later) without any drive at all
from la afferents.

Although seemingly bewildering in complexity, the synaptic organization of recip-
rocal la inhibitory interneurons displays patterns that suggest important functional cor-
relates (Baldissera et al., 1981; Jankowska, 1992). For example, descending systems
like the vestibulospinal tract directly excite certain extensor motoneurons as well as la
inhibitory interneurons that receive la input from the same muscle and then inhibit its
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Fig. 3.11. Spatial facilitation of transmission through a disynaptic pathway to motoneurons.
[Adapted from Lundberg, 1975.] The cartoon at the left shows a motoneuron (MN) receiving
projections from a set of last-order interneurons that in turn receive synaptic excitation from two
sources (inputs A and B). When activated by either input alone, the interneurons produce small
disynaptic EPSPs in the motoneuron (right diagram). Activating the two inputs together with the
proper timing produces an EPSP that is much larger than the algebraic sum of A and B alone.
In addition to being larger, the facilitated EPSP can also sometimes exhibit reduced central la-
tency because some of the interposed interneurons fire earlier than they do with either input
alone (A and B, arrow). This is due to the fact that the EPSPs in some interneuron reach thresh-
old for firing earlier when the cells are depolarized by both inputs.

flexor antagonists. These same "extensor" la inhibitory interneurons also inhibit the la
inhibitory interneurons that receive flexor la input and inhibit the extensor motoneurons
(see Fig. 3.12). Working through this organization, it becomes apparent that activation
of an extensor muscle by, for example, descending vestibulospinal "commands," would
simultaneously increase inhibition of the antagonist flexor nucleus and reduce any on-
going extensor inhibition due to "flexor" la interneurons activated by passive stretch
of the antagonist flexor muscle. This antagonist suppression presumably can be kept
within bounds, at least to some extent, by superimposed recurrent inhibition. Activa-
tion of the agonist (extensor) motor nucleus would, through recurrent inhibition, sup-
press "its" la interneurons and remove the antagonist suppression. This is, of course,
only one possible scenario. Given the variety of inputs present, reciprocal la inhibitory
interneurons can presumably participate in a wide variety of actions in addition to their
"simple" reflex function. The fact that they can be drive rhythmically during fictive lo-
comotion provides a striking example of this (see later).

Other Disynaptic Reflex Systems: State Dependence. The spatial facilitation approach
is most informative when applied to disynaptic reflex pathways. The synaptic organi-
zation of most spinal reflex systems is unknown because they involve multiple layers
of interneurons between the incoming afferents and motoneurons. However, there are
muscle and cutaneous afferents that do produce disynaptic PSPs in specific groups of
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Fig. 3.12. Synaptic organization of group la inhibition. A: The schematic diagram shows the
main features of synaptic organization in interneurons in the disynaptic reciprocal inhibitory
pathway from group la afferents to antagonist motoneurons (thicker lines). Because of its im-
portance in the identification of these interneurons, the organization of Renshaw interneurons is
also shown. Note the reciprocal inhibitory connections between groups of la inhibitory and Ren-
shaw interneurons (within dashed boxes). (See the text for other details.) [Diagram adapted from
Baldissera et al., 1981, with permission.] B: The schematic diagram within the box on the right
illustrates one aspect of contrasting synaptic organization in dorsal (DSCT) and ventral (VSCT)
spinocerebellar tract neurons. [Adapted from Fig. 1 in Lundberg, 1971, with permission.] Note
that VSCT neurons receives monosynaptic excitation and disynaptic inhibition from the same
set of group la afferents. With this basic arrangement, the signal in the VSCT pathway depends
on the balance between monosynaptic la excitation and disynaptic inhibition, whereas that in the
DSCT reflects only la excitation. In principle, comparison of the two signals in the cerebellum
carries information about transmission through the la inhibitory interneurons. See text for full
discussion.

motoneurons. Most of these disynaptic effects were not detected in conventional, deeply
anesthetized preparations because they are "open" only under certain conditions, or
CNS states, such as during fictive locomotion (Burke, 1999a; see later). For example,
group I afferents (including group la muscle spindle afferents) produce disynaptic EP-
SPs that are superimposed on monosynaptic EPSPs in many extensor or flexor moto-
neurons only during the phase of fictive locomotion when the recipient motoneurons
are active (Schomburg and Behrends, 1978; Angel et al., 1996; Degtyarenko et al.,
1998). These disynaptic EPSPs can be quite large, amplifying the effects of group la
input that supports firing in the already active motoneurons. These effects appear to be
due to convergence of drive from circuits that produce locomotion (see later) onto the
same interneurons that receive group I input, rather than modulation of presynaptic
control of group I synaptic action (Gossard, 1996). The central pathways from group
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II spindle afferents are also subject to such state-dependent control (Lundberg et al.,
1987; Jankowska, 1992).

The Golgi tendon organ afferents (group Ib) that sense muscle tension also generate
disynaptic excitatory and inhibitory reflex effects (Baldissera et al., 1981; Jankowska,
1992). There are also disynaptic excitatory pathways from skin afferents to some moto-
neurons (Illert et al., 1976; Fleshman et al., 1984, 1988a), and some of them become
evident only during particular phases of fictive locomotion (see later). However, most
cutaneous and some muscle afferent reflexes operate through at least two levels of inter-
neurons (referred to simply as multisynaptic). It is difficult to make inferences about the
synaptic organization in multisynaptic reflex pathways using the spatial facilitation ap-
proach because the neurons that receive direct afferent input are not the same as those
that project to the output motoneurons. Nevertheless, many of these more complex path-
ways appear to exhibit the same kind of convergent control that is characteristic of di-
synaptic systems (Baldissera et al., 1981).

THE SYNAPTIC ORGANIZATION
OF ASCENDING TRACTS

The basic function of some ascending tract neurons is clearly to relay sensory infor-
mation from primary afferents to regions of the brain that produce conscious sensation
and/or guide the formation of appropriate actions. There is a great deal of information
about such systems that, being located in the dorsal horn, are beyond the scope of this
chapter (see Willis and Coggeshall, 1991). However, some ascending systems appear
to reflect a more "integrative" function at the spinal cord level that complements the
organizations found in the reflex interneuron pathways discussed earlier.

The contrast between "relay" and "integrative" functions is apparent when compar-
ing the synaptic organization of two major spinocerebellar systems that project from
the lumbosacral enlargements of carnivores and primates to the cerebellar cortex and
certain brain stem nuclei. The dorsal spinocerebellar tract (DSCT) originates from cells
in Clarke's column, one of the few anatomically distinct groups of spinal cord neu-
rons, located in the upper lumber segments of the cord. Individual DSCT neurons re-
ceive powerful input from particular afferent species, either from muscle (e.g., group
la afferents from one muscle or a functionally related group of muscles) or from cu-
taneous and some high-threshold muscle afferents (for a review, see Bloedel and
Courville, 1981). The firing of a given DSCT cell is tightly coupled to, and relays with
reasonable accuracy, the input from the afferents that project to it (Kroller and Grusser,
1983). As always in nature, the "relay" analogy is not perfect because there is evidence
that DSCT neurons also receive input from segmental and local interneurons (Hongo
et al., 1983), leading to a degree of integration within Clarke's column (reviewed in
Bosco and Poppele, 2001). Nevertheless, DSCT neurons provide the cerebellar cortex
with a relatively "unprocessed" version of information from particular kinds of primary
afferents, which is markedly different from its counterpart, the ventral spinocerebellar
tract (VSCT).

Individual neurons of the VSCT receive a complex mixture of cutaneous and mus-
cle afferent inputs, some directly from primary afferents and some indirectly via seg-
mental interneurons, including those in the reciprocal group la inhibitory pathway
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(Lundberg and Weight, 1971). In general, no single afferent system dominates the syn-
aptic inputs to VSCT. What use can the cerebellum make of such diverse mixtures?
Lundberg (1971) suggested an intriguing hypothesis, based in part on the observation
that some VSCT cells receive monosynaptic excitation from group la afferents from a
particular muscle nerve and, at the same time, disynaptic inhibition apparently pro-
duced by the same la afferents (see Fig. 3.12, right panel) (Lundberg and Weight, 1971).
When the two co-exist, the probability of discharge from VSCT cells might cancel if
they were of equal efficacy or modulated up or down depending on which input was
stronger. This arrangement would enable VSCT neurons to function as comparators,
signaling the level of transmission through the disynaptic la inhibitory pathway. Given
the complexity of peripheral, local, and descending input to the reciprocal la inhibitory
interneurons, it would seem important to forward information about the "state of af-
fairs" at the segmental level to the supraspinal brain (Lundberg, 1971). Although much
work is required to validate this hypothesis, it is in principle testable.

Synthesis. The synaptic organization found in spinal interneuronal pathways implies
great functional flexibility in the spinal cord. This phylogenetically old part of the CNS
evidently retains mechanisms capable of sophisticated local integration of sensory in-
formation with descending motor commands. The convergence of control on reflex
pathway interneurons enables descending motor commands to take advantage of the
fact that these cells have immediate access to the sensory information that signals, for
example, current limb position, muscle lengths and tensions, and the presence of ex-
ternal obstacles. By operating through interneurons of segmental reflex pathways, de-
scending motor commands can be effectively filtered according to the existing "state
of affairs" in the limb and trunk before they reach the motoneurons, which is updated
continuously as conditions change. This feed-forward organization can operate in an
efficient, predictive way, in contrast to feed-back mechanisms that depend on sensory
signals about the results of a movement, which are inherently slower and less efficient
in controlling movements of even modest speed (Rack, 1981). There is evidence that
this type of organization is present in humans, where it appears to operate during vol-
untary movements (Pierrot-Deseillegny, 1996).

THE SPINAL CORD IN ACTION

Aspects of the synaptic organization of the ventral horn have been discussed earlier at
the level of individual synapses, neuron groups, and small neuronal circuits. This sec-
tion deals with the influence of synaptic organization on two important aspects of dy-
namic spinal cord function: (7) the recruitment of motor units during a variety of
movements, and (2) the operation of some interneuronal circuits during the generation
of rhythmic motoneuron firing that resembles the patterns found in locomotion (fictive
locomotion).

MOTOR UNIT RECRUITMENT

Control of muscle action during movement is obviously a major function of the spinal
cord. Muscles are essentially conglomerates of motor units, and regulation of muscle
force is a matter of activating and de-activating these quantum elements (recruitment
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and derecruitment, respectively). The force produced by individual motor units is con-
trolled by regulating motoneuron firing frequency (often referred to as rate coding}.
Because of the wide but systematic interrelations among motor unit properties (see
Fig. 3.3) (see also Burke, 1981; Henneman and Mendell, 1981; Binder et al., 1996),
understanding the recruitment process requires information about the identities as well
as the numbers of active motor units. In addition to its importance in motor control,
the process of motor unit recruitment has a wider significance for understanding the
regulation of activity in functionally related groups of neurons throughout the CNS.

The fact that small motor units are recruited before large ones during stretch reflexes
was first described by Denny-Brown (1929). Later, an influential series of papers from
the laboratory of Elwood Henneman re-affirmed this observation and showed that dere-
cruitment usually proceeds in the reverse order (Henneman and Olson). Henneman
coined the term size principle not only to describe the small-to-large recruitment se-
quence but also to encapsulate the idea that the phenomenon somehow depends on the
anatomical size of the motoneurons (Henneman et al., 1965). This idea generated wide
interest in the basic mechanisms that underlie recruitment sequences (for reviews, see
Burke, 1981; Binder et al., 1996; Powers and Binder, 2001). The results can be sum-
marized by saying that recruitment in a wide variety of reflex and voluntary activities
is usually, but not always, in a size-ordered sequence and that such sequences are de-
termined by the interaction between intrinsic motoneuron properties and the organiza-
tion of synaptic input to them. All of these factors are related to motoneuron size, but
size per se is not a causal factor.

Intrinsic Motoneuron Properties Related to Recruitment. Intrinsic membrane proper-
ties that control cell excitability vary among the motoneurons in a given motor nucleus
in relation to the properties of their muscle units (i.e., motor unit type). Whole neuron
input resistance, RN, is proportional to the effective membrane resistivity, Rm (see ear-
lier), divided by the membrane area of the cell, AN. In cat motoneurons, RN varies over
a 10-fold range, but AN varies only about 3-fold (Fleshman et al., 198 Ib; Burke et al.,
1982; Gustafsson and Pinter, 1984). Both factors exhibit the same gradation with mo-
tor unit type, suggesting that effective membrane resistivity of cat motoneurons in-
creases in the same sequence. The same effective synaptic current delivered to the soma
would thus generate the largest PSPs in type S motoneurons (Binder et al., 1996), as
observed with some synaptic inputs (see Fig. 3.4).

Motoneurons exhibit a variety of nonlinear, time- and voltage-dependent properties
that have important functional consequences on their relative excitability (reviewed in
Binder et al., 1996; Powers and Binder, 2001). The rheobase current (the depolarizing
current necessary to bring a neuron to its firing threshold) is a good measure of in-
trinsic excitability. Rheobase current in motoneurons increases systematically in the se-
quence S < FR < FF after adjustment for differences in RN (Fleshman et al., 198Ib;
Zengel et al., 1985). Another property called accommodation increases the firing thresh-
old of some type F motoneurons during sustained depolarization, leading to eventual
cessation of firing (Burke and Nelson, 1971).

Although motoneurons have long been known to possess nonlinear voltage-
dependent conductances (Schwindt and Crill, 1977; see Crill, 1996), most of the
early work on motoneuron properties was done in anesthetized or spinalized ani-
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mals in which membrane nonlinearities are not prominent. It has become quite clear
that voltage-dependent nonlinearities can dominate motoneuron behavior under other
conditions. Motoneurons exhibit what has been called bistable membrane responses,
or sustained depolarizing plateau potentials, in decerebrate cats (Crone et al., 1988),
in which there is a strong monoaminergic descending drive from reticulospinal sys-
tems, or when exposed to the neurotransmitter serotonin (5-hydroxytryptamine [5-
HT]; Hounsgaard et al., 1988) or drugs like L-DOPA that cause the release of
noradrenaline (Conway et al., 1988). The ventral horn is liberally supplied by 5-HT
synapses from bulbospinal descending axons (Alvarez et al., 1998; Rekling et al.,
2000), which potentially provide the brain with a route for controlling plateau po-
tential modulation during various motor acts (Delgado-Lezama and Hounsgaard,
1999).

In the presence of exogenous or endogenous 5-HT, transient depolarizations pro-
duced by current injection or synaptic action can activate a persistent inward (de-
polarizing) current (IPIC). This effect is an example of neuromodulation as described
in Chap. 2. Although motoneurons exhibit an IPIC that is carried by Na+ (Grill, 1996),
the pharmacology of plateau potentials suggests that they are due largely to increased
Ca2+ conductances though L-type channels in the dendrites (Svirskis and Hounsgaard,
1997; Carlin et al., 2000). This conductance can generate step-like increases in moto-
neuron firing that can outlast the activating event (Fig. 3.13). Plateau potentials either
de-activate spontaneously or can be terminated by a short hyperpolarization from in-
jected current or inhibitory synaptic input. Evidence suggests that the prevalance and
voltage threshold for plateau potentials favor their operation in motoneurons with rel-
atively slow axonal cnduction velocities and low rheobase currents, suggesting that they
are particularly prominent in type S motoneurons (Lee and Heckman, 1998).

Unlike many types of CNS neurons (see Chap. 2), motoneurons have a relatively
limited range of firing frequency, largely because of their long-duration post-spike af-
terhyperpolarizing potentials (AHPs) (Kernell, 1965; reviewed in Kernell, 1992; Pow-
ers and Binder, 2001), which depend largely on Ca2+-activated K+ conductances
(Barrett and Barrett, 1976). Motoneurons can fire at short intervals (10-20 ms; called
doublets) when they begin firing, but the AHP conductance increases during repetitive
firing (Baldissera and Gustafsson, 1971), resulting in longer inter-spike intervals (adap-
tation) as firing continues. Doublets can enhance subsequent force output, particularly
in type S muscle units, despite lower sustained frequencies (the "catch" property; Burke
et al., 1970b).

All of these features are closely related to the mechanical properties of the inner-
vated muscle units and the ways in which they are used during movement. Muscle units
of all types produce their full effective range of force output modulation over a rela-
tively limited range of sustained frequencies (10-40 Hz in most limb muscles). In a
given motor unit, this "optimum" range is related to the twitch contraction time, so the
range is lower in type S than in type F units (Burke et al., 1976a). When activated,
plateau potentials can produce sustained firing rates near the upper limits, ensuring
near-maximum force production that is relatively independent of excitatory synaptic
drive. The prevalence of plateau potentials in type S motoneurons would be particu-
larly useful in postural control that demands sustained generation of relatively small
forces (Walmsley et al., 1978).
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Fig. 3.13. Plateau potentials in a cat alpha-motoneuron. Three intracellular records from the
same triceps surae motoneuron at different membrane potentials (ordinates; note different scales)
produced by the injection of depolarizing (top trace) or hyperpolarizing (bottom trace) currents
or at the resting potential without current (middle trace). For each trace, a barrage of group la
synaptic input was generated by high-frequency vibration of the triceps surae tendon between
the double-headed arrow (vertical dashed lines). The resulting synaptic depolarization was lim-
ited to the duration of vibration and produced no action potentials when the cell was hyperpo-
larized (bottom trace). However, at the resting potential (middle trace), the same input generated
spiking not only during the input but also during a period of sustained depolarization (plateau
potential) that outlasted the stimulus before its spontaneous termination. During depolarization
(top trace), the plateau potential and resulting spikes persisted until the end of the record. De-
cerebrate cat preparation treated with a noradrenergic agonist, methoxamine, to enhance activa-
tion of plateau potentials. [Adapted from Fig. 1A in Lee and Heckman, 1998, with permission.]

Synaptic Organization Underlying Recruitment. Although intrinsic motoneuron prop-
erties are undoubtedly important in recruitment control, the organization of synaptic
input is also critical. If recruitment were governed only by motoneuron properties, it
would be essentially invariant, but this is clearly not the case. For example, the ex-
citability of individual motoneurons within a motor nucleus fluctuates with relative in-
dependence from the whole population during repeated stimulation of group la afferents
(Rail and Hunt, 1956). During such experiments, the degree of independence between
population and individual motoneuron responses can be increased by conditioning the
same system with other synaptic inputs (Gossard et al., 1994). Such observations are
best explained by variations in synaptic organization between motoneurons, even within
the same motoneuron pool. Some synaptic systems are organized to re-enforce the spec-
trum of intrinsic motoneuron properties, whereas others exhibit quite different grada-
tions of efficacy.
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Monosynaptic group la EPSPs provide an example of synaptic oganization that works
in concert with the spectrum of intrinsic motoneuron properties to produce size-ordered
recruitment. The peak amplitudes of composite EPSPs produced by group la afferents
increase in the sequence FF < FR < S (see Fig. 3.3B) (Burke et al., 1976b; Fleshman
et al., 198la). There is a clear correlation between la EPSP amplitude and the func-
tional thresholds of slow and fast twitch motor units in the stretch reflex (Burke, 1968),
as predicted by the size principle (Henneman and Olson, 1965). Moreover, assessment
of the effective synaptic current delivered to the spike generation zone from group la
synapses reveals the same ordering (Heckman and Binder, 1988). Because motor units
are generally recruited from small to large force units under many conditions, we can
infer that many other synaptic systems probably exhibit the same gradation of synap-
tic efficacy as found for group la afferents. For example, amplitudes of disynaptic group
la IPSPs in motoneurons are strongly correlated with those of la EPSPs in the same
cells (Burke et al., 1976b). On the other hand, the relative efficacy of monosynaptic
vestibulospinal EPSPs is more or less equal in all motor unit types in cat medial gastro-
nemius motor units (Burke et al., 1976b; see also Powers and Binder, 2001).

Factors That Control Synaptic Efficacy. One obvious measure of synaptic strength, or
efficacy, is the peak amplitude of monosynaptic potentials measured by an intracellu-
lar electrode in the cell soma (see Figs. 3.3B and 3.7D) (for additional perspectives,
see Kirkwood et al., 1999). The magnitude of steady-state "effective" synaptic currents
at the soma can also be estimated, making it possible to estimate synaptic efficacy in
polysynaptic as well as monosynaptic inputs (Powers and Binder, 2001). Such currents
multiplied by the neuron's input resistance give the somatic voltage change produced
by the input, after factoring in the equilibrium potential for the synapses in question.
Because the spike generator in most CNS neurons is in the axon initial segment (see
earlier), the somatic currents/potentials translate quite well into the output firing rate
(Binder et al., 1993).

There are three levels of synaptic organization at which interactions between
presynaptic and postsynaptic factors can affect the synaptic efficacy. At the level of sin-
gle synaptic boutons, one must consider the amount of transmitter released presynaptically
and the sensitivity and density of postsynaptic receptors for it. The interaction between
these presynaptic and postsynaptic factors results in the transmembrane conductance
change that generates a single-bouton EPSP. There is evidence that variations at this level
are systematically related to motoneuron type (Honig et al., 1983; Mendell et al., 1990),
possibly due to some retrograde message from motoneurons to synapses.

The next level of analysis is the synaptic system, e.g., all of the la synapses that im-
pinge on a given motoneuron. Effective synaptic strength can vary from cell to cell as
a function of the total number of la synapses that release transmitter during any given
presynaptic action potential (see earlier). However, synaptic number alone has little
meaning without considering the total amount of postsynaptic membrane over which
they are distributed. The ratio between synaptic number and membrane area is the syn-
aptic density. When all other things are equal, increasing synaptic density should re-
sult in increasing synaptic efficacy.

The last level of analysis concerns electrotonic interactions that depend on the spa-
tial distribution of the active boutons and the electrotonic characteristics of the cell
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(soma and dendrites) on which they are distributed (see Fig. 3.8). For example, if most
of the la synapses to one motoneuron were electrotonically closer to the soma than in
another, an equal density would still result in larger and faster EPSPs in the former
than in the latter. Equivalent spatial distributions of the same number of synapses to
cells with very different electrotonic architectures could in principle give the same re-
sult. The electrotonic factor is of somewhat less consequence if EPSPs are measured
by the electrical charge injected into the soma (see Fig. 3.8) (lansek and Redman, 1973;
Heckman and Binder, 1988). It should be noted also that synaptic inputs operate nor-
mally during repetitive action, so that the voltage changes at the spike generation site
in the axon initial segment depend on timing and frequency of input. This factor can
interact with spatial location because of its effect on PSP shape as well as amplitude
(see Fig. 3.8).

All of these mechanisms operate whether the postsynaptic membrane is passive or
active. Two kinds of nonlinear mechanisms must be added to this mix. In the first,
repetitive activation of group la afferents produces less than expected EPSP summa-
tion in low-rheobase, high-resistance motoneurons with large EPSP amplitudes than in
the high-rheobase, low-resistance cells that have smaller la EPSPs, thus tending to
"equalize" differences between low- and high-threshold motoneurons during repetitive
activation such as occurs in actual movements (Mendell et al., 1990). An opposite ef-
fect results from nonlinear amplification of la EPSPs due to activation of dendritic con-
ductances that underlie plateau potentials. Evidence that the persistent inward current
(IPIC) that produces plateau potentials and bistable motoneuron firing (see earlier) can
be activated by the large local EPSPs generated in the dendrites (Lee and Heckman,
2000). The operation of this mechanism can be controlled by reticulospinal descend-
ing systems. Because this effect is larger and more easily activated in low-threshold,
type S motoneurons, this mechanism provides an additional level of CNS control that
favors size-ordered recruitment that can be modulated by descending motor commands
(Lee and Heckman, 2000).

Alternative Recruitment Patterns. If all synaptic input systems to motoneuron were
qualitatively the same, understanding recruitment order would simply be a matter of
the quantitative interactions described above. However, there is evidence that normally
high-threshold motor units can be selectively recruited under special conditions. This
suggests the synaptic systems responsible may project primarily, if not exclusively, to
these units. For example, stimulation of distal skin regions can sometimes markedly
re-order the relative excitability of cat ankle extensor (triceps surae) motor units dur-
ing activation by group la afferents in animals (Kanda et al., 1977; Gossard et al., 1994;
but cf. Cope and Pinter, 1995). Low-threshold afferents from distal skin regions in the
cat hindlimb produce polysynaptic excitation that is ordered quite differently from la
input. These polysynaptic EPSPs are small or even undetectable in many type S moto-
neurons but are present and sometimes quite powerful in motoneurons of FR and FF
units (Fig. 3.4; see Burke et al., 1970a, 1973b). The responsible multisynaptic path-
way in the cat receives convergent supraspinal excitation (Pinter et al., 1982).

A similar phenomenon has been observed in human subjects during voluntary ab-
duction of the forefinger (Datta and Stephens, 1981; Garnett and Stephens, 1981). The
recruitment thresholds of motor units in the first dorsal interosseous muscle during vol-



Chapter 3. Spinal Cord: Ventral Horn 115

untary ramp contractions of the index finger exhibit marked reversals during and for
some time after repetitive electrical stimulation of the distal skin of the same finger. A
quite different example of differential recruitment in humans occurs during controlled
voluntary lengthening of triceps surae muscles against a steady load (Nardone et al.,
1989). In this rather unusual situation, motor units with large electromyographic (EMG)
signals were preferentially recruited while units with smaller EMG signatures fell silent.
This was the reverse of the normal recruitment pattern, when these muscles were vol-
untarily shortened against the same load. In fact, many of the large signal units were
not recruited during ankle extension, except in very rapid (ballistic) contractions.

These observations suggest that there at least two qualitatively different patterns of
synaptic organization to motor units in mixed muscles. These are illustrated schemat-
ically in the left panel of Fig. 3.14, in which the width of the lines denotes relative in-
put efficacy. The existence of just two different orderings of synaptic efficacy provides
the CNS with at least three options: (1) a "size-ordered" recruitment sequence when
input A is dominant, (2) essentially synchronous activation of all pool motor units when
both A and B are active, and (3) selective recruitment of otherwise high-threshold mo-
tor units when input B is dominant. It may well be that selective recruitment of large
force, fast twitch motor units is useful only in situations that demand both large forces
and rapid relaxation, such as occurs during the very rapid alternation when a cat shakes
a wet hindpaw (the "paw shake reflex"; Smith et al., 1980). However, the option of
combining A and B input organizations would reduce the firing threshold range in-
herent with input A alone (threshold compression; right panel in Fig. 3.14; see Garnett
and Stephens, 1981) and facilitate the more or less synchronous activation of the en-

Fig. 3.14. Synaptic organization and motoneuron recruitment. The cartoon on the left depicts
the type S, FR, and FF subsets of motor units in a given motor pool. The strength of excitatory
synaptic input A is largest in S motoneurons, smaller in FR, and smallest in FF, as observed for
monosynaptic la EPSPs (see Fig. 3.3B). The FF and FR units in same pool also receive excita-
tion from a second source, B, that does not project to type S motoneurons (Burke et al., 1970).
(See text.) Increasing drive through input A should recruit motor units in an S —» FR —> FF se-
quence, as in the graph on the right. Combining drive from both A and B should result in greater
synchrony in recruitment because it would narrow the difference between low- and high-
threshold units established by synaptic inputs organized like input A.
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tire motor unit population that is in fact observed during ballistic contractions (Desmedt
and Godaux, 1977).

It should be noted that the importance, if not the existence, of selective motor unit
recruitment is controversial (e.g., Calancie and Bawa, 1990; Cope and Pinter, 1995;
Cope and Sokoloff, 1999; Burke, 2002). The spectrum of motoneuron intrinsic prop-
erties and the organization of many types of synaptic input discussed earlier strongly
favor size-ordered recruitment. Perhaps because of this, instances of clear selective re-
cruitment are infrequent and require special conditions. Nevertheless, there seems to
be sufficient evidence that motor unit recruitment sequences are not immutable, which
emphasizes the importance of synaptic organization in recuitment control.

Functional Consequences. In size-ordered recruitment sequences, the lowest-threshold
motor units produce small forces that are resistant to fatigue (i.e., type S), which is ad-
vantageous for motor units that are used often and for prolonged periods of time (high
"duty-cycle" units). The small force outputs of individual type S motor units permits
precise incremental control of total muscle force by recruitment and rate coding. Both
features are important for the maintenance of posture, which requires relatively small
total force outputs (Walmsley et al., 1978). As force demand increases, size-ordered re-
cruitment activates larger force type FR motor units that are still relatively fatigue re-
sistant. These medium duty-cycle units are called into play for movements like walking
and running that require more total force and faster contraction and relaxation. Type FF
motor units ordinarily have the highest functional thresholds and are used relatively in-
frequently (low "duty-cycle" units) in short bursts of activity that require large force
outputs (galloping and jumping in cats; Walmsley et al., 1978) but little resistance to fa-
tigue. Thus, size-ordered recruitment is precisely tailored for a wide range of move-
ments. On the other hand, some actions like ballistic or rapidly alternating movements,
and perhaps controlled active lengtheing, appear to require more selective activation of
ordinarily high-threshold motor units, with or without the smaller, low-threshold units.

DYNAMIC CONTROL OF SPINAL INTERNEURONS:
FICTIVE LOCOMOTION

A long-term goal of systems neuroscience is to explain behavior in terms of the re-
sponsible neural circuits. Although information about the synaptic organization of re-
flex pathways is a step in this direction, reflexes are not really behaviors. We need
experimental models in which the CNS emits outputs that clearly resemble those that
occur in intact, behaving animals but that can be studied using the invasive methods
developed for studying reflexes.

At the spinal cord level, one such model system isfictive locomotion. Under certain
conditions, motor nuclei produce coordinated patterns of cyclic firing that closely re-
semble the patterns observed in intact animals (Fig. 3.15) (see Grillner, 1981; Rossig-
nol and Dubuc, 1994; Rossignol, 1996). Such patterns can be elicited by electrical
stimulation of sites in the hind brain (e.g., the mesencephalic locomotor region [MLR])
(Shik et al., 1966) or by drugs administered after spinal cord interruption in paralyzed
animals in which the supratentorial brain is removed (decerebrated; see Schmidt and
Jordan, 2000). Such immobilized preparations are suitable for extracellular and intra-



Fig. 3.15. Motoneuron activity patterns are similar in normal and fictive locomotion. A: Rectified
and integrated electromyographic (EMG) signals produced from five hindlimb muscles during three
step cycles in a normal cat walking on a treadmill. Note the alternation between extensor muscles
plantaris (Plant) and flexor hallucis longus (FHL), and flexor muscles extensor digitorum longus
(EDL) and tibialis anterior (TA). The middle trace is from the flexor digitorum longus (FDL),
which is the mechanical synergist of FHL but exhibits a different activity pattern, with little ac-
tivity during the extension phase but a large, brief burst at the onset of the flexion phase (arrows).
[Adapted from Fig. 9 in Carlson-Kuhta et al., 1998, with permission.] B: The bottom five traces
show a closely similar activity pattern recorded directly from five muscle nerves (electroneuro-
grams, ENGs, no rectification) during spontaneous fictive locomotion in an immobile decerebrate
cat treated with a neuromuscular blocking agent to prevent muscle movement. [Records from the
author's laboratory; see Degtyarenko et al., 1998.] As in the normal case, there was alternation be-
tween extensor muscles (lateral gastrocnemius-soleus, LGS, and FHL), and flexors (TA and pos-
terior biceps plus semitendinosus, PBST). The brief bursts in FDL at the onset of the flexion phases
(arrows) are exactly as in the intact animal. The top trace is a simultaneous intracellular record
from an FDL motoneuron, showing sharp depolarizations in the first third of flexion (arrows) that
drive the early flexion bursts, and subsequent strong hyperpolarization (inhibition) through the sub-
sequent two-thirds, which prevent FDL firing during this period.
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cellular recording from individual neurons, which permits analysis of synaptic organi-
zation in the ventral horn circuits that are involved. In this case, rhythmic motoneuron
activity is recorded in muscle nerves (electroneurograms [ENGs]) (Fig. 3.15, B) rather
than from muscles (EMGs; Fig. 3.15, A).

The basic pattern of coordinated motoneuron activations in locomotion is produced
by a system of spinal interneurons organized into what is called the central pattern
generator (CPG) for locomotion (Grillner, 1981; Stein and Smith, 1997; Selverston et
al., 1998). Such a CPG can generate rhythmic motoneuron activity without any affer-
ent activity or other source of rhythmic external drive. Coordinated patterns of moto-
neuron activity are the hallmark of CPG operation, but interneurons also receive
rhythmic drive from the locomotor CPG. For example, the locomotor CPG regulates
the excitability of group la reciprocal inhibitory interneurons (see Fig. 3.12; Feldman
and Orlovsky, 1975; Pratt and Jordan, 1987; Degtyarenko et al., 1998). Moreover, the
locomotor CPG can drive reciprocal la inhibitory interneurons to rhythmic discharge
in the absence of any phasic contribution from la afferents at all (Feldman and Orlovsky,
1975), essentially co-opting them to generate "locomotor" inhibition rather than "stretch
reflex" inhibition. In this situation, these "reflex" interneurons might better be called
"CPG inhibitory interneurons." It seems inevitable that the more we learn about syn-
aptic organization among spinal interneurons, the more diffiult it will be to assign them
to the precise categories that we usually use to organize and communicate information.

Spatial Facilitation of Cutaneous Reflexes During Fictive Locomotion. Modulation of
transmission through the reciprocal group la pathway during fictive locomotion is an
example of the convergence of multiple sources of CNS control onto common inter-
neurons (i.e., spatial facilitation; see Fig. 3.11). Repeated electrical stimulation of an
afferent nerve can be used to probe the convergence of drive from the locomotor CPG
onto other disynaptic reflex interneurons during cycling from flexion to extension. The
observed "state-dependent" changes in transmission through segmental interneurons
provides information about their synaptic organization (Burke, 1999b) and in turn per-
mits inferences about the structure of the CPG itself (Burke et al., 2001). This can be
illustrated using synaptic inputs to the motor nuclei of two small muscles in the cat
hindlimb, flexor digitorum longus (FDL), and extensor digitorum longus (EDL).

The FDL muscle plantar flexes the hindpaw toes, whereas the EDL extends them.
Coactivation of the two muscles protrudes the claws. Motoneurons that innervate both
of these muscles receive disynaptic and trisynaptic PSPs from two sets of fast-
conducting cutaneous afferents, one via the superficial peroneal (SP) nerve that inner-
vates skin on the dorsal surface of the hindpaw and the other via the medial plantar
(MPL) nerve that innervates the ventral (plantar) skin (Moschovakis et al., 1991b; Deg-
tyarenko et al., 1998). The unusual prevalence of disynaptic cutaneous PSPs in these
two sets of motoneurons suggests that these are functionally specialized pathways, be-
cause cutaneous afferents produce only trisynaptic PSPs in many other hindlimb moto-
neurons (see earlier). The behavioral relevance of these functional specializations
becomes apparent when the pathways are examined during fictive locomotion.

Figure 3.16A illustrates an example of fictive locomotion in which SP and MPL
PSPs were generated at regular intervals (100 ms), superimposed on rhythmic burst-
ing in extensor and flexor muscle nerves. With sufficiently long periods of rhythmic
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Fig. 3.16. Modulation of cutaneous reflex pathways during fictive locomotion. A: A sample of
intracellular and ENG records from another bout of fictive locomotion involving the same FDL
motoneuron shown in Fig. 3.15B. During a long sequence of step cycles, two cutaneous nerves,
superficial peroneal (SP) and medial plantar (MPL), were alternately stimulated electrically at
10 Hz to sample changes at all phases of the stepping cycles (see Moschovakis et al., 1991b).
A computer program was used to average together responses produced in specific phases, shown
in B and C. B: Averaged PSPs produced by the SP nerve during early (Fl), middle (F2), and
late (F3) flexion, as well as throughout extension (Ext). Note the large enhancement of SP EP-
SPs in Fl, with the appearance of a disynaptic component (arrow; central latency, 1.9 ms) that
was not present in any other phase. C: As in B but showing PSPs produced by MPL stimula-
tion during the same step cycle phases. In marked contrast to the SP pattern, disynaptic MPL
EPSPs were completely suppressed throughout flexion, and later components were much re-
duced in amplitude. The suppression during Fl is not explained by postsynaptic inhibition, which
only begins later (A). D: A simple circuit diagram that is consonant with the observations in A
through C. Input from the SP and MPL nerve project to FDL motoneurons via independent sets
of last-order excitatory interneurons. The disynaptic SP pathway cells receive excitation from
the CPG for locomotion mainly during the early part of the flexion phase. In contrast, the MPL
pathway cells are actively inhibited through the entire flexion phase, via inhibitory interneurons
that must exist if the CPG output is assumed to be purely excitatory (arrows denote unknown
circuitry).

stepping, cutaneous PSPs were generated during all phases of the step cycle and were
then averaged together, using a computer program (Degtyarenko et al., 1996b). The in-
tracellular record in Fig. 3.16A (FDL 1C) shows that the FDL motoneuron was depo-
larized during the first third (Fl) of the flexion phase of locomotion, producing the
short burst of firing in the FDL nerve, but is powerfully inhibited during the subse-
quent two-thirds of flexion (F2 and F3). These synaptic effects are often called loco-
motor drive potentials (LDPs) (Jordan, 1983). During the Fl period, SP EPSPs were
markedly enhanced, and an otherwise inconspicuous disynaptic EPSP appeared (cen-
tral latency <2 ms; Fig. 3.16B, arrow). The enhancement decreased during the later
flexion phases (F2 and F3) and the EPSP returned to its control amplitude during the
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extension phase (Ext). In marked contrast, the MPL EPSP was suppressed during
the entire flexion phase (Fig. 3.16C). This differential modulation clearly shows that
the SP and MPL EPSPs, although both disynaptic, are produced in FDL motoneurons
by different sets of last-order interneurons (Fig. 3.16D) (Moschovakis et al., 1991b).

The available observations about modulation of cutaneous input to FDL and EDL
motoneurons in the cat lead to the circuit diagrams in Fig. 3.17. The data suggest that
the locomotor CPG has two functional components: (7) a circuit that generates the ba-
sic flexion-extension rhythm (clock network) and (2) circuits driven by that rhythm
that distribute CPG output to target interneurons (called "last-order" interneurons) that
in turn project directly to specific motoneurons. This pattern-forming network appears
to be needed to generate the precise temporal patterns found in different motor nuclei
during the flexion and extension phases (e.g., Figs 3.15; see also Burke et al., 2001).
In the case of circuits to the FDL motor nucleus (Fig. 3.17A), the pattern forming net-
work is complicated by the fact that FDL motoneurons can sometimes fire during the
extension phase of stepping in normal cats (O'Donovan et al., 1982) or in fictive lo-
comotion (Fleshman et al., 1984). When firing in extension, the FDL assists the anti-
gravity action of its mechanical synergist FHL, which is invariably active only during
the stance (extension) phase of locomotion (see Fig. 3.15). These alternative actions of
FDL are denoted by the switch symbol included in the network.

There are four sets of last-order interneurons in the FDL diagram, one each for the
two afferent inputs, one that excites FDL cells during Fl, and one that inhibits them
during the remainder of flexion (here called F2). The latter two sets can account for
the succession of EPSP and IPSP LDPS evident in the intracellular record in Fig. 3.16A.
Finally, there must be a set of inhibitory interneurons that project onto the last-order
cells in the MPL pathway, to account for the suppression of disynaptic MPL EPSPs
throughout the flexion phase (note arrow in Fig. 3.16C). This diagram attributes the
observed effects of SP and MPL afferents in FDL motoneurons to convergence of af-
ferent input and CPG drive onto common interneurons. It is impossible to rule out some
contribution of modulated presynaptic inhibition in the afferent terminals because of
evidence that PAD exhibits phase-related changes during fictive locomotion (reviewed
in Rossignol, 1996; Rudomin and Schmidt, 1999). However, the details of pattern and
timing of the modulation favor the view that most, if not all, of the observations are
due to the convergence mechanism. Amplification of PSPs by active membrane prop-
erties in the postsynaptic motoneurons (see earlier) would not explain EPSP suppres-
sion (Fig. 3.17C) or the precise timing of appearance and disappearance of disynaptic
components in EPSPs (Fig. 3.16B and C).

Locomotor control of cutaneous inputs to EDL motoneurons has two remarkable
features. First, electrical stimulation the SP nerve produces disynaptic IPSPs in EDL
motoneurons that exhibit the same pattern of modulation during locomotion as found
in the SP EPSPs in FDL motoneurons (Degtyarenko et al., 1996a). Enhancement of
the SP IPSP is maximal during the first third of flexion and then declines rapidly. The
disynaptic IPSPs disappear entirely during the extension phase and they are rarely ev-
ident outside of fictive locomotion. The second feature of interest is that EDL moto-
neurons, like FDL cells, receive disynaptic and trisynaptic EPSPs from the MPL nerve,
and these are also powerfully suppressed during the entire flexion phase (Degtyarenko
et al., 1996a). This observation suggests, but cannot prove, that the same last-order



Fig. 3.17. A more complete diagram of CPG control of cutaneous input to FDL and EDL moto-
neurons. It embodies two messages: (7) the locomotor CPG is a complex set of circuits, one of
which functions to generate the basic rhythm, and (2) a set of circuits that shapes the temporal
and spatial aspects of the rhythmic drive to deliver it to both motoneurons and interneurons at
appropriate time points in the step cycle (see Burke et al., 2001). A: This diagram is an elabo-
ration of the one in Fig. 3.16D. The CPG icon is expanded into a circuit that generates the lo-
comotor rhythm (clock network), which drives another network (pattern formation network) that
provides timing delays and distribution of locomotor drive to appropriate interneurons and moto-
neurons. FDL motoneurons can be active either during flexion or extension but usually not both.
Therefore, the pattern network must contain a subnetwork that allows this phase switch, which
is accomplished without changing the drive to SP interneurons (Burke et al., 2001). Therefore,
there must be excitatory last-order interneurons that produce the relevant locomotor drive po-
tentials (LDP INs). There must also be inhibitory LDP interneurons that produce the IPSPs found
in FDL cells irrespective of whether they fire in early flexion or in extension. The circuit that
controls MPL transmission is as in Fig. 3.16. B: An analogous diagram to summarize observa-
tions on disynaptic cutaneous PSPs in EDL motoneurons (Degtyarenko et al., 1996). There are
two differences from the FDL circuit: (7) the disynaptic SP pathway that is enhanced during
early flexion is inhibitory rather than excitatory, and (2) the LDP interneurons driven later dur-
ing flexion are excitatory. The MPL pathway control is exactly as that found in FDL moto-
neurons, which suggests (but does not prove) that a single set of last-order interneurons projects
to both sets of motoneurons. C: Diagram of the insertions of the EDL and FDL tendons on the
distal phalanges of the cat hind toes, showing complex, multijoint antagonistic action of the two
muscles when activated individually. When co-active, the FDL rotates the distal phalanx to pro-
trude the claws. Note that the SP and MPL innervations are closely adjacent.
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interneurons are involved in transmitting MPL information to both motor nuclei (Burke,
1999b), even though the two muscles are functional antagonists. Thus the cutaneous
PSPs and their control during fictive locomotion are virtually identical in FDL and
EDL motoneurons, except for the inversion of sign in the SP PSPs. The circuit dia-
gram based on these observations (Fig. 3.17B) is the same as that in panel A, with three
exceptions: (7) there is no switch because EDL fire only during the flexion phase of
fictive locomotion, (2) the disynaptic interneurons in the SP pathway are inhibitory in-
stead of excitatory, and (3) excitatory LDP interneurons drive EDL motoneurons to fire
during F2 while analogous LDP cells simultaneously inhibit FDL motoneurons.

Functional Considerations. It seems remarkable that information from two adjacent
skin regions at the tip of the hindpaw should project to FDL and EDL motoneurons
through separate sets of segmental interneurons. The reason for this precision in syn-
aptic organization lies in the functional roles of the two muscles. When the skin on the
dorsal surface of a cat's hindpaw, innervated by the SP nerve, encounters an obstacle
during the early swing (flexion) phase of locomotion, the entire hindlimb undergoes
an immediate exaggerated flexion called the "stumbling corrective reaction" that lifts
the leg over the obstacle (Forssberg, 1979). The CPG enhancement of transmission
through the SP interneurons at exactly this time prepares FDL (and presumably many
other) motoneurons to generate this reaction. At the same moment, such an unexpected
input powerfully inhibits the antagonist EDL motoneurons, preventing co-contraction
of FDL and EDL that would produce unwanted claw protrusion that could disturb the
movement. Speed is essential in order to preserve balance.

What about the MPL pathway? Information from the ventral (plantar) surface of foot
is presumably important to the proper functioning of both FDL and EDL motoneurons
during the stance (extension) phase of locomotion, because cats walk and run essen-
tially on their toes. Therefore this pathway is gated on by the CPG during this phase
of the step cycle. But why is it gated off during the swing (flexion) phase? We can only
speculate that information from the plantar skin, activated during the normal curling
and uncurling of the toes during swing, might interfere with the coordinated action of
the muscles that produce these movements.

Finally, it should be noted that gating and modulation of reflex gain such as de-
scribed above in the cat during fictive locomotion are also found in humans during nor-
mal walking (Duysens et al., 1990).

SUMMARY

This chapter has attempted to present an overview of the neuron types present in the
ventral spinal cord, some features of their cellular and synaptic physiology, and some
of their known circuit interactions. What we now call neuroscience began with sys-
tematic study of the spinal cord, but it still has much to teach us. The precise synap-
tic organization evident in the example discussed in the last section is certainly not
unique. The specializations found among last-order interneurons to just a handful of
hindlimb motor nuclei suggest that there must be an enormous number of other such
circuits waiting to be uncovered.
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The spinal cord is phylogenetically the oldest part of the CNS. In that sense it is not
surprising that millions of years of evolution have tailored its circuitry for the wide
range of motor behaviors exhibited by mammals. It remains one of the few parts of the
CNS in which inputs and outputs are both accessible and can be interpreted in func-
tional terms. These linchpins can serve, given sufficient energy and time, to permit def-
inition of neuronal properties and synaptic circuits that can be directly linked to motor
behavior that are ultimately dependent on the interneurons and motoneurons of the ven-
tral horn.
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COCHLEAR NUCLEUS

ERIC D. YOUNG AND DONATA OERTEL

The cochlear nucleus contains the circuits through which information about sound is
coupled to the brain. In the cochlear nucleus, fibers of the auditory nerve contact neu-
rons that form multiple, parallel representations of the acoustic environment. These cir-
cuits vary from simple synapses that preserve the timing of auditory events to complex
neuropils that are sensitive to features that identify sounds. The parallel pathways each
perform a different analysis of the auditory signal. Thus calculations such as the lo-
calization of a sound source in space or the identification of a sound are separated in
the cochlear nucleus and performed in parallel as signals ascend through the brainstem
auditory nuclei.

A tonotopic map of sound is generated in the cochlea, shown schematically in
Fig. 4.1. Sound causes a traveling-wave of displacement on the basilar membrane. The
location of the largest displacement depends on the frequency of the sound, with low
frequency sounds causing displacement at the apex and high frequencies at the base of
the cochlea. The resulting map of stimulus frequency as a function of place along the
basilar membrane is shown in Fig. 4.1 for the cat cochlea (for descriptions of cochlear
anatomy and physiology, see Pickles, 1988; Patuzzi, 1996). Transduction of basilar
membrane motion occurs in hair cells (Kros, 1996). Fluctuations of hair-cell membrane
potential reflect motion of the basilar membrane. Depolarization in hair cells excites
dendrites of auditory-nerve fibers (ANFs), synaptically evoking action potentials whose
rate reflects the degree of excitation. Thus any given ANF responds to sound in pro-
portion to the degree of basilar membrane motion at the point on the membrane in-
nervated by the fiber. Each ANF responds to a limited range of frequencies. The
frequency to which a fiber is most sensitive is its best frequency (BF). The best fre-
quencies of ANFs vary systematically, forming a tonotopic map. Perceptually, position
along the tonotopic map, or frequency of sound, corresponds to the sense of highness
or lowness of the sound, which is like its position along a musical scale (Moore, 1997).
In contrast with the visual and somatosensory systems, the tonotopic organization of
the auditory system does not reflect location in space. The auditory system's frequency
map is more like the olfactory system's map of odor molecular structure (Chap. 5).

There are two groups of hair cells and ANFs (Spoendlin, 1973; Kiang et al., 1982;
Ryugo, 1992). Inner hair cells and type I ANFs form the major afferent pathway to the
cochlear nucleus; each type I fiber innervates one inner hair cell. Type I fibers are
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Fig. 4.1. Schematic representation of the cochlea illustrating the transduction of sound accord-
ing to frequency on the basilar membrane. The cochlea is shown unrolled but is actually coiled
like a snail. Sound energy enters the cochlea at the stapes and causes a traveling wave of dis-
placement of the basilar membrane; the traveling wave peaks at a particular place, which de-
pends on the frequency of the sound. Shown is a traveling wave for a ~3000-Hz sound. The
mapping of sound frequency into place, or distance along the basilar membrane, is shown by
the scale for the cat cochlea (Liberman, 1982). Type I auditory nerve fibers (ANFs) are indi-
cated schematically by the parallel lines. Each fiber innervates one inner hair cell and thereby
samples the basilar membrane displacement at that hair cell's location. The array of ANFs car-
ries a tonotopic representation of sound, in which each fiber conveys information primarily about
sound frequencies near the best frequency of the point on the basilar membrane innervated by
the fiber.

myelinated, constitute 90%-95% of the fibers in the auditory nerve, and are the pri-
mary afferent input to most of the cell types in the cochlear nucleus. Outer hair cells
are innervated by type II fibers, which are unmyelinated and project to nonprincipal
cell regions of the cochlear nucleus (Brown et al., 1988a; Brown and Ledwith, 1990).
To date, responses to sound have not been recorded from type II fibers, and it is not
clear what role they play. Outer hair cells appear to participate in the mechanical re-
sponse of the basilar membrane; loss of outer hair cells leads to a loss of sensitivity to
soft sounds and a decrease in the sharpness of tuning (i.e., the frequency selectivity)
of the basilar membrane (Patuzzi, 1996). In the rest of the chapter, the term auditory
nerve fiber, or ANF, will refer to type I fibers only, unless otherwise stated.

NEURONAL ELEMENTS AND
THEIR SYNAPTIC CONNECTIONS

OVERVIEW

The modern definitions of the cell types in the cochlear nucleus were developed by
Kirsten Osen on the basis of cytoarchitecture (Osen, 1969) and modified by Merest
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and colleagues (Brawer et al., 1974; Cant and Merest, 1984) on the basis of Golgi ma-
terial. In some cases the correspondence between cell types was initially unclear so
that multiple terms have come to be used to describe the same group of cells. Figure 4.2
shows the distribution of cell types in the cochlear nucleus of the cat in a sagittal view
of the nucleus. Incoming ANFs bifurcate in the central region of the ventral cochlear
nucleus (VCN) and send an ascending branch (a.b.} rostrally to the anterior division
of the VCN (AVCN) and a descending branch (d.b.) caudally to the posterior division
of the VCN (PVCN); the descending branch curves back rostrally to innervate the dor-
sal cochlear nucleus (DCN). The innervation of the cochlear nucleus by ANFs is or-
derly and reflects the tonotopic organization of the cochlea: low BF fibers bifurcate
proximally and innervate the most ventral and lateral portions of the nucleus, whereas
high BF fibers innervate more dorsal and medial portions of the nucleus (Osen, 1970a;
Bourk et al., 1981).

The symbols in Fig. 4.2 show the distribution of eight cell types that can be defined
on the basis of cytoarchitecture. These are principal cells except for the granule cells
and some of the small cells. Note that the principal cells are arranged in such a way
that each type receives input from ANFs over the whole tonotopic range. In this sense,
each principal cell type carries a separate but complete representation of the sound
coming to the ear on that side of the head.

In projecting to different targets in the brain stem, the principal cell types form sep-
arate, parallel pathways. Figure 4.3 shows the projection patterns of six of the cell types

Fig. 4.2. Distribution of cell types shown schematically in sagittal views of the cat cochlear nu-
cleus. A: Ventral cochlear nucleus (VCN) by itself. B: VCN partly covered by the dorsal cochlear
nucleus (DCN). Lines marked a.n.f. show auditory nerve fibers with their ascending branches
a.b. projecting to the anteroventral cochlear nucleus (AVCN) and descending branches d.b. pro-
jecting to the posteroventral cochlear nucleus (PVCN) and DCN. Fibers are shown at three points
on the tonotopic scale, with the lowest-frequency fiber in the most ventral position at the point
where the fibers enter the nucleus. Cell types are indicated by symbols. Lines marked /./ in B
are axons interconnecting the VCN and DCN. m.l. is the superficial or molecular layer of the
DCN; cap is the small-cell cap. [Modified from Osen, 1970a, with permission.]



Fig. 4.3. Ascending pathways from the cochlear nucleus through the brainstem. A: The cat brain-
stem is shown in frontal-plane cross sections: the left half section is at the level of the anteroven-
tral cochlear nucleus (AVCN) and superior olive; the right half section is slightly caudal, at the
level of the dorsal (DCN) and posteroventral (PVCN) cochlear nuclei. The auditory nerve enters
the nucleus between these two planes of section. Output fibers from the cochlear nucleus pass
through the trapezoid body TB and dorsal and intermediate acoustic striae DAS and IAS (shown as
arrows). Other abbreviations: V4, fourth ventricle; 6, abducens nerve nucleus; 7N, seventh (facial)
nerve. B: Some of the cochlear nuclear principal cell types with their projections to the nuclei of
the superior olivary complex and the inferior colliculus (1C). The auditory pathway begins with
the transducer cell, the inner hair cell (IHC). Auditory nerve fibers (ANF) carry action potentials
from the inner ear to the cochlear nucleus. From the VCN, bushy cells (SBC and GBC) innervate
the medial (MSO) and lateral (ISO) superior olivary nuclei. The innervation is bilateral, with sym-
metrical connections on the two sides, only some of which are shown (the midline of the brain-
stem is shown by the dashed vertical line). The GBCs form large calyceal synapses on principal
cells of the medial nucleus of the trapezoid body (MnTE) that in turn provide glycinergic inhibi-
tion to MSO and LSO principal cells. Neurons of the lateral nucleus of the trapezoid body (LnTB)
are also inhibitory and project to the MSO as well as projecting back to the cochlear nucleus (not
shown). T-multipolar cells (M, dashed line) in the VCN project through the TB, and pyramidal
(Py) and giant (Gi) cells from the DCN project through the DAS to the contralateral 1C; D-mul-
tipolar cells (M-solid line) project to the contralateral cochlear nucleus. Octopus cells (O) project
from the VCN via the IAS to the contralateral superior paraolivary nucleus (PON) and to the ven-
tral nucleus of the lateral lemniscus (nLL; neither is shown).
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from Fig. 4.2. Figure 4.3A is a drawing of coronal sections of the cat brainstem at two
levels, through the AVCN (left side) and PVCN/DCN (right side). This figure shows
the two major fiber bundles that leave the cochlear nucleus in relation to other struc-
tures in the brainstem. Figure 4.3B shows some of the auditory neuronal circuits of the
brainstem. At the output of the cochlear nucleus, spherical and globular bushy cells
(SBC and GBC, solid lines) project to the medial (MSO) and lateral (LSO) superior oli-
vary nuclei and the medial and lateral nuclei of the trapezoid body (MnTB and LnTB).
The MSO and LSO compare input from the two ears and perform the initial compu-
tations necessary for sound localization in the horizontal plane (Yin, 2002). Excitatory
inputs to the superior olive come from the SBC and inhibitory inputs come from the
GBC; the latter are relayed through inhibitory interneurons in the LnTB and MnTB
(Cant and Hyson, 1992). The characteristics of bushy cells described later will be in-
terpreted in terms of the needs of these circuits for localizing sounds.

Multipolar (M), giant (Gi), and pyramidal (Py) cells project directly to the inferior
colliculus (1C; Adams, 1979; Brunso-Bechtold et al., 1981). One population of multi-
polar cells, the T-multipolars, project through the trapezoid body (TB) to the 1C, whereas
another population, the D-multipolars, is inhibitory and projects to the contralateral
cochlear nucleus (Cant and Gaston, 1982; Wenthold, 1987; Schofield and Cant, 1996).
The octopus cells (O) project to the superior paraolivary nucleus (Schofield, 1995) and
to the ventral nucleus of the lateral lemniscus (VnLL; Adams, 1997). These nuclei are
not shown in Fig. 4.3 but are located dorsal to the LSO, between the superior olive and
1C; the nLL receive collateral projections from most of the cells shown. All parallel
ascending auditory pathways through the brain stem converge in the 1C. It receives di-
rect projections from the cochlear nucleus and superior olive and also projections from
periolivary nuclei (PON) and from the nLL. The axons of most of these projections
end in partially segregated bands within the colliculus (Oliver and Huerta, 1992).

Two nonprincipal cell regions of the cochlear nucleus are shown in Fig. 4.2: the
granule cell areas (dotted) and the small cell cap (cap). The granule cells resemble and
are developmentally related to those in the cerebellum (Mugnaini et al., 1980b; Berrebi
et al., 1990; Fiinfschilling and Reichardt, 2002); their axons project to the molecular,
layer of the DCN (m.l. in Fig. 4.2), where they form parallel fibers. The small cell cap
is a collection of small multipolar cells that lies between the principal cell regions of
the VCN and the granule cells (Osen, 1969; Cant, 1993). This region receives collat-
erals of ANFs (Brown and Ledwith, 1990; Liberman, 1991) and collaterals of efferent
neurons that project from the superior olive to the cochlea (Benson and Brown, 1990;
Benson et al., 1996). These olivocochlear efferent neurons receive input from small-
cell-cap axons (Ye et al., 2000) as well as from T-multipolar cells (Thompson and
Thompson, 1991; Smith et al., 1993). It has been suggested that the olivocochlear ef-
ferent feedback circuit regulates the sensitivity of the cochlea (Guinan, 1996) and of
the T-multipolars (Fujino and Oertel, 2001).

Each cochlear nucleus cell type has a unique pattern of response to sound, consis-
tent with the idea that each type is involved in a different aspect of the analysis of the
information in the auditory nerve. The diversity of these patterns can be accounted for
by three features that vary among the principal cell types: (1) the pattern of the inner-
vation of the cell by ANFs, (2) the electrical properties of the cells that shape synap-
tic inputs, and (3) the interneuronal circuitry associated with the cell. In the following
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sections, these aspects of the principal cell types are described and related to the cells'
responses to sound.

CELL TYPES IN THE VENTRAL COCHLEAR NUCLEUS

Figure 4.4 shows examples of four neuron types found in the VCN and one from the
DCN. These are taken from studies in which cells were filled with horseradish perox-
idase after intracellular recording was performed to correlate their physiological and
anatomical properties.

Bushy cells have short (<200 ̂ m), bushy dendritic trees. Their synaptic input is lo-
cated mainly on the soma, with few synapses on their dendrites (Ostapoff and Merest,
1991). Two subtypes of bushy cells are recognized. As discussed earlier, SBCs and
GBGs differ in their locations (see Fig. 4.2) and their projections (see Fig. 4.3). They
also differ in the number of converging ANF inputs. Figures 4.4A and 4.4B show ex-
amples of their cellular morphology; SBCs have one or a few short dendrites that ter-
minate in a dense bush-like structure near the soma (Fig. 4.4A; Brawer et al., 1974;
Cant and Merest, 1979a), and GBCs have more ovoid somata and larger, more diffuse
dendritic trees (Fig. 4.4B; Tolbert and Morest, 1982a; Smith and Rhode, 1987). Bushy
cells are innervated at the cell body by ANFs through large synaptic terminals, de-
scribed later.

Multipolar cells have multiple, long dendrites that extend away from the soma in
several directions (Fig. 4.4C; Brawer et al., 1974; Cant and Morest, 1979a). Two
major classes of multipolar cells have been described (Cant, 1981, 1982; Smith and
Rhode, 1989; Doucet and Ryugo, 1997; Fujino and Oertel, 2001). The cells of one
group, T-multipolars (planar), have a stellate morphology with dendrites aligned
with ANFs, suggesting that these cells receive input from a restricted range of best
frequencies. Their axons project through the trapezoid body (hence the "T") to the
contralateral 1C (dashed line from cell M in Fig. 4.3B). Cells of the second group,
D-multipolars (radiate), have dendritic fields that are not aligned with ANFs. Their
axons leave the nucleus through the intermediate acoustic stria and project to the
contralateral cochlear nucleus (solid line from cell M in Fig. 4.3B). The axons of
both multipolar types have collaterals that terminate locally near the cell body and
in the DCN to form intrinsic circuits (Smith and Rhode, 1989; Oertel et al., 1990).
T-multipolar cells are excitatory, and D-multipolar cells are inhibitory and glycin-
ergic (Wenthold, 1987; Ferragamo et al., 1998a; Doucet et al., 1999). Small cells in
the cap are also sometimes referred to as "multipolar cells," and multipolar cells are
sometimes referred to as "stellate."

Octopus cells (see Fig. 4.4D) occupy a teardrop-shaped area in the posterior and dor-
sal PVCN (Fig. 4.2) where the ANFs converge to form a tonotopically organized bun-
dle that courses toward the deep layer of the DCN (Osen, 1969; Kane, 1973; Oertel et
al., 1990). Octopus cell dendrites are oriented, inspiring their name (the cell illustrated
in Fig. 4.4D has a single dendrite extending opposite to the remaining dendrites, which
is not typical). The orientation is perpendicular to the ANFs so that they receive input
from fibers with a relatively wide range of BFs. The cell bodies encounter fibers with
the lowest best frequencies, and the large dendrites extend toward fibers that encode
higher frequencies.
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Fig. 4.4. Camera lucida drawings of labeled cochlear nucleus principal cells illustrating char-
acteristic features of each type in the cat. A: Spherical bushy cell. [Provided by W. S. Rhode.]
B: Globular bushy cell. [From Smith and Rhode, 1987.] C: Multipolar cell. [From Rhode et al.,
1983a.] D: Octopus cell. [From Rhode et al., 1983a.] E: Pyramidal cell, also called a fusiform
cell. [From Rhode et al., 1983b.] All cells are from the cat, drawn to the same scale. Cell types
in other mammals have similar configurations (for the mouse, Wu and Oertel, 1984; Oertel and
Wu, 1989; Oertel et al., 1990; and the gerbil, Feng et al., 1994; Ostapoff et al., 1994). Axons
are indicated by a. [Taken from the sources listed with permission of Wiley-Liss.]

CELL TYPES IN THE DORSAL COCHLEAR NUCLEUS

In contrast to the VCN, the DCN is layered and contains a substantial interneuronal
neuropil that is important in generating its responses to sound. Figure 4.5 is a drawing
of a Golgi preparation showing the neural elements of the DCN (Osen et al., 1990).
The first and outermost layer, called the superficial or molecular layer, contains the
axons of granule cells (gr), along with other populations of small interneurons. The
second layer, called the pyramidal cell layer, is defined by the cell bodies of the py-
ramidal cells (Py), the most numerous of the DCN's principal cell types, and cartwheel
(Co) and granule cells. The innermost, deep layer is sometimes subdivided into layers
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Fig. 4.5. Cell types of the DCN shown with respect to the layers of the nucleus in a plane ap-
proximately parallel to an isofrequency sheet; granule cell axons run approximately perpendi-
cular to the page in layer 1, and ANFs run parallel to the page mainly in layer 3. The surface of
the DCN (top) is covered by the ependymal layer (Ep\ which forms the floor of the fourth ven-
tricle. The layers are often named rather than numbered (at left): layer 1 is the superficial or mo-
lecular layer, layer 2 is the pyramidal (or fusiform) cell layer, layers 3 and 4 form the deep layer.
Abbreviations: Ca, cartwheel cell; Gi, giant cell; gr, granule cell; Py, pyramidal or fusiform cell;
St, stellate cell; V, vertical cell, also called a tuberculoventral or corn cell. Some unidentified
cell types are shown unlabeled. [From Osen et al., 1990, with permission.]

3 and 4. It contains the axons of ANFs as well as giant cells (Gi), the second princi-
pal cell type, and vertical cells (V).

The two major afferent systems of the DCN, the ANFs and the parallel fibers (gran-
ule cell axons), are othogonal to one another and innervate separate layers. The prin-
cipal cells integrate inputs from both systems of afferents (Manis, 1989; Zhang and
Oertel, 1994; Kanold and Young, 2001). Auditory nerve fibers innervate only the deep
layer (layer 3) and do so tonotopically. Fibers with low BFs innervate the most ven-
tral and lateral part of the DCN, whereas those with high BFs innervate the most dor-
sal and medial part (see Fig. 4.2B). Strips of cells receiving input from fibers with
similar BFs form isofrequency sheets (Osen, 1970a; Wickesberg and Oertel, 1988;
Spirou et al., 1993). In the deep layer the dendrites and terminal arbors of many DCN
neurons are confined to the isofrequency sheets, so that the deep layer is organized into
a succession of modules, each dealing with a narrow range of frequencies. The draw-
ing in Fig. 4.5 is made in a plane roughly parallel to the path of ANFs through the
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DCN. Parallel fibers innervate only the molecular layer running orthogonally to ANFs,
thus crossing the isofrequency sheets.

Pyramidal (fusiform) neurons (Py) are bipolar (see Figs. 4.4E and 4.5), with a spiny
apical dendritic tree in the molecular layer and a smooth basal dendritic tree in the
deep layer (Kane, 1974; Rhode et al., 1983b; Smith and Rhode, 1985). The cell bod-
ies of pyramidal cells form a band in the pyramidal cell layer. The basal dendrites have
few branches and are flattened in the plane of the isofrequency sheets, where they re-
ceive input from the auditory nerve (Blackstad et al., 1984; Zhang and Oertel, 1994).
The apical dendrites branch profusely and span the molecular layer. They are densely
covered with spines that are contacted by parallel fibers.

Giant cells (Gi) are large multipolar cells located in the deep layers of the DCN.
They are the DCN's second principal cell type (Kane et al., 1981; Zhang and Oertel,
1993b). Giant cells have large, sparsely branching, dendritic trees that cross isofre-
quency sheets. Most of the dendrites are confined to the deep layers and are smooth,
but where the tips of dendrites reach into the molecular layer, they are covered with
spines. Giant-cell axons join those of the pyramidal cells to form the DAS and project
to the contralateral 1C (see Fig. 4.3; Adams, 1979; Ryugo and Willard, 1985).

Vertical (tuberculoventral) cells (V) are inhibitory interneurons found in the deep
layer (Lorente de No, 1981; Zhang and Oertel, 1993c; Rhode, 1999). Their cell bod-
ies and dendrites are intermingled among the basal dendritic trees of pyramidal cells.
Their smooth dendritic trees are flattened in the plane of the isofrequency sheet so that
when they are examined in tissue cut coronally, they appear to be oriented vertically,
perpendicular to the plane of the layers (Osen, 1983). Vertical cell axons ramify par-
allel to their own isofrequency sheet within the DCN; many, perhaps most, of them
also project to the VCN, where axons terminate tonotopically on cells with BFs cor-
responding to the vertical cells (Wickesberg and Oertel, 1988). Cells that project from
the DCN, or tuberculum acousticum, to the VCN are called tuberculoventral cells. Ver-
tical cells stain prominently for glycine (Wenthold et al., 1987; Saint Marie et al., 1991;
Wickesberg et al., 1994). They are a prominent source of glycinergic inhibition in both
DCN and VCN (Voigt and Young, 1990; Wickesberg and Oertel, 1990).

Cartwheel (Co) cells are inhibitory interneurons whose numerous cell bodies lie in
the pyramidal cell layer of the DCN (Wouterlood and Mugnaini, 1984). Their dendrites
span the molecular layer and are densely covered with spines that are contacted by par-
allel fibers. Although these cells stain for glycine as well as for GAB A and GAD (Osen
et al., 1990; Kolston et al., 1992), they contact pyramidal, giant, and other cartwheel
cells through glycinergic synapses (Golding and Oertel, 1997; Davis and Young, 2000).
Cartwheel and cerebellar Purkinje cells share many features. Like Purkinje cells, cart-
wheel cells fire complex action potentials (Zhang and Oertel, 1993a; Manis et al., 1994).
Both contain PEP19 (Berrebi and Mugnaini, 1991), cerebellin (Mugnaini and Morgan,
1987), and GAD (Mugnaini, 1985). Both cartwheel and Purkinje cells have mGluRla
located in spines (Petralia et al., 1996; Wright et al., 1996). The dendrites of both con-
tain IP3 receptors (Rodrigo et al., 1993; Ryugo et al., 1995). Genetic mutations affect
Purkinje cells and cartwheel cells similarly (Berrebi et al., 1990).

Granule cells are microneurons whose axons, the parallel fibers, provide a major ex-
citatory input to DCN through the molecular layer (Mugnaini et al., 1980a,b). They
have short dendrites whose claw-like endings receive input from large mossy terminals



134 The Synaptic Organization of the Brain

in glomeruli. Granule cells are found in domains around the VCN (see Fig. 4.2) and
in the pyramidal cell layer of the DCN (see Fig. 4.5). In the molecular layer, the gran-
ule cell axons run perpendicularly to the isofrequency sheets from ventrolateral to dor-
somedial. As in the cerebellum, the granule cells in the cochlear nuclei are associated
with inhibitory interneurons.

Golgi cells provide both feedforward and feedback inhibition to granule cells (Mugnaini
et al., 1980a; Ferragamo et al., 1998b). Golgi axons ramify locally and extensively within
the granule cell domains. They contain both GABA and glycine (Mugnaini, 1985; Kolston
et al., 1992) but are assumed, by analogy with cerebellar Golgi cells, to be GABAergic.

Stellate (St) cells are confined to the molecular layer. They have smooth dendrites
and their axons arborize extensively in the plane of the molecular layer (Wouterlood
et al., 1984; Zhang and Oertel, 1993a). Their cell bodies are labeled by GABAergic
markers (Osen et al., 1990; Kolston et al., 1992).

Unipolar brush cells and chestnut cells are excitatory interneurons, slightly larger
than granule cells, that reside in the two most superficial layers (Floris et al., 1994;
Weedman et al., 1996). Not only do unipolar brush cells receive input through large,
mossy terminals, but also their axons terminate in mossy endings, presumably supply-
ing input to granule cells. The unipolar brush cells have been shown in the cerebellum
to convert a single action potential from mossy fiber inputs into a prolonged train of
action potentials (Rossi et al., 1995). Chestnut cells have a single stubby dendrite that
receives multiple inputs (Weedman et al., 1996).

SYNAPTIC CONNECTIONS

ANFs and mossy terminals to granule cells (and their parallel fiber axons) comprise the
two major systems of extrinsic excitatory inputs to the cochlear nucleus. ANFs bring
acoustic information from the cochlea. Through mossy terminals on granule cells, perhaps
through unipolar brush cells, parallel fibers bring multimodal input from widespread re-
gions of the brain, including somatosensory (Itoh et al., 1987), vestibular (Burian and
Gstoettner, 1988), auditory (Brown et al., 1988a; Caicedo and Herbert, 1993; Feliciano et
al., 1995; Weedman and Ryugo, 1996), and pontine motor systems (Ohlrogge et al., 2001).

In addition neurons receive excitatory and inhibitory input from local arborizations of
cochlear nuclear neurons and excitatory and inhibitory efferent inputs from other brain
stem nuclei (Cant, 1992). Through local collateral terminals, pyramidal and T-multipolar
cells provide glutamatergic excitation (Smith and Rhode, 1985, 1989; Ferragamo et al.,
1998a). D-multipolar, vertical, and cartwheel cells are inhibitory and glycinergic (Wick-
esberg and Oertel, 1990; Golding and Oertel, 1997; Ferragamo et al., 1998a), and stellate
and Golgi cells are probably inhibitory and GABAergic (Osen et al., 1990; Kolston et al.,
1992). Collaterals of olivocochlear neurons in the ventral nucleus of the trapezoid body
provide cholinergic excitation to some neurons (Brown et al., 1988b; Horvath et al., 2000;
Fujino and Oertel, 2001; Mulders et al., 2002). Many of the efferent inputs from the pe-
riolivary regions are inhibitory (Potashner et al., 1993; Ostapoff et al., 1997).

ANFs make synapses on all of the cell types in the cochlear nucleus, except the cells
of the molecular layer of the DCN and those in the granule cell regions. Their termi-
nals range in size from small boutons to large endbulbs (Rouiller et al., 1986). Figure
4.6 shows a reconstruction of an ANF that illustrates the variety of synaptic contacts



Fig. 4.6. Camera lucida drawing in the parasagittal plane of the complete branching pattern of
an ANF in the cochlear nucleus of a cat. The inset at bottom left shows the position of the fiber
relative to the nucleus, a.n.f. is the main branch of the fiber from the auditory nerve; a.b. and
d.b. are the ascending and descending branches. Three types of synaptic termination are shown
expanded three times in the box at top center; these are labeled in the same way as in the main
diagram, be, collaterals ending in boutons in the central region of the PVCN; these often end in
the neuropil away from cell bodies. Similar bouton collaterals can be seen in DCN and in the
AVCN. meb, modified endbulb terminal associated with the soma of a GBC; eb, endbulb of Held,
a calyceal terminal that contacts the soma of an SBC, at the rostral end of the fiber. [From Fekete
et al., 1984, with permission.]
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made by each fiber (Fekete et al., 1984). The largest endings are the endbulbs of Held
(eb and meb) that terminate on bushy cells. Smaller bouton terminals are found on col-
laterals (be) throughout the nucleus. At the ultrastructural level all are characterized by
asymmetric, often concave, synaptic contacts with large spherical vesicles; these will
be referred to as ANF type (Fig. 4.7A; Lenn and Reese, 1966; Cant, 1992).

SYNAPSES IN VENTRAL COCHLEAR NUCLEUS

Neurons in the ventral cochlear nucleus characteristically respond to sound by firing
well-timed action potentials. Both the characteristics of the synaptic current and the

Fig. 4.7. Illustrations of synapses on the somata of five VCN cell types in cats A- Cross sec-
tion of an endbulb terminal (EB) on the soma of an SBC (BC). [From Cant and Morest 1979b ]
Arrowheads show synaptic release sites; note the characteristic curvature of the synaptic con-
tact. The arrowhead on the left side of the endbulb shows a synaptic contact on the dendrite of
another bushy cell. B: Drawing of an endbulb on an SBC soma (Sento and Ryugo 1989) C-F-
Drawings of somata showing the distribution of excitatory-type (unfilled, mainly ANF type) and
inhibitory-type (filled) terminals. Octopus, T- and D-multipolar cells receive not only somatic
but also substantial dendritic inputs. The scale bar in B applies to C-F as well O Globular
bushy cell D: Octopus cell. E and F: T- and D-multipolar cells, respectively. [Bushy and octo-
pus cells from Cant, 1992; multipolar cells from Smith and Rhode, 1989] [Taken from the
sources listed with permission; B, E, and F reprinted with permission from Wiley-Liss ]

The S
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electrical characteristics of the cells on which those currents act shape the timing of
the response. The sharp timing of action potentials is manifested in the small tempo-
ral jitter in the responses to the onset of a tone. The standard deviations in the time of
occurrence of the first spike of a response in bushy, D-multipolar, and octopus cells
range between 100 and 600 ^sec; in T-multipolar cells, they are about 1 msec (Rhode
and Smith, 1986). Here we describe the specializations of the synapses in cochlear nu-
cleus that allow this precision.

In the AVCN individual ANFs wrap the cell bodies of bushy cells with calyceal end-
ings (eb in Fig. 4.6) or with clusters of boutons and fmgerlike endings (meb in Fig.
4.6). The SBCs in the AVCN receive input through endbulbs of Held from about three
ANFs per cell (see Fig. 4.7B; Brawer and Merest, 1975; Ryugo and Fekete, 1982;
Ryugo and Sento, 1991). The GBCs are contacted by smaller modified endbulbs from
between 4 and 40 fibers (Tolbert and Merest, 1982b; Smith and Rhode, 1987; Ostapoff
and Morest, 1991; Nicol and Walmsley, 2002), mainly on the soma and proximal den-
drites (Fig. 4.7C). Endbulbs (EB) contain 100 or more synaptic release sites (Fig. 4.7A,
arrowheads; Lenn and Reese, 1966; Cant and Morest, 1979b; Nicol and Walmsley,
2002). Both SBCs and GBCs also receive terminals other than those from ANFs; in
GBCs, where this question has been examined directly (Ostapoff and Morest, 1991),
ANF endings predominate on the soma and initial segment of the axon (27/52 somatic
endings per cell), whereas inhibitory-type endings predominate on the dendrites (27/38
dendritic endings per cell). Small numbers of excitatory-type endings that are not from
ANFs are also seen scattered everywhere on the cell (~4 per cell).

Multipolar cells receive bouton endings from collaterals of ANFs (be in Fig. 4.6).
In cats differences in the somatic innervation of T- and D-multipolar cells define a clear
distinction between two types of multipolar cells (Cant, 1981; Smith and Rhode, 1989).
The cell bodies of D-multipolars are densely covered with terminals, about half of
which arise from ANFs (Fig. 4.7F). The cell bodies of T-multipolars, in contrast, re-
ceive few terminals on the soma and only one-tenth of those arise from ANFs (Fig.
4.7E). In multipolar cells many ANFs terminate on proximal dendrites. The remaining
synapses are a mixture of the inhibitory types. The difference in somatic innervation
is less clear in rats (Alibardi, 1998).

The number of terminals made by ANFs on multipolar cells has not been counted an-
atomically, but the electrophysiological evidence indicates that only about five ANFs
contact a T-multipolar cell in mice (Ferragamo et al., 1998a). At left in Fig. 4.8A are
shown the EPSPs evoked in a T-multipolar cell by electrical stimulation of the auditory
nerve. As the stimulus strength increased in small increments, EPSPs increased in size
by jumps until action potentials were produced. The scatter plots at the right show that
the EPSP amplitudes evoked by a range of stimulus strengths clustered into about four
groups, for subthreshold potentials (filled symbols in the bottom plot). When the slope
of the rise of the EPSP was considered, two additional groups could be recognized in
suprathreshold responses (open circles in the top plot). The five jumps in the rate of rise
reflect the recruitment of five ANF inputs as the stimulus strength was increased.

Octopus cells are contacted by short collaterals of large numbers of ANFs through
uniformly small terminal boutons; the innervation of the soma is dense (see Fig. 4.7D),
but terminals are also found on the dendrites (Kane, 1973). Octopus cell dendrites ex-
tend across the auditory nerve array, receiving inputs from roughly one-third of the
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tonotopic range. In vivo the convergence of many fibers is manifested as broad tuning,
i.e. by responsiveness to a wide range of stimulus frequencies (Godfrey et al., 1975a;
Rhode and Smith, 1986). In vitro the convergence of many ANFs is manifested by syn-
aptic responses to shocks of the auditory nerve that grow in tiny increments as a func-
tion of the strength of shock, so that contributions of individual fibers to the EPSPs
cannot be seen (Fig. 4.8B). Assuming that an ANF innervates only one octopus cell in
mice, each octopus cell receives about 60 ANF inputs (Willott and Bross, 1990; Gold-
ing et al., 1995). EPSPs in octopus cells are very brief, between 1 and 2 msec in du-
ration (Fig. 4.8B; Golding et al., 1995).

Most evidence suggests that the auditory-nerve neurotransmitter is glutamate: glu-
tamate levels and levels of its precursor, glutamine, are high in the terminals of ANFs
(Hackney et al., 1996), its release is Ca2+ dependent (Wenthold, 1979), its extrinsic
application mimics the action of the neurotransmitter (Raman et al., 1994; Gardner et
al., 2001), and the receptors clearly belong to the family of glutamate receptors (GluRs;
Petralia et al., 1996; Wang et al., 1998).

The postsynaptic GluRs at ANF synapses in the VCN are mainly of the AMPA sub-
type. In young animals NMDA receptors contribute significantly to responses evoked
by stimulation of the auditory nerve, but their contribution decreases with development
and becomes insignificant in mature animals (Wickesberg and Oertel, 1989; Belling-
ham et al., 1998). Auditory AMPA receptors have rapid kinetics and high unitary con-
ductances. It was first shown in targets of avian ANFs that the GluRs of the AMPA
subtype have exceptionally rapid kinetics (Raman et al., 1994). The finding has been
confirmed in mammals. Spontaneous release of neurotransmitter activates miniature
synaptic currents whose time constants of decay are shorter than 1 msec (Gardner
et al., 1999).

Fig. 4.8. Synaptic physiology of VCN neurons in slice preparations from mice. A: EPSPs evoked
in a T-multipolar cell by electrical stimulation of the auditory nerve with shocks whose strength
was varied in small increments (Ferragamo et al., 1998a). The stimuli were applied at the arrow.
Suprathreshold traces are cut off. Note that the subthreshold traces cluster at certain amplitudes.
At the right, the rising slope (top) and amplitude (bottom) of EPSPs are plotted against the stim-
ulus strength. The dashed lines show mean amplitudes and slopes of the EPSPs after clustering
(using k-means). Solid symbols show subthreshold cases, and unfilled symbols (slope only) show
suprathreshold cases. Presumably the clusters correspond to recruitment of ANFs by the stimu-
lus; this experiment shows that the T-multipolar cell was contacted by at least five ANFs. B:
Similar analysis for an octopus cell (Golding et al., 1995); only amplitude data are shown in the
plot. Amplitudes show a jump at the filled circle, where the EPSPs become suprathreshold. Hor-
izontal arrows in the plot at right identify the synaptic responses illustrated at left. No sub-
threshold clusters are seen in octopus cells, presumably because they receive a large number of
inputs, each of which contributes only a very small EPSP. C: Synaptic receptor currents pro-
duced by AMPA receptors in membrane patches from six cell types (Gardner et al., 2001). In-
ward currents were evoked by 1-ms or 10-ms pulses (indicated by the short and long horizontal
lines, respectively) of 10 mM L-glutamate applied rapidly by moving the interface of control and
test solutions across the patches. The responses to the 10-ms applications (heavy traces) illus-
trate desensitization of the receptors; light traces, the responses to 1-ms applications, show de-
activation kinetics. Currents in cells of the VCN and in dendrites in the deep layer of the DCN
that are contacted by ANFs have more rapid kinetics than receptors in the molecular layer of the
DCN that are contacted by parallel fibers. [Reproduced from the sources listed with permission.]
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GluRs are tetramers formed from any combination of the GluR family of subunits.
In addition, alternative splicing gives these subunits "flip" or "flop" configurations. In
VCN, most receptors associated with ANF terminals contain GluR3 and GluR4 sub-
units in the flop configuration (Petralia et al., 2000; Schmid et al., 2001). The presence
of flop suggests that the gating kinetics of these receptors are fast (Mosbacher et al.,
1994) and the absence of GluR2 should give them high single-channel conductances
and make them permeable to Ca2+ (Swanson et al., 1997). Figure 4.8C shows currents
evoked by rapid application of glutamate recorded from three typical VCN cells (Gard-
ner et al., 2001). The kinetics are fast for activation, deactivation, and desensitization;
in fact, they match the most rapid that have been measured anywhere. Conductances
of single GluRs on VCN cells average 28 pS. On average 40-50 receptors are acti-
vated in a miniature synaptic event.

The large conductance and rapid kinetics of receptors in the VCN can be understood
in terms of the properties of the postsynaptic cells. Bushy and octopus cells have low
input resistances that give them short time constants and allow them to encode brief
events with temporal precision but also require large synaptic currents to bring them
to threshold (Oertel, 1983; Manis and Marx, 1991; Golding et al., 1995). In the avian
homolog of SBCs, activation of an action potential in one ANF opens ^ 10,000 AMPA
receptors and produces a conductance increase of over 200 nS through the release of
==100 quanta (Zhang and Trussell, 1994). In rodent GBCs, each ANF activates an av-
erage conductance between 34 and 45 nS, evoking a synaptic current of over 10 nA
(Isaacson and Walmsley, 1995; Bellingham et al., 1998).

Synapses in many parts of the brain show short-term and long-term changes in
strength, including facilitation, depression, long-term potentiation (LTP), and long-term
depression (LTD). Synaptic transmission by mature ANFs is remarkable in showing
little plasticity, a feature that is useful for transmitting ongoing acoustic information
faithfully and with minimal distortion by preceding sounds. In responding to sounds,
mammalian ANFs fire up to 300 action potentials/sec in vivo (Sachs and Abbas, 1974).
In vitro studies show that synaptic depression is prominent in very young animals and
decreases as animals mature (Wu and Oertel, 1987; Brenowitz and Trussell, 2001). In
relatively mature animals synaptic depression is detectable only at the highest natural
firing rates (Wu and Oertel, 1987; Golding et al., 1995; Oertel, 1997). The depression
seen in these records is likely to be greater than under physiological conditions, be-
cause these in vitro recordings were made at lower than physiological temperatures and
synaptic depression decreases as temperature increases and because other mechanisms
further decrease depression (Brenowitz et al., 1998).

SYNAPSES IN DORSAL COCHLEAR NUCLEUS

Pyramidal cells, the principal cells of the DCN, integrate input from two different cir-
cuits, one in the molecular layer and the other in the deep layer, through separate api-
cal and basal dendrites. In the molecular layer the parallel fibers excite pyramidal cells
through spines on apical dendrites (Smith and Rhode, 1985). The shafts of apical den-
drites and the cell bodies of pyramidal cells are densely packed with inhibitory-type
terminals (Juiz et al., 1996). Many of these inhibitory terminals arise from glycinergic
cartwheel cells. Cartwheel cells are themselves excited by parallel fibers on dendritic
spines in the molecular layer and are also interconnected among themselves (Wouter-
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lood and Mugnaini, 1984; Golding and Oertel, 1997). In the deep layer, terminals from
ANFs end on the mostly smooth basal dendrites, where they account for —10% of the
terminals on the proximal dendrites and —38% on distal dendrites; the remaining ter-
minals on the basal dendrites are inhibitory type. Indirectly ANFs drive glycinergic in-
hibition on basal dendrites through vertical cells (Voigt and Young, 1990; Zhang and
Oertel, 1993c, 1994).

The AMPA receptors that mediate excitation to DCN neurons differ in the various
neurons and, in the case of pyramidal cells, differ in the apical and basal dendrites.
GluR2 and GluR3 subunits are found in both pyramidal and cartwheel cells (Petralia
et al., 2000). The basal dendrites of pyramidal cells also contain GluR4 subunits but
the apical dendrites do not (Rubio and Wenthold, 1997). Cartwheel cell dendrites do
not contain GluR4 subunits but do contain GluRl subunits (Petralia et al., 1996). The
dendrites receiving terminals from ANFs, both vertical cells and basal pyramidal den-
drites, show faster receptor currents than those receiving terminals from granule-cell
axons, the cartwheel and apical pyramidal dendrites (Fig. 4.8C; Gardner et al., 2001).
This difference may reflect the presence of GluR4 subunits, as in the VCN. In the case
of vertical cells, the receptor kinetics are almost as fast as in VCN neurons, but the
underlying receptor subunits have not been studied. A similar pattern is seen in minia-
ture synaptic currents (Gardner et al., 1999).

There are dramatic differences in the way excitatory, glutamatergic synapses in the
deep layer and those in the molecular layer of the DCN are modulated by activity
(Fujino and Oertel, 2002). Synapses between parallel fibers and their pyramidal and
cartwheel cell targets in the molecular layer show LTP and LTD. Examples are shown
in Fig. 4.9. When parallel fibers are induced to fire rapidly (100 Hz) and their synap-
tic inputs are associated with a depolarization of the target neurons, synaptic currents
increase in amplitude (Fig. 4.9A, B); when parallel fibers are induced to fire slowly
(0.1 Hz) and their activity is paired with postsynaptic depolarization, synaptic currents
decrease in amplitude (Fig. 4.9C, D). The strength of synapses between parallel fibers
and their targets is thus continually modulated upward and downward by synaptic traf-
fic. Those between ANFs or T-multipolar neurons and dendrites in the deep layer do
not show LTP or LTD (Fig. 4.9E, F).

Plasticity in the molecular layer of the DCN has much in common with long-term
plasticity in the hippocampus and cerebellum (see Chaps. 7 and 11). Synapses on spines,
but not those on the shafts of dendrites, show LTP and LTD, supporting the idea the
spines serve as biochemical compartments. Furthermore, long-term changes in synap-
tic strength are governed by changes in the intracellular Ca2+ concentration, because
plasticity is not observed when recordings are made with patch-pipettes that contain
high concentrations of Ca2+ buffers (9 mM EGTA). Both LTP and LTD require a rise
of intracellular Ca2+. There are several potential sources of Ca2+ in fusiform and cart-
wheel cells. Some Ca2+ enters neurons from the extracellular space through the NMDA
subtype of GluRs (Manis and Molitor, 1996). Blocking these receptors with DL-2-
amino-5-phosphonovaleric acid (APV) reduces LTP in pyramidal and cartwheel cells,
and it consistently blocks LTD in cartwheel cells (Fujino and Oertel, 2003). Antago-
nists of metabotropic GluRs also reduce LTP and LTD in pyramidal and cartwheel
cells. Voltage-sensitive Ca2+ channels are prominent in cartwheel (Zhang and Oertel,
1993a; Manis et al., 1994; Golding and Oertel, 1997) and pyramidal (Hirsch and
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Fig. 4.9. Long-term potentiation (LTP) and depression (LTD) in parallel fiber synapes in the
DCN (Fujino and Oertel, 2003). Excitatory synaptic currents (EPSCs) were recorded from the
soma of pyramidal cells (left column) or cartwheel cells (right column). Shocks were applied at
0.1 Hz to parallel fibers or ANFs to monitor the strength of synapses. A and B: EPSC ampli-
tude, averaged over 10 or 11 cells for parallel fiber stimulation. At the point marked HFS, a
100-Hz, 1-s-long pulse train was applied twice while the cell was depolarized to —30 mV. The
amplitude of the EPSC increased by —50% and remained elevated for at least 1 h (LTP). C and
D: When parallel fibers were stimulated at 1 Hz for 5 min, also while depolarizing the cell (LFS),
the amplitudes of EPSCs decreased and remained small for at least 1 h (LTD). E and F: Pyra-
midal cells tested for LTP (E) or LTD (F) with both auditory nerve and parallel fiber stimula-
tion. LTP and LTD were observed only at the parallel fiber synapse. [Adapted from the source
listed, with permission.]

Oertel, 1988; Molitor and Manis, 1999) cells and probably also contribute to the rise
in intracellular Ca2+ levels. In addition to the entry of Ca2+ from the extracellular space,
plasticity requires Ca2+-induced Ca2+ release through ryanodine receptors from intra-
cellular stores (Fujino and Oertel, 2003).

Granule cells receive inputs at specialized glomerular synapses in which a large syn-
aptic terminal (mossy fiber) is partially surrounded by claw-like granule cell dendrites,
which also receive inhibitory synapses from other cells, probably including Golgi cells
(Mugnaini et al., 1980a).
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As was discussed for the VCN, neurons in the DCN are influenced by inhibition
both from intrinsic inhibitory neurons and from descending inputs from periolivary re-
gions. Stellate neurons in the molecular layer of the DCN label for GAB A, cartwheel
and Golgi cells double-label for GABA and glycine, and vertical and D-multipolar cells
label for glycine (Osen et al., 1990; Saint-Marie et al., 1991; Kolston et al., 1992;
Doucet et al., 1999). One question raised by these findings is whether neurons that are
labeled for both GABA and glycine release both neurotransmitters. Cartwheel cells
have been shown to produce purely glycinergic synaptic potentials in their targets (Gold-
ing and Oertel, 1996, 1997). Whether this results from only glycine being released or
from only glycine receptors being present postsynaptically is not known. Both GABA
and glycine receptors that are typical of such receptors elsewhere in the brain are pre-
sent in DCN (Wu and Oertel, 1986; Harty and Manis, 1996). In vivo antagonists of
both glycine and GABA affect responses to sound, although the effects of glycine an-
tagonists are usually stronger (Caspary et al., 1987; Evans and Zhao, 1993; Caspary et
al., 1994; Davis and Young, 2000). A second question concerns why there should be
two types of inhibition. Glycinergic, strychnine-sensitive IPSPs are prominent in cir-
cuits that can be activated in slices; GABAAergic inhibition is subtle (Ferragamo et al.,
1998a; Lim et al., 2000). It is possible that GABA mediates mainly presynaptic inhi-
bition through GABAB receptors and that, when GABA and glycine are released to-
gether, the glycine serves as the signaling molecule to the postsynaptic cell and the
GABA serves to regulate the synapse presynaptically (Lim et al., 2000).

NUMBERS OF CELL TYPES AND CONVERGENCE

In cat, there are ^3000 IHCs and ^50,000 type I ANFs (Ryugo, 1992). The total pop-
ulation of cells in the cochlear nucleus is similar in number to the ANFs. Most nu-
merous are the bushy cells, with 36,600 SBCs and 6300 GBCs (Osen, 1970b). These
numbers are consistent with the innervation ratios described above for SBCs (1-3 ANFs
per cell) and GBCs (—35 ANF-type terminals per cell), given that each ANF contacts,
on average, 1 SBC soma and 3-6 GBC somas (Liberman, 1991). There are —9400
multipolar cells (Osen, 1970b), most of which are T-multipolars; the ratio of T- to
D-multipolars is —15:1 (Doucet and Ryugo, 1997). Anatomical convergence ratios onto
multipolar cells have not been estimated, but it was argued earlier based on physio-
logical data to be —5 ANFs/T-multipolar (Fig. 4.8A). There are —1500 octopus cells
(Osen, 1970b), and each ANF contacts —2 somas in the octopus cell area (Liberman,
1993), yielding a convergence ratio of —67 ANFs/octopus cell, similar to the minimal
value estimated earlier for mouse. In DCN, there are —4400 pyramidal cells and —1300
giant cells (Osen, 1970b; Adams, 1976). The most numerous DCN cell types are the
granule cells (60,000) and cartwheel cells (18,000), with fewer stellates (4000) and
Golgi cells (2300) (Wouterlood and Mugnaini, 1984). The degree of convergence onto
and among DCN cell types cannot be estimated from existing data.

BASIC CIRCUIT

The intrinsic organization of neuronal elements and synaptic connections in the cochlear
nucleus is summarized in Fig. 4.10. All of the principal cells of the ventral and dorsal
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Fig. 4.10. Schematic drawing of the neuronal circuits in the cochlear nucleus. Excitatory neu-
rons and terminals are shown unfilled; inhibitory elements are shown filled. Inputs to the cochlear
nucleus come from auditory nerve fibers (a.n.f.) and mossy fibers (m.f.)\ additional inputs from
the central auditory system are not shown. The axons of the principal cells exit the cochlear nu-
cleus through the trapezoid body (77?), and the dorsal (DAS) and intermediate acoustic striae
(IAS). Abbreviations: BC, spherical and globular bushy cells; T-M and D-M, T- and D-multi-
polars; Oc, octopus cells; Gi, giant cells; Py, pyramidal cells. Vertical cells (V) project to all
principal cell types except the octopus cells. Both T- and D-multipolar cells form intrinsic con-
nections through collaterals in the VCN and DCN. The axons of multipolar and vertical cells
that travel between DCN and VCN make up the prominent bundle of fibers labeled i.f. in Fig.
4.2B. Pyramidal cells in cats (but not in mice) and octopus cells have collaterals that terminate
near their cell bodies. The axons of granule cells are termed parallel fibers (p./); they terminate
on pyramidal, cartwheel (Co), and stellate (St) cells in the molecular layer.

cochlear nucleus are innervated by ANFs (a.n.f.). Innervation by ANFs both in the VCN
and in the deep layer of the DCN is tonotopically organized, with low-frequency en-
coding fibers innervating bands ventrally and high-frequency encoding fibers inner-
vating bands dorsally. The principal cells of the DCN integrate two sets of circuits—one
associated with the ANF inputs (a.n.f.) in the deep layer and a second associated with
the granule cells (gr) and parallel fibers (/?./)•
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The vertical cells are inhibitory interneurons that project to their isofrequency sheets
in both DCN and VCN (Wickesberg and Oertel, 1988; Zhang and Oertel, 1993c; Rhode,
1999); they inhibit all of the principal cells in the cochlear nucleus, except the octo-
pus cells (Voigt and Young, 1990; Wickesberg and Oertel, 1990, 1991). Vertical cells
are narrowly tuned, and they respond most strongly to tones at a frequency near their
BF (Spirou et al., 1999). Consistent with the tonotopic projection of vertical cell ax-
ons, cells in both DCN and VCN have a glycinergic inhibitory input whose BF is very
close to the cell's own BF (Wickesberg and Oertel, 1988; Caspary et al., 1994; Davis
and Young, 2000).

Both T- and D-multipolar cells in the VCN serve the role of interneurons through
their axon collaterals. These terminate locally within VCN as well as projecting to the
deep DCN (Smith and Rhode, 1989; Oertel et al., 1990). T-Multipolars are excitatory
and D-multipolars are inhibitory. T-multipolars are the likely source of polysynaptic
EPSPs in vertical and principal cells in DCN and in T-multipolars in VCN (Ferragamo
et al., 1998a). D-multipolars seem likely to be the source of IPSPs in the same cells.
The properties of D-multipolar cell responses to sound are complementary to those of
vertical cells, in that D-multipolars are broadly tuned and respond best to stimuli like
noise but only weakly to tones (Palmer et al., 1996; Paolini and Clark, 1999). In this
sense, the vertical D-multipolar cells provide complementary inhibitory inputs to cells
throughout the cochlear nucleus. The role of their interaction in the DCN is discussed
later. Notice that these two inhibitory circuits are mutually inhibitory (Fig. 4.10).

Pyramidal cells in cats (but not in mice) and octopus cells give axon collaterals that
terminate locally (shown as recurving arrows in Fig. 4.10); both are excitatory (Smith
and Rhode, 1985; Golding et al., 1995). The pyramidal cell axons project to other py-
ramidal cells, and the octopus cell axons terminate in the octopus cell area and in gran-
ule cell areas.

Granule-cell axons (p.f. in Fig. 4.10) terminate on spines of the apical dendrites of
pyramidal cells, on spines of cartwheel cells, and on the stellate cells of the superficial
DCN. The axons of cartwheel cells end in the pyramidal and deep layers of the DCN,
where they produce IPSPs in pyramidal and giant cells (Zhang and Oertel, 1993b, 1994;
Golding and Oertel, 1997). In addition, cartwheel cells interact with one another in a
network (Wouterlood and Mugnaini, 1984; Berrebi and Mugnaini, 1991; Golding and
Oertel, 1996). The reversal potential of the cartwheel-to-cartwheel cell synapses lies a
few millivolts above the resting potential and the threshold for firing so that its effect
is depolarizing for the cell at rest but hyperpolarizing when the cell has been depolar-
ized by other inputs. Thus, the effects of the cartwheel cell network are likely to be
context dependent—excitatory when the cells are at rest but stabilizing when the cells
are excited. The cartwheel cells are the most numerous neuron in the DCN, except for
the granule cells; by virtue of their numbers, their network of interconnections, and
their profuse terminal distribution, cartwheel cells represent a substantial computational
resource for the DCN.

Not shown in Fig. 4.10 are some circuits in the granule cell regions, including the
unipolar brush and chestnut cells and some of the connections of the Golgi cells. The
latter form inhibitory feedforward and feedback connections with granule cells, as in
the cerebellum (Mugnaini et al., 1980a) and probably also inhibit T-multipolar cells
in VCN (Ferragamo et al., 1998b).
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MEMBRANE PROPERTIES AND
INTEGRATION OF INPUTS

Previous sections have described the morphology, connections, and synaptic physiol-
ogy of the circuits of the cochlear nucleus. In the remainder of this chapter, the prop-
erties of these circuits are related to the cells' responses to sound. Figure 4.11 shows
that the electrophysiological properties of neurons influence their responses to sound
and thus determines the computational role of cells. Responses to short bursts of sound
recorded in vivo using extracellular electrodes are shown in the left column; responses
in vitro to intracellular injections of hyperpolarizing and depolarizing currents are
shown in the right column. The sounds in this case were tones at the BF of the neu-
ron at a loudness significantly above threshold, where the neurons' responses are sta-
ble and assume their typical form (Pfeiffer, 1966; Bourk, 1976). For comparison, the
responses of ANFs to this stimulus resemble those shown in Fig. 4.11C1: following
stimulus onset there is a rapid increase in discharge rate to a maximum, followed by
a slower decline to a fairly steady discharge, the so-called primarylike response. An
important aspect of auditory-nerve responses that is not shown is their irregularity,
meaning a lack of repetitive firing behavior; the spikes of an ANF occur randomly in
time, so the intervals between spikes are highly variable and the pattern of action po-
tentials is different for each stimulus repetition.

CHOPPER RESPONSES FROM T-MULTIPOLAR CELLS

Figures 4.11A and 4.1 IB show responses characteristic of T-multipolar cells (Rhode et al.,
1983a; Wu and Oertel, 1984; Smith and Rhode, 1989; Feng et al., 1994). T-multipolar cells
receive irregular, phasic input from ANFs, yet respond to tones by firing tonically at
regular intervals, a pattern called chopping. The contrast between the regularity in fir-
ing of T-multipolar cells and the irregularity of their ANF inputs indicates that the tem-
poral firing pattern is not imposed by the inputs but arises from the intrinsic properties
of the cells themselves. Depolarization with steady current pulses causes T-multipolar
cells to fire regularly with the same sort of chopping pattern (Fig. 4.1 IB; Oertel et al.,
1988; Manis and Marx, 1991). The reproducibility of firing gives PST histograms of re-
sponses to sound a series of characteristic modes that is independent of the fine struc-
ture of the sound (Fig. 4.11 A). The intervals between nodes are of equal duration and
correspond to the intervals between spikes, with one spike per node. The peaks are large
at the onset of the response because the latency to the first spike is quite reproducible
in chopper neurons; the peaks fade away over the first 20 msec of the response as small
variations in interspike interval accumulate and spike times in successive stimulus rep-
etitions diverge (Young et al., 1988). As is shown later, the regular firing is expected
from properties of neuronal spike initiation.

PRIMARYLIKE RESPONSES FROM BUSHY CELLS

Figure 4.11C shows typical responses to tones of bushy cells (Rhode et al., 1983a;
Rouiller and Ryugo, 1984; Wu and Oertel, 1984; Smith and Rhode, 1987). Large
EPSPs from between one and three endbulbs (Fig. 4.7A,B) cause SBCs to fire when-
ever the ANFs do (except when the cell is refractory). This one-spike-in, one-spike-out
mode of processing means that the responses to sound of SBCs resemble those of ANFs,
so they are called primarylike (Fig. 4.11C1). Evidence that primarylike responses re-
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Fig. 4.11. Responses of T-multipolar and bushy cells to tones and to the intracellular injection of cur-
rent. A, Cl, and C2 show poststimulus time histograms (PSTHs) of responses to BF tone bursts from
extracellular recordings. The PSTH plots average discharge rate as a function of time over several
stimulus repetitions. The stimulus is on during the first 25 ms, as shown by the heavy lines on the
abscissae. The delay between stimulus onset and the beginning of the response (and at the offset) re-
flects acoustic delay in the stimulus system, the activation and propagation of the traveling wave on
the basilar membrane of the cochlea, synaptic delays in the cochlea and in the cochlear nucleus, and
the integration time in the neurons. B and D: Superimposed responses to intracellular injection of
depolarizing and hyperpolarizing currents. Each panel shows the membrane potential of a neuron
(top) and the current injected (bottom). Positive (depolarizing) currents produce action potentials,
whereas negative (hyperpolarizing) currents produce passive charging of the cell membrane. Response
types and the cells from which they are typically recorded are as follows. A and B: Chopper re-
sponses from T-multipolar cells. [From Blackburn and Sachs, 1989; Manis and Marx, 1991.] C: Pri-
marylike (Cl) response from an SBC and primarylike-with-notch (C2) response from a GBC
(Blackburn and Sachs, 1989). D: Bushy cell responses to current pulses (Manis and Marx, 1991).
The inset in D shows a complex action potential with a prepotential (arrow), probably from an SBC.
[Redrawn from the sources indicated with permission.]

fleet a one-spike-in, one-spike-out mode of processing is provided by their action po-
tential shapes, an example of which is shown in the inset of Fig. 4.1 ID. The action po-
tential (asterisk) is preceded by a prepotential (arrow), which is the action potential of
the presynaptic cell (Guinan and Li, 1990); prepotentials are seen in the AVCN and in
the MnTB, which also contains bushy-like cells with calyceal endings. In both places,
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prepotentials are almost always followed by the postsynaptic component of the spike,
demonstrating that this is a very secure synapse (Goldberg and Brownell, 1973; Bourk,
1976; Kopp-Scheinpflug et al., 2002). As expected, primarylike neurons fire as irreg-
ularly as ANFs (Rothman et al., 1993).

GBCs give a similar response, called primarylike-with-notch, or pri-N (Fig. 4.11C2).
Pri-N responses differ from primarylike (and ANF) responses in their behavior at the be-
ginning of the response, where a precisely timed peak followed by a brief notch is ob-
served. The convergence of multiple large inputs from —35 ANFs (Ostapoff and Merest,
1991) makes the timing of firing and the encoding of the fine structure of auditory stim-
uli precise (Joris et al., 1994a, 1994b). For example, consider the large peak at the onset
of the stimulus in Fig. 4.11C2; this peak contains a spike in every repetition of the stim-
ulus. If the GBC fires in response to the first input spike it receives from any one of its
inputs, then the more inputs that converge on the cell, the less time it will take for the first
input spike to occur and the sharper will be the onset peak in the PSTH (Rothman et al.,
1993). The small notch following the peak results from refractoriness.

The electrical characteristics of bushy cells are shown in Fig. 4.1 ID (Wu and
Oertel, 1984; Manis and Marx, 1991). When depolarized, these cells fire one to three
spikes at stimulus onset and then their membrane potential settles to a steady, slightly
depolarized value (filled square). This behavior is produced by a low-threshold potas-
sium conductance that is in part activated at rest and is strongly activated by depolar-
ization, producing a membrane rectification (Manis and Marx, 1991; Reyes et al., 1994).
The rectification (low input resistance in the physiological voltage range) has two im-
portant consequences: (7) large synaptic currents, provided by the calyceal endings of
ANFs, are required to overcome the input resistance when the cell is depolarized; and
(2) the membrane time constant of the cell is fast (2-4 msec at rest). The fast time
constant can be seen from the rapid initial drop of the response to hyperpolarizing
current and from the fall in voltage at the end of the depolarizing current pulse in
Fig. 4.1 ID (compare with Fig. 4.1 IB). The short time constant of bushy cells blocks
temporal integration of synaptic inputs (Oertel, 1983; Smith and Rhode, 1987; Paolini
et al., 1997). Figure 4.12 shows postsynaptic potentials produced in a multipolar cell

Fig. 4.12. Postsynaptic potentials in a multipolar (A) and a bushy (B) cell produced by repetitive
electrical stimulation of the auditory nerve (heavy vertical bars on the time axis). A: Responses to
one, two, and three stimuli are shown, a, stimulus artifact; e, EPSPs. Temporal summation leads to
a spike after three stimuli. B: Large postsynaptic potentials (p) show rapid recovery time constants
and no temporal summation. [Redrawn from Oertel, 1983, with permission.]
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(A) and a bushy cell (B) by trains of electrical stimuli delivered to the auditory nerve.
Temporal summation of successive EPSPs (e) is clear in the multipolar cell but is min-
imal in the bushy cell, where each EPSP leads to a spike (p). Recall from Fig. 4.8C
that bushy and multipolar cells have AMPA receptors with similar rapid kinetics. The
differences between EPSPs arise because the decay of the EPSP, and therefore the de-
gree of temporal integration, is determined by the membrane time constant of the
cell. For bushy cells this is short (2-4 msec), whereas for multipolar cells it is longer
(5-10 msec; Oertel, 1983; White et al., 1994). Rapid temporal processing permits bushy
cells to preserve information about the stimulus waveform information that is neces-
sary for sound localization (Yin, 2002).

ONSET RESPONSES FROM OCTOPUS CELLS

Octopus cells respond to the synchronous firing of groups of ANFs that occurs at stim-
ulus transients, such as the sudden increase in loudness at the onset of a syllable. The
tones that are usually used to characterize neurons activate relatively few ANFs and
bring octopus cells to threshold only at the beginning of the tone, which has led to the
term onset units (Fig. 4.13A; Godfrey et al., 1975a; Rhode et al., 1983a). When pre-
sented with a train of broadband transients, such as a train of clicks, octopus cells fire
to each click up to very high rates (>500 spikes/sec). Octopus cells also respond vig-
orously to low frequency tones, tones that evoke synchronous firing of ANFs to each
cycle of the tone (Rhode and Smith, 1986). This behavior reflects the unusual biophys-
ical properties of octopus cells that allow EPSPs to be brief and the responses well timed.

Octopus cells are like bushy cells in that the resting input resistance of octopus cells
is low, ~6 Mft (Bal and Oertel, 2000). As was shown for bushy cells in Fig. 4.12, the
low input resistance prevents temporal summation of nonsynchronous inputs. Instead
of receiving large inputs from few fibers, however, octopus cells receive small inputs
from many ANFs. Thus simultaneous firing of many inputs is necessary to drive an oc-
topus cell to fire.

Octopus cells show a strong membrane rectification, like bushy cells (Fig. 4.13B). In
the case of octopus cells, the low input resistance results from the activation of two op-
posing voltage-sensitive conductances: a hyperpolarization-activated, mixed cation con-
ductance (gh) that pulls the membrane potential toward —40 mV and a depolarization-
activated K+ conductance (gKi) that pulls the membrane toward —80 mV (Golding et
al., 1995; Bal and Oertel, 2000, 2001). Both are large conductances. The maximal gh is
150 nS; the maximal g^i is over 500 nS. The voltage sensitivity of these conductances
overlaps at rest so that both conductances are partially activated, each with a resting cur-
rent over 1 nA. The voltage sensitivity of these conductances is high near the resting
potential, so that each conductance is activated steeply by small changes in the mem-
brane potential. These voltage-sensitive conductances shape EPSPs and affect the firing
of octopus cells in three important ways. (7) The low input resistance of octopus cells
makes EPSPs small (<1 mV) and brief (~1 msec), thus making the cell sensitive only
to synchronous inputs. (2) When octopus cells are depolarized synaptically, gKL is acti-
vated rapidly and cuts short EPSPs, so that the timing of the peaks of synaptic depo-
larizations is nearly invariant over a large amplitude range. (3) gKL causes octopus cells
to be sensitive to the rate at which they are depolarized (Ferragamo and Oertel, 2002).
Slow depolarizations activate gKL and prevent the generation of action potentials. This
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Fig. 4.13. Responses of octopus cells to tones and current pulses. A: PSTH of responses to a tone
at BF, showing a single-spike onset response to the turning-on of the tone (Kiang et al., 1973).
B: Whole-cell patch-clamp recording of responses to pulses of current from —2.8 to 2.8 nA in
0.4 nA steps (Golding et al., 1999). Note that the responses to depolarizing current (unfilled circle)
are smaller than the responses to hyperpolarizing current of equal amplitude (filled square). This
rectification is similar to that seen in bushy cells, except that the response to hyperpolarization re-
flects both deactivation of the low-threshold potassium conductance (gzi) and activation of a mixed-
cation hyperpolarizing current (#/,). C: Intracellular responses, in a whole-cell patch-clamp recording,
of an octopus cell to ramps of current from zero to final levels varying between 2 and 3.8 nA
(sketched at top). The rise time rt of ramps was 1 ms in this case. Threshold was reached between
the third and fourth ramp. D: Peak amplitude of response to current ramps of varying rt (see leg-
end) are plotted against the maximum current in the ramp (at left) and against the rate at which the
voltage rises from rest to the foot of the action potential (at right); (Ferragamo and Oertel, 2002).
The vertical jump in these curves shows the threshold for action potential initiation. Note the thresh-
olds are independent of the final level of currents but are a consistent function of the rate of rise of
voltage. [Taken from the sources listed with permission.]

mechanism makes octopus cells sensitive to the rate of rise, or the time derivative, of
their inputs. Figure 4.13C shows intracellular potentials produced by depolarizing ramps
with a rise time, rt, of 1 msec. As the ramp increased in amplitude, action potentials
were eventually produced. The threshold for generation of action potentials depended
on the rate of rise of the depolarization, not its amplitude; Fig. 4.13D shows that
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input/output functions for the cell superimpose when the input is plotted as dV/dt (right)
but not when it is plotted as the amplitude of the ramp (left). Because the rate of rise
of synaptic responses depends on the synchronicity of the activation of ANF inputs, the
intrinsic electrical properties of octopus cells enable them to respond to synchronized
activation and to fail to respond if the activation is too asynchronous.

D-multipolar neurons also respond to the onset of sounds but have not been char-
acterized as well as octopus cells. Like octopus cells, D-multipolars receive innerva-
tion by many ANFs on their somata and on dendrites that spread across the tonotopic
axis (Smith and Rhode, 1989; Oertel et al., 1990; Doucet and Ryugo, 1997), and both
are broadly tuned (Jiang et al., 1996). D-multipolars also respond with a precisely timed
onset spike to tones (as in Fig. 4.13A) but differ from octopus cells in that they give
some steady discharge after the onset spike (Smith and Rhode, 1989; Rhode and Green-
berg, 1994a; Paolini and Clark, 1999). Unlike octopus cells, the firing pattern in re-
sponse to tones is shaped by inhibition along with the intrinsic electrical properties
(Paolini and Clark, 1999).

PYRAMIDAL AND CARTWHEEL CELLS

Pyramidal neurons in the DCN show pauser and buildup responses to sound (Fig.
4.14A; Godfrey et al., 1975b; Rhode et al., 1983b). The examples shown in Fig. 4.14A
are typical of anesthetized animals, where the inhibitory circuits of the DCN are weak-
ened. The response shows a poorly timed, long latency onset spike followed by a promi-
nent pause (Fig. 4.14A1) or a slow buildup in response with a long latency (Fig.
4.14A2). The membrane properties of pyramidal cells include the typical complement
of potassium, calcium, and sodium channels (Hirsch and Oertel, 1988; Manis, 1990;
Kanold and Manis, 1999; Molitor and Manis, 1999). The pauser and buildup charac-
teristics seem to derive from a transient potassium conductance. Figure 4.1 IB shows
intracellular responses to depolarizing currents in cells that were held hyperpolarized
between depolarizing current pulses; the dotted lines in the current waveforms show
the holding current necessary to place the cell at its resting potential. Depolarization
following hyperpolarization produced a pauser response (Fig. 4.14B1) or a buildup re-
sponse (Fig. 4.14B2), depending on the strength of the depolarizing current. If the cell
was not hyperpolarized between depolarizations, the pause did not occur and the cell
gave a simple tonic response, similar to Fig. 4.1 IB. The pause is produced by activa-
tion of a transient potassium conductance that is normally inactivated at rest. If the cell
is hyperpolarized, inactivation is removed, so that the transient conductance can be ac-
tivated by a subsequent depolarization (Manis, 1990; Kanold and Manis, 1999, 2001).
In vivo a hyperpolarization that is sufficient to remove the inactivation is observed as
an aftereffect of a strong response to an acoustic stimulus (Rhode et al., 1983b) or from
inhibitory synaptic inputs. Properties of the transient potassium current are reviewed
in Chap. 2.

Figure 4.14C shows responses to sound of cartwheel cells. Cartwheel cells are the
only cells in the cochlear nucleus with complex action potentials, which reflect a com-
bined calcium and sodium spike (Fig. 4.14D; Zhang and Oertel, 1993a; Manis et al.,
1994; Golding and Oertel, 1997). Many cartwheel cells respond weakly to sound (Fig.
4.14C1), whereas others give robust responses more like those of other cochlear nu-
cleus cells (Fig. 4.14C2; Parham and Kim, 1995; Davis and Young, 1997). No partic-
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Fig. 4.14. PSTHs of responses to tones at BF (left column) and responses to intracellular cur-
rent (right column) for two DCN cell types. Response types and the cells from which they are
typically recorded are as follows. A: Pauser (Al) and build-up (A2) responses from pyramidal
cells (Godfrey et al., 1975b). The ordinates of these PSTHs are scaled as spike counts and not
as discharge rate. B: Responses to current of a pyramidal cell; hyperpolarizing current was used
to hold the cell below its resting potential (dashed line is the holding current for the resting po-
tential) to de-inactivate transient K+ channels (Manis, 1990). C: Examples of weak (Cl) and
strong (C2) acoustic responses of cartwheel cells (Parham and Kim, 1995). D: Mixed complex
and simple (triangle) spikes from a cartwheel cell (Manis et al., 1994). [Redrawn from the sources
indicated with permission.]

ular pattern of response is consistently observed in PSTHs of cartwheel cell responses.
The excitatory inputs to cartwheel cells are through granule cells as discussed earlier
(Fig. 4.10). Responses to sound of DCN neurons do not change significantly in ani-
mals with a congenital absence of cartwheel cells (Parham et al., 2000), suggesting that
these cells generally convey mainly nonauditory information to the principal cells of
the DCN.



Chapter 4. Cochlear Nucleus 153

MODELS OF SOMATIC AND DENDRITIC PROPERTIES

As data on the membrane properties of cochlear nucleus neurons have accumulated, it
has become possible to use models to explore the different behaviors described in the
previous section. These models are based on the gating of ion channels. Such models
make explicit the qualitative hypotheses discussed earlier and provide rigorous quanti-
tative tests of them. For example, the slope sensitivity of octopus cells can be accounted
for by gating of the low-threshold potassium conductance (Cai et al., 2000), and the
pausing behavior of DCN pyramidal neurons can be accounted for by transient potas-
sium channels (Kim et al., 1994; Hewitt and Meddis, 1995; Kanold and Manis, 2001).
In the following, two early models of T-multipolar and bushy cells are described to show
how patterns of activation can be affected by the channels present in a membrane.

CHOPPER NEURONS

The transformation in firing pattern that is observed between ANFs and chopper neu-
rons is primarily a change from the irregular discharge of ANFs to regular firing in
choppers. Computational models show that the transformation is a property of the ac-
tion potential generation mechanism itself (Arle and Kim, 1991; Banks and Sachs,
1991; Hewitt and Meddis, 1993).

Figure 4.15A shows the structure of a simple neuronal model consisting of a soma
and an axon containing voltage-gated sodium and potassium channels, with character-
istics like those in the squid axon, connected to a dendritic tree model (Banks and
Sachs, 1991). Auditory-nerve inputs are applied to the model through the excitatory
conductances gE. The model ANF spike trains are irregular and accurately duplicate
the statistical features of real auditory-nerve spike trains. Figure 4.15B shows the ex-
citatory synaptic conductance of the model (below) and the resulting spike train (above).
In this model, there is little correspondence between the time of arrival of auditory-
nerve spikes, as judged by the EPSPs, and the postsynaptic spikes. There is, of course,
an EPSP preceding each output spike, but the basic pattern of the output is determined
by the tendency of the neuron to fire regularly, and not by the time of occurrence of
input spikes. Figure 4.15C is a PSTH of the model's output, showing the chopper pat-
tern. Note the correspondence of spike times in Fig. 4.15B and peaks in the PSTH in
Fig. 4.15C. Regular firing, or chopping, is thus a property of the voltage-sensitive con-
ductances summarized in the Hodgkin-Huxley membrane model. Real multipolar cells
have additional conductances that modulate the cells' behavior, but the basic result
shown here does not change (Rothman, 1999).

PRIMARYLIKE NEURONS

Figure 4.15D shows a membrane model for a bushy cell (Rothman et al., 1993). Be-
cause the synaptic input to bushy cells is on the soma, the model consists of only one
somatic compartment, containing the same conductances as in the multipolar cell model
plus a low-threshold voltage-dependent potassium conductance, gM- This conductance
is activated at and just above the resting potential and gives the model electrophysio-
logical characteristics similar to those of real bushy cells (see Fig. 4.1 ID). As the num-
ber and strength of independent auditory-nerve inputs are varied, the model accurately
duplicates bushy cell PSTHs, producing primary like responses (Fig. 4.11C1) if supplied



Fig. 4.15. Computational models used to study the input/output transformations in multipolar
and bushy neurons. A: The multipolar neuron is broken into 12 compartments (Banks and Sachs,
1991). The axon and soma are each one compartment, containing a capacitance c,-, a leak con-
ductance gi, and voltage-dependent sodium gNa and potassium gK channels. The dendritic tree
is collapsed into a single equivalent cylinder of 10 compartments, each containing a capacitance
Cj, a resting conductance gK, and excitatory gE and inhibitory gj synaptic conductances. The soma
also contains excitatory and inhibitory synaptic conductances. B: Somatic membrane potential
(above) and synaptic conductance (below) for the multipolar-cell model with eight independent
subthreshold excitatory inputs to the second dendritic compartment. C: PSTH of the model re-
sponses for the same input as in B. D: The bushy cell is modeled as a single somatic compart-
ment containing capacitance c, leak conductance gi, voltage-gated sodium g^a and potassium
gK, gM channels, and inhibitory gj and excitatory g£ synaptic channels (Rothman et al., 1993).
E and F: Membrane potential, synaptic conductances, and PSTHs for the bushy-cell model with
five independent suprathreshold excitatory inputs. In both models, ANF-like spike trains drive
the excitatory conductances; each spike arrival produces a transient alpha-wave conductance
change A(t/tp) exp[(tp — t)/tp], where tp — 0.1 (bushy) or 0.25 (multipolar) ms. [Redrawn from
the sources listed with permission.]
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with only one or two large (suprathreshold) auditory-nerve inputs and pri-N responses
(Fig. 4.11C2) if supplied with more inputs (e.g., Fig. 4.15F, with five suprathreshold
inputs). The model's spike trains are as irregular as those of ANFs and real bushy cells,
if supplied with suprathreshold inputs. The difference in input/output behavior between
multipolar and bushy cells can be appreciated by comparing Figs. 4.15B and 4.15E. In
contrast with the multipolar model, the bushy model shows a good temporal register
of EPSPs and postsynaptic spikes. This correspondence results mainly from the lack
of temporal summation of inputs (Fig. 4.12) caused by the low-threshold potassium
conductance.

The model in Fig. 4.15D accounts for the properties of SBCs and for some proper-
ties of GBCs. However, there are problems in trying to account for all the properties
of GBCs. One issue is that GBCs receive a large number of ANF inputs, up to 50
(Liberman, 1991; Ostapoff and Merest, 1991). Not only do these inputs vary in strength,
but their firing may be strongly correlated because they presumably receive input from
the same or from neighboring hair cells. Most of these inputs probably come from
ANFs with significant spontaneous discharge. Because the inputs have to be supra-
threshold to produce an irregular output, the result of applying a large number of spon-
taneously active inputs to the bushy cell model is to give the model substantial
spontaneous activity. However, pri-N neurons frequently have low or no spontaneous
activity (Blackburn and Sachs, 1989; Spirou et al., 1990). In addition, there are prob-
lems accounting for all aspects of the phase-locking behavior of pri-N neurons (phase
locking is explained later in Fig. 4.16). The details of this issue are beyond the scope
of this chapter and are discussed elsewhere (Joris et al., 1994b; Rothman and Young,
1996). Inhibitory inputs to GBCs, which are not present in the model, could account
for some of the differences.

CIRCUIT FUNCTIONS

We have seen that each neuron type of the cochlear nucleus has specific structural and
functional properties that, together with its distinctive synaptic connections, enable it
to respond in a specific way to auditory stimuli. We are now in a position to assess
how the multiple features of the auditory stimulus are encoded by the parallel proc-
essing lines of the cochlear nucleus. It is the simultaneous extraction of these multiple
features that permits the auditory system to be able to localize sound sources, whether
the source is prey or predator or a person to whom one speaks, to interpret the mean-
ing of sounds and, in humans, to understand language and appreciate song and instru-
mental music.

PHASE-LOCKING IN BUSHY CELLS AND SOUND

LOCALIZATION IN THE HORIZONTAL PLANE

The computation of the location of a sound source in the horizontal plane begins in
the superior olivary nuclei (see Fig. 4.3B), where neurons compare the time of arrival
(MSO; Goldberg and Brown, 1969) and the relative loudness (LSO; Boudreau and
Tsuchitani, 1970) of the stimuli in the two ears. Such comparisons are useful because
a sound originating on, say, the left will reach the left ear before it reaches the right
ear and will be louder in the left ear (Yin, 2002). The inputs to the MSO and LSO are
from the bushy cells of the VCN. In the following paragraphs, the anatomical and mem-
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Fig. 4.16. Phase-locking in ANFs and VCN units. A: Top line shows the waveform of a tone as
the sound pressure at the eardrum. The next three lines show how three hypothetical neurons
might respond to the tone. Phase-locking is the tendency of spikes to occur at a particular point
during the stimulus cycle, in this case near the positive peak. Note that each neuron does not
necessarily produce a spike in every stimulus cycle. B: Plot of the strength of phase-locking ver-
sus tone frequency for ANFs (line; Johnson, 1980), primarylike and pri-N neurons (shaded re-
gion), and choppers (unfilled region; Blackburn and Sachs, 1989). Data points show the outliers
from the cochlear nucleus populations. Phase locking is measured as synchrony which varies
from 0 (random spike patterns with no phase locking) to 1 (perfect locking, spikes all occur at
the same point in the cycle). [Redrawn from Blackburn and Sachs, 1989 with permission.]

brane specializations of bushy cells are interpreted as necessary to support interaural
time difference analysis in the MSO.

Interaural time differences are best encoded by phase locking to low frequency sounds
because interaural time is encoded with every cycle of a sound. The means by which
temporal information about the stimulus is encoded is shown in Figure 4.16A. This
figure shows the spike trains of three neurons responding to a low-frequency tone; the
responses are phase locked to the stimulus, in that spikes occur near a particular pre-
ferred portion of the stimulus waveform. Figure 4.16B shows that phase locking oc-
curs in cat ANFs (line) for frequencies up to ~5 kHz (Johnson, 1980). The shaded
region shows that the phase-locking ability of primarylike and pri-N neurons (bushy
cells) is similar to that of ANFs (Blackburn and Sachs, 1989; Joris et al., 1994a). Bushy
cells actually display enhanced phase locking at low frequencies, below 1 kHz, where
they may be entrained precisely to the stimulus waveform (Joris et al., 1994a,b). By
contrast, the phase locking of chopper neurons (T-multipolars) is much weaker, essen-
tially disappearing by 2 kHz.

The differences between primarylike and chopper neurons derive from their mem-
brane properties. Because of membrane capacitance, the postsynaptic processing of all
neurons tends to be low pass; i.e., fast fluctuations in the synaptic inputs are filtered
out. In T-multipolars, where the inputs are on the dendritic tree, there is an additional
component of low-pass filtering due to the dendrites (White et al., 1994). As a result,
frequencies in the input above a few hundred Hertz are severely attenuated. By con-
trast, in bushy cells postsynaptic filtering is minimized by placing the synapses on the
soma, by making the postsynaptic currents large so as to quickly charge the membrane
capacitance, and by minimizing temporal integration of inputs, as described in Fig.
4.12. The tendency of bushy cells to follow the temporal patterns of their inputs, as
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opposed to T-multipolar cells is also apparent in the model results in Figs. 4.15B and
4.15E.

A particularly strong cue for sound localization is the interaural delay in the wave-
form of the stimulus. In fact, perceptual experiments show that the strongest cue for
localization of sound in azimuth is the interaural delay at frequencies below 1 kHz
(Wightman and Kistler, 1992). If the waveform of a stimulus like the tone in Fig. 4.16A
is delayed in one ear, the ANF spikes that are phase locked to the tone will be delayed
by the same amount. In other words, an interaural time delay produces a change in the
relative phase-locking point in the two ears. Thus MSO neurons can compare the time
of arrival of the stimulus waveforms in the two ears by comparing the time of arrival
of phase-locked spike trains from the two cochlear nuclei. MSO neurons accomplish
this comparison by functioning as coincidence detectors (Goldberg and Brown, 1969),
meaning that they respond when they receive coincident spikes from their bushy cell
inputs on the two sides. Coincidence detection is possible in MSO cells only because
they share the short membrane time constant and the low threshold potassium channel
described earlier for bushy cells (Smith, 1995). Inhibitory inputs from the MnTB and
LnTB serve to sharpen the coincidence detection (Brand et al., 2002). Thus the mem-
brane specializations of both bushy and MSO cells allow precision in the timing of fir-
ing that is necessary for binaural comparison of interaural time difference.

STIMULUS SPECTRUM REPRESENTATION IN CHOPPER NEURONS
In addition to localizing a sound, it is important to identify it and to extract its mean-
ing. The auditory system identifies sounds based on their frequency content and their
temporal fluctuations. An illustration of the importance of frequency content, or spec-
trum, is provided by the vowels of human speech. Figure 4.17 A shows the frequency
content of the vowel EH, as in "met." There are prominent peaks of energy at 512,
1792, and 2432 Hz (arrows); these peaks are called formants and correspond to the
resonant frequencies of the vocal tract. Each vowel is characterized by a different com-
bination of formant frequencies (Peterson and Barney, 1952), and our perceptual recog-
nition of different speech sounds is closely tied to the frequencies of their first three
formants (Remez et al., 1981).

Because of the importance of the frequency content of sounds for their perception,
it is natural to consider the neural representation of sounds in terms of a plot of neu-
ral response versus BF (Pfeiffer and Kim, 1975; Sachs and Young, 1979). That is, we
consider the representation of a sound in terms of the tonotopic map established in the
cochlea (see Fig. 4.1), where each ANF represents the energy in the stimulus at fre-
quencies near its BF. Figures 4.17B-E compare the tonotopic representation of the
frequency spectrum of the EH for two subpopulations of ANFs and for chopper neu-
rons (Blackburn and Sachs, 1990); the chopper neurons appear to derive a stable rep-
resentation of the stimulus spectrum at all sound levels from the more variable ANF
representation.

The plots in Figs 4.17B-E show discharge rate versus BF; these plots were con-
structed by recording the responses of several hundred neurons to the vowel, plotting
each neuron's discharge rate at an abscissa position equal to its BF, and then averag-
ing the data using a moving window filter (Blackburn and Sachs, 1990). The lines show
the average values. Response profiles are shown for three populations of neurons:
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Fig. 4.17. Frequency content of a vowel-like sound and its neural representation in populations
of ANFs and chopper units (Blackburn and Sachs, 1990). A: Distribution of energy across fre-
quency for a synthetic version of the vowel EH, as in "met"; the points show the amplitudes of
a series of tones of different frequencies that are added together to make the vowel. The energy
peaks (arrows) are the formants. B-E: Responses of populations of ANFs and chopper units to
the vowel at four sound levels, ranging from very soft (25 dB, B) to conversational levels
(75 dB, E). Response is plotted as normalized rate that varies from 0 (spontaneous rate) to
1 (maximal or saturated rate). The abscissa shows the BFs of the neurons. The lines represent
averages of the responses of neurons of similar BFs, computed from populations of several hun-
dred neurons. The three line types correspond to three neural populations, as given in the leg-
end. ANFs are separated into two groups that differ in their spontaneous firing rates. Lines are
plotted only over the frequency range where significant numbers of neurons of each type were
studied. For technical reasons, few chopper neurons with low BFs were studied, so those data
are missing. The chopper data are from a subgroup of the chopper population, called chop-T,
but are typical of all choppers. [Redrawn from Blackburn and Sachs, 1990, with permission.]

(7) ANFs with spontaneous rates of less than 20/sec (dotted), (2) fibers with sponta-
neous rates above 20/sec (dashed), and (3) cochlear-nucleus choppers (solid). The two
populations of ANFs are separated because they have different dynamic ranges. High
spontaneous rate fibers have low thresholds but have limited dynamic ranges, so these
fibers provide rate information mainly at low sound levels. At the lowest sound level
(25 dB; Fig. 4.17B), the dashed-line rate profile provides a good representation of the
vowel in that there are peaks of discharge rate among fibers with BFs equal to the for-
mant frequencies. As the sound level increases, this representation is lost as high spon-
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taneous rate fibers of all BFs approach their maximal discharge rates (Fig. 4.17D,E),
meaning normalized rates near 1. Note that 75 dB is conversational sound level; i.e.,
we comfortably communicate using speech at —75 dB.

Low spontaneous rate fibers, by contrast, have higher thresholds and wider dynamic
ranges. At the lowest level (25 dB; Fig. 4.17B) there is no response from the low spon-
taneous rate fibers, because the stimulus is below threshold. As stimulus level increases,
a good rate representation is provided (dotted line), which is maintained to the high-
est level shown; there are clearly defined peaks of response near the first and the
second/third formant peaks (arrows) with a minimum of response in between.

The solid lines in Fig. 4.17 show responses of chopper neurons to the same stimu-
lus. Note that the choppers maintain a representation that is at least as good as that of
the better ANF group; there is a clear peak at BFs equal to the formants at all sound
levels (Blackburn and Sachs, 1990; May et al., 1998). This behavior could be explained
at high levels if T-multipolar cells receive inputs predominantly from low spontaneous
rate ANFs. However choppers also respond at low sound levels (Fig. 4.17B) and there-
fore must receive inputs from high spontaneous rate fibers (Bourk, 1976; Sachs et al.,
1993). This raises the question of how choppers avoid saturation of their discharge rates
by their high spontaneous rate inputs. It is likely that inhibitory inputs play a role
(Blackburn and Sachs, 1992; Caspary et al., 1994; Rhode and Greenberg, 1994b; Palmer
et al., 1996). Known sources of inhibition on T-multipolars include D-multipolar and
vertical cells in the cochlear nucleus (see Fig. 4.10; Wickesberg and Oertel, 1990; Fer-
ragamo et al., 1998a) as well as neurons in the superior olive (Ostapoff et al., 1997).
These inhibitory inputs have diverse responses to sound. Particularly interesting with
respect to responses to speech are the D-multipolars, which respond strongly to broad-
band stimuli like speech (Winter and Palmer, 1995). From Fig. 4.10, it is clear that the
D- and T-multipolars form a network in which T-multipolars receive both excitatory
and inhibitory recurrent inputs, as well as ANF inputs. Such networks can perform sev-
eral types of computations, including a winner-take-all computation in which the
strongest input dominates, reducing other inputs to zero (Shamma, 1998; Wilson, 1999).
In the case of the T-multipolars, the response peak among low spontaneous rate ANFs
with BFs near a formant peak could suppress the saturated inputs from high sponta-
neous rate units, giving the robust chopper representation. Another possibility is that
T-multipolars arrange the low and high spontaneous rate inputs on their dendritic trees
in such a way that they can switch from one input to the other (Lai et al., 1994). This
sort of switching is based on theoretical calculations showing that inhibitory inputs can
cancel excitatory inputs located more distally on a dendritic tree (Koch et al., 1983).
Thus high spontaneous rate inputs located distally on the tree could be cancelled by
inhibitory inputs (from D-multipolars) at high levels to allow the neuron to respond to
low spontaneous rate inputs located proximally. The dynamic range of T-multipolars
might also be extended by cholinergic modulation. Cholinergic inputs from olivo-
cochlear efferent neurons reduce the sensitivity of the cochlea in the presence of loud
sounds, reducing saturation (Guinan, 1996). They also excite T-multipolar cells but do
not affect D-multipolar cells (Fujino and Oertel, 2001). The cholinergic efferents would
thus be expected differentially to boost excitation of those chopper neurons that en-
code the formants, boosting the encoding of spectral peaks more than other excitation,
and to increase the balance of excitation over inhibition.
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In addition to the frequency information discussed in Fig. 4.17, natural auditory stim-
uli also contain information in their temporal structure. An example of temporal struc-
ture is the fluctuation in sound amplitude corresponding to the sequence of syllables
in an utterance. In experiments in which the information encoded in the frequency con-
tent of the sound (like Fig. 4.11 A) is removed, leaving only the temporal structure, lis-
teners can make many basic speech discriminations (Van Tasell et al., 1987). Indeed
the cochlear implant, an auditory prosthesis for the deaf in which the ANFs are directly
stimulated electrically, conveys much of its information via the temporal structure of
the stimulation (Shannon et al., 1995). Cochlear nucleus neurons are sensitive to tem-
poral fluctuations like those in speech and generally sharpen the representation of tem-
poral information, i.e. give enhanced responses, compared with ANFs, to increases or
decreases in stimulus amplitude (Wang and Sachs, 1994; Delgutte et al., 1998; Frisina,
2001). Onset neurons show the largest enhancement, followed by choppers and then
primary like neurons.

The representation of temporal and spectral information encoded in onset and chop-
per neurons allows the identity of sounds to be determined—one speech sound versus
another, for example. This information complements the information about sound
source location provided by the bushy cell-superior olive pathway. Thus we begin to
see how aspects of the acoustic environment are separated out at the brainstem level
and selectively processed and represented. It is important to point out, however, that
the separation is not complete. Information about the stimulus frequency spectrum is
also encoded in the bushy cell pathway, and information about sound localization is
encoded in the chopper pathway.

FEATURE DETECTION IN DORSAL COCHLEAR NUCLEUS

As discussed earlier, principal cells of the DCN integrate two systems of inputs (see
Fig. 4.10): ANFs and related inhibitory inputs and parallel fibers and their associated
inhibitory circuits. The former carry mainly auditory information, but the latter carry
a mixture of auditory and nonauditory information. In contrast to the VCN, where ef-
fects of inhibition are relatively weak, DCN neurons in unanesthetized animals receive
strong inhibition from both sets of inputs. In the DCN, spectrally complex sounds evoke
a summation of excitation and inhibition that enables neurons to detect spectral fea-
tures, which are often the information-bearing elements of sounds (Nelken and Young,
1996; Parsons et al., 2001).

Figure 4.18B shows a tone response map typical of what are almost certainly py-
ramidal cells (so-called type IV units) in unanesthestized animals (Evans and Nelson,
1973; Young and Brownell, 1976). The map shows discharge rate as a function of fre-
quency and sound level. Two inhibitory areas (gray) are consistently observed in such
maps—one located at and below BF (^13-20 kHz in this case) and a second above
BF (>22 kHz here; Spirou and Young, 1991). Excitatory areas are seen at low sound
levels at BF (—18 kHz) and usually, but not always, between the two inhibitory areas
(—21 kHz here) and at low frequencies (<10 kHz). In gerbil DCN, response maps are
similar but inhibition is weaker (Davis et al., 1996b; Davis and Voigt, 1997).

Figure 4.18D schematically shows how the excitatory and inhibitory areas in type
IV response maps could arise from what is known about the connections and the re-
sponses to sounds of interneurons (Spirou and Young, 1991; Davis and Young, 2000).



Fig. 4.18. Response maps of type II (probably vertical) and type IV (probably pyramidal) neurons
in DCN. A: Type II response map showing excitatory and inhibitory areas as a function of frequency
and sound level of a tone stimulus. Each trace shows discharge rate of the neuron versus tone fre-
quency at a fixed sound level, given at right. Sound levels become louder from bottom to top. Be-
cause the type II neuron had no spontaneous activity, a BF tone slightly above threshold was presented
along with the test tones to generate the background activity necessary to reveal inhibition. The
straight horizontal lines are the background rate, i.e., the rate in response to the background tone
alone. The rate scale is given at the bottom left. Excitatory responses are increases in rate above back-
ground, black area; inhibitory regions are decreases in rate below background, shaded area. The ar-
row at top points to BF. Type II responses are recorded from vertical cell interneurons (Young, 1980;
Rhode, 1999). B: Response map for a type IV neuron. No background tone was presented; the hor-
izontal lines are the neuron's spontaneous discharge rate. BF tones are excitatory at low sound lev-
els but inhibitory at higher levels; the arrow at the top points to BF. Type IV responses are recorded
from DCN principal cells, both pyramidal and giant cells (Young, 1980). C: Cross-correlogram of
the spike trains of a type II and a type IV neuron (Young and Voigt, 1981). The plot shows the av-
erage discharge rate of the type IV neuron relative to spikes in the type II neuron. Note the inhibitory
trough just to the right of the origin; this dip in the type IV rate following type II spikes suggests
that these neurons are connected by a monosynaptic inhibitory synapse. The horizontal lines show
the range of type IV rates (±2 S.D.) if the neurons were not connected. D: Schematic to explain the
shape of the response map of type IV neurons in terms of excitatory ANF (black), inhibitory type II
(white), and WBI plus unknown other (gray) response maps. Response maps are superimposed in
order of the strength of synapses, weakest in the back, strongest in front. Estimates of synaptic strength
are based on cross-correlation analysis (Voigt and Young, 1990), analysis of responses to sound
(Nelken and Young, 1994), and the effects of inhibitory antagonists (Davis and Young, 2000). Two
type II maps are placed side by side, because the bandwidth of the type IV inhibitory area is wider
than the excitatory area of type II units. [Reproduced with permission from Young and Voigt, 1981;
Young and Davis, 2002.]
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ANFs (black) provide sharply tuned excitation. The inhibitory input centered on BF is
provided by so-called type II units, recorded from vertical cells (Young, 1980; Rhode,
1999). Type II units are sharply tuned (Fig. 4.18A) and provide inhibition (white in
Fig. 4.18D) that has a higher threshold than the excitation and is shifted slightly down-
ward in BF (Voigt and Young, 1990). Figure 4.18C shows a cross-correlogram of the
spike trains of a type II and type IV unit; there is a brief dip in the type IV firing rate
immediately after spikes in the type II, consistent with a monosynaptic inhibitory con-
nection. The remaining inhibitory input to type IV units (gray, WBI+ ? in Fig. 4.18D)
is provided by D-multipolar cells and an additional, unknown, GABAergic source
(Nelken and Young, 1994; Winter and Palmer, 1995; Davis and Young, 2000). The in-
puts are superimposed in Fig. 4.18D in the order of their relative synaptic strengths,
with the strongest in front. Comparing Figs. 4.18B and 4.18D, it is possible to see how
the two inhibitory areas and the various excitatory areas arise. ANFs have the lowest
thresholds at BF, accounting for the type IV excitatory area at BF threshold. The ver-
tical cell (type II) input produces the inhibitory area that overlaps BF; the downward
shift in type II BF allows a narrow excitatory area to be seen just above BF in type IV
maps. Finally, the weak inhibitory input from D-multipolar cells (WBI) is evident only
when the stimulus does not produce a response from the other elements.

The vertical and D-multipolar cells provide two complementary sources of inhibi-
tion to DCN principal cells. Vertical cells are inhibited by D-multipolar neurons (Fig.
4.10); because the latter respond strongly to noise but not to tones (Winter and Palmer,
1995; Palmer et al., 1996), vertical cells have the opposite characteristic, responding
to tones but not to noise (Spirou et al., 1999). This circuitry makes the pyramidal cell's
responses complex and nonlinear. For example, the response map shown in Fig. 4.18B
predicts responses to tones and other narrowband stimuli but fails to predict responses
to broadband stimuli like noise (Spirou and Young, 1991; Yu and Young, 2000). For
broadband stimuli, the type II inhibitor is itself inhibited, by the D-multipolar, so the
large central inhibitory area disappears.

Natural stimuli are mixtures of narrowband and broadband features. Pyramidal cells
are inhibited (from their spontaneous rate, averaging ~40/sec) by either narrowband
peaks in the stimulus' frequency content (as at a formant peak in speech) or notches
in the frequency content of a broadband noise (Nelken and Young, 1994). The latter is
a stimulus feature produced by the external ear that is used by humans and cats to lo-
calize sound sources (Musicant et al., 1990; Middlebrooks, 1992; Huang and May,
1996). Cats appear to process the narrowband notch cue in the DCN, because lesions
there specifically degrade performance in vertical sound localization, which depends
on the notch cue (May, 2000). Thus, DCN principal cells seem to signal "interesting"
features in the stimulus spectrum by being inhibited where such features lie near BF.

The second set of inputs to DCN principal cells, from granule cells and their asso-
ciated inhibitory interneurons, conveys multimodal sensory information. Auditory re-
sponses are weak in cartwheel cells (Parham and Kim, 1995; Davis and Young, 1997),
which probably reflects a generally weak acoustic response in the granule cell system.
However granule cells strongly excite and, through cartwheel cells, inhibit pyramidal
cells when the superficial DCN circuitry is activated from the somatosensory spinal
nuclei (Davis et al., 1996a; Kanold and Young, 2001). The somatosensory input comes
predominantly from the muscles connected to the pinna in cat. This fact raises a num-
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her of interesting possibilities because of the importance of pinna movements for hear-
ing (or analogously head movements in animals that do not have mobile pinnae). One
possibility is that the DCN is involved in coordinating motor and sensory information
in sound localization (May, 2000; Young and Davis, 2001).

The similarity of the granule cell circuitry in DCN to that in the cerebellum (Mug-
naini and Morgan, 1987) and similar structures in electric fish (Montgomery et al., 1995;
Bell, 2002) suggests that the DCN might be performing a role similar to one kind of
cerebellar learning (Medina et al., 2000). A wide range of information about movements
of the pinna, turning of the head, and movement of the body, which can make noise or
cause changes in the environmental sounds reaching the ear, is represented in the par-
allel fiber array. Synaptic plasticity in the apical dendrites of the cartwheel and pyram-
idal cells (see Fig. 4.9) could then be used to learn associations between sound and the
information present on the parallel fibers. In electric fish, a system like this is used to
subtract off self-generated electric fields (Bell et al., 1997). In the auditory system, such
information could be important in interpreting self-generated acoustic changes and the
DCN could be used to discover when such changes are expected.



This page intentionally left blank 



5

OLFACTORY BULB

GORDON M. SHEPHERD,
WEI R. CHEN, AND CHARLES A. GREER

The olfactory bulb is an outgrowth of the forebrain, specialized for processing the mo-
lecular signals that give rise to the sense of smell. It receives sensory input from the
olfactory sensory neurons (Fig. 5.1), and sends its output directly to the olfactory cor-
tex (see Chap. 10). This basic relationship has endured throughout the evolution of
nearly all vertebrates.

As a region for experimental analysis, the olfactory bulb is attractive for several rea-
sons. In its position in front of the brain, it is easily accessible. The sensory nerves to
the bulb are separated from its output fibers to the brain; this enables input and output
to be manipulated separately, whether by electrical stimulation or tracer injection, sim-
ilar to the situation in the spinal cord (see Chap. 3). Within, the bulb is a distinctly
laminated structure, containing sharply differentiated cell types, particularly in terres-
trial animals. All of these features facilitate the application of different experimental
techniques and the interpretation of results. In addition, there is continual turnover of
the sensory neurons and the bulbar interneurons, making the bulb unique among cen-
tral brain structures and of special interest with regard to neurogenesis and neural trans-
plants in the brain.

During the 1900s, these advantages were put to good use. Work on the olfactory bulb
by Ramon y Cajal and the classic histologists in the nineteenth century contributed to
the evidence that led to acceptance of the neuron doctrine (reviewed in Shepherd, 1991;
Jones, 1994). Modern studies have contributed to the new principles of synaptic orga-
nization, as outlined in Chap. 1.

Traditionally, a disadvantage of working on the olfactory bulb has been the limited
understanding of the neural basis of the sense of smell. However, advances have led to
an emerging consensus on the outlines of the mechanisms whereby information car-
ried in odor molecules is first transduced by the sensory neurons and then processed
by olfactory bulb circuits. A full discussion of olfactory transduction lies outside the
bounds of this chapter (see Ache, 1994; Breer, 1994; Hildebrand and Shepherd, 1997,
for reviews). Studies of the olfactory bulb itself have also become too extensive to re-
view completely here (see Ennis and Shipley, 1997; Nagao et al., 2002). Our focus
therefore is on the principles of synaptic organization underlying a critical function of
the olfactory system: the ability to discriminate between different odor molecules.
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Fig. 5.1. Overview of the olfactory pathway. The olfactory bulb receives input from the olfac-
tory sensory neurons in the olfactory epithelium and projects to the olfactory cortex. The dia-
gram indicates some essential aspects of the projection patterns between the regions, as well as
the main neural elements within the olfactory bulb. Note that the olfactory epithelium is arranged
in overlapping populations of olfactory sensory neurons (e.g., M71,17, P2) which project to in-
dividual glomeruli. Some of the central olfactory connections to limbic brain structures are also
indicated. Abbreviations: c.f., centrifugal fiber; GD, deep granule cell; G$, superficial granule
cell; M, mitral cell; OSN, olfactory sensory neuron; P, pyramidal cell; PG, periglomerular cell;
r.c., recurrent axon collateral; T, tufted cell.

NEURONAL ELEMENTS

As in other brain regions, the neuronal elements fall into three categories: input, out-
put, and intrinsic. We describe these elements and relate them to their histological
layers (Fig. 5.2). Classic descriptions of olfactory bulb neurons were based on Golgi-
impregnations (cf. Cajal, 1911); these have been confirmed and extended by contem-
porary methods, including intracellular staining and genetic engineering (see later).

Fig. 5.2. Neural elements of the mammalian olfactory bulb, grouped according to subdivision
into (A) afferent fibers, (B) principal cells, and (C) local interneurons. Diagrams based on var-
ious studies using the Golgi method and HRP (see text). Abbreviations for layers: EPL, exter-
nal plexiform layer; GL, glomerular layer; GRL, granule cell layer; IPL, internal plexiform layer;
MCL, mitral cell body layer; ONL, olfactory nerve layer. A: ON indicates afferent olfactory
nerve fibers. Centrifugal afferents are from the contralateral anterior olfactory nucleus (cAON),
ipsilateral anterior olfactory nucleus (iAON), tenia tecta (TT), olfactory cortex (OC), horizontal
limb of the diagonal band (HDB), locus coeruleus (LC), and raphe nucleus (Ra). pE, pars ex-
terna of the AON; pM, pars medialis of the AON. B: The dendrites and axon collaterals of the
mitral cell (M), an internal tufted cell (Ti, or displaced mitral cell, Md), a middle tufted cell
(Tm), and an external tufted cell (Te), a, axon, d, dendrite; LOT, lateral olfactory tract. C: Three
types of granule cells (GI, Gil, GUI); PG, periglomerular cell; SA(B) Blanes' cell; SA(C),
Clandins' cell; SA(G), Golgi cell; SA(H), Hensen's cell; SA(S) Schwann cell; SA(V), van
Gehuchten cell. [Modified from Mori, 1987, with permission.]
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INPUTS
Afferents. The sensory input consists of a complex array of axons from the olfactory
sensory neurons that line the neuroepithelium of the nasal cavity. A detailed consider-
ation of the sensory neurons is not possible here (Mombaerts, 2000), but several facts
are relevant.

Within the epithelium, olfactory sensory neurons appear generally morphologically
homogeneous, with several exceptions (Jourdan, 1975; Moran et al., 1982). The so-
mata of the sensory neurons in the rat average 10 ̂ m in diameter and are distributed
in the middle of the epithelium, between the deeper generative basal cells at the basal
lamina and the more superficial nuclei of supportive sustentacular cells. A thin apical
dendrite extending from the cell body ends in a spherical enlargement, the dendritic
knob, at the surface of the epithelium. Thin tapering cilia, up to 200 /mm in length in
different species, extend from the knob. The sensory neuron axons, averaging 0.2 />tm
in diameter (range of 0.1-0.4 /^m), arise from the basal pole, penetrate the basal lam-
ina, and fasciculate to form bundles that are surrounded by ensheathing mesaxons of
a highly specialized glial cell, the olfactory ensheathing cell.

In contrast to the morphological uniformity of the sensory neurons, their molecular
phenotype is highly diverse. In rodents, a large multigene family encodes more than
1,000 different olfactory receptors (Buck and Axel, 1991; Zhang and Firestein, 2002).
The mechanism, allelic exclusion, by which only the maternal or paternal allele ex-
presses a given receptor in a single neuron, is not understood, although it has been use-
ful for studying the role of the odor receptor in axon guidance (see later). Subsets of
neurons expressing the same olfactory receptor are distributed in an apparently random
pattern mainly within one of several zones across the epithelium, although the precise
nature of the distribution remains under study (see Mombaerts, 1999). Because of the
large number of different receptors together with other biochemical differences (cell
surface antigens, second messenger pathways) the molecular phenotype of the sensory
neurons is arguably the most diverse in the nervous system (see later).

The tight packing of axons as they exit the epithelium, pass through the cribriform
plate, and form the outermost layer of the olfactory bulb, the olfactory nerve layer, pro-
vides an opportunity for ephaptic interactions between axons. Extracellular K+ ex-
truded during impulse activity or gap junctions between apposed axons may play roles
in modulating activity in neighboring axons (Zhang and Restrepo, 2002). Evidence sug-
gesting neurotransmitter-mediated interactions in the nerve layer has also been pre-
sented (Ennis et al., 2001).

The Olfactory Glomerulus. The olfactory sensory axons are initially organized in bun-
dles (fascicles) that reflect their point of origin in the epithelium. However, upon reach-
ing the olfactory bulb they defasciculate and begin to reorganize as they target different
regions of the bulb (Au et al., 2002; Treloar et al., 2002). The axons terminate in
glomeruli, spherical regions of neuropil that form the second layer of the bulb. The
olfactory glomeruli are among the clearest examples in the brain of the principle of
grouping neural elements and synapses into anatomically defined modules. They are
analogous to the multineuronal "barrels" and "columns" in cerebral cortex (see Chap.
12), representing a higher level of organization than the synaptic glomeruli of the cere-
bellum (see Chap. 7) and thalamus (see Chap. 8).
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An important advance has been the demonstration that a glomerulus is molecularly
homogeneous; all of the sensory axons terminating in a glomerulus express the same
olfactory receptor (Mombaerts et al., 1996; Treloar et al., 2002). Homogeneous fasci-
culation of axons, however, does not appear to be a prerequisite for correct glomeru-
lar targeting because single axons routinely approach and target the correct glomerulus.
Although several studies have shown that the olfactory receptor itself is necessary for
correct glomerular targeting, it seems likely that additional types of molecules will also
be implicated as well as functional activity (Mori and Yoshihara, 1995; Mombaerts et
al., 1996; Schwarting et al., 2000; St. John et al., 2000). Of the olfactory receptors that
have been mapped to the rodent olfactory bulb thus far (<20 of the 1,000), most have
two target glomeruli, in the medial and lateral walls of the bulb.

Glomeruli come in different sizes. In fish and amphibians, the glomeruli are small
(20-40 /xm in diameter) and not distinctly demarcated; in mammals, they are spheri-
cal with sharp borders, ranging from 30- to 50-/um diameter in small mammals (e.g.,
mice) to 100-200 ^tm in rabbits or cats (cf. Allison, 1953). Microglomeruli have been
described (Lipscomb et al, 2002).

The olfactory sensory neuron axons do not branch on their way to the glomeruli, but
once inside, they branch on average seven times and make up to 18 en passant and ter-
minal bouton appositions (see later) (Halasz and Greer, 1993; Klenoff and Greer, 1998).
During embryonic development most axons remain restricted to the nerve layer and do
not form glomeruli (Treloar et al., 1999), although a subset do transiently penetrate the
deepest layers of the olfactory bulb primordium (Monti-Graziadei et al., 1980; Gong
and Shipley, 1995).

A notable feature of the sensory neurons is that they are continuously replaced
throughout life from basal cells in the epithelium (Graziadei and Monti-Graziadei, 1979;
see Schwob, 2002, for review). Nevertheless, the molecular specificity of the glomeruli
and their sensory input appears to be maintained despite the constant turnover and
remodeling of the sensory terminals. This degree of plasticity is unique in the brain,
although evidence suggests that ongoing neurogenesis among interneurons in the
olfactory bulb (see later) as well as dentate granule cells (see Chap. 11) may also re-
flect a dramatic capacity for rewiring of the brain.

Central Inputs. There are several types of inputs to the olfactory bulb from the brain,
each of which has a distinctive laminar pattern of termination (reviewed in Macrides
and Davis, 1983; Mori, 1987; Scott and Harrison, 1987; Nickell and Shipley, 1993).
One type consists of axon collaterals from pyramidal neurons in the olfactory cortex
(see Chap. 10); these end mostly in the granule cell layer (see OC in Fig. 5.2A). Ex-
tensive connections are made by fibers from different parts of the anterior olfactory
nucleus (AON); their different laminar projections possibly relate to different popula-
tions of granule cells (see later). The nucleus of the horizontal limb of the diagonal
band (HDB), one of the basal forebrain cholinergic centers, sends fibers to both the
granule cell layer and the periglomerular parts of the glomerular layer. From the brain-
stem, the locus coeruleus (LC) and the raphe nucleus (Ra) send fibers diffusely to the
granule cell layer and specifically to the interiors of the glomeruli (see Fig. 5.2A).

These central inputs are also referred to as centrifugal inputs, to indicate their out-
ward orientation from the brain. It is obvious that the olfactory bulb is under extensive
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and highly differentiated control by the brain. This is true of many other sensory re-
gions in the brain. The retina (see Chap. 6), by contrast, receives few centrifugal fibers.

PRINCIPAL NEURONS

The output from the olfactory bulb is carried by the axons of mitral and tufted cells
(see Fig. 5.2B). The morphology of these cells has been the subject of several studies
(Mori et al., 1981a, 1983; Macrides and Schneider, 1982; Kishi et al., 1984; Orona et
al., 1984).

Mitral Cells. In fish and amphibia, the principal neurons are relatively undifferenti-
ated. In reptiles, birds, and mammals, however, distinctive mitral cell bodies lie in a
thin sheet 200-400 ^tm deep to the glomerular layer (see Fig. 5.2B). The cell bodies
are 15-30 /Jim in diameter, a medium size for a principal neuron in the brain.

In mammals, each mitral cell tends to give rise to a single primary (apical) dendrite,
which traverses the external plexiform layer (EPL) and terminates within a glomeru-
lus in a tuft of branches. The tuft has a diameter of 30-150 />tm, extending throughout
most of its glomerulus. The diameter of the dendrite ranges from 2 to 10 /^m (de-
pending on the size of the cell body from which it arises). The length is 200-800 ^im,
depending on how much it angles across the EPL. Each mitral cell also gives rise to
several laterally directed secondary (basal) dendrites, which branch sparingly and ter-
minate in the EPL. They are 1-6 ^m in diameter, and in mammals extend at least
500 /Jim to over 1,000 ^tm. In turtles, horseradish peroxidase (HRP)-injected mitral
cells commonly display two thin (1-2 //.m) primary dendrites up to 700 jam in length
and several thin secondary dendrites that extend over 1 mm and may reach up to halfway
around the circumference of the EPL (Mori et al., 198la).

Subtypes of mitral cells have been identified on the basis of the branching pattern
of their secondary dendrites (Macrides and Schneider, 1982; Mori et al., 1983; Orona
et al., 1984). As shown in the HRP-stained cells in Fig. 5.2B, type I mitral cells send
their secondary dendrites into the deepest region of the EPL, whereas type II (dis-
placed) mitral cells send their secondary dendrites into the middle region of the EPL.
These two types form synaptic microcircuits with corresponding subtypes of granule
cell interneurons (see later). The field of the secondary dendrites may be "disklike"
(Mori, 1987) or oriented in the anteroposterior axis (Shepherd, 1972a).

The primary and secondary dendrites of mitral cells have generally smooth surfaces.
They thus are aspiny neurons, like motoneurons, but unlike spiny principal neurons
such as cortical pyramidal cells. The bushy terminal tuft of the primary dendrite, which
segregates primary sensory afferents and their associated microcircuits within the
glomeruli from the rest of the bulb, is virtually unique among principal neurons and
exemplifies the attractiveness of the olfactory bulb as an experimental model.

The mitral cell axons proceed to the depths of the bulb and then pass caudally to
gather at the posterolateral surface to form the lateral olfactory tract (LOT). Within
the bulb the axons give off recurrent collaterals. According to the classic studies
(Cajal, 1911), some collaterals recur to terminate in the EPL and some remain in
the deep granule cell layer. However, studies of cells visualized by intracellular
(Kishi et al., 1984) or extracellular (Orona et al., 1984) injections of HRP show that
the collaterals remain within the granule cell layer (GCL) and internal plexiform
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layer (IPL) (Kishi et al., 1984; Orona et al., 1984). Age or species differences may
account for some of this discrepancy. The collaterals distribute diffusely within the
deeper layers.

The output axons in the LOT give off numerous collateral branches that terminate
in layer la of the olfactory cortex (see Chap. 10). The distances over which they ex-
tend are relatively short, up to 10-15 mm. This is similar to the projection distances
of some other principal neurons, such as cerebellar Purkinje cells (see Chap. 7) or den-
tate granule cells (GCs) (see Chap. 11), but contrasts with the extremely long axons of
motoneurons (see Chap. 3) and neocortical pyramidal cells (see Chap. 12). Studies us-
ing mice engineered to express transsynaptically transported markers suggest that the
collateral branches maintain the molecular specificity of the glomeruli (Zou et al., 2001).
This suggests that the targeting of axons from the LOT is influenced by the glomeru-
lus in which the mitral cell apical dendrite terminates.

Tufted Cells. Output cells similar to mitral cells but located more superficially in the
EPL are called tufted cells (see Fig. 5.2B). The subgroups and their nomenclature have
become rather complex, but for the present purposes we can identify three main groups
according to their laminar position.

The main population, middle tufted cells (Tm), lies near the middle of the EPL. These
have a cell body diameter of 15-20 /zm, several thin basal dendrites (300-600 /^m),
and a primary dendrite (200-300 yam) ending in a relatively confined tuft of branches
in a glomerulus. The axon gives off collaterals that are mostly confined within the IPL
and then joins the LOT. Its projection sites in olfactory cortex differ from those of mi-
tral cells (see Chap. 10).

There are also several varieties of external tufted cells (Te), whose dendrites have
distinctive branching patterns (see contrasting examples in Fig. 5.2B). All of these give
off collaterals in the IPL or adjacent GRL, where they constitute a topographically or-
dered intrabulbar association system (Schoenfeld et al., 1985) that appears to link
glomeruli receiving input from sensory neurons that express the same odor receptor
but are located in medial and lateral walls of the olfactory bulb (Belluscio et al., 2002).
Some external tufted cells send an axon into the LOT, whereas others do not and thus
should be classified as intrinsic neurons (see later).

Finally, some internal tufted cells (TO overlap in distribution and morphology with
outwardly displaced type II mitral cells.

Traditionally, tufted cells were considered to be smaller versions of mitral cells (Al-
lison, 1953). However, Cajal (1911) noted that their axon collateral patterns are dif-
ferent, and it was suggested that this could provide for distinctive types of modulation
of GCs (Shepherd, 1972a). Subsequent work has established that mitral and tufted cells
have different molecular phenotypes: in the mutant mouse PCD (Purkinje Cell De-
generation), mitral cells degenerate postnatally with no loss of tufted cells (Greer and
Shepherd, 1982; Greer, 1987; Bartolomei and Greer, 1998). Moreover, the careful stud-
ies of Macrides et al. (1985), Orona et al. (1984), and Mori (1987) have documented
the detailed morphology of the different subtypes of mitral and tufted cells. Transmit-
ter differences are noted later. It thus appears that, as in many other regions of the brain,
the principal neurons are differentiated into multiple subgroups, on the basis of mo-
lecular phenotype, position, dendritic morphology, intrabulbar axonal connections,
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extrabulbar projection sites, and neurotransmitters and modulators, thus providing mul-
tiple parallel paths for processing the input information.

INTRINSIC NEURONS

The intrinsic neurons are organized in three layers: glomerular, external plexiform, and
granule cell. There are two main types of intrinsic neuron in the olfactory bulb: glomeru-
lar layer (GL) cells and granule cells (GCs) (see Fig. 5.2C).

Glomerular Layer Cells. Several types of intrinsic neuron are found within or near the
glomerular layer.

The main type is the periglomerular (PG) cell, whose cell bodies surround the
glomeruli. The cell body is only 6-8 /Am in diameter, among the smallest of neurons
in the brain. As shown by Cajal (1911) and confirmed by modern studies (see Pinch-
ing and Powell, 1971a,b; Schneider and Macrides, 1978), each PG cell has a short
bushy dendrite that arborizes to an extent of 50-100 /zm within a glomerulus; bitufted
PG cells, connecting to two glomeruli, are infrequently seen. The dendritic branches
intermingle with the terminals of olfactory axons and the dendritic branches of mitral
and tufted cells. The PG axon distributes laterally within extraglomerular regions, ex-
tending as far as five glomeruli away (Pinching and Powell, 1971a,b). Some PG cells
appear to lack axons.

PG cells appear morphologically homogeneous, but biochemical supopulations con-
taining different neurotransmitters have been identified (see later). Moreover, subpopu-
lations of PG cells have been characterized for their expression of calcium binding
proteins (e.g., Toida et al., 2000) that correlates with differences in their synaptic orga-
nization (Kosaka et al., 2001). This suggests that the functional roles of PG cells in
glomeruli may be quite diverse. The molecular and functional diversity is discussed later.

PG cells are generated predominantly in the postnatal period (Bayer, 1983) and con-
tinue to be generated in the adult. Neurogenesis begins in a specialized germinative
zone of the anterior horn of the lateral ventricle, and neuroblasts migrate in a special-
ized tube, the rostral migratory stream (Doetsch et al., 1997). Of interest, the neuro-
blasts appear to migrate in a chain-like fashion to the ependymal core of the olfactory
bulb without supporting radial glia. Radial migration in the olfactory bulb to their fi-
nal destinations in the glomerular layer has not been fully elucidated but also appears
to occur in the adult without radial glia (Chiu and Greer, 1996; Treloar et al. 1999). In
the adult, the newly generated PG cells correctly target the glomerular layer, differen-
tiate, and become incorporated into synaptic circuits (e.g., Baker et al., 2001; Rochefort
et al., 2002; for review, see Coskum and Luskin, 2002). The functional significance of
ongoing genesis of PG cells is not known but may reflect a basic mechanism for rewiring
that accommodates learning (e.g., Rochefort et al., 2002).

There are several other types of cell within the glomerular layer that are slightly
larger than the classical PG cell. These have been designated short-axon (SA) cells or
juxtaglomerular (JG) cells. The larger SA cells have axons that reach to glomeruli fur-
ther away than the smaller classical short-axon PG cells. They are also believed to be
glutamatergic, in contrast to PG cells many of which are believed to be GABAergic
(see later). JG cells have dendrites that branch in the interglomerular spaces. Another
type of GL cell is the external tufted cell, as described earlier.
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External Plexiform Layer. The EPL is primarily constituted of the primary and sec-
ondary dendrites of mitral and tufted cells, and the cell bodies of tufted cells and dis-
placed mitral cells (see earlier). Traditionally, scattered local interneurons first identified
by van Gehuchten are seen (see Fig. 5.2C). A type of intrinsic neuron has been iden-
tified that expresses parvalbumin (Toida et al., 2000) and forms dendrodendritic
synapses with mitral/tufted cells (see later).

Granule Cell Layer. The granule cell layer is dominated by the GCs and a sparse pop-
ulation of short-axon cells (see Fig. 5.2C).

Within and deep to the mitral cell bodies is a thick layer containing the cell bodies
of GCs (GRL in Fig. 5.2). These cell bodies are very small (6-8 /xm in diameter); they
appeared as grains (hence the term "granule") to the early microscopists, who applied
this term to many types of small cells in the brain. The cell bodies are grouped in hor-
izontal clusters called islets.

Each GC gives rise to a superficial process that extends radially toward the surface
and ramifies and terminates in the EPL, the branching field extending laterally some
50-200 /Jim. There are also deep processes that branch sparingly in the granule cell
layer. It was noted early that GCs located at different depths would have different func-
tional roles to play in intrabulbar circuits (Shepherd, 1972a). This notion has been
greatly amplified by recent studies.

Both intracellular and extracellular HRP injections and Golgi impregnations have
shown that there are three main cell types in rodents (see Fig. 5.2C). Superficial GCs
(type Cm of Mori et al., 1983; Orona et al., 1983; Greer, 1987) have peripheral den-
drites that ramify mainly in the superficial EPL, among the dendrites of tufted cells.
Deep GCs (Gn) send their dendrites mainly to the deep EPL, among the dendrites of
mitral cells. Intermediate GCs (Gj) have dendrites that ramify at all levels of the EPL.
It thus appears that mitral and tufted cells have both segregated and overlapping micro-
circuits through GCs (see later, and Macrides et al., 1985). Other subtypes of GCs have
been reported on the basis of light and dark staining of the cell bodies by toluidine
blue (Strable and Walters, 1982) and localization of neuropeptides (see later).

Like PG cells, GCs are generated predominantly during the postnatal period and con-
tinue throughout life. They travel to the olfactory bulb via the rostral migratory stream,
where they differentiate and are incorporated into synaptic circuits. As suggested for
the PG cells, this continuing neuronal and synaptic remodeling of local circuits indi-
cates that odor processing in the olfactory bulb is likely to be a dynamic process that
can adapt to shifting odor environments.

The GC dendrites are notable for bearing numerous spines (also called gemmules).
In general, the spines are larger but less numerous than spines of dendrites of pyram-
idal cells in the cerebral cortex. In a developmental study, Greer (1984) found that the
density of spines increased from 1 per 10 /urn of dendritic branch length at birth to a
peak of 2 or 3 at 12 days, settling to an adult value of approximately 2. This is much
lower than the spine densities of striatal cells (see Chap. 9) and of pyramidal neurons
in the hippocampus (see Chap. 11) and neocortex (see Chap. 12).

The most notable feature of the GC is that it lacks an axon. This was evident in the
first studies by Golgi (1885) and has been repeatedly confirmed by the use of Golgi
methods, HRP, and EM. The resemblance to amacrine cells in the retina was early rec-
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ognized. EM studies have clearly shown that the GC processes are dendrites on the ba-
sis of their fine structural features and their close resemblance to cortical dendrites
(Price and Powell, 1970a,b). The lack of an axon meant that these cells always stood
out as exceptions to the classic "law of dynamic polarization" (Cajal, 1911). This prob-
lem was solved by the discovery of the output functions of the dendritic spines of these
cells (see Chap. 1 and later).

Deep Short-Axon Cell. It remains to note that a third type of intrinsic neuron, the short-
axon cell, is represented sparingly in the glomerular layer and more frequently in the
granule cell layer. The latter consists of several subtypes (Pinching and Powell, 1971a,b;
Schneider and Macrides, 1978), with dendritic trees of varying extent and axons that
ramify in the EPL or granule cell layer (see Fig. 5.2C).

CELL POPULATIONS

Olfactory sensory neurons in one side of the nose number approximately 50 X 106

in the rabbit, gving rise to as many axons entering each olfactory bulb. This is a rel-
atively large array of sensory input channels, exceeded only by the photoreceptors
in the retina (see Chap. 6). This array converges onto approximately 2,000 glomeruli,
to which are connected approximately 50,000 mitral cells and 100,000 tufted cells
(see Allison, 1953). The convergence ratios are very high: onto glomeruli, 25,000:1;
onto mitral cells, 1,000:1; and onto tufted cells, 500:1. These convergence ratios are
now interpreted in terms of the rule that each subset of olfactory sensory neurons ex-
pressing 1 of 1,000 receptors projects to two glomeruli (see earlier).

The data are incomplete, and there are inconsistencies (see Royet, 1998), but it ap-
pears that most species have fewer numbers of sensory neurons and therefore less ax-
onal convergence. For example, estimates of the number of sensory neurons in rodents
is approximately 20 X 106 (J. Schwob, personal communication), and the number of
glomeruli is approximately 1,800 (Royet et al., 1988), yielding a convergence ratio of
approximately 11,000 sensory axons per glomerulus. Although more complete data are
necessary, it is still evident that the convergence of receptor cell axons onto glomeruli
and projection neurons is very high.

The ratios of intrinsic neurons to principal neurons are also high. Some order-
of-magnitude estimates for these ratios are PG to mitral, 20:1; granule to mitral,
50-100:1; and short axon to mitral, 1:1 (Shepherd, 1972a). Better data are needed for
different species. However, even these rough estimates suggest an extensive array of
intrinsic circuits for information processing in the bulb.

SYNAPTIC CONNECTIONS

The distinct laminae and cell types of the olfactory bulb have greatly simplified the
EM analysis of synaptic connections. In many cases, identification of processes has
been further confirmed by serial reconstructions. Because of these advantages, the
olfactory bulb was among the first brain regions in which identification of the main
patterns of synaptic connection was made on a secure basis. These patterns are found
in the three main layers of synaptic neuropil in the bulb, which we describe in
sequence.
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GLOMERULAR LAYER

Intraglomerular Connections. As discussed earlier, all sensory neuron axons termi-
nating in a glomerulus express the same olfactory receptor. This means that the iden-
tity of a single glomerulus can be defined based on a molecular subset of the sensory
neuron population.

Early anatomical studies suggested that within the glomerulus, subsets of axons do
not ramify randomly but rather occupy distinct intraglomerular compartments (Land et
al., 1970; Land and Shepherd, 1974). This has been extended by studies using molec-
ular markers (Treloar et al., 1996); LacZ reporters, driven by olfactory marker protein,
labeled subsets of sensory neuron axons that only partially innervated glomeruli, sug-
gesting the input may be heterogeneous. Studies with markers of cell surface carbo-
hydrates have suggested similar conclusions (Lipscomb et al., 2002), as have ultra-
structural studies of glomerular synaptic organization (Kasowski et al., 1999).

Within the glomeruli, the olfactory sensory terminals make axodendritic synapses
onto the dendritic tufts of both the relay neurons (mitral and tufted cells) and the in-
trinsic neurons (PG cells) (Pinching and Powell, 1971a,b; Kasowski et al., 1999). As
shown in Fig. 5.3A, the axon terminals are relatively large, especially compared with
the thin axons from which they arise. The terminals are filled with small, round vesi-
cles. The contacts are Gray type 1 chemical synapses.

The dendrites within the glomerulus not only receive the sensory input but are them-
selves presynaptic in position (Fig. 5.3B). The most common pattern is dendrodendritic
contacts from mitral/tufted cells to PG cells; these are Gray type 1 synapses. The pre-
synaptic dendrites contain only a few synaptic vesicles at the synaptic sites, in contrast

Fig. 5.3. Synaptic connections in the mammalian olfactory bulb glomerulus. In (A) an axoden-
dritic synapse from a olfactory sensory neuron axon terminal (ONt) onto a presumed mitral/tufted
cell dendrite (Md) is shown. The polarity of the synapse is indicated with the large arrow. Also
shown is a periglomerular cell dendrite (PGd) making a symmetrical synapse onto the mitral/
tufted cell dendrite. The small arrow indicates the polarity. In (B) the typical synaptic connec-
tions of the glomerulus are summarized. These include the axodendritic and dendrodendritic con-
nections in the olfactory glomerulus. ON, olfactory nerve, Md, mitral dendrite; PGd, peri-
glomerular cell dendrite; Pga, periglomerular cell axon. Note the serial and reciprocal synaptic
sequences. [After Reese and Brightman, 1970; Pinching and Powell, 1971a,b; White, 1972; Toida
et al., 2000.]
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to the sensory axon terminals (see earlier). Another common pattern is dendrodendritic
contacts in the opposite direction, from PG cells to mitral/tufted cells; these are Gray
type 2 synapses. As indicated in Fig. 5.3, the two types of synapse may be arranged
in reciprocal, side-by-side pairs (approximately 25% of the total), or in more widely
spaced serial sequences. The presynaptic PG cell dendrite may in turn receive a type
2 synapse from another, presumably also PG, dendrite. No dendrite has been observed
to be presynaptic to an axon terminal (in contrast to dorsal horn [Gobel et al., 1980]
and retina [Dowling and Boycott, 1966]); however, there is evidence for presynaptic
actions (see later).

The intraglomerular organization of primary sensory and local circuit synapses is
complex (Kasowski et al., 1999; Toida et al, 2000). Dendritic bundles within the
glomerulus are often surrounded by a glia sheath that segregates them from large fields
of sensory axon terminals. The dendrodendritic synapses tend to occur predominantly
within the dendritic bundles, whereas the axodendritic synapses from the sensory ter-
minals are onto dendrites that are more isolated or alone. In contrast to elsewhere in
the nervous system, individual synapses are not wrapped with a glia sheath. As dis-
cussed further later, this organization may aid in synchronizing postsynaptic activity in
the glomerulus by allowing the diffusion of neurotransmitter to adjacent sites (Carlson
et al., 2000; Schoppa and Westbrook, 2001).

Interglomerular Connections. In addition to the GL cell bodies, there is an extra-
glomerular neuropil between the glomeruli. Several types of synaptic connections have
been identified here (Pinching and Powell, 1971a,b). First, the axons of PG cells make
type 2 synapses onto the somata and dendrites of other PG cells and onto the primary
dendrites of mitral and tufted cells as they emerge from the glomeruli. Second, there
are type 1 synapses from tufted cell axon collaterals onto tufted cell dendrites. Third,
there are synaptic terminals of various types of centrifugal fibers.

Development and Plasticity. How does the glomerular array of molecularly defined
sensory projections develop? This remains an area of intense study, but several facts
are emerging. First, the olfactory receptors themselves appear to play an important role
in the targeting of axons to the glomeruli. The substitution of one olfactory receptor
for another will redirect the sensory axons to a new site, whereas removal of the ol-
factory receptor appears to render the axons unable to target a glomerulus (e.g., Mom-
baerts et al., 1996; Wang et al., 1998). Other factors, such as the expression of cell
surface molecules and an array of extracellular matrix molecules, are also likely to be
involved (for a review, see Key and St. John, 2002) in directing the sensory axons to
the correct region of the bulb.

When sensory axons first approach the olfactory bulb, they do not penetrate to form
glomeruli but instead have a waiting period of several days (Bailey et al., 1999; Treloar
et al., 1999). It may be that during this period the axons are sorting into broadly defined
domains of the olfactory bulb, with the final coalescence into specific glomeruli occur-
ring during the perinatal and postnatal period (Royal and Key, 1999; Kim and Greer,
2000; Potter et al., 2001). Following perinatal odor deprivation (for a review, see
Brunjes, 1994) or interruption of the sensory transduction cascade in cyclic nucleotide-
gated (CNG) channel knockouts (Lin et al., 2000; Zheng et al., 2000), glomeruli appear
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somewhat smaller but are otherwise unremarkable. The specificity of axon targeting to
the glomeruli is perturbed in the absence of functional activity, for at least some olfac-
tory receptors, but much work remains to be done to understand fully the mechanisms
involved.

The first synapses in the nascent glomeruli in the mouse appear around embry-
onic day (E) 14 (Hinds and Hinds, 1976). These are axodendritic and are believed
to represent the first arrival of sensory afferents. Thereafter, the number of synapses,
both axodendritic and dendrodendritic, increases rapidly until the numbers asymp-
tote around 15 days postnatally. Although deafferentiation can cause a decrease in
the number of dendrodendritic synapses in the EPL (see later), it is not known if
the absence of sensory input has an effect on the intrinsic synaptic organization of
the glomerulus.

EXTERNAL PLEXIFORM LAYER

In the EPL, the dominant type of synaptic connection is a pair of reciprocal contacts
(Hirata, 1964; Andres, 1965; Rail et al., 1966). Serial reconstructions (Rail et al., 1966)
established that these contacts occur, as indicated in Fig. 5.4, between the secondary
dendrite (Md) of a mitral/tufted cell and the spine (gemmule) of a GC dendrite (Grs).
The dendritic spines of GCs impregnated with gold are shown in high-voltage EMs in
Fig. 5.4A,B. The synapses between GC dendritic spines and mitral/tufted cell second-
ary dendrites were the first dendrodendritic synapses identified in the nervous system.
An EM of a typical reciprocal synapse is shown in Fig. 5.4C. In the reciprocal pair,
the mitral-to-granule synapse is type 1, whereas the granule-to-mitral synapse is type
2 (Price and Powell, 1970a). More than 80% of all synapses in the EPL are involved
in such reciprocal pairs. Remaining synapses may be accounted for in part by short-
axon cells making synapses in the EPL (Toida et al., 2000).

It is notable that nearly all of the synapses onto mitral cells in the EPL are mem-
bers of the reciprocal synapses onto secondary dendrites. There are few or no synapses
onto the primary dendrites. The primary dendrites are thus specialized for transmission
from the glomerulus to the cell body, whereas the secondary dendrites are specialized
for synaptic interactions, both output and input. The significance of this compartmen-
talization is discussed further later.

EMs show the EPL to be a neuropil composed almost entirely of mitral/tufted and
GC dendrites and their synaptic interconnections (see Reese and Shepherd, 1972). If
we consider that there are up to 100 GCs for each mitral cell and that each GC has
50-100 spines in the EPL (Greer, 1987; Mori, 1987), it is obvious that these dendro-
dendritic microcircuits provide for extremely powerful and specific interactions with
the mitral cells. Because as we have seen that the secondary dendritic fields of most
mitral and tufted cells occupy separate levels in the EPL, their microcircuits through
granule dendrites are correspondingly separated.

In single EM sections, the granule-to-mitral/tufted synapse sometimes appears in-
distinct or missing. Ramon-Moliner (1977) suggested that the inhibitory action of GCs
might therefore be mediated by a nonsynaptic mechanism. However, Lieberman and
his colleagues carefully reinvestigated the question (Jackowski et al., 1978) using sev-
eral EM techniques and confirmed that the granule-to-mitral synapses are approxi-
mately equal partners in the reciprocal pairs, as originally described. This of course
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Fig. 5.4. Synaptic connections in the external plexiform layer of a mammalian olfactory bulb.
High voltage electron micrographs illustrate the structure of gold-labeled granule cell dendrites
(Grd) and granule cell dendritic spines (Grs) in (A) and (B). The arrows indicate two spine heads
that are closely apposed to mitral/tufted dendrites (Md). The latter are not readily seen because
they are not labeled. Note that the necks of the granule cell dendritic spines can be very long
(> 5/^m) and that they can branch yielding multiple spine heads that are connected to the parent
dendrite via a common neck. In (C) a dendrodendritic synaptic connection between a mitral sec-
ondary dendrite (Md) and a granule cell dendritic spine (Grs) in the external plexiform layer is
shown. Note that Md —» Grs synapse has round presynaptic vesicles and a thick postsynaptic den-
sity, indicative of a Gray type 1, whereas the Grs —» Md synapse has flattened presynaptic vesi-
cles and more symmetrical membrane densities, indicative of Gray type 2. In (D) the synaptic
organization of the external plexiform (EPL) and granule cell (GRL) layers is summarized. Gran-
ule cell spines establish reciprocal dendrodendritic synapses with mitral/tufted cell secondary den-
drites in the external plexiform layer. In addition, the axons of centrifugal axons make Gray type
1 synapses on granule cells. In the granule cell layer, the axons of both recurrent collaterals from
mitral/tufted cells, short axon cells and centrifugal axons make both Gray type 1 and type 2
synapses on the basal granule cell processes (see text). [After Andres, 1965; Hirata, 1965; Rail
et al., 1966; Reese and Brightman, 1970; Price and Powell, 1970a; Kasowski et al., 1999.]

does not rule out the possibility of additional nonsynaptic interactions between the cells
(see Transmitters).

In addition to synapses made by dendrites, the EPL contains axon terminals from
several sources: intrinsic short-axon cells and centrifugal fibers (as noted earlier, re-
current mitral collaterals, thought by Cajal to terminate in the EPL, are now believed
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to be restricted to the IPL). These axon terminals make type 1 synapses predominantly
on the presynaptic granule spines (Price and Powell, 1970a); no contacts have been
seen on mitral cell dendrites.

Development and Plasticity. How is the dendrodendritic microcircuit assembled dur-
ing development? The mechanism in fact appears to be relatively simple. According to
Hinds (1970), the mitral/tufted-to-granule synapse appears first, at about E17 in the
mouse, followed 1 day later by the granule-to-mitral/tufted synapse. Whether each neu-
ron has its own genetic timetable of synapse expression, or the earlier mitral synapse
induces the granule synapse, requires further study. The later expression of granule
synapses is consistent with the general rule that intrinsic neurons develop later than do
projection neurons (Jacobson, 1978). In the retina, more complex microcircuits also
appear to be assembled according to a similar genetic algorithm consisting of sequen-
tial expression of individual synaptic types (Nishimura and Rakic, 1987).

Studies have revealed a great deal of plasticity in these microcircuits. In the mutant
mouse strain PCD (Purkinje cell degeneration), the specific degeneration of mitral, but
not tufted, cells occurs at about 3 months of age (Greer and Shepherd, 1982). The num-
ber of reciprocal synapses between granule cell spines and tufted cell dendrites in-
creases in compensation, suggesting that many denervated granule-to-mitral spines
survive and establish new efferent and afferent synapses with tufted cell dendrites (Greer
and Halasz, 1987). By contrast, olfactory deprivation causes a reduction in incidence
of dendrodendritic synapses, more severe in the granule-to-mitral contacts (Benson et
al., 1984). It has been suggested that "the reciprocal pair of synapses exists in a dy-
namic equilibrium in which each sustains the other through trophic or feedback mech-
anisms" (Shepherd and Greer, 1988).

Odor deprivation has been effectively used to demonstrate the role of afferent input
during bulb development (Brunjes, 1994). Unilateral deprivation leads to down-
regulation of global metabolic indices such as 2-deoxyglucose (2DG), as well as a loss
of dopamine in subsets of periglomerular cells (Baker et al., 1984). Deprivation also
causes changes in the membrane properties of mitral and tufted cells through a down-
regulation of Na+ channel subunits (Sashihara et al., 1996). By contrast, pairing of spe-
cific odors with arousal during early development may lead to structural changes within
the bulb, including the appearance of supernumerary glomeruli (Woo et al., 1987). Odor
deprivation also causes a reduction in the incidence of dendrodendritic synapses, most
severe in the granule-to-mitral contacts (Benson et al., 1984). This is consistent with
the suggestion of Hinds (1970) that the mitral-to-granule contacts form first, followed
by the granule-to-mitral contacts.

GRANULE CELL LAYER

In the granule cell layer, axon terminals are found on the shafts and spines of the GC
dendrites (see Fig. 5.4D). The studies of Price and Powell (1970b) showed that these
axon terminals derive from both intrinsic and extrinsic (central) inputs. The intrinsic
sources include the axon collaterals of mitral and tufted cells and the axons of the deep
short-axon cells. There is evidence that the synapses of these terminals are types 1 and
2, respectively. The extrinsic sources make connections at different levels of the gran-
ule dendritic tree (see Fig. 5.2A). Anterior commissure axons distribute mainly to the
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deep processes. The anterior olfactory nucleus distributes over the middle part of the
dendrites, including the spines in the EPL. The horizontal limb of the diagonal band
distributes mainly to the spines in the EPL; some terminals are also found at the bor-
ders of the glomeruli. The synapses made by these inputs from the brain appear to be
type 1.

Note that all of the synaptic connections in which the GC takes part are oriented to-
ward the GC, with the sole exception of the dendrodendritic synapses from the gran-
ule spines onto the mitral dendrites in the EPL. The latter are, therefore, the only output
avenue from the GCs.

Gap junctions are also found between adjacent perikarya in the GCL (Reyher et al.,
1991; Paternostro et al., 1995). Freeze fracture replicas show particle aggregates in the
perikaryon membrane, whereas immunocytochemical analyses revealed punctate stain-
ing for gap-junction proteins. Lucifer yellow injections into single GCs result in the
staining of small subsets of adjacent cells. These findings suggest that GCs may be or-
ganized into syncytial subsets (Paternostro et al., 1995).

GLIA
As noted earlier, olfactory receptor axons are organized into bundles of 100-200 axons
surrounded by the ensheathing glial cell of the olfactory nerve (Valverde and Lopez-
Mascaraque, 1991; Doucette, 1993; Ramon-Cueto and Valverde, 1995; Au et al., 2002).
These specialized glia have several properties that distinguish them from peripheral
nervous system Schwann cells as well as oligodendrocytes, including a low expression
of GFAP, p75, neuropeptide Y, and laminin, among others. Recent years have seen a
great deal of interest in the ensheathing cells for their role in supporting the continued
growth of sensory axons in the olfactory system. In addition, when transplanted into
other regions of the nervous system, such as the spinal cord, the ensheathing cells have
the potential to increase successful regeneration of axons following lesions (for a re-
view, see Raisman, 2001). This is to be distinguished from their role in the olfactory
pathway, where they support the extension of axons from newly differentiated sensory
neurons.

Ensheathing cells express laminin throughout life as well as the low-affinity nerve
growth factor receptor, both of which may be associated with the continued turnover
of the olfactory receptor cell axons (Leisi, 1985; Turner and Perez-Polo, 1993; Kafitz
and Greer, 1996).

At the juncture of the olfactory nerve layer and the glomerulus, the glial phenotype
changes abruptly (Gonzalez et al., 1993; Au et al., 2002). Conventional central nervous
system astrocytes surround the glomerulus and extend processes into the glomerular
neuropil, where they isolate bundles as dendrites (see earlier) (Kasowski et al., 1999).
This is similar to, although not nearly as distinct as, the synaptic glomeruli of the cere-
bellum and thalamus (Pinching and Powell, 1971a,b). Glial folds are also sometimes
seen around the reciprocal dendrodendritic synapses in the EPL. This appears gener-
ally consistent with the role of glia in isolating synaptic complexes elsewhere in the
central nervous system.

Within the EPL, in most vertebrate species, several loose folds of glial membrane
surround the primary dendrites of mitral and tufted cells near the glomerular bound-
ary. In mice and primates, typical myelin has been found at this site, which may not
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only surround the primary dendrite but even extend to the cell body in the case of tufted
cells (Pinching, 1971; Burd, 1980). This shows that a dendrite may be myelinated and
that myelin is not exclusively associated with axons. The function of the myelin around
dendrites may be associated with voltage-gated properties in the primary dendrite (Mori
et al, 1983; see later).

BASIC CIRCUIT

The synaptic organization of the olfactory bulb is summarized in the basic circuit di-
agram of Fig. 5.5. The output cells (mitral and tufted cells) receive the sensory input
in their glomerular tufts and give rise to the bulbar output from their cell bodies. The
two main functions of input processing and output control, which characterize all lo-
cal regions of the brain (see Chap. 1), are therefore separated into two distinct levels
in relation to the output cells. We summarize the organization at these two levels.

Fig. 5.5. Basic circuit of the mammalian olfactory bulb, integrating molecular, cellular, and func-
tional organization. Abbreviations: left (molecular components): OR, olfactory receptor; ON, ol-
factory nerve; AMPA, 2-amino-5-phosphonovaleric acid; NMDA, N-methyl-D-aspartate; M/T,
mitral/tufted cell; PG, periglomerular cell; GluR, ionotropic glutamate receptor; GABA R, GABA
receptor; DAR, dopamine receptor; NE, norepinephrine; aAR, alpha adrenoreceptor; mGluR2,
metabotropic glutamate receptor; GR, granule cell. Middle (synaptic circuit): ORN, olfactory re-
ceptor neuron; J,K, ORN subsets; e, excitatory; i, inhibitory. Right (structure/function relations):
above, overlapping response spectra of ORNs to a range of odors (1-n); middle, connectivity of
subsets to individual glomeruli; bottom, response spectra of M/T cells show less overlap due to
lateral inhibition (black bars below abscissa).
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INPUT PROCESSING

Intraglomerular Microcircuits. Within the glomeruli, the basic elements of the syn-
aptic triad (see Chap. 1) come together: input (olfactory axon terminals), output (mi-
tral/tufted cell dendrites), and intrinsic (PG cell dendrites). The same type of
arrangement is found in the retina, cerebellum, and thalamus (see Fig. 1.5). In the
latter regions, the synapses onto the principal and intrinsic elements arise from a
single large input terminal, whereas in the olfactory glomeruli, the synapses are
made by separate terminals (see Chaps. 1 and 6-8). The arrangement of separate
terminals appears to permit considerable combinatorial complexity in processing
odor information.

There is increasing evidence that a glomerulus operates as a functional unit, co-
ordinating input from sensory neurons expressing the same odor receptor. There is also
mounting evidence that the glomerular population forms activity maps representing the
odor stimuli (see later). Monoclonal antibody staining for several cell surface glyco-
proteins shows sharply defined glomerular borders (reviewed in Schwob, 1992; Mori
and Yoshihara, 1995). As noted earlier, olfactory receptor cell axons containing the
mRNA for an olfactory receptor converge and terminate in (with few exceptions) two
specific glomeruli on the medial and lateral aspects of the olfactory bulb (Ressler et
al., 1994; Vassar et al, 1994; Mombaerts et al., 1996).

If glomeruli have this functional specificity, then the group of mitral, tufted, and PG
cells with dendrites connected to a particular glomerulus all share this specificity. There
is growing evidence to support this suggestion (Wilson and Leon, 1987; Buonviso and
Chaput, 1990; Mori et al., 1992; Mori and Yoshihara, 1995; Belluscio et al., 2002). Mi-
tral cells near each other and innervating the same glomerulus tend to have more sim-
ilar responses to odor stimuli than do mitral cells that are distant from each other. Radial
arrays of active glomeruli and deeper cells have in fact been visualized, using both
2DG (Stewart et al., 1979) and voltage-sensitive dyes (Kauer and Cinelli, 1993). This
horizontal constraint on the organization of functionally related neurons in the bulb
may be analogous to the functional columns of the cerebral cortex (Shepherd, 1972;
see later).

After the initial input to the principal and intrinsic elements, further processing takes
place within the glomerulus through dendrodendritic microcircuits. There is evidence
that these are organized in relation to specific types of glomerular layer cells (Toida
et al., 2000).

Interglomerular Microcircuits. Activity in one glomerulus can affect other
glomeruli through interglomerular connections. The main route is PG cell axons,
which, through their terminals, can affect the transmission of information out of
neighboring glomeruli (see Fig. 5.4). There is evidence that these interglomerular
actions may be excitatory (Shepherd, 1963; Freeman, 1974) or inhibitory (Getchell
and Shepherd, 1975a,b). If glomeruli function as units, then one function of the in-
terglomerular microcircuits could be to enhance the contrast between glomeruli of
different specificities, in analogy with intercolumnar interactions in neocortex (see
Chap. 12). Conversely, the connections might function to recruit neighboring
glomeruli as the concentration of an odor increases. Studies are needed to distin-
guish clearly between these alternatives.
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OUTPUT CONTROL

The connection between the levels of input processing in the glomeruli and output con-
trol from the mitral and tufted cell bodies is made by the primary dendrites of the
mitral and tufted cells. Thus, in species in which there are single primary dendrites, a
glomerulus defines a a translaminar "glomerular unit" formed of all of the mitral and
tufted (and PG) cells connected to it. This anatomical unit has also been shown to be
a functional unit in the processing of odor stimuli. This was first seen in 2DG studies
as translaminar densities (cf. Stewart et al., 1979); it has also been seen in in situ hy-
bridization for early-immediate genes (Guthrie et al., 1993; Sallaz and Jourdan, 1993)
and in salamanders using voltage-sensitive dyes (VSDs) (cf. Kauer and Cinelli, 1993;
Cinelli and Kauer, 1994). One may refer to these as "olfactory columns," in analogy
with ocular dominance columns and orientation columns in the visual cortex (see Chap.
12). These columns thus define the units that are the basis for generating the output
from the olfactory bulb.

At the level of output control, the main type of microcircuit is the reciprocal dendro-
dendritic synapse between mitral/tufted cells and GCs. At this level, the mitral/tufted
primary dendrite functions as the afferent element of the synaptic triad, conveying the
input directly to the soma and secondary dendrites, which function as the principal neu-
ron component. The triad is completed by the intrinsic element, the GC spine.

As we shall soon see, the mitral-to-granule synapse is excitatory and the granule-
to-mitral synapse is inhibitory. Because the granule-to-mitral/tufted synapse is the sole
output of the GC, the inhibition it delivers is very powerful and is the main means for
mediating control of output from the olfactory bulb. Although the reciprocal synaptic
microcircuit seems to be a simple and inflexible arrangement, in fact it can generate
several types of functions. The most obvious are self- and lateral inhibition of the
mitral/tufted cells, but it is also involved in temporal patterning and memory storage
as well, as is discussed later.

The spatial constraints on these circuits controlling output obviously contrast with
those involved in processing the input. As we have seen, input processing is organized
according to glomerular modules, each presumably limited to processing a specific sub-
set of sensory inputs. By contrast, output control is mediated through the long mitral/
tufted secondary dendrites, whose fields are extensive and overlapping. A given out-
put neuron is modulated according to a graded summation of effects from a wide range
of other output cells. The activity of a given mitral cell therefore reflects the context
of information being processed in neighboring parallel channels. This contextual mod-
ulation is important in determining not only the patterns of excitation and inhibition
in space but also sequences of excitation and inhibition in time.

PARALLEL PATHWAYS

Parallel processing is an important feature of neural circuits. The olfactory bulb con-
tains several types of parallel pathways for processing olfactory information.

Main Olfactory Pathway. The most obvious parallel paths consist of the 2,000 or more
glomerular units. Although traditionally it has been believed that in the vertebrate all
of these ordinary glomeruli and their columns are similar, anatomically identifiable
glomeruli have begun to be recognized.
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Modified Glomerular Complex. The first and most clearly identifiable is a "modified
glomerular complex" (MGC) that forms a separate "labeled line" within the main ol-
factory bulb (Teicher et al., 1979; Greer et al., 1982). It is believed to mediate infor-
mation concerning odor cues related to suckling in young animals (Pedersen et al.,
1987). The possible analogy between this MGC and the macroglomerular complex in-
volved in pheromone signaling in insects is intriguing (reviewed in Hildebrand and
Shepherd, 1997).

Necklace Glomeruli. Related to the MGC in vertebrates are "necklace glomeruli" at
the border of the main olfctory bulb facing the accessory olfactory bulb (AOB) (Zheng
and Jourdan, 1988). In addition to the anatomical specificity of the necklace glomeruli,
they are also the recipients of afferent input from a subpopulation of olfactory sensory
neurons that express a guanylyl cyclase and a cyclic GMP-stimulated phosphodi-
esterase and are not dependent on the CNG channel to process odor information (Julifs
et al., 1997). Thus, in the CNG channel knockout mice, functional activity in the neck-
lace glomeruli appears to be normal (Baker et al., 1999).

Mitral and Tufted Cells. In addition to these parallel pathways related to the glomeruli,
there are also parallel pathways provided by the mitral and tufted cell populations (see
Fig. 5.5). It is not known whether, at the level of input processing within the glomeruli,
the dendritic tufts of the two types receive input from different receptor cell axons or
if they interact with common (as shown in the diagram) or different PG cell dendrites.
At the level of output control in the EPL, each type interacts with different subpopu-
lations of granule cells: superficial GCs (Gs) control superficial and middle tufted cells
(TM), and deep GCs (Go) control mitral cells (Mt). GCs forming a third subpopula-
tion appear to interact with both tufted and mitral cells. These cell types can be iden-
tified in the drawings in Fig. 5.2.

When differing projection sites of mitral and tufted cells in olfactory cortical areas
were first recognized, it was suggested by Skeen and Hall (1977) that there might be
an analogy in this regard with the different classes of retinal ganglion cells. The dif-
fering morphologies of the dendritic trees of these cells further support that analogy
(Macrides and Schneider, 1982). As noted by Orona et al. (1984), in the retina, the par-
ticular sublamina of dendritic ramification of a ganglion cell has been found to be the
main morphological feature correlated with the physiological type of its response (see
Chap. 6). The fact that both mitral and tufted cells are further divided into subclasses
on the basis of dendritic morphology indicates that multiple parallel pathways exist.
This may be important in the mediation of different types of information about mo-
lecular stimuli. As already noted, mitral cells have distributed but precise projections
within the olfactory cortex (Zou et al., 2001) (see Chap. 10).

A point of interest is that tufted cells are more readily excited by orthodromic stim-
ulation than mitral cells. This may be a reflection of the size principle (Henneman,
1957)—that small cells tend to be more excitable due to their higher input impedance
(see Chap. 3). Other differences such as in primary afferent input, local circuit con-
nectivity, or intrinsic properties, could also be involved.

Accessory Olfactory Bulb. Odor information is processed via the AOB in parallel with
the main olfactory system; the AOB appears to be receptive to both volatile and non-
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volatile ligands. The sensory neurons are found in a tube-like structure, the vomeronasal
organ (VNO), located at the base of the nasal septum. Similar to the sensory neurons
in the main epithelium, the vomeronasal receptor cells express mRNAs for GPCRs
(Dulac and Axel, 1995). There are two main classes: V1R and V2R (the latter have
large N-terminal domains resembling metabotropic glutamate receptors). Cells ex-
pressing VIRs are localized in the apical part of the VNO epithelium, whereas those
expressing V2Rs are localized in the basal part (cf. Buck, 2000).

The axons of the vomeronasal cells run in several distinct fascicles along the medial
surface of the main olfactory bulb toward its dorsal-caudal aspect where the AOB is
located. The V1R cell type projects to the anterior part of the AOB, whereas the V2R
type projects to the posterior area (see Mori et al., 1999). The cytoarchitecture and syn-
aptic organization of the AOB are similar to those of the main olfactory bulb, although
the laminar organization is less distinct. The receptor cell axons terminate in glomeru-
lar regions on the dendrites of the primary projection neuron, the mitral cells. Glomeruli
receive inputs from more than one subset; however, mitral cells also connect to more
than one glomerulus (Del Punta et al., 2002). Periglomerular cells are few in number
and are also likely to receive direct afferent input. Intraglomerular circuits appear sim-
ilar to those described for the main bulb. Modulation of mitral cell output occurs in the
EPL where reciprocal dendrodendritic synapses are formed with GCs. Despite these
similarities, there are also differences. The glomeruli are small and fewer in number.
Although the projection neurons are called mitral cells, they are generally smaller and
more polymorphic than their counterparts in the main bulb. There are also differences
in some neurotransmitters (see later).

The output of the AOB is exclusively to the medial anterior, medial posterior, and
posterior cortical nuclei of the amygdala and to the bed nucleus of the stria terminalis.
From these regions, multiple paths carry AOB information to the hypothalamus. The
accessory pathway is believed to be involved in processing contact signals involved in
mating in many mammals, as well as hormonally regulated odor-stimulated behaviors
(see Keverne, 1995, for a review). In fact, the AOB provides one of the clearest ex-
amples of a correlation between a synaptic circuit and a specific learned behavior in
the nervous system (see later).

CENTRIFUGAL MODULATION

In addition to processing sensory information, the bulbar microcircuits are also involved
in gating and modulating that information by centrifugal fibers from the brain. A key
site for this control is the dendritic spine of the GC. As can be seen in Fig. 5.5, a syn-
aptic triad is formed by the centrifugal fiber terminal, granule spine, and mitral/tufted
dendrite. Through this triad, the centrifugal fiber can exert direct and exquisite control
over the function of the reciprocal microcircuit.

As discussed in an earlier section, there are four main types of centrifugal control.
Their synaptic actions within the basic circuit are discussed later (see Neurotransmitters).

From these considerations, it will be seen that mitral/tufted and intrinsic cell synapses
are concerned both with olfactory processing and with integration of information pass-
ing forward from the brain. Some of the information from the brain is in the form of
feedback through long loops from the olfactory projection areas. Some of it is in the
form of nonolfactory signals from hypothalamic and limbic structures. The granule-to-
mitral synapse is a specific site at which there is an overlap of these functions. One



186 The Synoptic Organization of the Brain

may characterize it in this regard as a multifunctional, or multiplex, synapse. It is, in
this regard, a good example of the spine as a multifunctional microintegrative unit (see
Chap. 1).

SYNAPTIC ACTIONS

Synaptic circuits in the olfactory bulb have been analyzed using many different types
of preparations. In the 1960s and 1970s, selective stimulation of input and output path-
ways in anesthetized preparations, particularly rabbit, rat, and salamander, enabled the
identification of the basic types of synaptic actions and synaptic circuits. Around 1980,
the isolated turtle olfactory bulb facilitated pharmacological analysis of olfactory bulb
circuits. In the 1990s, tissue slices of the rat and mouse olfactory bulb became stan-
dard preparations for detailed studies of membrane properties and neurotransmitters.
These different approaches have benefited from the close application of dendritic mod-
eling to the interpretation of experimental results.

DENDRODENDRITIC SYNAPTIC ACTIONS

The best understood synapses in the olfactory bulb, and among the best understood in
the brain, are the reciprocal synapses between the secondary dendrites of mitral cells
and the apical dendritic spines of GCs.

A key finding, in single-cell recordings in the anesthetized rabbit, was that antidromic
invasion of a mitral cell is followed by long-lasting inhibition (Yamamoto et al., 1962;
Phillips et al., 1963). Recordings from presumed GCs suggested that the inhibition
could be mediated by a pathway involving mitral cell excitation of GCs, with subse-
quent feedback and lateral inhibition of the mitral cells by the GC dendrites operating
in an output mode (Shepherd, 1963). This raised the question of the source of activa-
tion of the GCs and the nature of their synaptic output.

This question was analyzed by computational models of the mitral and GC dendrites
(Rail et al., 1966; Rail and Shepherd, 1968), among the first such models using the
methods introduced by Rail (1964). The models generated the intracellular potentials
and the associated extracellular potentials recorded experimentally. The fundamental
insights were that an action potential at the cell body spreads backward into the mitral
secondary dendrites and that it is appropriately timed and placed to make these den-
drites the presynaptic elements for synaptic excitation of the GC spines. The EPSP in
the GCs in turn is appropriately timed and placed to mediate the long-lasting inhibi-
tion of the mitral cells.

These combined physiological and theoretical studies thus predicted novel dendro-
dendritic reciprocal synaptic interactions. The last step was to test this prediction by
EM analysis. Using serial reconstructions, Thomas Reese and Milton Brightman
showed that the mitral secondary dendrites and the GC spines are interconnected by
side-by-side synapses oriented in opposite directions appropriate for mediating the pre-
dicted interactions (Rail et al., 1966; see Fig. 5.3).

The functioning of the reciprocal synapses as a microcircuit module is mentioned in
Chap. 1 (see Fig. 1.5B) and is illustrated in greater detail in Fig. 5.6A. During the ini-
tial time period (A, I-II), depolarization (D) of the mitral cell dendrite by the invad-
ing action potential activates the excitatory (*£) synapse onto the GC spine (shaded).
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Fig. 5.6. A: Postulated mechanisms of action of the dendrodendritic synaptic pathway between
mitral (open) and granule (shaded) cells, during successive time periods I, II, and III following
an antidromic volley. D, depolarization; H, hyperpolarization; ̂ , excitation; $>, inhibition. B: Di-
agram of the pathways for self- and lateral-inhibition through dendrodendritic connections. OD,
orthodromic (normal) activation; AD, antidromic activation. [From Rail and Shepherd, 1968.]

In period II-III, the EPSP in the spine activates the inhibitory ($) synapse back onto
the mitral cell dendrite. In period III, this causes a hyperpolarizing (H) IPSP in the mi-
tral cell dendrite. In addition to feedback inhibition of an activated mitral cell, the den-
drodendritic synapses also initiate lateral inhibition by electrotonic spread of the EPSP
in the GC to spines connected to neighboring mitral cells (Fig. 5.6B).

Both orthodromic and antidromic activation of mitral cells can involve action po-
tential generation in the initial axonal segment, as in classic concepts of the functional
organization of the neuron (Eccles, 1957; Fuortes et al., 1957; see Chaps. 1 and 3).
Both routes lead to extensive action potential invasion of the secondary dendrites,
whether via active or passive spread (see Fig. 5.6B). The dendrodendritic interaction
model predicts a sequence of specific functions—feedback and lateral inhibition—for
the backspreading action potential. These functions in turn underlie several specific op-
erations in the processing of sensory input, including generation of oscillatory behav-
ior, tuning of odor response spectra, and memory storage, as discussed later.

Oscillatory Activity. In addition to providing for recurrent and lateral inhibition, the
dendrodendritic interaction model provides a possible basis for the generation of rhyth-
mic activity in neuronal populations of the olfactory bulb (Rail and Shepherd, 1968;
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Freeman, 1975). As illustrated in Fig. 5.7, the sequence begins with a long-lasting EPSP
in the mitral cell dendritic tuft (MT in Fig. 5.7) in the glomeruli, due to olfactory nerve
input or the intrinsic activity of the glomerular layer. The initial mitral cell action po-
tential generated by the EPSP (MC in Fig. 5.6) synchronously activates all of the gran-
ule (Gr) cells with which it has connections. These GCs deliver synchronous feedback
inhibition of the activated mitral cell and lateral inhibition of neighboring mitral cells
as already described (Fig. 5.7), shutting off further activation from the EPSP in the
glomerular tuft. As the mitral cell IPSP subsides, a point is reached at which the EPSP
can again generate an action potential, and the cycle repeats itself. Through the exten-
sive interconnections between mitral cells and GCs, a prolonged input in the glomeruli
is converted into a rhythmic output in the mitral cell population, locked to a rhythmic
activation of the granule cell population.

Hypotheses have been proposed for the role of these oscillations in processing sen-
sory input (cf. Freeman, 1983; Laurent et al., 2001). Studies of membrane mechanisms
underlying oscillatory activity are considered further later (see Dendritic Properties).

Field Potentials. Activity in the mitral cell and GC populations generates electric cur-
rent, which spreads through their dendritic trees according to electrotonic properties
(Johnston and Wu, 1995; Segev, 1995; Shepherd, 2003b). The currents of the individ-
ual neurons summate in the extracellular spaces to give rise to extracellular field po-
tentials, which can be recorded as evoked field potentials. These were an important
constraint in the study leading to the identification of the dendrodendritic synaptic in-
teractions (Rail and Shepherd, 1968). They are also recorded as local field potentials
(LFPs) by a microelectrode or electroencephalographic (EEC) waves by larger elec-
trodes placed on the bulbar surface. Rhythmic EEG waves are a prominent character-

Fig. 5.7. Postulated mechanism whereby the dendrodendritic pathway may provide for rhyth-
mic activity in the olfactory bulb. Postulated intracellular potentials are shown for the mitral den-
dritic tuft in the glomerulus (MT), mitral cell body (MC), and granule cell (Gr). See text. [From
Shepherd, 1979.]
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istic of the olfactory bulb in the resting state as well as during olfactory-induced ac-
tivity, as first shown by Adrian (1950). We discuss them further later.

Physiological Tests of Dendrodendritic Interactions. Direct experimental testing of the
model for dendrodendritic synaptic interactions began with the isolated turtle olfactory
bulb, in which intrinsic circuits are well preserved (Mori et al., 1981). Jahr and Nicoll
(1982) carried out an elegant experiment to test the presynaptic role of mitral cell den-
drites. As shown in Fig. 5.8A, in a normal mitral cell, injected depolarizing current
elicited a fast spike (left, above), which was followed by a slow IPSP (left, below).
When tetrodotoxin (TTX) was added to the bath to block Na+ conductance (Fig. 5.8B),
the cell responded with a smaller, slower spike (above), presumably due to Ca2+ ions.

Fig. 5.8. An electrophysiological test of the reciprocal dendrodendritic microcircuit between
mitral and granule cells. These tracings are intracellular recordings from a mitral cell in the in
vitro turtle olfactory bulb. The top trace is a monitor of the depolarizing pulses injected into the
cell. The middle trace is the intracellular recording of the response of the cell on a fast sweep.
The bottom trace is a slow trace, showing the intracellular impulse response and the hyper-
polarizing pulses used to monitor input resistance. A: Control responses, showing rapid spike
(middle) followed by inhibition (bottom). B: In TTX (to block Na+ conductances) and TEA (to
block K+ conductances, which would shunt Ca2+ currents), the spike is broader, but is still fol-
lowed by inhibition. C: Addition of bicuculline (BMI), a GABAA blocker, removes the inhibi-
tion, presumably by blocking granule-to-mitral inhibition. See text. [Modified from Jahr and
Nicoll, 1982.]
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This spike was still followed by the slow IPSP (below). When bicuculline (a GABAA

receptor blocker) was added to the bath, the mitral cell still responded with an impulse,
but the IPSP was eliminated (Fig. 5.8C). Because the only active mitral cell was the
one injected, this experiment showed several critical features: that the mitral cell soma-
dendritic region is presynaptic to the GC, that the circuit is recurrent onto the injected
cell, and that the inhibitory transmitter is GABA.

There has been a detailed analysis of dendrodendritic mechanisms. This has shown
that glutamate (GLU) is the transmitter from mitral cell dendrites onto GCs in the sala-
mander and the rodent olfactory bulb slice. GLU released by the M/T cell dendrites
acts on both NMDA and non-NMDA receptors (Trombley and Shepherd, 1992; Wellis
and Kauer, 1994; Chen and Shepherd, 1998; Isaacson and Strowbridge, 1998; Schoppa
et al., 1998) (Fig. 5.9A).

What is the role of the AMPA and NMDA components? The traditional view of cen-
tral synapses is that rapid AMPA EPSPs drive individual action potentials, acting in
what is termed the "transmission mode," whereas slower NMDA EPSPs, requiring co-
incident depolarization to relieve the Mg2+ block, are believed to be modulatory. By
contrast, at the mitral-to-granule synapse, information transfer is carried mainly by the
NMDA receptor. The released GLU gives rise to an EPSP in the GC spine, and the
spine releases GABA to produce an IPSP in the M/T cell dendrites through GABAA
receptors. Spread of the depolarization through the dendritic tree mediates lateral in-
hibition, as demonstrated in paired cell recordings (see Fig. 5.9B).

Recurrent Excitation. Recurrent and lateral excitatory effects between mitral cells are
emerging as possible mechanisms in olfactory bulb studies. The evidence began with
excitatory interactions between mitral cells (Nicoll, 1971). At the level of the second-
ary dendrites, immunohistochemical staining has been shown for NMDA (Petralia et al.,
1994) and AMPA (Montague and Greer, 1999) receptor subunits. Metabotropic GLU
receptors along secondary dendrites have also been demonstrated (van den Pol, 1995).

Physiological evidence for the action of GLU released from secondary dendrites back
onto the same dendrites was obtained by Nicoll and Jahr (1982) in the turtle. Several
groups have reported more detailed evidence in the rodent olfactory bulb slice (Chen
and Shepherd, 1997; Aroniadou-Anderjaska et al., 1999; Isaacson, 1999; Friedman and
Strowbridge, 2000; Salin et al., 2001).

The recurrent action has been called a "spillover effect" of excess GLU released
from the secondary dendrites and acting on extrasynaptic receptors on those den-
drites. This kind of "action at a distance" (also called "volume conduction") was
first demonstrated for monoamine synapses. This kind of action has been postu-
lated for GLU synapses, where a differential action on high-affinity NMDA and
lower-affinity non-NMDA extrasynaptic receptors could occur. The NMDA recep-
tors may be associated with "silent synapses," which become active only when cou-
pled with postsynaptic depolarization to relieve their Mg2+ block (Kullman and
Asztely, 1998). The NMDA-mediated responses in the secondary dendrites are mod-
ulated by GLU re-uptake inhibitors (Isaacson, 1999), further consistent with dif-
fusion of GLU beyond the synaptic region. The mitral-to-granule synapse thus
serves as an excellent test site for neurotransmitter spillover mechanisms and silent
synapses.
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Fig. 5.9. Tests of dendrodendritic interactions in the rat olfactory bulb slice. A: Mitral-to-
granule excitation: current pulse in mitral (M) cell, recording from granule (G) cell, showing
that EPSCs are mediated by both AMPA and NMDA receptors. CNQX blocks AMPA gluta-
mate receptors, revealing the relatively slow NMDA glutamate receptor response, whereas APV
blocks NMDA receptors, revealing the relatively rapid AMPA glutamate receptor response.
[From Schoppa et al., 1998.] B: Feedback and lateral inhibition, as recorded by dual patch elec-
trodes in neighboring mitral cells. Depolarizing pulse in cell 1 causes feedback inhibition (re-
versed Cl~ IPSC) in cell 1, and lateral inhibition in cell 2; both are sensitive to APV. The lateral
(secondary) dendrites are much longer than here depicted schematically (extending as far as
1,000 jiim, as discussed earlier), so that lateral inhibition spreads widely, aided by action po-
tential invasion of the secondary dendrites (see later). See text. [From Isaacson and Strowbridge,
1998.] Abbreviations: CNQX, 6-cyano-7-nitroquinoxaline-2,3-dione; AMPA, a-amino-3-
hydroxy-5-methyl-4-isoxoazole proprionic acid; NMDA, N-methyl-D-aspartate; APV, D-2-
amino- 5 -phosphono valerate.
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Spillover of GLU also appears to occur in the glomerulus, where it contributes to
synchronization of mitral cell responses (see Dendritic Properties).

Presynaptic Mechanisms. In their presynaptic role, the mitral cell soma and dendrites
can be considered analogous to the large terminal arborization at the NMJ (neuro-
muscular junction). The NMJ has multiple active zones that are activated by an im-
pulse to release ACh into the postsynaptic muscle endplate membrane (cf. Chap. 1).
Similarly, the mitral soma-dendrites have multiple synapses (see earlier), which are ac-
tivated by an impulse to release their neurotransmitter onto postsynaptic GC spines.
The mitral cell is therefore an attractive model for analysis of presynaptic release mech-
anisms at central synapses.

Studies have tested these mechanisms. A key step for vesicle release at most synapses
is the influx of Ca2+ through voltage-gated Ca2+ channels (VGCCs). These channels
appear to be present at both the mitral cell dendritic and GC dendritic spine membranes
(Isaacson and Strowbridge, 1998; Schoppa and Westbrook, 1999; Chen et al., 2000).
The close proximity of the reciprocal synapses to each other suggested the hypothesis
that Ca2+ entering through NMDA receptors could also trigger vesicle release from the
GABAergic synapses. This was tested in slices in which GLU could be flash-released
from the mitral cell dendrite filled with caged Ca2+ compounds in the presence of Ca2+

channel blockers and 0 Mg2+ to facilitate NMDA receptors. The results (Chen et al.,
2000; Halabiski et al., 2000; but see Schoppa and Westbrook, 1999; Isaacson, 2001)
showed that the flash-released GLU still led to recurrent inhibition, presumably through
NMDA Ca2+ influx into the spine. In summary, Ca2+ for vesicle release can come from
Ca2+ influx through NMDA receptors as well as VGCCs.

GLOMERULAR SYNAPTIC ACTIONS

The other main type of synaptic connection in the olfactory bulb is between the ol-
factory nerve terminals and the dendritic tufts of bulbar neurons in the glomeruli. This
is the first synapse in the olfactory pathway and thus is critical to the synaptic organi-
zation underlying olfactory processing.

Mitral Cells. As the largest cells in the olfactory bulb, the mitral cells have been the
primary focus of analysis of glomerular synaptic activation. Early studies in the turtle
showed that a volley elicited by a single shock to an olfactory nerve bundle sets up an
EPSP in a recorded mitral cell, which is characteristically followed within a few mil-
liseconds by the abrupt onset of a hyperpolarizing IPSP that may be long-lasting (sev-
eral seconds or more) (Fig. 5.10A, El, E2, II, 12). According to the classic model of
the functional organization of the neuron (see Chap. 1), the EPSP in the distal den-
dritic tuft spreads to elicit the action potential in the initial axonal segment. The inhi-
bition is presumed to be due to subsequent interactions with the interneurons (PG cells
and/or GCs). A sequence of excitation followed by inhibition is characteristic of the
response to an input volley in neurons in many regions of the nervous system, reflect-
ing monosynaptic excitation followed by polysynaptic inhibition (see Chap. 1 as well
as other chapters).

As with other GLUergic EPSPs in central neurons, the mitral cell EPSP has a rapid
and a slow component correlated with AMPA and NMDA receptors, respectively, shown
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Fig. 5.10. Synaptic activation of mitral cells by olfactory nerve volleys. A: Intracellular record-
ings from the in vitro turtle olfactory bulb show fast orthodromic response, just below (a) and
above (b) threshold for action potential generation. The synaptic potentials consist of excitatory
(El, E2) and inhibitory (II, 12) components. See text. [From Mori et al., 1981b.] B: Prolonged
slow ON-evoked EPSP (Es) revealed by blockade of inhibition by bicuculline. [From Nowycky
et al., 198 lb.] C: NMDA and non-NMDA components of the GLU response to an ON volley in
the turtle mitral cell. See text. [From Berkowicz et al., 1994.]

in the turtle (Fig. 5.IOC) and in the rat tissue slice (Ennis et al, 1996) and many sub-
sequent studies. Blockade of the inhibition by bicuculline shows that the EPSP is long-
lasting (Fig. 5.10B).

The EPSP is augmented by several mechanisms. The mitral cell is itself gluta-
matergic; its dendrites release GLU, which acts on autoreceptors to re-excite the cells,
as first shown in vitro by Jahr and Nicoll (1982). As with the secondary dendrites, GLU
receptors are present on the apical dendritic tuft. The EPSP amplitude is also enhanced
by excitatory interactions between the glomerular tufts (Carlson et al., 2000; Schoppa
and Westbrook, 2002; Urban and Sakmann, 2002). This enhanced EPSP has been called
a long-lasting depolarization (LLD). It is dependent on the AMPA, but not the NMDA,
component of the EPSP. The depolarization of the EPSP is further amplified by
voltage-gated channels in the tuft membrane (see later). There is evidence for self-
inhibition of PG cells through GABAA receptors, which can contribute to intensifica-
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tion of mitral/tufted cell excitation (Smith and Jahr, 2002). These mechanisms give the
mitral cell response an all-or-nothing property (first observed by Leveteau and MacLeod
in vivo, 1965), which may be important for signal-to-noise enhancement.

Tufted Cells. As discussed earlier, these are divided into several types, with genetic
and biochemical properties different from those of mitral cells.

Early experiments revealed that tufted cells have lower thresholds than mitral cells
for activation by ON volleys (Scott, 1981; Schneider and Scott, 1983; Orona et al.,
1984). As noted earlier, this appears to be an expression of the size principle, first laid
down in the spinal cord, where motoneurons are recruited starting with the smallest
and ending with the largest (see Chap. 3). It is believed that this reflects the fact that
small motoneurons are activated by low to moderate levels of afferent activity, with the
largest motoneurons activated only for extremes of motor output. By analogy this would
imply that tufted cells transmit most of the activity through the olfactory bulb, with
mitral cells activated only by the strongest inputs. This hypothesis awaits testing. Oth-
ers have suggested that the mitral and tufted cell populations are similar to the differ-
ent classes of ganglion cell in the retina in providing for parallel processing channels
with different properties (see earlier).

As in mitral cells, tufted cells respond to a single ON volley with an EPSP-IPSP se-
quence. Christie et al. (2001) report that in identified tufted cells in the rat olfactory
bulb slice, dendrodendritic recurrent inhibitory currents in response to an injected volt-
age pulse are dependent on NMDA, but not on non-NMDA, receptors, similar to the
results of Schoppa et al. (1998) in mitral cells (see earlier). Because of the difference
in cell size, the extent of lateral inhibition in tufted cells is less than that in mitral cells.

Glomerular Layer Cells. As we have seen, the glomerular layer contains several types
of cell. Early in vivo studies indicated that an ON volley can elicit either limited spike
responses (one or two spikes) or an intense burst in single cells in the glomerular layer,
in rabbit (Shepherd, 1963; Getchell and Shepherd, 1975a,b: Fig. 5.11 A), in cat (Free-
man, 1974), and in rat (Schneider and Scott, 1987; Wellis and Scott, 1990). The spikes
in some of the burst responses showed fast prepotentials, suggesting patches of ex-
citable membrane in the dendrites (Shepherd, 1963). The decrementing spike ampli-
tudes during the burst were indicative of a large underlying depolarization.

Recent studies in the rodent olfactory bulb slice have confirmed and extended these
findings and have showed that different types of glomerular layer cells have different
spiking patterns, giving insight into the mechanisms. If we focus on the burst response,
it has been shown to have three components: the initial EPSP, a slow LTS, and rapid
action potentials. The action potentials are Na+ dependent (blocked by QX314 in
the pipette), whereas the LTS has the properties of a low-voltage activated (LVA)
Ca2+ current (blocked by Ni2+ and MPS [alpha-methyl-alpha-phenylsuccinimide])
(McQuiston and Katz, 2001). The LTS and spikes can be evoked by both injected de-
polarizing current and synaptically by a single ON volley (see Fig. 5.1 IB).

The burst responses have been of particular interest because of their similarity to the
LVA bursts of thalamic neurons (see Chap. 8). It has been noted (McQuiston and Katz,
2001) that, as in the thalamus, the bursts give these cells the ability to oscillate spon-
taneously. This connects with previous work (Freeman, 1974a,b; Wellis and Scott, 1990)
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Fig. 5.11. Excitability properties of glomerular layer cells. A: Examples of a bursting spike re-
sponse to a single ON volley in the in vivo rabbit. Note A-B inflection (arrow) and fast prepo-
tentials (arrowhead) in top recording trace. [Modified from Shepherd, 1963.] B: Patch recordings
of burst responses in mouse olfactory bulb slice, showing Na spikes arising from LTS (arrows),
see text. [From McQuiston and Katz, 2002.]

indicating that PG cells are extensively interconnected, a necessary condition for spread
of synchronization. This network may be the basis for the rhythmical reciprocal acti-
vation and depression of PG cell populations during sniffing (Onoda and Mori, 1980),
which is believed to contribute to the control of the oscillatory responses of mitral cells
during sniffing and odor processing. The LVA responses would appear to be well suited
to contribute to this oscillatory control (McQuiston and Katz, 2001).

Which cells are responsible for the different response types? Staining of recorded
cells shows that most cells producing bursts are either external tufted cells or PG cells.
Of the nonbursters, most were short-axon cells. However, there was overlap of physi-
ological type among most of the morphological types. A similar lack of strict structure-
function correlation has been found in other interneuron populations, for example, in
the hippocampus (see Chap. 11).

The basis for these differences in firing patterns obviously depends in the first in-
stance on the expression of genes for different channel types and their subunits (see
Chap. 2). Na+ currents have been demonstrated in PG cells of the frog olfactory bulb
(Bardoni et al, 1995), whereas considerable heterogeneity has been found in K+ chan-
nel distributions. There is evidence from a number of studies in other cell types that
dendritic K+ channel properties and distributions mediate exquisite control over spike
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firing patterns (e.g., hippocampal pyramidal neurons, see Chap. 11). These studies serve
as a caution that there is no simple relation among genotype, morphological type, and
functional phenotype in neurons.

Different subpopulations of glomerular layer cells are believed to have excitatory or
inhibitory actions on neighboring glomeruli (Shepherd, 1963; Freeman, 1974; Getchell
and Shepherd, 1975b). Recent studies suggest that GABA-containing PG cells are in-
hibitory to nearby glomeruli, whereas SA cells are excitatory to more distant glomeruli
(A. Puche, personal communication). Depending on the cell and dendritic targets, these
actions may ultimately be excitatory or inhibitory on transmission from the glomeruli
through the mitral/tufted cell dendrites to output to the olfactory cortex. Glomerular
layer cells thus appear to play complex roles in glomerular layer processing. The dif-
ferent subpopulations of glomerular layer cells, on the basis of biochemical markers,
adds to this complexity (see next section).

NEUROTRANSMITTERS AND NEUROMODULATORS

One might suppose that the olfactory bulb, with its relatively stereotyped architecture,
would have a simple set of neurotransmitters to mediate its synaptic interactions. In
fact, the opposite is true: the olfactory bulb is enormously rich in neuroactive sub-
stances, rivaling any other brain region in this respect. Why this should be so is likely
related to the fact that the olfactory bulb mediates information about crucial behaviors
such as feeding, social organization, and reproduction, which are dependent on a num-
ber of behavioral state variables controlled through multiple neuroactive substances.

A summary of the putative neurotransmitter and neuromodulator substances of the
main type of neurons is shown in Fig. 5.12. Glutamate and GABA have been discussed;
here, we focus on the neuromodulators as they relate to the main types of synaptic con-
nections within the basic circuit (reviewed in Halasz and Shepherd, 1983; Nickell and
Shipley, 1994; Trombley and Shepherd, 1994; Shipley and Ennis, 1996).

OLFACTORY SENSORY NEURONS

The sensory neurons contain a special peptide (olfactory marker protein [OMP]) and
have a high concentration of the dipeptide carnosine (reviewed in Margolis, 1988). As
indicated in the previous section, many studies have indicated that glutamate is a trans-
mitter at the olfactory nerve synapse onto the mitral, tufted, and PG cell dendrites in
the glomeruli, with both AMPA and NMDA components. Glutamate is co-localized
with carnosine in axon terminals in the glomeruli (Margolis et al., 1994). Several glu-
tamate receptor ionic and metabotropic subtypes are found in the glomerular layer (see
Giustetto et al., 1997), but it is not yet determined whether they are related to post-
synaptic targets of the olfactory nerves or of the presynaptic dendrites in the glomeruli
(see Shipley and Ennis, 1996, for a review).

GLOMERULAR LAYER CELLS

Dopaminergic Cells. Histofluorescence and EM autoradiography showed that some PG
cells are positive for the DA-synthesizing enzyme tyrosine hydroxylase (TH) (Halasz et
al., 1977). The dopamine is transneuronally regulated; degeneration and regeneration of
olfactory nerves following olfactory nerve transection are paralleled by a decrease and



Fig. 5.12. Schematic diagram summarizing the cellular and laminar distribution of receptor sub-
units for amino acid transmitters in the olfactory bulb. Glutamate AMPA receptor subunits:
GluRl, 2/3, 4. Glutamate NMDA receptor subunits: NMDA Rl, 2A, 2B, 2C. Metabotropic glu-
tamate receptors: mGluRl, 2, 5. GABAA receptor subunits: al, 2, 3, 4, 5; /31, 2, 3; y2. Glycine
receptor subunits: a3,j3. [From Trombley and Shepherd, 1997.]
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increase in DA and dihydroxyphenylacetic acid (DOPAC) levels in the olfactory bulb
(Baker et al., 1983; Baker, 1988). Dopamine has been shown to inhibit synaptic trans-
mission from the olfactory nerves by acting presynaptically on D2 receptors (Hsia et al.,
1998; Berkowicz and Trombley, 2000; Ennis et al., 2001) and postsynaptically on GABAA

receptors (Brunig et al., 1999).
A summary of the relations between TH-positive cells and other glomerular layer cells

based on immuno-EM is shown in Fig. 5.13. There are at least four distinct populations
of glomerular layer cells that interact within the glomerulus via dendrodendritic synapses.
One of these has calbindin immunoreactive dendrites that do not receive any direct ol-
factory nerve input, although they do establish a reciprocal synaptic arrangement with
mitral/tufted cell dendrites. In contrast, GABA immunoreactive dendrites receive direct
olfactory nerve synapses, and in turn make symmetrical (type 2, presumably inhibitory)
synapses onto mitral/tufted cell dendrites. TH immunoreactive dendrites receive asym-
metrical synapses from both the olfactory nerve and mitral/tufted cell dendrites and in
turn, make symmetrical synapses onto mitral/tufted cell dendrites. The degree to which
the olfactory nerve input onto each of the types of cells, including the mitral/tufted cells,
is homogeneous is not known. If the MRR or threshold differed only slightly for olfac-
tory receptor cell axons that terminate on GABA immunoreactive cells versus mitral/tufted
cells within a glomerulus, a complex sequence of information processing could occur that
would include not only the feedback inhibition associated with dendrodendritic synapses,
but a proactive feedforward inhibition as well. Improving our understanding of the den-
dritic targets of single olfactory receptor cell axons and continuing efforts to unravel the
Gordian Knot of the glomerulus will help to address this question.

Fig. 5.13. Summary of synaptic relations between glomerular layer cells as demonstrated by im-
muno-labelling with electron microscopy (ir). Abbreviations: a, asymmetrical synapses; CB, cal-
bindin; M/T, mitral/tufted cell; s, symmetrical synapses; TH-ir, tyrosine hydroxylase immuno-
reactive. See text. [Courtesy of K. Toida.]
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GABAergic Cells. Some PG cells (approximately 20% in rat) and their dendrites con-
tain glutamic acid decarboxylase (GAD), the GABA-synthesizing enzyme, as well as
taking up GAB A (Ribak et al., 1977). In rabbit olfactory bulb slice preparations, GABA-
activated whole cell currents and single channel currents recorded from PG cells show
GABAA receptor properties (e.g., block by bicuculline: Bufler et al., 1992). GABA also
acts on GABAA receptors to elicit inhibitory currents in cultured rat olfactory bulb cells
(Trombley and Shepherd, 1994). Evidence for inhibitory actions of glycine on PG and
other bulbar neurons has also been obtained (see later).

DA and GABA may be co-localized in the same PG cell in some species and re-
stricted to separate PG cell subpopulations in others (Mugnaini et al., 1984; Baker,
1988; see Fig. 5.12). This demonstrates two general principles: (7) a single morpho-
logical cell type may be fractionated into more than one neurotransmitter subtype, and
(2) the mix of neurotransmitters in a single morphological cell type is phylogenetically
flexible. Dopaminergic and GABAergic subpopulations of intrinsic neurons are also
seen in other parts of the nervous system (cf. retina, see Chap. 6). As pointed out by
Oertel et al. (1982), such dual subtypes may reflect an important principle of synaptic
circuits.

PG cells have been postulated to have either excitatory or inhibitory synaptic actions
at their dendrites and axons (see earlier). It is tempting to presume that both DA and
GABA (as well as glycine) have inhibitory actions. However, the issue may not be that
simple. For example, there is still controversy about whether DA has excitatory or in-
hibitory actions in the basal ganglia (see Chap. 9). Excitatory actions of GABA medi-
ated by GABAA receptors are well known during early development and at distal
dendritic sites (cf. Chap. 1, 2). In the olfactory glomerulus, there is electrophysiolog-
ical evidence that GABA may have excitatory actions (Rhoades and Freeman, 1990),
as well as electron spectroscopic evidence for accumulations of Cl~ in intraglomeru-
lar dendrites, which could reflect reversed chloride gradients underlying excitatory
GABAergic actions (Siklos et al., 1995).

MITRAL CELLS

Glutamate as the transmitter from the presynaptic mitral cell soma-dendrites was first
indicated by the finding of NMDA receptors in the EPL of the olfactory bulb (Colman
et al., 1987). The functional evidence for glutamate, acting at both AMPA and NMDA
receptors on mitral/tufted and PG cell dendrites, to mediate activation of the granule
cells, has been fully explained earlier. As also indicated, the released GLU acts on auto-
receptors on the mitral cell dendrites (see Fig. 5.12). Glutamate also appears to be the
transmitter of the mitral axon terminals in the olfactory cortex (see Chap. 10). Because
the mitral cell has synaptic output from both its dendrites and axon, it provides a model
for testing whether the same transmitter is released from all synapses of a neuron, a
generalization known as Dale's law (Dale, 1935).

TUFTED CELLS

It is generally believed that tufted cells share the same neurotransmitters at their den-
dritic and axonal output synapses with mitral cells. However, some tufted cells appear
to be dopaminergic, which makes them more similar to PG cells (Halasz et al., 1977).
This may be correlated with other differences between mitral and tufted cells, as noted
earlier.
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GRANULE CELLS

GABA. Numerous studies point to GABA as the neurotransmitter released by the den-
drodendritic synapses of the granule spine onto the mitral/tufted cell dendrites. GCs
take up GABA (Halasz et al., 1978). The GABA-synthesizing enzyme GAD has been
localized to the granule cells and their dendritic spines by EM immunohistochemistry
(Ribak et al., 1977).

In the in vitro preparation of the turtle olfactory bulb, the early hyperpolarizing com-
ponents of the IPSP in a mitral cell have several GABAergic properties: they are blocked
by bicuculline and low Cl~ in the bathing medium, reversed by Cl~ filled electrodes,
associated with an increased conductance, and have clear reversal potentials (Mori et
al., 198Ib; Nowycky et al., 1981a,b; Jahr and Nicoll, 1982). These reflect properties
of GABAA receptors. Similar evidence has been obtained in the salamander (Wellis
and Kauer, 1993). The later, slow, inhibitory potential (Is) does not have a reversal po-
tential, suggesting that it may be mediated by a different synaptic receptor (possibly
GABAB receptors) or at a more distant locus on the mitral cell dendrites (Mori et al.,
1981c).

The AMPA receptors on olfactory bulb GCs have a low permeability to Ca2+ (Jarde-
mark et al., 1997).

Glycine. Glycine was found to evoke chloride-mediated membrane currents in rabbit
olfactory bulb slices (Butler et al., 1992) and to have powerful inhibitory effects on
both mitral/tufted cells and GCs in culture (Trombley and Shepherd, 1994). Immuno-
reactivity for monoclonal antibodies against glycine and glycine receptors is found in
the EPL and around mitral cell bodies (van den Pol and Gores, 1988). In situ hybrid-
ization experiments have shown that the alpha 3 glycine receptor subunit, the ligand-
binding subunit of the strychnine-sensitive glycine receptor, is present in the olfactory
bulb (Malioso et al., 1991). Studies in the olfactory bulb thus provide some of the best
indications that glycine is a neurotransmitter in the brain as well as in the spinal cord
(cf. Kuhse et al., 1991).

PEPTIDES

The olfactory bulb offers a smorgasbord of delectable peptides. Besides carnosine, it
is especially rich in taurine, thyroid hormone-releasing hormone (TRH), insulin, and
cholecystokinin (CCK).

Absolute levels are not the only measure of the significance of a neuroactive sub-
stance; location at a critical site in a synaptic circuit is even more significant. Exam-
ples of this are substance P, present in tufted cells, and enkephalins, present in both
PG cells and GCs. Nicoll et al. (1980) studied the effect of a stable enkephalin ana-
logue D-Ala-Mets-enkephalin (DALA) in the in vitro turtle olfactory bulb. DALA in
the bathing medium reduced the IPSPs induced in mitral cells, especially the recurrent
inhibition elicited by intracellular activation of a mitral cell. They suggested that the
primary action of enkephalins is to suppress inhibitory interneurons, thereby produc-
ing indirectly an increase in excitability of the principal neurons. This would be an ex-
ample of disinhibition within a synaptic circuit (see Chap. 1) and illustrates again how
an understanding of synaptic organization is essential for interpreting pharmacological
actions.
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Peptides are co-localized with neurotransmitters at most synapses in the olfactory
bulb, but the significance is not yet understood. There is evidence that some enkephalin
is contained in granule cells, suggesting that it may be co-released with GABA and
have a direct action on mitral cells (Began et al., 1982; Davis et al., 1982). One pos-
sibility is that it produces the slow inhibitory potential (see earlier). There are, how-
ever, many types of interactions between transmitters and peptides, as discussed in
Chap. 2.

GASEOUS MESSENGERS

Histochemical staining for nitric oxide synthase (NOS) and NADPH diaphorase has
shown that the highest densities of NOS occur in the cerebellum and olfactory bulb, a
finding supported by in situ mRNA hybridization for NOS (Bredt et al., 1991). The
stained elements include mainly fibers within the glomeruli, subpopulations of PG cells,
and fibers around the GCs. Neighboring glomeruli characteristically show distinct lev-
els of staining (Zhao et al., 1994). Mitral, tufted, and granule cells are not stained.

An interesting point regarding the NO released from subsets of fibers and from PG
cell dendrites within a glomerulus is that their action would likely be confined to that
glomerulus because of the short-acting nature of NO (Breer and Shepherd, 1993). NO
thus appears well adapted to contribute to the functioning of the glomerulus as a unit.
Neighboring glomeruli could function relatively independently because of the con-
finement of NO in the glomerulus within which it is released.

It has been hypothesized (Breer and Shepherd, 1993) that the NO released from PG
cell dendrites may act on neighboring dendrites, a novel form of local diffuse dendro-
dendritic interaction to supplement the specific synaptic interactions between PG den-
drites and the dendrites of mitral/tufted cells (see earlier). A likely target of NO is
soluble guanylate cyclase (sGC). In situ hybridization studies indicate localization
of sGC mRNA in mitral/tufted cells as well as mRNA for subunits of the cyclic
nucleotide-gated (CNG) channel (Kingston et al., 1996). It can therefore be hypothe-
sized that activation of subsets of PG cells may lead to modulation of CNG channels
in mitral/tufted cells, which could alter the excitability of those cells and the process-
ing of odor output from the glomeruli.

CENTRIFUGAL FIBERS

As noted previously, there are three main types of centrifugal fiber, each associated
with a specific classic neurotransmitter.

Noradrenaline (NA)-containing fibers arrive from the LC and distribute mostly within
the granule cell layer and IPL, as well as the glomerular layer (see Fig. 5.2 above).
The actions of NA on mitral cells are complex. One action suggested by the ionophoretic
studies of Jahr and Nicoll (1982) is that NA acts on GCs to reduce their release of
GABA. In primary cultures of bulb cells, NA acts on an alpha 2 receptor to suppress
inhibition of mitral cells (Trombley and Shepherd, 1993). The mechanism appears to
involve reduction of a Ca2+ conductance in the presynaptic terminal (Trombley, 1993).
Recent studies support this mechanism (Czesnik et al., 2001). In addition, evidence has
been obtained for a direct excitatory action of NA on mitral cells (Hayar et al., 2001).

Serotonin-containing fibers arrive from the dorsal raphe. They distribute preferen-
tially to different laminae in different species (Takeuchi et al., 1982). Of special inter-
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est are the fibers that terminate within the glomeruli, thus permitting a brainstem sys-
tem direct access to the initial level of input processing of olfactory signals. These
could be significant in mediating behavioral-state variables set by brainstem systems
involved in hunger, satiety, arousal, and sleep. Judging from ionophoresis experiments,
the action of serotonin on mitral cells is inhibitory (Bloom et al., 1971).

Cholinergic fibers arrive from the basal forebrain and distribute relatively evenly
through the laminae. According to Rotter et al. (1979), the external plexiform layer
"has the highest concentration of muscarinic receptors in the brain . . . and high lev-
els occur in the glomerular layer, mitral cell layer, and the granule cell layer" as well.
Because these fibers terminate mainly on GC spines, they are well placed to modulate
the dendrodendritic inhibition of mitral cells at the level of output control. Ionophore-
sis of ACh in vivo has mostly depressant effects on mitral cell firing (Bloom et al.,
1971), but ACh action has not yet been studied in vitro or interpreted in relation to the
specific details of synaptic organization. A recent study has revealed multiple and op-
posing actions of ACh in modulating bulbar neurons (Castillo et al., 1999).

DENDRITIC PROPERTIES

Each of the three main cell types of the bulb provides a model for illustrating impor-
tant principles of dendritic signal processing.

MITRAL CELL

The mitral cell dendritic tree is not one homogeneous unit; rather, it is divided into
several compartments, each with its own distinct function. The glomerular dendritic
tuft is concerned primarily with reception of the olfactory input and initial synaptic
processing; it is analogous in this respect to the entire dendritic tree of many other neu-
ronal types, such as a thalamic relay neuron. The primary dendritic shaft has a distinct
function: the transfer of information from the glomerular tuft to the cell body; in this
radial transfer function, it is analogous to a retinal bipolar cell. The secondary den-
dritic branches, finally, are mainly concerned with controlling bulbar output through
interactions with the GCs. These divisions are so distinct that one can regard the mi-
tral cell as not one but three cells, with transfer between them taking place through in-
traneuronal continuity rather than interneuronal synapses. This means that we must
assess dendritic properties in relation to the different functions of each of these enti-
ties. We consider their electrotonic and active properties.

Glomerular Tuft. We have seen that the glomerular tuft forms a small dendritic tree
within an olfactory glomerulus. The trunks of the tuft have relatively small diame-
ters of 1-3 fjum. As a first approximation, assume that each dendritic trunk divides
in such a way as to conform to the 3/2 power constraint on the diameter (see Rail,
1977; Johnston and Wu, 1995; Segev, 1995; Shepherd, 2003a). Each trunk will thus
give rise to a small equivalent cylinder; taken together, they will form an equiva-
lent cylinder for the entire tuft. Assuming a range of values for electrical parame-
ters that is typical of neurons, we can obtain an estimate of a characteristic length
of 150-600 )itm for the case of l-/-im-diameter trunks and 300-1000 /tin for 3-/jLm-
diameter trunks.

t
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These estimates are considerably higher than the actual extents of the tufts, which
range up to 150-200 /urn. The electrotonic length (L = x/A) of an equivalent cylinder
for the tuft might, therefore, be estimated at less than 1, and possibly less than 0.5.
Thus, the smaller branches of the tuft are counterbalanced by their shorter lengths, an
expression of the scaling principle (see Shepherd, 2003a). Because of the short elec-
trotonic length of the tuft, current flow through the tuft must be relatively effective by
passive means alone, and synaptic responses to sensory inputs can spread effectively
to the primary dendrite. Evidence for this effective spread is seen in dual patch record-
ings from the distal dendrites and computational simulations (Midtgaard et al., 2002),
which are discussed further later.

Primary Dendrite. This is usually a single unbranched process and therefore easy
to model. In the mammal, a diameter of 6 ptm, Rm of 50,000 ohm cm2, and Ri of
200 ohm cm gives an estimate of the characteristic length of a typical primary dendrite
in the range of 2000 /Am. Because a primary dendrite in the rat has a length of about
400 fjim, the electrotonic length is much less than 0.5. Electrotonic spread should, there-
fore, be relatively effective through such a process (Rail and Shepherd, 1968).

These calculations are relevant to understanding action potential initiation in this
neuron. Experiments show how, as the amount of distal depolarization increases, the
site shifts from the initial segment to the distal dendrite (Fig. 1.9). Simulations provide
insight into how this shift is dependent on an interplay between the gradients of elec-
trotonic depolarization and the density of Na+ channels. First, a realistic compartmental
model of the mitral cell was constructed that could simulate the action potentials
recorded experimentally at the soma and distal dendrite (Fig. 5.14A) as they shifted
from initiation first in the soma (s) for the case of weak distal currents (A, left) to the
dendrite (d) for strong currents (A, right) (see the experimental recordings in Fig. 1.9).
Plotting of gradients of membrane potential in Fig. 5.14B along the axon-soma-
dendritic axis in response to the weak distal stimulation shows that the much higher
excitability of the initial axon segment causes it to respond first. With stronger distal
stimulation (Fig. 5.14C) the stronger depolarization combined with the moderate local
excitability of the dendrite causes action potential initiation to shift to the dendrite. The
gradients of depolarization thus reflect the combined electrotonic and active properties
of the axon-soma-dendritic axis.

Secondary Dendrites. The steps for modeling the passive properties of the secondary
dendrites follow those already outlined. Individual secondary dendrites are typically
1-3 jam in diameter and 500-1000 /xm in length. Their electrotonic lengths, as well
as the values for the equivalent cylinder for the entire tree, have been estimated to lie
in the range of 0.5-1.0. Thus, electrotonic coupling is relatively close along the sec-
ondary dendrites, meaning that passive potentials spread effectively through them. What
about action potentials?

Evidence regarding the extent of active invasion has been obtained by patch record-
ings and Ca2+ imaging from microscopically observed secondary dendrites in rodent
olfactory bulb slices. In these experiments, a secondary dendrite has been shown to be
capable of supporting full action potential propagation throughout its extent (Fig. 5.15).
It has further been shown that propagation is controlled by GC inhibition (Margrie et



Fig. 5.14. Simulations of shifts of action potential initiation in a mitral cell. A: Experimental
and simulation traces superimposed for weak (left) and strong (right) distal current stimulation.
B: Radial voltage gradients for weak distal stimulation. C: Radial voltage gradients for strong
distal stimulation. Abbreviations: n, nerve axon; m, myelinated segment; i, initial segement; s,
soma; p, primary dendrite; t, terminal dendritic tuft. See text. [From Shen et al., 1999.]
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Fig. 5.15. Action potential invasion of a secondary dendrite of a mitral cell, a: Control: inva-
sion of an action potential from the soma to the end of the secondary dendrite (site 7), as shown
by Oregon green BAPTA-1 fluorescence, a Ca2+-sensitive dye. IPSP: local IPSP at site 3 blocks
action potential invasion. Fluorescence image retouched from color original, b: Patch recording
from soma showing action potential response and IPSP. See text. [From Xiong and Chen, 2002.]

al., 2001; Lowe, 2002; Xiong and Chen, 2002) and intrinsic K+ conductances (Christie
and Westbrook, 2002). These results suggest that the long lengths of secondary den-
drites provide a wide anatomical substrate for mitral cells in one glomerular module
to interact with mitral cells in many other modules and that their actual functional do-
mains are subject to constant regulation depending on the interactions between neigh-
boring glomerular modules.

As we have seen, regenerative calcium conductances are important properties of den-
dritic membranes. In many neurons, they play key roles in promoting intradendritic
transmission and synaptic integration (see Chap. 2, and most other chapters). The ex-
periment shown in Fig. 5.1 IB demonstrates that, in addition, they may control Ca2+

entry and synaptic transmitter release in presynaptic cell bodies and dendrites. In fact,
a number of types of Ca2+ currents have been identified in acutely isolated mitral cells
of the rat, including 7T, 7L, and 7N (Wang et al., 1996).

GRANULE CELL

Because the GC lacks an axon, its dendritic properties are obviously crucial to under-
standing its input-output functions.

The branching tree within the EPL can be represented by an equivalent cylinder; as-
suming branch diameters of 0.2-0.8 /u,m, an electrotonic length of about 0.4 can be es-
timated (Rail and Shepherd, 1968). The shaft diameter of the granule cell is of the order
of 1 /^m; for an average shaft length of 600 /xm, an electrotonic length of 1.7 can be
estimated for the model of the combined tree and shaft.
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Such a model was used to simulate synaptic depolarization of the granule spines in
the EPL. It indicated that synaptic depolarization gives rise to the extracellular poten-
tials generated just after an antidromic impulse invades the mitral cell dendrites (Phillips
et al., 1963). When the mitral cell model and the GC model were joined in sequence,
it could be postulated that the EPSP in the granule dendritic spines is due to a den-
drodendritic input from the mitral secondary dendrites. As described in a previous sec-
tion, the localization and timing indicated that the spine EPSP activates inhibitory
synapses onto the same secondary dendrites, to produce the long-lasting IPSP recorded
in the physiological experiments (Phillips et al., 1963).

Dendritic Spines. The properties of the GC dendritic spines were postulated to be crit-
ical in controlling the relative effectiveness of recurrent inhibition from a single spine
as well as lateral inhibition mediated by spread of activity to neighboring spines (see
Fig. 5.6, above). This question was first addressed directly by making precise meas-
urements of dendrites and spines in reconstructions from serial electron micrographs
(Woolf et al., 1991) and in material observed in the high-voltage EM (Greer, 1988).
Computational models of these measured structures were constructed to explore the
spread of activity.

An example of two common arrangements of spines is shown in Fig. 5.16. In the
top panel, spines (A-D) are arranged in a linear fashion along the dendritic branch (E).
Excitatory input (from a mitral/tufted cell dendrite) to spine C produces a large EPSP
in C, which undergoes electrotonic decrement in spreading into the branch E. How-
ever, there is very little decrement in spreading in the other direction, from the branch
into the other spines (A, B, D), because of the impedance mismatch between dendrite
and spines. A different arrangement is shown in the bottom panel, where several spines
(B-D) arise from a common stem, a so-called complex spine. Spread of activity from
C to the neighboring spines now occurs in distinct steps. We have discussed these con-
siderations in terms of spread of electrical potential, but they also apply to the diffu-
sion of Ca2+ and other ions and metabolites between spine head and dendritic branch
(Woolf and Greer, 1994).

These results support the conclusion that electrotonic spread from spine to spine is
considerable over the short distances involved. It appears therefore that lateral inhibi-
tion can be mediated by passive spread alone through the dendritic tree in the EPL.
The inhibition is spatially graded according to the electrotonic decrement of the po-
tentials in the tree. Depending on the spatial arrangements, individual spines may act
as functional subunits in the manner discussed in Chap. 1. A computational study has
shown how groups of spines may function together as a complex input-output popula-
tion (Woolf et al., 1991), dependent on the underlying membrane electrotonic proper-
ties, in much the same way that such units arise in the dendrites of amacrine cells (Koch
et al., 1982).

These considerations do not rule out the possibility of active properties of the gran-
ule dendritic membrane in addition to electrotonic properties. The original model of
the GC did not rule out active spine properties but rather indicated that active proper-
ties must be limited and not lead to propagation from the branches in the EPL into the
main dendritic shaft (Rail and Shepherd, 1968). Subsequently, Jahr and Nicoll (1982)
found that recurrent inhibition persists despite the presence of TTX (see Fig. 5.8, above),
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Fig. 5.16. Electrotonic models of granule cell dendrites and spines, based on reconstructions of
serial electron micrographs. An excitatory synaptic conductance change was simulated in spine
C, and the synaptic potentials were measured in each spine (A-D) and in the dendritic branch.
Upper panels: linear arrangement of spines. Lower panels: a single and a complex spine. For
these simulations, Rm = 4000 ohm cm2. [From Greer, 1988; T. B. Woolf, C. A. Greer, and
G. M. Shepherd, unpublished observations.]

implying that voltage-gated sodium channels do not contribute to the potentials in gran-
ule dendritic spines. Further evidence is needed on how granule cell active properties
may contribute to lateral inhibition.

PERIGLOMERULAR CELL

Taking into account both the smaller diameters and the shorter lengths of the branches,
it is reasonable to conclude that an equivalent cylinder for a PG cell tuft would be sim-
ilar to that for the mitral tuft, that is, with a characteristic length of less than 1 and per-
haps of less than 0.5. This is, again, an expression of the scaling principle for dendritic
trees of different size. The intense depolarization underlying a burst response (see ear-
lier) indicates a close electrotonic coupling between the EPSP elicited by the ON vol-
ley, the site of generation of the LTS-dependent depolarization, and the Na+ action
potentials riding the slow depolarization.
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PG cell functions appear to be exquisitely dependent on levels of input activity. Elec-
trophysiological studies have suggested that at threshold there is mainly straight-through
excitation of mitral cells by receptor axons; long-lasting facilitation is sometimes de-
tectable (Getchell and Shepherd, 1975a,b). As input activity increases, the activation
of PG cells, both by direct olfactory axon input and by indirect dendrodendritic
synapses, begins to bring about inhibitory feedback from the PG cell dendrites. Small
EPSPs probably mediate only local input-output paths through the dendrites; moder-
ate EPSPs will lead to more extensive inhibitory actions within a glomerulus; and large
EPSPs, by spreading to the axon hillock, set up impulses that mediate inhibition of
dendrites belonging to neighboring glomeruli.

Studies of responses to natural stimulation with odors have demonstrated even more
complex interactions, including the presence of an initial brief hyperpolarization at weak
levels of stimulation (see next section). It thus appears that several levels of interaction
can be identified within the glomerular layer, governed by the amplitudes of EPSPs and
their electrotonic spread within the PG cell dendrites. Functionally, these interactions en-
hance transmission at detection thresholds and provide the lateral inhibition necessary
for discrimination between odors at higher odor concentrations. The PG cell dendritic
tree thus provides for multiple state-dependent input-output functions. Similar properties
have been postulated for thalamic cells and may apply to other types of cells.

SYNCHRONIZATION DEPENDS ON DENDRITIC PROPERTIES

It has been known since the early work of Adrian (1950) that sensory stimulation leads
to oscillatory activity in the olfactory bulb. We discuss three possible contributions to
these mechanisms, before taking up the spatial organization of the olfactory bulb in the
next section.

Synchronization by GCs. As noted previously, the dendrodendritic interactions have
inherent in them a mechanism for temporal gating of mitral cell output. Recent work
has added greatly to our understanding of how this may work.

We have seen that GLU released by the mitral cell activates both AMPA and NMDA
receptors on the GC spines. It is believed that the long time course of the NMDA
receptor-mediated response determines the time course of the GABA output to the mi-
tral cells and thereby the duration of temporal gating of mitral cell output. This dura-
tion is under dynamic control by active properties of the granule dendritic membrane,
particularly the IA current (Schoppa and Westbrook, 1999; Segev, 1999). In normal con-
ditions, the AMPA component of the GLU response is sufficient to relieve the Mg2+

block but is shunted out by the rapid /A conductance increase. This leaves the slow
NMDA depolarization, which inactivates the 7A channels and persists to control the re-
lease of GABA over a long time course to generate the long-lasting IPSP in the mitral
cell secondary dendrites. Thus, the duration of the IPSP, and hence the frequency of
oscillatory output of the mitral cells, is controlled by the differential interaction of the
dendritic /A conductance with the AMPA and NMDA components of the GC dendritic
spine responses.

Synchronization by the Glomerular Tuft. We have seen that an olfactory nerve vol-
ley elicits long-lasting depolarizations in mitral cell dendritic tufts through GLU ac-
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Fig. 5.17. Membrane properties underlying oscillatory activity in olfactory bulb neurons. Os-
cillatory activity in the glomerular dendritic tufts of mitral cells synchronizes two mitral cells
connected to the (A) same but not to different (B) glomeruli. See text. [From Carlson et al.,
2000.]

tivation of NMDA receptors and that this slow EPSP is augmented by several mech-
anisms, including GLU autoreceptors. Studies (Carlson et al., 2000; Schoppa and
Westbrook, 2001; Puopulo and Belluzi, 2001) show that stronger volleys elicit a de-
polarization that oscillates at approximately 2 Hz (see Fig. 5.17). Similar oscilla-
tions are elicited by adding NMDA to the bath. Paired recordings showed that mitral
cells have synchronous oscillations only if they are connected to the same glomeru-
lus (Fig. 5.17A,B). A persistent depolarizing current dependent on NMDA and
metabotropic GLU receptors underlies the oscillating potentials. The depolarization
phases appeared to be due to an action potential-evoked GLU release from a net-
work of mitral cells, whereas the repolarizing phases appeared to be due to local
inhibitory circuits and K+ channels. Evidence was obtained that the oscillations are
driven by GLU released from the mitral primary dendrites (and dendritic tuft), pre-
sumably due to GLU spillover. The oscillations could be entrained by ON volleys
at frequencies up to 8 Hz, indicating that they may operate over physiological ranges.
Glial wrapping is absent around individual olfactory nerve terminal to mitral den-
drite synapses, which could contribute to synchronization (Kasowski et al., 1999).
Faster oscillations are mediated by gap junctions between mitral cell dendritic tufts
(Schoppa and Westbrook, 2002).

Synchronization by Mitral/Tufted Cell Membrane Properties. The ionic channels of mi-
tral/tufted cells are a third source of synchronizing mechanisms. Recordings from mi-
tral cell bodies indicate intrinsic membrane oscillations dependent on persistent Na+

currents and a K+ current (Chen and Shepherd, 1997; Desmaisons et al., 2000; Davi-
son et al., 2001; Heyward et al., 2001). Further experiments are needed to determine
the distribution of these currents in the dendrites, and their contribution to the oscilla-
tory patterns of mitral/tufted cells in response to sensory inputs.
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FUNCTIONAL CIRCUITS

How do the interactions between mitral/tufted cells and their two sets of intrinsic
neurons—glomerular layer and granule cells—provide the neural basis for the ability
to discriminate between odor stimuli? We summarize briefly three key mechanisms:
how the olfactory glomeruli are organized to generate odor maps; how the deeper
microcircuits may be involved in contrast enhancement; and how the microcircuits may
provide for odor memory.

GLOMERULAR MODULES FORM AN ODOR IMAGE

To analyze synaptic circuits during normal function, one must know where one is in the
neural map representing the sensory space. Odor stimuli do not carry information about
external space as do visual or somatosensory stimuli. The olfactory pathway can there-
fore use its "neural space" to represent the intrinsic properties of the odor molecules.

These properties are mapped into spatial patterns of glomerular activation, as first
shown by the 2 DG method (Sharp et al., 1975) and voltage-sensitive dyes (Kauer and
Cinelli, 1987) and by a number of subsequent methods (Table 5.1). Two current ex-
amples are shown in Fig. 5.18. The intrinsic optical signal images (A) show differen-
tial activation of glomeruli on the dorsal surface of the olfactory bulb by aldehydes
from C4 to C7. The fMRI images (B) show differential activation patterns of the en-
tire glomerular sheet for the same compounds.

The general principles of the formation of these maps include the following. The
patterns tend to be bilaterally symmetrical. They differ with different odors. The pat-
terns for a given odor are consistent across animals. The patterns increase in extent
with increasing odor concentration. The weakest odor concentrations elicit activity in
one or a few glomeruli, reflecting input from the olfactory cells with the highest affin-
ity receptors for that odor; stronger stimuli elicit activity more widely within a domain,
reflecting input from cells with lower affinity receptors.

The connectivity underlying these maps has been revealed by the finding of olfac-
tory receptor mRNA in the olfactory axons and terminals within the glomeruli (see
earlier), showing that receptor-specific glomeruli are bilaterally symmetrical and re-
producible from animal to animal (Ressler et al., 1994; Vasssar et al., 1994). In
gene-targeted animals, these studies have revealed striking evidence for olfactory
receptor-determined maps that could underlie the functional maps (Mombaerts et al.,
1996).

Table 5.1. Methods for Demonstrating Odor Maps in the Olfactory Bulb
2-Deoxyglucose (Sharp et al., 1975)
Voltage-sensitive dyes (Kauer and Cinelli, 1993; Cinelli and Kauer, 1994)
Electrophysiological recordings of single units (Mori et al., 1992)
Electrophysiological recordings of local field potentials (Mori et al., 1992)
c-fos mRNA (Sallasz and Jourdan, 1992; Guthrie et al., 1993; Guthrie and Gall, 1995)
Ca2+-sensitive dyes (Friedrich and Korsching, 1996)
Intrinsic optical signal imaging (Rubin and Katz, 1999; Yoshida et al., 1999)
High-resolution fMRI (Yang et al., 1998)
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Fig. 5.18. Activity patterns elicited in the olfactory bulb by odor stimulation. A: Intrinsic opti-
cal signal imaging of glomerular responses in the dorsal bulbar surface to aliphatic aldehydes
from C4 to C7. [From Belluscio and Katz, 2001.] B: High-resolution fMRI of responses in the
glomerular layer throughout the olfactory bulb to the same compounds. (From Xu et al., 2003.)

Taken together, these studies suggest that odors are represented as "odor images"
("odotopic maps," "epitopic maps") in the glomerular sheet. Within these maps, indi-
vidual activated glomeruli can be identified (Teicher et al., 1979; Lancet et al., 1981;
Belluscio and Katz, 1999; Meister and Bonhoeffer, 2001), consistent with a variety of
anatomical and molecular evidence that the glomerulus is the basic functional unit in
the processing of odor stimuli (reviewed in Shepherd, 1994; Hildebrand and Shepherd,
1996).

For the analysis of synaptic circuits, these findings mean, first, that it is essential to
know where one is recording in the glomerular sheet when stimulating with a given
odor. Second, they mean that the role of microcircuits is in relation to the glomerular
functional units as they process the input from a given odor relative to others.

THE CONCEPT OF MOLECULAR RECEPTIVE RANGE

Following these guidelines, Mori and his colleagues have carried out electrophysio-
logical recordings to analyze the responses of mitral cells in the rabbit to stimulation
with homologous series of odor compounds (Mori et al., 1992; summarized in Mori
and Yoshihara, 1995). Their recordings were made from functionally identified regions
of the glomerular sheet, in order to explore systematically the responses to a wide range
of chemically related odor compounds. The spectrum of odor molecules that can acti-
vate a given cell was called its "molecular receptive range (MRR)," in analogy with
the "spatial receptive field" of a cell in the visual pathway. A key finding was that the
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mitral cells all show relatively narrow MRRs, with responses to only two or three neigh-
bors in a given series of compounds from C2 to C12. Compounds of the same or sim-
ilar carbon lengths were often activated in different series.

These results provided the first direct physiological evidence that "conformational
features" of odor molecules are mapped spatially in the olfactory bulb (Mori and
Yoshihara, 1995). The fact that these recordings were from mitral cells implies that the
olfactory sensory neurons providing direct input to the mitral cells encode the confor-
mational features (also called odotopes, determinants, or epitopes) of the odor mole-
cules. Evidence for these conformational features has come from experimental (Zhao
et al., 1998; Malnic et al., 1999) and modeling studies of receptors (Singer and Shep-
herd, 1994; Singer et al., 1995; Pilpel and Lancet, 1999; Singer, 2000) and ligands
(Araneda et al., 2000). The olfactory sensory neurons in fact show similar properties
to mitral cells in response to odors in a homologous series (Sato et al., 1994).

In summary, we now have an outline for the initial encoding of odor information in
the mammal as a basis for odor discrimination, which may be summarized by refer-
ring back to the basic circuit diagram of Fig. 5.5. First, odor molecule functional groups
interact with receptor molecule subsites. Second, second messenger pathways lead to
differential impulse discharges. Third, the axons of a given subset converge on a few
target glomeruli in the olfactory bulb. Fourth, an olfactory glomerulus is thus a func-
tional unit reflecting the MRR of the subset(s) projecting to it. Finally, the map of ol-
factory glomeruli encodes odor space; given odor stimuli thus elicit "odor images"
within the neural space of the glomeruli sheet. It is these "images" that are the basis
for further processing by the synaptic circuits of the olfactory bulb.

FUNCTIONAL MECHANISMS IN ODOR DISCRIMINATION

In analyzing synaptic mechanisms underlying odor processing, it is critical to have pre-
cise control over the stimulus so that very brief step-pulses of odor can be used as stim-
uli, in the same manner as brief flashes of light or sound tones. Mitral cell responses
to such stimuli show three main response patterns (Kauer, 1974; Kauer and Shepherd,
1977). First, the neuron may be suppressed at all odor concentrations, the S (suppres-
sion) type. Second, a slow spike discharge at low odor concentrations may change to
an early brief spike burst followed by suppression at higher concentrations, the E (ex-
citatory) type. Finally, there may be no detectable response to a given odor, the N (no
response) type. These types have many minor variations; they are seen in their sim-
plest form in fish and salamander, and in more complex forms in mammals (cf. Wellis
and Scott, 1987).

Intracellular recordings (Hamilton and Kauer, 1985; Wellis and Scott, 1987) have
revealed the synaptic potentials underlying these response types. In the experiment il-
lustrated in Fig. 5.19B, an orthodromic volley produced an EPSP and a sequence of
impulse activation followed by hyperpolarizing potentials, as in turtles (cf. Fig. 5.10
above). Sensory stimulation (Fig. 5.19A) with a brief pulse of cineole produced an E-
type response in this neuron; note the similarity between this and the response to the
artificial synchronous volley in B. This suggests that activation of the synaptic circuits
is similar—that is, that the natural stimulus pulse caused a near-synchronous EPSP in
the glomerular tuft, leading to the impulse burst, followed by activation of dendro-
dendritic synaptic inhibition. The large amplitude of the hyperpolarizing potentials sug-
gests that IPSPs are generated at or near the site of recording in the mitral cell soma,
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Fig. 5.19. Intracellular responses of vertebrate mitral cells and invertebrate antennal lobe out-
put cells, showing close similarity of response properties across phyla. A: Odor stimulation (hor-
izontal bar) produces a sequence of potentials in the salamander mitral cell consisting of a brief
hyperpolarization (open arrowhead) followed by an EPSP giving rise to a burst of action poten-
tials, followed by a long-lasting IPSP. A similar sequence is produced in the moth output neu-
ron. B: An electrical shock (*) to the olfactory nerves in the salamander produces, below impulse
threshold, an EPSP-IPSP sequence (o); above threshold the larger EPSP elicits spikes (s), fol-
lowed by a larger IPSP (•). There is a similar EPSP-IPSP sequence in the moth output neuron.
[Salamander recordings adapted from Hamilton and Kauer, 1988, 1989; moth recordings adapted
from Christensen and Hildebrand, 1987, and Christensen et al., 1993; in Christensen et al., 1996.]

where GC inhibition predominates (as in the antidromically activated case). It thus ap-
pears that strong synchronous artificial and natural stimulation activate the basic cir-
cuit in a similar fashion.

An intriguing and as yet unexplained property of the responses of vertebrate mitral
cells to odor pulses is the presence of an initial brief hyperpolarization of the mem-
bgrane, followed by the EPSP and, when of sufficient amplitude, the generation of ac-
tion potentials, followed finally by the long-lasting hyperpolarization (see open arrow
head in Fig. 5.19A). The initial hyperpolarization is not seen in responses to shock
stimuli. Its large amplitude points to granule cell inhibition, but, as can be appreciated
by referring to the basic circuit of Fig. 5.5, the mitral cells are the route for activation
of GCs; how then can granule cell inhibition of mitral cells precede mitral cell activa-
tion? One possibility is that the granule cells may be activated initially by tufted cells,
which have lower thresholds for activation than the larger mitral cells (Schneider and
Scott, 1983), an expression of the size principle (see Chap. 3). Another possibility is
that the hyperpolarization is due to a large IPSP in the glomerular tuft mediated by
dendrodendritic connections through PG cells. This would require sensory input to PG
cell dendrites.

Analysis of odor responses in principal neurons of the antennal lobe of the insect
has yielded excitatory-inhibitory sequences very similar to those described earlier in
vertebrates (cf. Christensen et al., 1996). The similarity extends even to the brief hyper-
polarization that precedes the initial EPSP and impulse burst. This suggests that de-
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spite differences in the morphological types of neurons, the synaptic circuits provide
for common principles of odor processing across phyla (reviewed in Hildebrand, 1995,
1996; Hildebrand and Shepherd, 1997).

LATERAL INHIBITION MEDIATES ODOR CONTRAST ENHANCEMENT
With the evidence that the fundamental units of odor information are sets of odor de-
terminants processed by individual glomeruli, Mori and his collaborators tested for the
role of the dendrodendritic microcircuits in processing that information (Yokoi et al.,
1995). As noted above, the response of a mitral cell to a homologous series is limited
to two or three neighboring members of a homologous series. A characteristic finding
was that the members immediately flanking these compounds in a series elicited inhi-
bition of the mitral cell (Fig. 5.20). This appears to be directly analogous to the con-
trast enhancement that characterizes the receptive field properties of cells in other
systems, except that here it involves not spatial contrast to enhance edge detection
between light and dark fields but rather molecular determinant contrast to enhance de-
tection between differing odotopes (functional groups) in related compounds. Appli-

Fig. 5.20. Summary of the physiological evidence for contrast enhancement between responses
of mitral cells connected to neighboring glomeruli. Diagram illustrates response spectra of ORN
subsets that project to three neighboring glomeruli, and the role of dendrodendritic lateral inhi-
bition in sharpening the contrast. Abbreviations: ORN, olfactory receptor neuron; GL, glomeruli;
M/T, mitral/tufted cell; GR, granule cell; open arrowhead, excitatory mitral-to-granule synapse;
closed arrowhead, inhibitory granule-to-mitral synapse; A-C, different glomeruli receiving in-
puts from different ORN subsets, with different response spectra (A-C at right) to a series (3-11)
of aliphatic aldehydes (n-CHO); D, mitral cell receiving input from glomerulus B has narrower
response range because of lateral inhibition of neighbors, shown by horizontal black bars below
abscissa in D on right. [From Yokoi et al., 1995.]
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cation of bicuculline abolished the inhibition, indicating that it is mediated by GABAA

receptors; further evidence suggested that this GABAergic inhibition is mediated by
the interactions of GCs with the mitral/tufted cells.

These experiments thus provide the most direct evidence to date that a critical role
of the dendrodendritic lateral inhibition of mitral cells by granule cells is to enhance
contrast between the activity of mitral cells transmitting information about different
odor stimuli. In view of the evidence for the action of the glomerulus as a functional
unit, it is reasonable to hypothesize that the contrast enhancement occurs between mi-
tral cells relating information from different glomeruli (see Figs. 5.5 and 5.16). These
mechanisms are likely to play a critical role in the ability to carry out odor discrimi-
nation, whether between single odor compounds or between complex odors.

The combinations of excitatory and inhibitory MRRs have further suggested that
"odor opponent" interactions exist between mitral cells belonging to different glomeru-
lar units, in analogy with color opponent interactions in the retina (Shepherd, 1992;
Mori et al., 1992; Mori and Shepherd, 1994; Mori and Yoshihara, 1995). This is a use-
ful hypothesis to be tested.

MODULATION OF RECURRENT INHIBITION MEDIATES ODOR MEMORY
The dendrodendritic synaptic microcircuit has emerged as an attractive model for ex-
amining the factors underlying plasticity at single synapses. Olfactory learning can be
demonstrated early in development; rat pups, for example, use odors present in utero
to identify the location and behavioral meaning of their mother's nipple after birth. Ol-
factory learning is not restricted to early development and can be demonstrated at all
ages. Adult female mice, for example, learn the odor of an impregnating male. How-
ever, if she later is exposed to the odor of a strange male, the pregnancy is blocked be-
cause the fertilized egg is rejected. This blockade, known as the Bruce effect (Bruce,
1959), is believed to enhance outbreeding by the female mice.

Many of the morphological, metabolic, and physiological changes that result from ol-
factory learning occur in the olfactory bulb. Early studies demonstrated the involvement
of glutamate receptors and GABAergic transmission in olfactory learning. Several types
of olfactory learning are also dependent on the presence of NA, and noradrenergic mod-
ulation of dendrodendritic inhibition has been proposed as its site of action.

Studies suggest that changes in the efficacy of dendrodendritic reciprocal excitatory-
inhibitory synapses between mitral cells and GCs in the accessory olfactory bulb me-
diate the olfactory learning represented by the Bruce effect. The mGluR2 subtype of
the metabotropic glutamate receptor family, found predominantly on GC dendrites, may
play a critical role in this learning. The evidence for this role may be summarized as
follows (see Fig. 5.21). Release of glutamate from a mitral cell activates the mGluR2

receptor on the GCs it contacts and reduces reciprocal inhibitory transmission from
those GCs, thereby enhancing the mitral cell's output to the cortex. Infusions of a spe-
cific mGluR2 agonist, DCG-IV, into the accessory olfactory bulb of a female mouse,
coupled with exposure to the odor of a male mouse, induces the formation of a mem-
ory of that pheromone that ordinarily would occur only during mating to this male. If
the female now mates with a second male, she forms a memory for the second male's
odor in the usual manner. However, the memory for the first odor, formed by mGluR2

activation but without mating, prevents the pregnancy block that ordinarily would oc-
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Fig. 5.21. Synaptic mechanism proposed to underly memory storage in the mouse accessory ol-
factory bulb. Left, schematic diagram of basic circuit, showing axons from vomeronasal (VN)
organ making synapses on mitral cell. Right, diagram of synaptic receptors and second mes-
senger actions at the dendrodendritic reciprocal synapses between mitral cell (MC) dendrite and
granule cell (GC) dendritic spine. Activated mitral cell releases glutamate, acting on GluR to
generate EPSP but also activating mGluR which produces long-term depression of GABAergic
inhibition of the activated mitral cell. See text. Abbreviations: CF, centrifugal (noradrenergic)
fibers; G, G protein; E, intracellular effector; for other abbreviations, see Fig. 5.4. [From Kaba
et al., 1995.]

cur on re-exposure to the first male after the female has mated with the second male.
Thus, a reduction of reciprocal inhibition from GCs to mitral cells, through mGluR2
activation, mimicks the memory formation that occurs during mating.

It has been suggested (Llano and Marty, 1995) that these data constitute the best ev-
idence in a mammalian system of a link between a specific learned behavior and changes
in the efficacy of an identified synapse.
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RETINA

PETER STERLING AND JONATHAN B. DEMB

The retina is a thin sheet of neural tissue lining the posterior hemisphere of the eye
ball. It is actually part of the brain itself (—0.5%), evaginating from the lateral wall of
the neural tube during embryonic development. The optic stalk grows out from the
brain toward the ectoderm, inducing it to form an optical system (cornea, pupil, lens),
which projects a physical image of the world onto the retina. The retina's task is to
convert this optical image into a "neural image" for transmission down the optic nerve
to a multitude of centers for further analysis. The task is complex—which is reflected
in the synaptic organization.

The transformation from optical to neural image involves three stages: (7) trans-
duction of the image by photoreceptors', (2) transmission of these signals by excitatory
chemical synapses to bipolar neurons; and (3) further transmission by excitatory chem-
ical synapses to ganglion cells. Ganglion cell axons collect in the optic nerve and pro-
ject forward to the brain. At each synaptic stage there are specialized laterally
connecting neurons called horizontal and amacrine cells. These modify (largely by in-
hibitory chemical synapses) forward transmission across the synaptic layers. These el-
ements are shown schematically in Fig. 6.1.

A closer look at this apparently simple design (three interconnected layers and five
broad classes of neuron) reveals additional complexity (Figs. 6.2 and 6.3). Each neu-
ron class is represented by several or many specific types. Each cell type is distin-
guished from others in its class by its characteristic morphology, connections, neuro-
chemistry, and function (Rodieck and Brening, 1983; Sterling, 1983). This diversity,
amounting to some 80 cellular types (Kolb et al., 1981; Sterling, 1983; Vaney, 1990;
Masland, 2001), was puzzling at first, but a broad explanation has gradually emerged:
it is impossible to encode all the information in an optical image using a single neu-
ral image. Therefore, the retina uses different cell types to create parallel circuits for
simultaneous transmission of multiple neural images to the brain. The retina also cre-
ates separate circuits for different light levels—daylight, twilight, and starlight—but
these share certain circuit components and use the same final pathways to the brain
(Smith et al., 1986).

This chapter describes key cell types and their interconnection in parallel circuits. It
also discusses how the functional architecture of a circuit depends on the functional
architecture of its synapses. Finally, it suggests how the flow of visual information

217



218 The Synaptic Organization of the Brain

Fig. 6.1. Neuronal elements of the mammalian retina (same scale as diagrams for other regions).
Symbols are defined in legend for Fig 6.2.

shifts between circuits that are specialized for different light levels and how the cir-
cuits are switched. The chapter focuses on mammalian retina because that is where the
combined knowledge of circuitry and cell physiology is best known. Early efforts cen-
tered on cat, so specific measurements, counts, etc. cited here refer to cat central retina.
However, efforts have broadened to include rabbit, guinea pig, rat, mouse, monkey, and
human. These demonstrate strongly conserved patterns in the circuitry, as well as spe-
cial adaptations, and some of both are mentioned.

NEURONAL ELEMENTS

INPUT ELEMENTS: RECEPTORS
Photoreceptors are elongated (Fig. 6.4). The distal tip points toward the back of the
eye, away from the light, and is embedded in folds of melanotic epithelium. The outer

Fig. 6.2. Neuronal elements, scale enlarged in the vertical axis, to show more clearly the cell
morphology and layers. Inputs: rod and cone photoreceptors. Principal neurons: ON and OFF
ganglion cells (Gon, Goff). Intrinsic neurons: rod bipolar (RB) and cone bipolar (CB) neurons;
horizontal (H), and amacrine neurons (A). IPL, inner plexiform layer. All designates a specific
type of amacrine cell that serves the starlight circuit (see text).
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Fig. 6.3. Radial section through monkey retina about 5 mm («=25 degrees) from the fovea. Here,
cone and rod inner segments are easily distinguished from each other, as are their terminals in
the outer plexiform layer. Pigmented cells of the choroid layer (Ch) attach the active form of vi-
tamin A (aldehyde) to opsin and return it to the outer segment. Pigment cells also phagocytose
membrane discs, shed daily from the outer segment tips. Abbreviations: OS, outer segments; IS,
inner segments; ONL, outer nuclear layer; CT, cone terminal; RT, rod terminal; OPL, outer plex-
iform layer; INL, inner nuclear layer; IPL, inner plexiform layer; GCL, ganglion cell layer; B,
bipolar cell; M, Miiller cell; H, horizontal cell; A, amacrine cells; ME, Miiller end feet; GQN>
ON ganglion cell; GQFF> OFF ganglion cell. [Light micrograph from N. Vardi.]

segment contains about 900 membranous discs, stacked perpendicular to the cell's long
axis (Fig. 6.4B). The disc surface is densely packed with molecules of the photopigment
rhodopsin, at nearly 60,000 per disc (reviewed in Pugh and Lamb, 1993). The inner
segment is filled with mitochondria. These fuel the ion pumps essential for transduc-
tion and raise the refractive index, thereby creating a wave-guide that traps photons
and funnels them to the outer segment (Enoch, 1981).

The region of the photoreceptor, between the inner segment and the soma, contains
the usual machinery for protein synthesis and packaging. Because the soma is stouter
than the inner segment (which packs densely with its neighbors), the somas pile up
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Fig. 6.4. A: Isolated rod photoreceptor (rabbit) showing the cell's distinct regions. Light mi-
crograph. B: Radial section through rod outer/inner segment junction (salamander) showing reg-
ularly spaced membraneous discs (D) and densely packed mitochondria (M). Abbreviations: CB,
cell body; T, terminal. [Electron micrographs from Townes-Anderson et al., 1985, 1988, with
permission.]

in tiers (outer nuclear layer; see Fig. 6.3). The photoreceptor axon is generally short,
50 £im or less, except those in the fovea, where extremely dense packing of cones
leaves no room for connections to the second- and third-order neurons. A foveal cone
axon can be as long as 500 /xm (Polyak, 1941; Schein, 1988; Hsu et al., 1998). The
photoreceptor axon ends, without branching, in a single, highly specialized synapse
that contains one or more synaptic "ribbons" (see Figs. 6.4 and 6.13).

Intensity Range. Light intensity in the natural environment varies over a range of about
1010, and we can see over this entire range. Two types of receptor divide the range: rods
for night and cones for day. In mammals both have a narrow outer segment: 1- to 2-^tm
diameter for the rod and 3- to 5-^m diameter for the cone. This ensures a small cyto-
plasmic volume, which is essential to a rapid response time, and this is suited to the
rapid image motion generated by rapid movements of the organism. By comparison, the
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rod of sluggish amphibians has a 5-fold greater diameter (25-fold greater volume) and
partly as a consequence is 10-fold slower (Pugh and Lamb, 1993). So, if our photo-
receptors were large, sports such as baseball or tennis would be out of the question.

A narrow outer segment limits the number of photons that a receptor can collect
within an "integration time." A rod integrates photon signals over about 300 ms (Yau,
1994), yet starlight presents it with only 1 photon per 10 minutes! So even when the
light is 2000 times brighter, there is still only 1 photon per rod per integration time.
Thus, from dusk to dimmest starlight the rod detects single photons and needs to trans-
mit only a binary signal: 0 or 1 photon. The task of transmitting this irreducibly sim-
ple message shapes the circuit design at all stages proximal to the outer segment. For
example, the rod axon is extremely thin (0.25 yu,m diameter), and the synaptic termi-
nal is small, with a single ribbon synapse (see Figs. 6.4 and 6.13).

A cone integrates photon signals over about 50 ms. During this interval, twilight
(with color just barely discernible) delivers about 102 photons per cone, and bright sun
delivers about 105 photons per cone (Schnapf et al., 1990). Thus, a cone integrates
many photons to give a graded signal with good temporal resolution. The cone, hav-
ing much more information to transmit than a rod, employs a thicker axon (1.6 ^im di-
ameter) and a larger terminal with many ribbon synapses (see Fig. 6.13). At dusk, as
light intensity drops below cone threshold (marked by loss of color perception), the
rod is collecting up to 102 photons per integration time. Thus, over a modest range
(2 log units of intensity), the rod produces a graded signal that fills in for the failing
cone. This graded rod signal for twilight is routed differently from the binary signal
for starlight (see Circuits, later).

Spectral Sensitivity. Mammals have a single type of rod (peak sensitivity at —500 nm).
This makes sense because at night photons are too sparse to be worth segregating by
wavelength. But in daylight, there are plenty of photons, so most mammals gain extra
information by using two cone types with different spectral sensitivity (Barlow, 1982).
Most cones (at least 90%) are tuned to middle wavelengths (peak at ~550 nm), termed
"M" or green (reviewed in Jacobs, 1993). A few are tuned to short wavelengths (peak
at =450 nm), termed "S" or blue. Because S cones can be distinguished by morphol-
ogy and by antibody labeling, we know that they form a sparse but regular mosaic (de
Monasterio et al., 1981; Szel et al., 1988; Ahnelt et al. 1990; Curcio et al., 1991). These
anatomical methods confirm psychophysical maps of punctate sensitivity to S cone
stimuli (Williams et al., 1981). S cones connect via a selective circuit to a special type
of ganglion cell (see Circuits, later).

Old World primates (including humans) are special in being "trichromatic," mean-
ing that there is an additional cone type tuned to long wavelengths (peak at «570 nm),
termed "L" or red. The M and L cone pigments are nearly identical except for a few
critical amino acids in the transmembrane region, so antibodies have not yet dis-
tinguished them (Neitz et al., 1991). Spectral sensitivity mapped for cone popula-
tions in situ shows M and L cones in monkey and human to distribute randomly in
clusters. M and L cones in humans distribute differently across an individual retina
and differ greatly between individuals—with surprisingly little effect on color vi-
sion (Roorda and Williams, 1999; Brainard et al., 2000; Neitz et al., 2002). How
these cones connect to ganglion cells is naturally of great interest and is presently
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controversial (Dacey, 1996; Calkins and Sterling, 1999; Martin et al., 2001; Reid
and Shapley, 2002).

Some animals using three cone pigments, such as fish, turtles, and birds, may ex-
press up to seven types of cone! This trick is accomplished by fitting the inner seg-
ment with an oil droplet of specific color/absorbance (red, yellow/ultraviolet [UV]).
These serve as filters to limit the spectral composition of the light entering the outer
segment (e.g., Ohtsuka, 1985). Also, evolution tunes cone pigments to match the en-
vironment's spectral content. For example, Lake Baikal is very clear and deep, but
longer wavelengths fail to penetrate at greater depths. Consequently, fish species at
greater depths shift their cone pigments down the spectrum (Bowmaker et al., 1994).
Equally wonderful in its vision capability is the kestrel (a falcon), which has a cone
type tuned to UV (—350 nm). Soaring high with this receptor, it can identify the urine
trails of its prey (meadow vole), which in sunlight fluoresce UV (Viitala et al., 1995).

INTRINSIC ELEMENTS FOR FORWARD TRANSMISSION.' BIPOLAR AND All CELLS

Bipolar Cells. Bipolar somas occupy the middle region of the inner nuclear layer (see
Fig. 6.3). Their dendrites ascend to collect synapses from photoreceptors. One bipolar
type collects only from rods, and most other types collect only from cones. However,
one bipolar type in rodent retina receives chemical synaptic input directly from both
rods and cones (Soucy et al., 1998; Hack et al., 1999; Tsukamoto et al., 2001). Bipolar
axons descend to the inner plexiform layer where they provide ribbon synapses, each
directed at a pair of postsynaptic processes, termed a dyad (see later; Dowling and
Boycott, 1966).

The rod bipolar soma (7 ^tm diameter) is located high in the outer nuclear layer (Fig.
6.5). The narrow, candelabra-like, dendritic arbor penetrates the stratum of cone ter-
minals to reach the overlying rod terminals where it collects signals from 20 rods in
cat, 15-45 in human, and up to 80 rods or more in rabbit (Boycott and Dowling, 1969;
Dacheux and Raviola, 1986; Young and Vaney, 1991). The rod bipolar axon descends
without branching to the deepest stratum of the inner plexiform layer where it contacts
not ganglion cells, but a third-order, intrinsic neuron, termed the AH amacrine cell (see
Fig. 6.2; Kolb and Famiglietti, 1974; McGuire et al., 1984; Freed et al., 1987; Strettoi
et al., 1990; Wassle et al., 1991). The cat rod bipolar terminal employs 30 ribbon
synapses, with little variation within or between animals (McGuire et al., 1984; Rao
and Sterling, 1991).

The cone bipolar somas are also small (~8 />tm), and the dendritic fields are narrow
(—15 (jon; Fig. 6.6). The dendritic arbor typically collects signals from 5-10 overlying
cone terminals without skipping any (Cohen and Sterling, 1990a,b; Boycott and Wassle,
1991; Calkins and Sterling, 1996). An exception is the S cone bipolar cell, which does
skip overlying M and L cones to contact S cones exclusively (Mariani, 1984; Kouyama
and Marshak, 1992). The S cone bipolar cell has been defined clearly in monkey and
probably corresponds to the wide-field cone bipolar in cat and other mammals that also
skips certain cones (e.g., type b$, Fig. 6.6). Cone bipolar axons descend to the inner
plexiform layer, where each type selects a particular stratum and contacts both amacrine
and ganglion cells (Fig. 6.6). Cone bipolar teminals employ 30-130 ribbon synapses,
depending on cell type (Cohen and Sterling, 1990b; Calkins et al., 1994; Tsukamoto
et al., 2001).
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Fig. 6.5. Rod bipolar array (rabbit) immunostained for protein kinase C. Dendrites of adjacent
cells overlap modestly in OPL, but axon terminals simply "tile" the deepest level of the IPL
without overlap. [Light micrograph from Young and Vaney, 1991, with permission.]

ON vs. OFF Bipolar Types. It was discovered early that some bipolar cells are excited
(i.e., depolarized) by light onset, whereas others are excited by light offset (Werblin
and Dowling, 1969; Kaneko, 1970). How the cone synapse manages to drive these cells
in opposite directions is explained later (see Fig. 6.15). Here we note that the two cat-
egories of axon terminate at different levels: OFF axons arborize in the upper half of
the inner plexiform layer, and ON axons arborize in the lower half (see Fig. 6.2). Within
these OFF and ON regions, multiple types segregate in different strata (see Fig. 6.6;
Kolb et al., 1981; Cohen and Sterling, 1990b; Boycott and Wassle, 1991; Euler et al.,
1996). It was unexpected that ON and OFF bipolar cells would comprise so many types
(~4 or 5 types for each category). Because all types (except for the S cone bipolar
cell) collect from the same cones, their spatial and spectral inputs are identical. There-
fore, one surmises that they carry different temporal components of the cone signal.
Indeed, two types of ON bipolar cell do differ temporally, some depolarizing sustainedly
to steady illumination, and others depolarizing transiently (Saito et al., 1985; Dacey et
al., 2000; Euler and Masland, 2000).

AH Cell. The All soma in the amacrine cell layer sends a thick stalk to the ON level
of the inner plexiform layer where it arborizes richly to collect chemical synapses from
rod bipolar terminals (see Fig. 6.2; Kolb and Famiglietti, 1974; Vaney, 1985; Sterling
et al., 1988; Strettoi et al., 1990; Mills and Massey, 1999). This arbor also forms nu-
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Fig. 6.6. A: Multiple types of ON cone bipolar cell with axons in the ON region of the IPL
Each type expresses a different number of ribbon outputs (noted at the right of each axon) and
a different pattern of gap junctions (filled circles, CB-AII; open circles, CB-CB) Types bi -
b4 collect from all the overlying cones without skipping any; type b5 ignores the immediately

overlying cones and reaches widely to collect from outlying cones. [Reconstructions from Co-
hen and Sterling, 1990a,b.] B: ON beta ganglion cell arborizes among all types of ON cone bipo-
lar axon, but collects ribbon synapses from only three types (b,, b 2, b3) in the proportion 80-40-20
[From Cohen and Sterling, 1992, with permission.]

merous, large gap junctions with the axon terminals of ON cone bipolar cells. When
these gap junctions are in a conducting state, rod bipolar excitation spreads from All
into the cone bipolar terminals, evoking their transmitter release onto ganglion cells
(see Fig. 6.21). The All also forms "lobular appendages" at the OFF level of the inner
plexiform layer. These structures, which are jammed with mitochondria and synaptic
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vesicles, provide inhibitory chemical synapses to OFF bipolar terminals and OFF gan-
glion cell dendrites (McGuire et al., 1984; Kolb and Nelson, 1993). This wiring ex-
plains how a single type of rod bipolar cell can simultaneously excite the ON and inhibit
the OFF ganglion cells (Mastronarde, 1983; Sterling, 1983).

OUTPUT ELEMENTS: GANGLION CELLS
Ganglion cell bodies form the innermost cellular layer of the retina (see Figs. 6.2 and
6.3). Their dendrites penetrate the inner plexiform layer to collect excitatory synapses
from bipolar axons and both excitatory and inhibitory synapses from amacrine cells.
Ganglion cell axons enter the optic nerve and extend to the brain. The domestic cat
optic nerve contains about 160,000 axons (260,000 for its wild progenitor; Williams et
al., 1993b); the human nerve contains about 1.2 million axons, and the macaque optic
nerve contains about 1.8 million axons (Potts et al., 1972). Because the number of
fibers in the optic nerve can vary 10-fold, it does not seem to be a physical "bottle-
neck" for information outflow as was commonly thought. Thus, the reason that many
cones converge onto a single ganglion cell is not to reduce the number of transmission
channels in the nerve but rather for deeper reasons to which we shall return.

Ganglion cell somas look pretty much alike (see Fig. 6.3), but Golgi impregnations
revealed the dendritic arbors to be remarkably diverse—on the order of 20 types (e.g.,
Polyak, 1941; Boycott and Bowling, 1969; Cajal, 1972; Boycott and Wassle, 1974;
Kolb et al., 1981). Now that one can record data from a ganglion cell in vitro and ren-
der its dendritic arbor visible by injecting dye, we realize that each morphological type
has a distinctive physiology. For example, the ganglion cell with a planar, "loopy" den-
dritic arbor responds selectively to stimuli moving in a particular direction (see Fig.
6.11C; Amthor et al., 1989a). This specific structure-function correspondence was first
shown in rabbit but also holds for cat, and probably also for primate (Berson et al.,
1998, 1999; Isayama et al., 2000). Thus, a ganglion cell type carrying a particular sort
of information can (like a gene) be conserved across species.

Each type of ganglion cell distributes to a particular brain region, which uses the
special information carried by that cell. Thus, the nucleus of the optic tract, which con-
trols optokinetic eye movements, collects from the directionally selective ganglion cell
(Pu and Amthor, 1990). And the suprachiasmatic nucleus, which uses light to reset cir-
cadian rhythms, collects from another type that branches over extremely wide areas.
This ganglion cell type is unusual because it expresses its own visual pigment,
melanopsin, and thus monitors light levels independently of the rods and cones (Berson
et al., 2002; Hattar et al., 2002). Still other types of motion-selective ganglion cell proj-
ect to the superior colliculus—which uses the information to orient the head and eyes
(Rodieck and Watanabe, 1993; Berson et al., 1998, 1999; Isayama et al., 2000). Such
subcortical "house-keeping" centers use about 40% of the cat's ganglion cells. But these
cells have small somas (—10 /mi) and fine axons (0.3 /mi diameter), so they occupy
less than 5% of the optic nerve cross section. Similar numbers of house-keeping gan-
glion cells are required in primates, but their proportion of all ganglion cells is much
smaller—due to the high density of midget cells (see later; Rodieck et al., 1993).

The key region for mammalian visual processing is the striate cortex, which receives
its main thalamic input from the dorsal lateral geniculate nucleus. Thus, it is to this
nucleus that most ganglion cells project (60% in cat; 90% in monkey). Two major
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classes of ganglion cell in cat are geniculate-bound: "beta" and "alpha" cells (Fig. 6.7)
(Boycott and Wassle, 1974;, Wassle et al., 1981a,c; Stein et al., 1996). The beta cell
has a narrow, bushy dendritic tree and a sustained (tonic) discharge of action poten-
tials to a maintained stimulus (Figs. 6.2 and 6.7). The alpha cell has a wider, sparser
dendritic tree and a transient (phasic) discharge (Cleland and Levick, 1974; Stone and
Fukuda, 1974; Saito, 1983). The beta and alpha cells are each of two types, one with
dendrites in the ON strata of the inner plexiform layer and the other with dendrites in
the OFF strata (Fig. 6.7) (Famiglietti and Kolb, 1976). The former are excited by light
onset; the latter are excited by light offset (Fig. 6.7) (Nelson et al., 1978). Thus, they
are termed ON beta, OFF beta, ON alpha, and OFF alpha.

The primate retina expresses a similar division into ON and OFF versions of nar-
row-field, tonic cells and wider-field, phasic cells (e.g., de Monasterio, 1978). The nar-
row-field types are termed midget cells because in central retina the dendritic arbor
collects from a midget bipolar cell with input from a single cone (Polyak, 1941; Kolb
and Dekorver, 1991; Calkins et al., 1994), but more peripherally the arbor broadens to
collect from many midget bipolar axons (Watanabe and Rodieck, 1989; Dacey, 1993;
Goodchild et al., 1996b). Midget cells are also termed "P" cells because they project
to the lateral geniculate's parvocellular layers. The wider-field cells are morphologi-
cally diverse (Polyak, 1941; Boycott and Dowling, 1969). Some are termed parasol
because of their broad, flat dendritic arbors. These are also termed "M" cells because
they project to the geniculate magnocellular layers (Perry et al., 1984; Watanabe and
Rodieck, 1989). However, other types of wide-field ganglion cell probably also pro-
ject to the magnocellular layers, so the term M cell probably includes diverse types
(e.g., Kaplan and Shapley, 1982; Shapley and Perry, 1986).

Fig. 6.7. Form and function of cat ganglion cells. Beta cells have a narrow dendritic field, and
alpha cells, a broad one (top row, vertical views). Cells are maximally excited by stimuli cov-
ering the whole dendritic field, corresponding to the receptive field "center" and maximally su-
pressed by stimuli filling the outer annulus, termed the receptive field "surround" (middle row,
tangential views). ON cells, excited by increased intensity on the center, arborize deep in the in-
ner plexiform layer; OFF cells, excited by decreased intensity on the center, arborize superfi-
cially. Beta cells give a transient plus sustained response; alpha cells give mainly a transient
response. [Intracellular recordings from Saito, 1983.]
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Over a decade of intense description, physiologists divided ganglion cells into dif-
ferent functional categories: Y (brisk-transient), X (brisk-sustained), and W (other,
including edge-detector, directionally sensitive, etc.). Simultaneously, morphologists
categorized ganglion cells by dendritic branching patterns: alpha (planar-radiate), beta
(3-D-bushy), and gamma (other, including planar-sparse, planar-loopy, etc.). It was
quickly appreciated that functional categories might map onto the morphological ones,
but to prove this directly by recording followed by tracer injection required almost
another decade (e.g., Saito, 1983). This correspondence of structure to function in
ganglion cells is now firmly established as a principle of retinal organization, and
consequently a type can be named for its function (e.g., directionally sensitive; see
Fig. 6.11C) or its morphology without any confusion (see Fig. 6.7). However, when a
category is named for its central projection, such as M or P, one must remember that
several types can project to the same locus. Thus, one expects multiple types of M and
P cell (Amthor et al., 1989a,b; Dacey and Lee, 1994).

INTRINSIC ELEMENTS FOR LATERAL TRANSMISSION:

HORIZONTAL AND AMACRINE CELLS

Horizontal Cells. Horizontal cell somas form the upper tier of the inner nuclear layer
(see Fig. 6.3), and the processes connect exclusively within the outer plexiform layer.
Collecting widely from receptors, their main task is to average the signals and feed
negatively back onto receptor terminals and forward onto bipolar dendrites. Horizon-
tal cells couple to each other electrically. The strength of this coupling changes with
adaptive state and is modulated by dopamine secreted by certain cells in the amacrine
layer (reviewed in Weiler et al., 2000).

Two types of horizontal cell in diurnal mammals connect with cones (Fig. 6.8). One
has thick dendrites, a wide field and couples strongly to its neighbors; the other has
thin dendrites, a narrow field and couples weakly (Mills and Massey, 1994; Peichl and
Gonzalez-Soriano, 1994; Vaney, 1994a; Sandmann et al., 1996). Generally, each type
connects to all the cone terminals in its dendritic field. However, in primate the large-
field cell avoids S cones, and the narrow-field cell connects especially strongly to them
(Dacey, et al., 1996; Goodchild et al., 1996a; see also Sandmann et al., 1996). Within
this general framework are some quite spectacular morphological variations whose
functions remain mysterious (see, e.g., Miiller and Peichl, 1993).

One of the two types of horizontal cell connects with rods. It does so by emitting a
fine axon that in cat meanders for several millimeters and then breaks into an elabo-
rate arbor that contacts several thousand rods (see Fig. 6.8). This axon also couples to
its neighbors and thus pools signals from tens of thousands of rods (Vaney, 1993). This
is not the usual sort of axon because it lacks action potentials; further, cone input to
the dendrites does not reach the rod axon arbor, so it must be electrically isolated from
the soma (Nelson, 1977). On the other hand, the horizontal cell soma does receive
strong rod signals (e.g., Steinberg, 1969; Nelson, 1977; Lankeet et al., 1996), which
must therefore come via rod-to-cone gap junctions (Raviola and Gilula, 1973; Kolb,
1977; Smith et al., 1986). Thus, the soma serves metabolically two processes with ut-
terly different connections. It does not seem to matter which type of horizontal cell
produces the axon, because in cat and rabbit it is the wide-field cell and in primate it
is the narrow-field cell (reviewed in Sandmann et al., 1996).
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Fig. 6.8. Two types of horizontal cell from cat retina as seen in tangential view following Golgi
impregnation. Dendrites of types A and B both connect with cones; axon arbor of type B con-
nects with about 3000 rods. [From Kolb, 1974, with permission.]

Amacrine Cells. Amacrine somas form the lower tier of the inner nuclear layer and
are also numerous in the ganglion cell layer, where they are called displaced. Amacrine
cells connect exclusively within the inner plexiform layer (plus some synapses in the
ganglion cell fiber layer) and are diverse in the extreme; there are about 40 types (Kolb
et al., 1981; MacNeil and Masland, 1998; Vaney, 1990). Given such diversity, attempts
to generalize are likely to be inadequate, but consider the following:

1. The All amacrine, being narrow-field, distributes densely and thus constitutes
about 20% of the amacrine layer cells (see Fig. 6.2). As noted, the All collects
purely from rod bipolars and serves a feedforward link in the rod's starlight
pathway.

2. Certain narrow-field amacrines collect purely from cone bipolar terminals. These
amacrines feed back reciprocally onto the bipolar terminal and forward onto the
ganglion cell (see Fig. 6.14). These types, which exist as both ON and OFF forms,
must distribute densely to tile the plane (Polyak, 1941; Kolb et al., 1981). This
pattern of connection may reflect lateral inhibition across a small spatial scale
covering tens of microns rather than hundreds as for the horizontal cells.

3. Certain medium-field amacrines collect from cone bipolars and arborize inti-
mately with dendrites of certain ganglion cell types. For example, the starburst
amacrine cell associates with other members of its own type to form a loopy pat-
tern that in rabbit associates with dendrites of the direction-selective ganglion cell
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(Fig. 6.9A; Tauchi and Masland, 1984; Vaney et al., 1989a; Famiglietti, 1992a),
and in cat, the alpha ganglion cell (Vardi et al., 1989). The starburst cell is also
present in primate, where it probably associates with the co-planar arbors of para-
sol ganglion cells (Rodieck, 1989; Jacoby et al., 1996). There are separate star-
burst populations for the ON and OFF levels of the inner plexiform layer. The
starburst cell responds phasically to glutamatergic bipolar input (kainate recep-
tors; Linn et al., 1991) and releases a pulse of acetylcholine onto the ganglion
cells (Masland et al., 1984; Massey and Redburn, 1985). The acetylcholine, bind-
ing to nicotinic receptors, excites ganglion cells (e.g., Schmidt et al., 1987; Kaneda
et al., 1995). Thus, the starburst circuit probably boosts ganglion cell transient
responses, enhancing sensitivity to motion. Several studies suggest that the star-
burst cell fires action potentials (Bloomfield, 1992; Jensen, 1995; Cohen, 2001),
but other studies report purely passive responses (Taylor and Wa'ssle, 1995; Zhou
and Fain, 1995; Peters and Masland, 1996).

4. Certain types of wide-field amacrine connect exclusively to rod bipolar cells (cat
A17; Nelson and Kolb, 1985; rabbit SI, S2, Vaney, 1986; Sandell and Masland,
1986; Li et al., 2002), but other wide-field types arborize in strata supplied only
by cone bipolar terminals. The "dendritic" fields reach about 500 to 1000 yam—
probably near the electrotonic limit for fine, passive cables (see Fig. 6.9C; Dacey,
1989a, 1990; Famiglietti, 1992b). However, the proximal region of each dendrite
sprouts a fine axon that travels centrifugally for at least 3 mm (Fig. 6.9B). Such
a cell resembles a wagon wheel, with the dendritic field for a hub and the axons
as radiating spokes (Fig. 6.9C). These axons conduct full action potentials
(Dacheux and Raviola, 1995; Freed et al., 1996; Stafford and Dacey, 1997), which
appear to travel centrifugally (Cook and Werblin, 1994). Long-range amacrine
cells mediate the inhibition and excitation of certain ganglion cells evoked by
stimuli millimeters beyond the conventional receptive field (e.g., Mcllwain, 1966;
Derrington et al., 1979; Cook et al., 1998; Demb et al., 1999; Taylor, 1999).

Interplexiform Cells. These cells have somas in the amacrine layer but send processes
to both outer and inner plexiform layers (Cajal, 1972). The interplexiform cell receives
synapses only on its inner processes but provides synaptic outputs in both the inner
and outer plexiform layers. In cat, it forms chemical synapses upon both rod bipolar
and cone bipolar dendrites (Kolb and West, 1977; Nakamura et al., 1980; McGuire et
al., 1984; Cohen and Sterling, 1990b), and in fish it contacts horizontal cells (Dowl-
ing, 1986). Some authors refer to the interplexiform as a "sixth cell class," but it seems
equally reasonable to consider it as one more extraordinary type of amacrine cell.

The interplexiform cell in New World monkey and fish contains dopamine (Dowl-
ing, 1986). In cat, the dopaminergic amacrine cell also sends sporadic processes to the
outer plexiform layer (Oyster et al., 1985). Because dopamine regulates horizontal cell
coupling (Piccolino et al., 1984; Teranishi et al., 1984; Hampson et al., 1992; reviewed
in Weiler et al., 2000), which shapes the inhibitory surround of cones and bipolar cells
(see Fig. 6.17), the dopamine cell may adjust the surround's depth and extent to am-
bient image statistics. Cat and rabbit interplexiform cells use y-aminobutyric acid
(GABA) and contact bipolar dendrites, so they probably have a different function.
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Centrifugal Fibers. Specific brain regions in certain vertebrates, including fish, am-
phibia, reptiles, and birds, produce efferent axons that travel in the optic nerve to ter-
minate in the inner retina. In birds, the isthmo-optic nucleus, a substantial structure
with a definite retinotopic organization, projects about 10,000 fibers centrifugally to
the inner retina to terminate on a special type of amacrine cell (Dowling and Cowan,
1966; Uchiyama and Ito, 1993). In fish, the olfactory bulb sends fibers containing a
peptide luteinizing hormone-releasing hormone (LHRH) to contact interplexiform cells
(Zucker and Dowling, 1987). Thus, the idea is not entirely far fetched that an odor, a
memory, or a feeling could modify the construction of a visual image in the retina—
that beauty could be literally in the eye of the beholder. However, little is known re-
garding the function of these centrifugal pathways (Uchiyama and Barlow, 1994).

dial Cells. The retina contains a single, highly stereotyped glial cell, termed the Miiller
cell. Its cell body, recognized by its dark cytoplasm and polygonal shape, lies in the
deeper tiers of the inner nuclear layer (INL) (see Fig. 6.3). Processes extend from this
cell outward to reach the choroid layer and inward to ensheath the ganglion cells and
terminate as "endfeet" at the vitreal surface (Fig. 6.3). Thus, each Miiller cell spans
the full thickness of the neural retina. One important consequence is that the cell ac-
cumulates potassium from the extracellular space (where it is released through neu-
ronal activity) and then, by concentrating most of its potassium channels in its endfeet
that abut the vitreous, the cell can siphon off excess potassium into the vitreous (New-
man, 1986, 1987).

Another critical function of the Miiller cell is to regenerate a ds-form of the visual
pigment 11-cw-retinal, which the cone can convert to 11-cw-retinol for use in trans-
duction (Mata et al., 2002). This reaction within the Miiller cell, relative to the alter-
nate pathway for regenerating retinol within the pigment epithelial cells, is 20-fold
faster (to match the cone's high rate of bleaching). Rods cannot convert retinal to retinol,
so they rely exclusively on the slower regenerating pathway within the pigment epi-
thelial cells. Because rods are 20-fold more numerous than cones, this critically con-
serves the active form for use by cones.

CELL POPULATIONS

Spatial Density of Receptors. Cones and rods pack densely, occupying 90% of the two-
dimensional receptor sheet with a residual extracellular space of about 10% (Fig. 6.10)
(Packer et al., 1989). Animals active in both day and night, such as human, macaque,
cat, and rabbit, assign about 5% of their receptors to cones and the rest to rods. If this
seems counterintuitive, simply recall that the photon flux in daytime is many orders of

Fig. 6.9. Two types of amacrine cell in tangential view. A: Medium-field, "starburst" amacrine
cells. Processes from adjacent cells associate to form a planar network with input from cone
bipolar ribbon synapses and output to motion-sensitive ganglion cells, including the alpha and
directionally selective ganglion cells. B: Wide-field amacrine cell whose proximal dendrites
(spiny) emit multiple axons (arrowheads). C: Same cell at lower magnification. Cell fires tran-
sient burst of action potentials (inset) to ON and OFF of a stimulus to receptive field center
(black disc) which corresponds to the dendritic field; action potentials travel centrifugally from
the cell in all directions. [A from Tauchi and Masland, 1984; B and C from Stafford and Dacey,
1997.]
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magnitude greater than that at night. Therefore, in daytime, the retina can operate ef-
fectively on a fraction of the photons striking the receptor sheet, whereas from dusk to
dawn, every photon counts.

Cone density always peaks in central retina. Species whose lifestyle requires high
spatial acuity, such as raptors scanning for prey from great heights or primates forag-
ing for fine morsels at close range, pack cones so densely at the center (fovea) that
rods are completely excluded (see Fig. 6.10). Each cone connects to a private (midget)
bipolar cell followed by a midget ganglion cell, and this provides a neural image at the
output as fine as the grain of the cone array. In human fovea, cone density reaches
nearly 200,000/mm2, providing 120 cones/degree, which is adequate to create a neu-

Fig. 6.10. Mosaic of photoreceptors (human). A: Fovea: radial section shows cone inner seg-
ments to be narrow and gently tapered, and the outer segments to be long and fine. B: Fovea:
tangential section through base of inner segments shows hexagonal packing. Thus, fovea pro-
vides fine spatial sampling in daylight, but absence of rods renders it useless in twilight and
starlight. C: Periphery: vertical section shows cone inner segments to be squatter but still ta-
pered and surrounded by rod inner segments that are much finer and untapered. D: Periphery:
tangential view shows about 10 rods per cone, which can boost the cone signal in twilight (see
text). Although cones comprise only 10% of the mosaic, their apertures occupy 40% of avail-
able collecting area. This is advantageous in daylight when the cones need photons. Then the
pupil narrows to accept only photons arriving parallel to the optical axis. These are efficiently
captured by the cone's wave-guide mechanism. But the system also works at night, when the
rods need photons. Now the pupil dilates to admit photons over a wide range of angles. These
are poorly captured by the cone's wave-guide and thus escape to neighboring rods. [Light micro-
graphs from Curcio et al., 1990.]
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ral image of a grating as fine as 60 cycles/degree (Fig. 6.10; Curcio et al., 1990;
Williams, 1992; Smallman et al., 1996). In the eagle's fovea, cone density and spatial
acuity are about double this, apparently reaching a biophysical limit. A higher cone
density would require a still finer inner segment, with a wave-guide mechanism that
could no longer prevent photons from escaping to a neighboring cone (Reymond, 1985).

Naturally once light intensity falls below cone threshold, the fovea, lacking rods, be-
comes a blind spot. It is easy to convince yourself of this. At dusk, just as your per-
ception of color fades completely, note that you have also lost the ability to read fine
print (as in The New York Times). Now hold your thumb at arm's length and, as your
gaze steadies upon it, watch it disappear. At this distance, the thumb subtends about
1 degree on the retina, corresponding to the fovea's rod-free region. Thus, while your
eyes are free to move, vision seems entirely normal and you do not suspect that 106

cones (and consequently about one quarter of your striate cortex) have been silenced
(Baseler et al., 2002). Species that can accept somewhat coarser vision in daylight
but need central acuity at night reduce cone density at the center to accommodate
rods. Thus, cat cone density is almost 10-fold lower than human's in the central area
(30,000/mm2), and this allows for rods at 200,000/mm2 (Williams et al., 1993b). Rod
density commonly peaks at about 15-25 degrees from the center (Packer et al., 1989;
Curcio et al., 1990; Young and Vaney, 1991; Williams et al., 1993b).

Toward the periphery receptor density declines, but receptor diameter generally in-
creases. For example, in macaque retina (20-80 degrees) rod collecting increases about
2-fold, so that the total photon collecting area remains about constant; the same is true
for cones (see Fig. 6.10D; Packer et al., 1989). This would make sense if the optical
light gathering efficiency declines toward the periphery, because then a larger receptor
could still collect enough light to fill its dynamic range. Such factors must be consid-
ered in comparing densities. For example, peak rod density is about 2-fold greater in
cat than in human (400,000/mm2 vs. 175,000/mm2; e.g., Curcio et al., 1990; Williams,
et al., 1993b), but the cat rod's collecting area is smaller by about the same factor.
Thus, in terms of photon collecting area, these densities may be equivalent. One rea-
son to make the cat rod finer is that the cat's eye collects more light (larger pupil, re-
flecting tapetum, etc.); therefore, a finer cross section allows the rod to serve as a single
photon detector over a wider intensity range.

Spatial density of different cone types also varies with retinal location. For exam-
ple, the very center of human retina, termed foveola, includes M and L, but not S, cones
(Williams et al., 1981; Curcio et al., 1990). This makes functional sense because, when
middle and long wavelengths are in sharp focus, short wavelengths are strongly blurred
(Williams et al., 1993a). Therefore, to provide maximum spatial acuity, the foveola sac-
rifices trichromacy. In guinea pig and rabbit, S cones distribute sparsely in superior
retina but densely in inferior retina, presumably because inferior retina views the sky
(Rohlich et al., 1994). In mouse, there may be only a single cone type that co-expresses
both a UV pigment and a middle wavelength (M) pigment (Lyubarsky et al., 1999; Ap-
plebury et al., 2000). Cones in inferior retina express mostly UV pigment, whereas
those in superior retina express mostly M pigment (Szel et al., 1992; Applebury et al.,
2000).

That photoreceptor density is so finely sculpted across the retina implies an efficient
postreceptoral circuitry. Such local sculpting could evolve only if the small trades of



Fig. 6.11. A: Array of OFF midget bipolar terminals (macaque) in tangential view. Drawn from
tissue immunostained for recoverin, about 10 mm beyond the fovea. The terminals "tile" the
plane without overlap. B: Array of ON midget ganglion cells (human) in tangential view. Cells
injected individually with neurobiotin, about 12 mm beyond fovea. The dendrites tile the plane
without overlap and would collect input from many axons in the midget bipolar array shown in
A. C: Array of directionally selective ganglion cells (only the OFF dendrites of the ON/OFF
type are shown). One cell was injected with neurobiotin which then spread to adjacent cells.
Note the characteristic "loopy" dendrites that tile the plane without overlap. Such tiling behav-
ior holds for all ganglion cells studied so far, with one exception discussed in the text. [A from
Wassle et al., 1991; B from Dacey, 1993; C from D. Vaney after Vaney, 1994.]
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collecting area between rods and cones at each locus offered a selective advantage. For
any such trade, the effect on signal-to-noise (S/N) ratio for photon capture would be
proportional to the square root of the fractional change in area (Rose, 1973). For ex-
ample, a 2-fold increase in cone collecting area would improve S/N for the cone sys-
tem by at most 1.4-fold. But if subsequent neural stages that process these signals added
noise by this factor or more, then any potential advantage of such a difference would
be swamped. This alerts one to identify in the postreceptoral circuitry the key contri-
bution to efficient (non-noisy) processing (see Functional Circuits, later).

Spatial Density of Postreceptoral Neurons. Postreceptoral cell types also distribute with
characteristic spatial density (Wa'ssle and Riemann, 1978). This has been determined
by standard histological methods, by reconstruction from electron micrographs (e.g.,
Sterling et al., 1988; Cohen and Sterling, 1990b), and by immunostaining for a par-
ticular protein or epitope that fortuitously selects a particular type and stains the whole
array. Thus, antibody to protein kinase C reveals the complete rod bipolar cell array
(see Fig. 6.5; Young and Vaney, 1991); anti-Goa shows the ON cone bipolar cells (Vardi,
1998), anti-recoverin shows OFF midget bipolar cells (Fig. 6.11 A) (Milam et al., 1993;
Wa'ssle et al., 1994); anti-CCK shows S cone bipolars (Kouyama and Marshak, 1992);
anti-calbindin shows the wide-field horizontal cells in cat and rabbit (Rohrenbeck et
al., 1989); and anti-calretinin shows the All amacrine cells (Wa'ssle et al., 1995; for a
review, see Hendry and Calkins, 1998). Also, because many cell types couple to their
neighbors in the array, intracellular injection of a small tracer molecule, such as neu-
robiotin, has been used to establish the spatial densities (Figs. 6.11C and 6.12).

The spatial density of postreceptoral neurons follows the photoreceptors in peaking
centrally and declining toward the periphery. As spatial density falls, a cell's dendritic
tree expands to compensate, so "tiling," or a specific degree of overlap (see later), is
maintained (see, e.g., Wa'ssle et al., 1978b, 1981a,c). However, the number of neurons

Fig. 6.12. Array of type A horizontal cells (rabbit) in tangential view. One cell was injected with
neurobiotin, which then spread through gap junctions to reveal the whole array. Not the charac-
teristic of this array: stout cables, strong coupling, and extensive overlap (cf. Fig. 6.12). [From
S. Mills, after Mills and Massey, 1994.]
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converging upon a particular cell type may increase or remain constant. For example,
rods converging onto the rod bipolar cell increase from about 15 in macaque central
retina to about 60 in the periphery, whereas the number of cones converging upon a
given type of cone bipolar cell remains constant at 5-10 (Grtinert et al., 1994). Photo-
receptors converging upon a ganglion cell increase linearly. For example, about 35
cones converge upon a central beta cell, but 180 cones converge on a peripheral beta
cell (Tsukamoto et al., 1990).

The Finest Ganglion Cell Array Sets Visual Acuity. Spatial resolution is set by the finest
sampling array at the retinal output. To discriminate the fine lines of a grating from a
homogeneous field requires one ganglion cell for each dark or bright line (Tsukamoto
and Sterling, 1991; reviewed in Wassle and Boycott, 1991; Smallman et al., 1996). In
the fovea, because a midget ganglion cell connects to only one cone, resolution corre-
sponds to the cone sampling frequency. But outside the fovea, many cones converge
on a midget ganglion cell (see Fig. 6.1 IB; Dacey, 1993), so resolution is set by the
midget cell array. Similarly in cat, resolution is set by the beta cell array. Because pairs
of ON and OFF of the same cell class (e.g., midget, beta) sample the same territory
(see Fig. 6.15), resolution is set by the density of one of these arrays but not by their
combined density (reviewed in Wassle and Boycott, 1991).

Tiling vs. Overlap of Neuronal Arbors. Along the forward pathways from cones, the
neuronal arbors of a given type do not overlap. Instead they show mutual avoidance,
also termed "territoriality" (Wassle et al., 1981a,b,c). Consequently, their fields tend
to tile the plane of the retina, forming a quasi-regular meshwork (Panico and Sterling,
1995). This rule holds for dendrites of each cone bipolar type and for their axon ter-
minals (see Fig. 6.11A; Cohen and Sterling, 1990a,b; Boycott and Wassle, 1991.

Ganglion cell dendritic fields also tile. This has been shown for the alpha cell and
delta cell in cat (Dann et al., 1988; Dacey, 1989b), for the ON-OFF directionally se-
lective ganglion cell in rabbit (see Fig. 6.11C; Vaney, 1994b), and for parasol and midget
ganglion cells in primate (see Fig. 6.1 IB; Dacey and Brace, 1992; Dacey, 1993). The
lattice structures formed by presynaptic cone bipolar axon arbors complement the post-
synaptic ganglion cell dendritic arbors (cf. Fig. 6.11A vs. Fig. 6.1 IB). This connects
the two arrays reliably while minimizing cost in materials and the volume occupied by
the lattices (Panico and Sterling, 1995).

Overall, a cone terminal, being narrower than the bipolar dendritic field, contributes
most of its synapses to one member of each bipolar array and a few synapses to some
neighbors (Sterling, et al., 1988; Cohen and Sterling, 1990a). Similarly the cone bi-
polar axon arbor is narrower than the ganglion cell dendritic field so each bipolar con-
tributes most of its synapses to one ganglion cell (cf. Fig. 6.6A vs. Fig. 6.6B; Fig.
6.11 A vs. Fig. 6.1 IB). Consequently, a cone signal diverges very little on its course
toward the retinal output, so each cone contributes most of its synaptic output to one
member of a ganglion cell array (Sterling et al., 1988).

Along the forward pathways from rods, certain neural arbors do overlap. Thus, den-
drites of neighboring rod bipolars overlap enough that every rod synapse, although ap-
proximating a point in the plane of the retina, contacts at least two bipolar cells (see
Fig. 6.5; Sterling et al., 1988; Young and Vaney, 1991). Similarly, the All cell's col-
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lecting arbor in the inner plexiform layer overlaps more extensively, by 2- to 3-fold in
central retina of cat, rabbit, and monkey and up to 10-fold in peripheral retina of rab-
bit (Vaney, 1985; Sterling et al., 1988; Vaney et al., 1991; Wassle et al, 1995). Thus,
although the rod bipolar axon arbors tile without overlap (see Fig. 6.5; Sterling et al.,
1988; Young and Vaney, 1991), the circuit leading from one rod diverges markedly
(Sterling et al., 1988; Vardi and Smith, 1996).

Along lateral pathways, a given cell type does not show simple territorial behavior;
instead, it overlaps with its neighbors, and sometimes they actually associate. Hori-
zontal cell processes overlap enough that each retinal locus is "covered" by the arbors
of 3-8 cells (Wassle et al., 1978a; Rohrenbeck et al., 1989). Furthermore, where hor-
izontal cell processes of a given type cross each other, they form gap junctions and
thus couple electrically. This holds for both the wide-field and narrow-field horizontal
cells that connect with cones and for the axon arbors that connect to rods; thus, using
both chemical and electrical synapses, these systems diverge extensively. Experimen-
tally, this is convenient because a small tracer molecule injected into one neuron can
reveal much of the network (see Fig. 6.12; Mills and Massey, 1994; Vaney, 1994a).

Wide-field amacrine cells behave similarly: their processes cross each other exten-
sively and couple. Thus, although their somas distribute sparsely, their processes and
synapses distribute densely, forming a rather fine meshwork (Masland, 1986; Dacey,
1989a; Vaney, 1990). Certain narrow-field amacrine cells are labeled by neurobiotin
injected into an alpha or a parasol ganglion cell (Dacey and Brace, 1992; Vaney, 1994a;
Xin and Bloomfield, 1997). Thus, coupling in lateral pathways is not limited to wide-
field types, nor invariably to members of the same type.

The massive evidence of extensive cytoplasmic coupling between neurons is sober-
ing in historical perspective. One hundred years ago, debate was fierce as to whether
neurons were coupled ("reticularism") or entirely separate ("neuronism"). The two
schools, led respectively by Camillo Golgi and Santiago Ramon y Cajal, heaped scorn
upon each other and refused to consider seriously each other's observations. For about
50 years, it seemed that Cajal and the "neurone doctrine" had triumphed. But now it
is clear that Cajal jumped to conclusions well beyond the resolution of the light mi-
croscope. Further, the drawings by reticularists, such as Dogiel (see Vaney, 2002), of
apparently coupled ganglion cells may well have reflected spread of tracer (methylene
blue) between coupled cells.

The starburst amacrine cell (both ON and OFF types) forms a different and distinc-
tive pattern. The spatial densities are intermediate and their arbors are medium-field,
so each retinal locus is covered by about 80 arbors. Yet, the individual processes do
not cross each other but instead associate in bundles, thus forming a coarse, quasi-
regular meshwork (see Fig. 6.9A).

Foveal Architecture Implies "Pursuit" Eye Movements. The foregoing aspects of reti-
nal architecture reflect the broad central nervous system strategy for sensory surfaces:
specialize one region to "sample" finely and assign a relatively large volume of brain
to analyze the data. Concurrently, render the specialized surface mobile and evolve "at-
tentional" mechanisms to allow the organism to select which region of the environ-
ment to analyze. In the primate retina, about half of the cones and ganglion cells are
concentrated in the fovea, and a quarter of striate cortex is devoted to the fovea (re-
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viewed in van Essen et al., 1992; Baseler et al., 2002). Apparently the fovea occupies
only its fair share of cortex, i.e., in proportion to the ganglion cells that it contributes
(Schein, 1988; Wassle et al., 1989). Although this has been disputed (Azzopardi and
Cowey, 1993), it seems parsimonious to think that the brain allots computational space
proportional to the information content of the input. Therefore, to devote more space
than warranted purely by ganglion cell density would seem, prima facie, a poor
investment.

The strategy of using the central retina for fine spatial sampling requires "smooth
pursuit" eye movements to stabilize an object of interest upon the center. This mini-
mizes motion in the image, reducing the need for central ganglion cells to code tem-
poral information. But however, conversely, this strategy maximizes image motion
seen by peripheral ganglion cells (Eckert and Buchsbaum, 1993a,b). Thus, within a
given cell type response properties should vary with retinal location. A cat beta cell or
primate midget cell that fires tonically to stabilized stimuli in central retina should fire
more transiently to moving stimuli in peripheral retina. This has been found experi-
mentally (Cleland et al., 1971; de Monasterio, 1978) and may in part explain why pe-
ripheral ganglion cells collect from more cones (Tsukamoto et al., 1990)—the better
to measure transient signals.

Spatial Density of Miiller Cells (Glia). The peripheral primate retina contains two
Miiller cells for each cone; however, the fovea contains one Miiller cell for each cone
(Bums et al., 2002). Processes of several Miiller cells coat the lateral surfaces of each
foveal cone synaptic terminal, but these sheets form small windows to permit gap junc-
tions between the pedicles and avoid the basal surface of the pedicle (Fig. 6.13)
(Tsukamoto et al., 1992; Bums et al., 2002). Miiller cell processes express at high den-
sity transporters for glutamate, GAB A, etc. Consequently, their three-dimensional re-
lationship to the synapse is important—either for facilitating "spillover" at the base of
the cone terminal (Haverkamp and Wassle, 2000) or for preventing spillover between
adjacent terminals (Bums et al., 2002).

SYNAPTIC CONNECTIONS

OUTER PLEXIFORM LAYER

Ribbon Synapse. The photoreceptor's chemical synapse employs a synaptic ribbon.
This is a flat organelle whose long axis anchors near the presynaptic membrane (see
Fig. 6.13). Synaptic vesicles tether to both faces of the ribbon via short filaments, so
vesicles along the ribbon's basal edge touch the presynaptic membrane. Here they ap-
pear to "dock" ready for release. This occurs when the photoreceptor depolarizes, ad-
mitting calcium through channels in the presynaptic membrane all along the region
where the ribbon anchors (reviewed in Matthews, 1996; Morgans, 2001; Wassle, 2003).
The elongated active zone docks about 5- to 10-fold more vesicles than at a conven-
tional synapse, and, because a vesicle need move only 30 nm on the ribbon to reach
an emptied docking site, the ribbon has long suggested a mechanism for rapid "re-
loading" (Rao-Mirotznik et al., 1995).

This idea is now supported by capacitance measurements on isolated cells and ter-
minals. A vesicle fusing to the presynaptic membrane increases the capacitance by



Chapter 6. Retina 239

Fig. 6.13. A: Cone terminal in radial section (electron micrograph, macaque fovea). Two "tri-
ads" are present, each with a synaptic ribbon (r) pointing between two horizontal cell processes
(H) toward an invaginating bipolar dendrite (IB). There are also "basal contacts" onto bipolar
dendrites distant from the ribbon (B), and a gap junction (G) with the adjacent cone axon (CA).
The complete terminal contains about 20 ribbon synapses. B: Rod terminal in orthogonal views
(from three-dimensional reconstruction, cat central area). One ribbon points between two hori-
zontal cell processes (hz) toward two rod bipolar dendrites (b). Note that bipolar dendrites are
hundreds of nanometers distant from docked vesicles at base of ribbon. [A from Tsukamoto et
al., 1992; B from Rao-Mirotznik et al., 1995.]

about 26 attoFarads (von Gersdorff and Matthews, 1994; von Gersdorff et al., 1996).
When synchronous fusion of many vesicles is induced by a step depolarization, the in-
crease in capacitance becomes measurable. Where the number of ribbon synapses is
known, the peak fusion rate has been calculated at about 500 vesicles/ribbon/s (Par-
sons et al., 1994; von Gersdorff et al., 1996). Furthermore, the capacitance jump cor-
responds to the total number of vesicles tethered on all the ribbons in a terminal (von
Gersdorff et al., 1996). These maximum evoked rates appear to represent the peak of
the operating range, so normal rates may be more like 20-100 vesicles/ribbon/s (Rao
et al., 1994b; Freed, 2000a,b). Indeed, a milder stimulus, raising intracellular calcium
by 2 jiiM, fuses 400 vesicles/s in salamander rod, or about 50/s/ribbon (Townes-
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Anderson et al., 1985; Rieke and Schwartz, 1996). A ribbon synapse outperforms a
conventional synapse in both peak and sustained rates. A conventional synapse attains
a peak rate of 150 vesicles/s (Borges et al., 1995) and a sustained rate of 20 vesicles/s
(Borges et al., 1995; Stevens and Tsujimoto, 1995). The ribbon synapse appears to be
present in all cases where transmitter release is modulated by graded potentials rather
than spikes, probably because graded potentials permit much higher rates of informa-
tion transfer (de Ruyter and Laughlin, 1996).

How the ribbon fascilitates rapid exocytosis is uncertain. The ribbon might serve as
a "conveyor belt" along which vesicles move by a cytoplasmic motor. Indeed, such a
motor, kinesin, is present on the ribbon (Muresan et al., 1999). But microtubules, the
"tracks" for the kinesin motor, do not associate with the ribbon. Furthermore, the pool
of vesicles equivalent to the number tethered to all the ribbons can be completely re-
leased when the patch electrode contains an ATP analog that is not hydrolyzed by ki-
nesin (Heidelberger et al., 2002). Conceiveably, vesicles might move rapidly on the
ribbon by passive diffusion—or simply be held in place and release their contents rap-
idly via "compound fusion," a mechanism used by certain neuroendocrine cells (Par-
sons and Sterling, 2003).

The rod terminal employs a single active zone with one ribbon and one invagination
(see Fig. 6.13B). The invagination houses two types of postsynaptic process: horizon-
tal cell spines and bipolar dendritic tips. The paired spines from overlapping horizon-
tal cell axons penetrate deeply to place their glutamate receptors near the vesicle release
site, within about 16 nm. The dendritic tips from two or more cells also penetrate but
end quite far from the release sites, about 100-600 nm. In cross section, the invagi-
nation often seems to contain only three processes, so it was termed a "triad," but now
we know that the invagination contains at least four processes (see Fig. 6.13B; Rao-
Mirotznik et al., 1995). The crescent shape of the rod ribbon, its size (600 tethered
vesicles), and the length of the active zone (130 docked vesicles) are all conserved
across mammalian species.

The cone terminal employs multiple active zones, each with a ribbon and an invagina-
tion (see Fig. 6.13A). There are about 20 active zones per terminal in the fovea and 40 or
more per terminal in the periphery (Ahnelt et al., 1990; Calkins and Sterling, 1996; Chun
et al., 1996). Each invagination houses paired horizontal cell processes, one from a wide-
field, the other from a narrow-field cell, and these penetrate deeply to end near the cone
terminal's release sites (Fig. 6.13A; Kolb, 1970, 1974). One or two bipolar dendrites also
invaginate at each active zone but less deeply, terminating 100-200 nm from the release
sites (Fig. 6.13A; Kolb, 1970; Calkins and Sterling, 1996; Chun et al., 1996). The exter-
nal, basal surface of the cone terminal forms symmetrical junctions termed flat or basal
contacts with the tips of bipolar dendrites (Kolb, 1970; Calkins and Sterling, 1996;
Haverkamp et al., 2000). All of the invaginating positions are occupied by ON bipolar
dendrites, and many of the basal positions are occupied by OFF bipolar dendrites. The
cone terminal membrane at the basal contacts bears neither a ribbon nor a conventional
cluster of docked vesicles. Therefore, it was widely thought that ribbon synapses serve the
ON dendrites by exocytosis and that basal synapses serve the OFF dendrites by some
transmitter release mechanism yet to be identified (e.g., Kolb, 1994).

However, this simple rule does not hold. Many ON bipolar dendrites also receive
basal contacts (Calkins and Sterling, 1996; Chun et al., 1996), and it becomes appar-
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ent that the key functional difference between OFF and ON dendrites depends not on
the junctional morphology but on which type of glutamate receptor they express. OFF
bipolar cells express ionotropic glutamate receptors (iGluR), AMPA for one cell type
and kainate for two other types (DeVries and Schwartz, 1999; Haverkamp et al., 2001a;
Gruenert et al., 2002). ON bipolar cells express the metabotropic glutamate receptor,
mGluR6 (Masu et al., 1995; Vardi et al., 2000a). Because iGluRs open a cation chan-
nel, whereas mGluR6 closes a cation channel, glutamate drives the membrane poten-
tials of these cell classes in opposite directions. Despite the relatively huge distance
from the vesicle release site to invaginating and flat bipolar dendrites (hundreds of
nanometers), a single vesicle can still deliver pulses of transmitter in the 10 (jM range
by simple diffusion (Rao-Mirotznik et al., 1998). This concentration, which would be
sustained for several milliseconds, corresponds to the effective concentrations for ON
and OFF bipolar dendritic tips (de la Villa et al., 1995; Sasaki and Kaneko, 1996).
Thus, a vesicle released at the ribbon synapse probably serves both invaginating and
basal dendrites.

Nonribbon Synapses. Horizontal cell processes contain some small vesicles and in one
case (human rod) clearly form conventional synapses onto the photoreceptor (Linberg and
Fisher, 1988). However, this is the only known case, so it is uncertain whether GABA is
released from horizontal cells via conventional vesicular mechanism or via a calcium-in-
dependent mechanism, such as a GABA transporter (Schwartz, 1987). The vesicular GABA
transporter (vGAT) has been localized near the plasma membrane, suggesting a role in re-
leasing GABA (Cueva et al., 2002; Jellali et al., 2002). In cold-blooded species the pho-
toreceptor terminal is sensitive to GABA (e.g., Tachibana and Kaneko, 1984; reviewed in
Piccolino, 1995), so one expects this as well in mammals. This has yet to be confirmed
by physiology or immunocytochemistry, because antibodies to various subunits of GABAA
and GAB AC receptors do not stain the terminals. Cone bipolar dendrites do stain strongly
for GABAA receptor just outside the invagination (Vardi and Sterling, 1994), and rod bipo-
lar dendrites stain for GABAC receptor (Vardi and Sterling, 1994; Enz et al., 1996;
Haverkamp et al., 2000). Physiologically, cone and rod bipolar dendrites express both a
GABAA and a GABAC current, with a GABAA-to-GABAc ratio of «4:1 (Shields et al.,
2000). Therefore, horizontal cells may release transmitter diffusely along the interface be-
tween bipolar dendrites and photoreceptor terminals.

A few conventional synapses are present in the OPL. Mostly these are from
GABAergic interplexiform processes onto bipolar dendrites (McGuire et al., 1984;
Cohen and Sterling, 1990b). However, other transmitters may affect the OPL without
benefit of conventional synapses. For example, the dopamine-containing processes
ascending from the amacrine cell layer meander through the OPL without making
conventional contacts. D\ receptors are present in OPL (Veruki and Wassle, 1996;
Nguyen et al., 1997; Koulen, 1999), and dopamine potently uncouples horizontal cell
gap junctions (DeVries and Schwartz, 1989; Hampson et al., 1994; Xin and Bloom-
field, 1999; He et al., 2000; reviewed in Weiler et al., 2000). In short, there is ample
evidence here for "paracrine" effects of a transmitter (Witkovsky et al., 1993).

Gap Junctions. Electrical synapses (gap junctions) are present at three critical sites in
the OPL. First, each cone terminal couples to its immediate neighbors via relatively
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small junctions (see Fig. 6.13A). For example, each terminal in primate fovea is esti-
mated to have 10-100 connexons (the multimeric channel that forms the junction) with
its neighbors (Raviola and Gilula, 1973; Tsukamoto et al., 1990; DeVries et al., 2002).
Second, each rod terminal forms a gap junction with each of two neighboring cone ter-
minals (Kolb, 1977; Smith et al., 1986). Because there are about 20 rods for every
cone, a cone must couple to about 40 rods (Sterling et al., 1988). These junctions feed
rod signals into the cone terminal (Nelson, 1977; Schneeweis and Schnapf, 1995, 1999).
Third, there are numerous, extensive gap junctions between horizontal cells. Wide-field
cells couple and narrow-field cells couple, but the two types do not cross-couple (Mills
and Massey, 1994; Vaney, 1994a).

INNER PLEXIFORM LAYER

The sole input to this layer derives from bipolar axon terminals. These form ribbon
synapses, but the ribbons are generally smaller and more numerous than in a photore-
ceptor terminal. For example, compared with a rod ribbon's 600 vesicles with 130
docked, a rod bipolar terminal has relatively few vesicles—only 100 with 20 docked
(Rao and Sterling, 1991). The rod bipolar terminal (cat) contains about 30 ribbons,
whereas a cone bipolar terminal can contain more than 100 ribbons. The number of
ribbons is distinctive for a given cell type at a given eccentricity and is highly regular,
varying at most by 10% (McGuire et al., 1984; Cohen and Sterling, 1990b; Calkins et
al., 1994; Tsukamoto et al., 2001).

The bipolar terminal does not invaginate, so one ribbon synapse cannot accommo-
date many postsynaptic processes. Instead, two postsynaptic processes align on either
side of the linear active zone, forming a dyad (Fig. 6.14) (Dowling and Boycott, 1966).
The postsynaptic elements at a dyad can be two ganglion cell dendrites, two amacrine
processes, or one of each. Often, the amacrine process feeds back a conventional
synapse onto the bipolar axon, in which case it is called a reciprocal synapse (e.g.,
Calkins and Sterling, 1996; Freed et al., 2003). Each bipolar type expresses a specific
pattern. For example, the rod bipolar dyad always includes one process from an All
amacrine and another from a small subset of different amacrine types. The All never
gives a reciprocal synapse at the rod bipolar dyad, but the other amacrine types always
do. Beta ganglion cell dendrites are never found at the rod bipolar dyad, but alpha cell
dendrites are present at about 1 dyad of 30 (McGuire et al., 1984; Freed et al., 1987;
Freed and Sterling, 1988).

Lateral connections in the IPL use conventional chemical synapses and gap junctions.
Amacrine cells are the sole source of conventional synapses (Dowling and Boycott, 1966).
Synaptic vesicles are invariably round, and presynaptic and postsynaptic densities show
symmetrical thickening. Therefore, synapses cannot be classified as excitatory or in-
hibitory based on morphology. Commonly in cold-blooded (small-brained) animals, con-
ventional synapses are arranged such that adjacent processes contact each other serially
in long sequences (Dubin, 1976). These sequences might perform complex, local com-
putations. However, the underlying circuits have not yet been worked out, and their ac-
tual function is unknown.

An electrical synapse is present at five classes of connection in the IPL. First, it in-
terconnects certain types of cone bipolar cell, both homotypically (b4-b4) and het-
erotypically (b3-b4; Cohen and Sterling, 1990b). Second, it couples particular types of
amacrine cell homotypically, such as the All and wide-field types (Vaney, 1994b). Third,
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Fig. 6.14. Midget bipolar terminal (MB) in radial section (electron micrograph, macaque fovea).
Two "dyads" are present, each with a presynaptic ribbon. The ribbon points between two post-
synaptic processes, the dendrite of a midget ganglion cell (MG) and an amacrine process (A],
Ag) that feeds back onto the bipolar terminal and forward onto the ganglion cell (Ag). Many
other amacrine processes also contact the ganglion cell. [From Calkins and Sterling, 1996.]

it couples particular amacrine types to bipolar cells. For example, the largest electrical
synapse in IPL couples an All amacrine dendrite to an ON cone bipolar axon termi-
nal (Kolb and Famiglietti, 1974; Sterling et al., 1988; Strettoi et al., 1990). This con-
nection is apparently critical for vision under starlight, as is discussed later. Fourth,
certain narrow-field amacrine cells couple to particular types of ganglion cell (alpha,
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parasol; Dacey and Brace, 1992; Vaney, 1994b). Finally, certain types of ganglion cell
couple homotypically without amacrine participation, e.g., the directionally sensitive
ganglion cell (see Fig. 6.11C; Vaney, 1994a,b).

The ganglion cell differs from "output" cells in other brain regions. The cell is a rel-
atively small, 10-25 /am soma, compared with 50-80 ^im for the motoneuron and
Purkinje cell. And ganglion cell dendrites typically extend for only 20-200 /^m, com-
pared with 1000 /im for the motoneuron. Correspondingly, the ganglion cell collects
relatively few synapses: 60-100 for a central midget cell, 200 for a central beta cell,
and 3000 for a peripheral beta and a central alpha cell (Freed and Sterling, 1988; Co-
hen and Sterling, 1992; Kier et al., 1995; Calkins et al., 1996). In contrast, a spinal al-
pha motoneuron collects about 10,000 synapses, and cerebellar Purkinje cell collects
more than 100,000 synapses! Another difference: a ganglion cell collects synapses ex-
clusively on dendrites and not the soma. By contrast, the motoneuron is encrusted with
synapses over its entire surface (see Chap. 3), and the very design of the Purkinje cell
seems to hinge on an antagonism between excitatory inputs to the dendritic tree and
inhibitory inputs to the soma (see Chap. 7).

DEVELOPMENT

Understanding of how retinal circuits develop is rather fragmentary at present, so rather
than attempt a synthesis, we note some current lines of investigation. A key effort is
to identify mechanisms that generate the plethora of retinal cell types. This seems to
involve specific transcription factors. For example, the Brn-3 family of POU domain
transcription factors are expressed in subsets of retinal ganglion cells. These proteins
first appear in ganglion cell precursors migrating from the zone of dividing neuroblasts
to the future ganglion cell layer. Targeted disruption of the Brn-3b gene causes selec-
tive loss of 70% of ganglion cells but not other types (Gan et al., 1996); also, trans-
gene expression of Brn-3 members labels various types of amacrine and ganglion cells
but not other types (Xiang et al., 1996). Still another POU-domain protein, RPF-1, is
expressed in neuroblasts destined to become ganglion and amacrine cells (Zhou et al.,
1996).

Another effort concerns the mechanisms that regulate cell number (Williams and
Herrup, 1988). As is generally the case, excess cells are produced and then "pruned"
by cell death ("apoptosis"). Thus, in cat by embryonic day 39, about 700,000 ganglion
cells send axons into the optic nerve. They connect centrally and fire action potentials
that drive geniculate neurons (Katz and Shatz, 1996). Nevertheless, by birth only
270,000 axons remain, and by 6 weeks postnatally, there are only about 180,000, which
is the adult number (Williams et al., 1986). Why certain ganglion cells live while oth-
ers die remains to be established, but the current best guess is that the process involves
competition for a specific neurotrophin (reviewed in Katz and Shatz, 1996).

Prenatal firing of optic axons shapes geniculate development because blocking these
action potentials prevents segregation of eye-specific geniculate layers (Penn et al.,
1998). The activity may also help establish orderly two-dimensional maps of retina in
central structures (Katz and Shatz, 1996; Katz and Crowley, 2002). This spontaneous
ganglion cell firing is not random but rather sweeps across the retina in waves, so that
adjacent cells fire together (Meister et al., 1991). The waves of firing are also associ-
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ated with waves of intracellular calcium fluctuation in amacrine and ganglion cells that
may be triggered by cholinergic amacrine cells (Zhou, 200 Ib). The waves may also be
coordinated via electrical coupling and shared levels of extracellular potassium (Burgi
and Grzywacz, 1994; Penn et al., 1994; Singer et al., 2001). Because "neurons that fire
together, wire together," these waves of correlated activity may contribute to the or-
derly relationships at the far end of the optic nerve (Katz and Shatz, 1996). The need
to generate these early waves of activity may explain why the earliest synaptic con-
nections in the retina involve lateral rather than forward elements (Maslim and Stone,
1986).

In this early period, GABA and glycine excite ganglion cells and only later switch
over to their more standard inhibitory actions (Fischer et al., 1998; Zhou, 2001a). For
GABA and glycine to excite, the chloride equilibrium potential must be positive to the
resting potential, implying that intracellular chloride concentration is higher during de-
velopment than in the adult. Consistent with this prediction, the chloride transporter
NKCC (which raises intracellular chloride) is high in early development and declines
relative to KCC2 (which lowers intracellular chloride) about the time that GABA be-
comes inhibitory (Vu et al., 2000; Zhang et al., 2003).

At birth, the main ganglion cells in cat (alpha, beta, etc.) are easily recognized (Dann
et al., 1988; Ramoa et al., 1988). But they are not yet connected to their intraretinal
circuits because the photoreceptors are still proliferating, and the bipolar axons are just
descending toward the IPL. As the eyes open (6-10 days postnatal), synaptogenesis
enters high gear and is nearly complete by 4 weeks (Vogel, 1978; Maslim and Stone,
1986). Each cell type probably has its own programmed period and rate of synapto-
genesis, and there is no simple way to characterize the sequence. Thus, it proceeds nei-
ther strictly centrifugally (ganglion cell —» bipolar —» receptor) nor vice versa (McArdle
et al., 1977; cf. Nishimura and Rakic, 1987). Further, the genesis of retinal wiring, de-
spite its coincidence with eye opening, appears to follow a genetic program and to be
little affected by light or patterned stimulation. Thus, neither dark rearing nor occlu-
sion by lid suture (which prevents patterned stimulation) much affects adult retinal mor-
phology or physiology, even though such procedures profoundly alter the structure and
function of the visual cortex (Daw and Wyatt, 1974; Hubel and Wiesel, 1977). How-
ever, ON and OFF ganglion cells express distinct firing properties during development,
which may allow postsynaptic thalamic cells to distinguish between them and segre-
gate their output into separate ON and OFF sublaminae (Stryker and Zahs, 1983; Wong
and Oakley, 1996). Thus, developmental changes in retinal circuitry influence devel-
opmental changes in ganglion cell axon targeting.

Perinatal alpha and beta ganglion cells display immature dendritic arbors with ex-
cessive branches and spines, and their ON/OFF dendritic stratification is incomplete
(Dann et al., 1988; Ramoa et al., 1988). Pruning of the ganglion dendritic arbors pro-
ceeds almost normally in the presence of TTX. Therefore, action potentials, which cru-
cially shape the axon arbor, hardly affect the dendritic arbor (Wong et al., 1991). On
the other hand, bipolar input (insensitive to TTX) apparently does shape the dendritic
arbors. Thus, tonically hyperpolarizing ON bipolar cells during eye opening (by in-
traocular application of the mGluR6 agonist APB) arrests the normal progress of
stratification (Bodnarenko et al., 1995). Furthermore, during synaptogenesis, a retinal
ganglion cell's dendritic tree expands and contracts locally, bringing postsynaptic den-
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dritic membrane into contact with presynaptic amacrine and bipolar cell release sites.
Such dendritic remodeling depends on nicotinic acetylcholine receptors and local Ca2+

release from internal stores in the ganglion cell (Lohmann et al., 2002).
The synaptic connections in adult mammalian retina appear not to be "plastic." But

in lower vertebrates (such as fish and amphibia), the retina continues to grow through-
out life, adding nerve cells in concentric rings at the periphery to all three layers. The
optic tectum, the main target of the fish and amphibian optic nerve, also continues to
add neurons but in concentric crescents rather than in complete rings. This creates a
topological mismatch between the retina and its map on the tectum. Consequently, the
map requires continuous readjustment. This is accomplished by the continuous retrac-
tion of old retinotectal synapses, growth of the optic axons across the tectum, and the
formation of new synapses (Easter and Stuermer, 1984; Reh and Constantine-Paton,
1984). If the neural retina is totally removed from the eye of a fish or amphibian, cells
from the pigment epithelium de-differentiate, divide, and regenerate a whole new neu-
ral retina whose ganglion cell axons find their way to the brain and reconnect properly
(Stone, 1950; Saito, 1999).

Another fascinating developmental plasticity is the shift in retinal wiring that in cer-
tain organisms accompanies changes in lifestyle. For example, the adult frog eats flies
and has a type of ganglion cell tuned by specific circuits to "fly-like" stimuli (Barlow,
1953; Maturana et al., 1960). However, the tadpole eats algae and lacks this cell type.
The fly-detecting ganglion cell and its neural circuitry develop as part of the many
complex changes that accompany metamorphosis (Frank and Hollyfield, 1987). How-
ever, it seems fairly certain that its emergence is directed by a genetic program that op-
erates whether or not the frog is ever confronted with a fly.

VISUAL TRANSDUCTION

Rods and cones share the same transduction mechanism (Fig. 6.15). The outer segment
bears numerous cation channels permeable to Na+ and Ca2+. A channel flickers open
upon binding four molecules of cGMP, and in the dark the intracellular concentration
of cGMP is high. Therefore, at any instant about 106 channels are open. The result in
darkness is a continuous inward sodium current at the outer segment, which is bal-
anced by an outward potassium current at the inner segment. This circulating dark cur-
rent depolarizes the receptor to about —40 mV. The cell's ionic balance is maintained
by an active sodium/potassium exchanger operating continuously at the inner segment,
which explains the large energy demand at this site and thus its need for densely packed
mitochondria (see Fig. 6.4; reviewed in Yau, 1994; Pugh and Lamb, 1993, 2000).

The optical image focuses at the level of the inner segments (see Figs. 6.4 and 6.10).
A photon contributing to this image penetrates the plasma membrane to enter the in-
ner segment. Entering a rod, the photon may simply pass through, continuing on until
it is finally trapped in a neighboring receptor. Which rod captures a given photon does
not matter because at night the optical image is poor and subsequent pooling of rod
signals is great. However, if a photon enters a cone inner segment roughly parallel to
its long axis, it is trapped due to the densely packed and longitudinally oriented mito-
chondria that raise the refractive index. Thus, the cone inner segment's "wave-guide"
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Fig. 6.15. Basics of transduction and forward signal transfer. One cycle of a dark/bright grating
flashes briefly on a steady background. Light decrement for the left cone allows guanyl cyclase to
raise [cGMP], thus opening cation channels in the outer segment and depolarizing the cone mem-
brane potential (Vm). The cone terminal increases its discharge of glutamate onto ionotropic re-
ceptors (iGluR), depolarizing the OFF bipolar cell, thus releasing glutamate onto the OFF ganglion
cell and causing it to spike. Light increment for the right cone isomerizes rhodopsin, triggering the
G protein cascade that lowers [cGMP], thus closing cation channels in the outer segment and hy-
perpolarizing the cone membrane potential. The cone terminal ceases its tonic release of glutamate
onto metabotropic (mGluR6) receptors, depolarizing the ON bipolar cell, thus releasing glutamate
onto the ON ganglion cell and causing it to spike. This key step at the cone terminal, use of paired
neurons to separately encode light decrement and increment, carries forward to the ganglion cells
that feed the geniculostriate pathway, doubling the total dynamic range.

funnels photons toward the outer segment to preserve the correspondence between the
optical image and the transduced image (Enoch, 1981).

A photon reaching the outer segment penetrates the stacked membrane discs (see
Fig. 6.4) until it encounters a molecule of photopigment (rhodopsin) and transfers its
energy. This isomerizes the vitamin A group attached to the opsin protein, activates the
molecule, and causes it to activate several hundred molecules of the G-protein trans-
ducin. Transducin then activates hundreds of phosphodiesterase molecules that rapidly



248 The Synoptic Organization of the Brain

hydrolyze cGMP, lowering its concentration. This closes the cation channels and re-
duces the Na+ and Ca2+ influx ("dark current"), thus hyperpolarizing the outer seg-
ment. This signal spreads to the inner segment where voltage-gated channels further
shape it temporally and boost its amplitude (reviewed in Pugh and Lamb, 1993; Yau,
1994) before sending it down the axon (Hsu et al., 1998).

The rod achieves the ultimate sensitivity: one photon isomerizes one rhodopsin mol-
ecule (Rh*), which lowers the cGMP concentration enough to suppress about 4% of
the dark current. This gives a —0.7 pA signal with a signal/noise ratio of about 3.5
(Baylor et al., 1984). Although the rhodopsin molecule is quite stable, it does isomer-
ize without a photon—by thermal agitation—producing —0.006 Rh*/rod/s. Because
the next stage cannot distinguish a photic isomerization from a thermal one, this rate
of "dark light" helps set the lower limit of visual sensitivity (reviewed in Barlow, 1982).

The rod sums linearly up to about 20 Rh* delivered as a flash, saturating completely
to 100 Rh*/flash (Baylor et al., 1984). But to a background that steadily evokes
100 Rh* per integration time (corresponding to twilight), the rod can reduce its sensi-
tivity and thus avoid saturation when the cone signal is declining toward its threshold.
Complete saturation occurs at about 1000 Rh* per integration time (Tamura et al., 1989,
1991).

Rod adaptation arises from multiple mechanisms that affect individual steps of the
phototransduction cascade, and many of these mechanisms depend on the intracellular
level of Ca2+ (Pugh and Lamb, 2000; Burns and Lamb, 2003). An additional mecha-
nism for adaptation, observed in vivo, involves the light-induced movement of the
G-protein transducin from the rod outer segment to compartments in the inner segment
and soma (Sokolov et al., 2002).

The cone is less sensitive by nearly 70-fold: 1 Rh* suppresses only about 0.06% of
the dark current, but this response is buried by random fluctuations of the membrane
current and so is undetectable. The cone signal first rises above the noise when about
100 Rh* arrive within its integration time; thus its threshold for signaling uses about
the same fraction of the dark current as the rod (Schnapf et al., 1990). The cone sig-
nal turns on at the same rate as the rod, but turns off much faster, which is key to
its shorter integration time and greater temporal resolution (Pugh and Lamb, 1993;
Tachibanaki et al., 2001). As light intensity rises, several mechanisms turn down cone
sensitivity to retain a linear response, and even in the brightest light the response does
not saturate completely (Burkhardt, 1994). The mechanisms that arrest transduction
and turn down its sensitivity involve feedback control by calcium at many levels of the
cascade but are as yet incompletely understood (reviewed in Yau, 1994; Burns and
Lamb, 2003).

DENDRITIC AND AXONAL PROPERTIES

PATTERNS OF FUNCTIONAL POLARIZATION

Classically, "dendritic" has implied passive current flow toward the soma and axon
hillock. "Axonal" has implied active propagation away from the soma toward the pre-
synaptic terminal. But in retina as elsewhere (see Chaps. 1 and 2), these simple defi-
nitions tend to dissolve. True, the forward "relay" neurons do display typical polarity.
Indeed, the sequence: photoreceptor —» bipolar cell —> ganglion cell was Cajal's pri-
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mary exemplar (together with the olfactory bulb's mitral cell; see Chap. 5) for his "law"
of polarized conduction. However, photoreceptor and bipolar axons do not normally
spike; rather they are passive, releasing transmitter upon graded depolarization (von
Gersdorff and Matthews, 1994; Rieke and Schwartz, 1996). Also, these axon terminals
receive modulatory inputs. Both points violate classical theory.

The lateral elements break all the classical rules (Piccolino, 1986). In fact, their de-
signs seem almost ad hoc, each suited to accomplish a particular task. Thus, a hori-
zontal cell collects input all along its processes and gives output at the same sites.
Furthermore, because horizontal cells are strongly coupled, they present essentially a
continuous sheet, passively integrating inputs and modulating outputs rather widely in
space and time (Smith, 1995). A narrow or medium-field amacrine cell is also non-
polarized because its input and output tend to be near each other (Famiglietti, 1991;
Calkins and Sterling, 1996). However, these amacrine processes are quite fine caliber,
are not coupled, and may be passive. Consequently the output of such a cell may cre-
ate a local feedback circuit for temporal sharpening (Freed et al., 2003).

The starburst amacrine cell, with dendrites like spokes of a wagon wheel (see Fig. 6.9),
collects excitatory input uniformly along each branch but provides output only at the dis-
tal segments. Consequently, light stimulus sweeping across this cell proximo —> distally
excites the output more effectively than a stimulus moving disto —> proximally (Euler et
al., 2002). This effect, coupled with the starburst cell's asymmetrical connections to the
directionally selective ganglion cell (Fried et al., 2002), may explain the mechanism for
directional selectivity identified long ago (Barlow and Levick, 1965).

The wide-field amacrine cells present a bizarre twist to the theme of polarized con-
duction. As noted, these cells collect input conventionally via a dendritic tree that fun-
nels PSPs toward the soma. Action potentials also arise conventionally, at an axon hillock,
and propagate for millimeters across the retina (see Fig. 6.9). Unconventionally, though,
each primary dendrite emits its own axon; thus, although the cell segregates its passive
dendrites and spiking axons, the latter broadcast spikes radially in two dimensions.

The All amacrine cell represents still another twist to the theme of functional po-
larity and active versus passive membrane. The cell collects its key input from rod bi-
polar synapses on its main arbor in the ON layer of the IPL and uses gap junctions
with cone bipolar axon terminals as a local excitatory output. Because the All collect-
ing arbor is narrow-field, it should not require active membrane to propagate its sig-
nal, yet the cell produces large, fast depolarizations that are sensitive to TTX (Nelson,
1982; Boos, et al., 1993). Here, a voltage-sensitive membrane, rather than spreading
signals beyond where passive conduction could take them, seems to provide a "thres-
holding" mechanism that amplifies nonlinearly to separate small signals from noise
(Freed et al., 1987; Smith and Vardi, 1995).

Neighboring All cells couple to one another with a conductance of about 700 pS,
which promotes synchronous spiking in the network (Veruki and Hartveit, 2002). The
importance of All spiking for the ganglion cell response remains unclear because in
dark-adapted retina (where the All carries the rod signal), robust ganglion cell rsponses
are recorded even when All spikes are blocked with TTX (Taylor, 1999). The All's re-
sponse properties and the extent of All-All coupling depend strongly on the degree of
light adaptation (Bloomfield et al., 1997; Xin and Bloomfield, 1999). Only a few of
the 40 amacrine types have been studied, so further surprises are to be expected.
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INDIVIDUAL RETINAL NEURONS ARE ELECTROTONICALLY COMPACT
The axons and main dendrites of feedforward neurons are relatively short and thick.
Thus rod and cone axons, respectively, 0.5 and 1.6 /zm diameter, range from 20 to
400 /mm long (Hsu et al., 1998). Bipolar dendrites and axons are about the same thick-
ness as photoreceptor axons but even shorter. Ganglion cell dendrites (beta and alpha)
are also about 0.5-1.5 /xm in diameter, and the arbors range from about 30 to 250 (Jim
across. Consequently, all synapses onto these cells are calculated to be well within
one space constant of the soma. Electrotonic considerations indicate that photovolt-
ages transmitted to rod and cone terminals and EPSPs transmitted from distal den-
drites to the ganglion cell soma are little attenuated (Koch et al., 1982; Freed et al.,
1992; Kier et al., 1995; Hsu et al., 1998). Ganglion cells in the periphery (alpha, para-
sol) and certain cell types all across the retina are much larger than 250 jum, reach-
ing up to 1 mm diameter (Berson et al., 1998; Peterson and Dacey, 1999). In these
cells, active mechansisms, such as dendritic Na+ channels, may allow transmission
from distal dendrite to soma (Velte and Masland, 1999).

NEUROTRANSMITTERS AND POSTSYNAPTIC RECEPTORS

Essentially all of the transmitters identified elsewhere in the brain exist also in the
retina. A transmitter can be assigned to a cell type upon immunocytochemical detec-
tion of (7) the endogenous transmitter, (2) its synthetic enzyme, and (3) transmitter re-
ceptors on postsynaptic cells. When no antibody is available, in situ hybridization for
mRNA of the appropriate molecule also provides a clue, but the conclusion remains
tentative because the mRNA may not be expressed. Commonly, a neuron that uses a
particular transmitter also expresses a transporter molecule on its surface that binds the
transmitter in the extracellular space and actively pumps its back into the cell. Miiller
cells are not known to release glutamate, but they do express receptors for amino acid
transmitters and also transporters for both GABA and glutamate (reviewed in Newman
and Reichenbach, 1996). Most recently, they are shown to release ATP, which activates
AI adenosine receptors on ganglion cells and inhibits them, probably by modulating a
GIRK (G-protein-regulated K+ channel; Newman, 2003).

PHOTORECEPTORS TO HORIZONTAL AND BIPOLAR CELLS

Photoreceptors contain the excitatory amino acid glutamate and release it when depo-
larized. Two experimental tours deforce seem conclusive. First, a turtle rod was sucked
by its outer segment into a micropipette through which it could be electrically stimu-
lated. The tip of a second pipette, bearing a patch of neuronal membrane ripped from
a cultured hippocampal neuron, was moved close to the rod axon terminal. The mem-
brane patch, which was "outside out" (see Chap. 2), contained the NMDA type of glu-
tamate receptor. Electrically depolarized, the rod released a transmitter onto this
"sniffer" patch, opening ion channels gated by the NMDA receptor (Copenhagen and
Jahr, 1989). Second, the rod axon terminal was sucked into a pipette containing gluta-
mate dehydrogenase plus NAD; then release of glutamate was measured directly by an
increase in fluorescence due to the formation of NADH2 (Ayoub et al., 1989).

Postsynaptic to photoreceptors, horizontal cells express iGluRs (AMPA and kainate)
that open a cation channel with a reversal potential near zero (Haverkamp et al., 2000,
2001a,b). Thus, as the photoreceptor depolarizes to dark stimuli and releases glutamate
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(see earlier and Fig. 6.15), the horizontal cell depolarizes. The OFF bipolar cell den-
drites also express iGluRs and thus also depolarize to dark stimuli. Although horizon-
tal and OFF bipolar cells express the same broad class of receptor (iGluRs), the
particular combinations of receptor subunits differ (DeVries, 2000). This could explain
how the effective concentration for a half-maximal response (ECso) could be 0.5 mM
for the horizontal cell and 10 /jiM for the bipolar cell (Sasaki and Kaneko, 1996). This
sensitivity difference seems key to assembling multiple postsynaptic processes into a
complex where they can all be activated by the same point source of glutamate (see
Fig 6.13; Rao-Mirotznik et al., 1998).

The ON bipolar dendrites express a metabotropic glutamate receptor, mGluR6 (see
Fig. 6.15A; Nomura et al., 1994). This receptor, highly localized to the tips of rod bi-
polar and ON cone bipolar dendrites, couples to a second messenger system requiring
the G-protein, G0 (Vardi and Morigiwa, 1997; Dhingra et al., 2000, 2002). Glutamate
binds this receptor to close an ion channel with reversal potential near zero and thus
hyperpolarizes the cell. Light suppresses the photoreceptor's glutamate release to open
this cation channel and depolarize the cell. This synapse has been termed "sign-
reversing" and "inhibitory" because glutamate's action is to hyperpolarize, but the re-
versal potential is positive (i.e., excitatory). Therefore, it may be simplest to consider
the ON bipolar cell as excited by bright stimuli and the OFF bipolar cell as excited by
dark stimuli (both relative to the local mean intensity level).

By using two different receptors for the same transmitter, OFF and ON cone bipo-
lar cells double the dynamic range for encoding intensity differences across a natural
scene (see Fig. 6.18). Half of the bipolar cells carry signals greater than the local mean,
and half carry signals less than the local mean. Their ganglion cells and correspond-
ing cells in the lateral geniculate nucleus follow suit. Finally, at the level of simple
cells in striate cortex, these signals recombine. The receptive field of a cortical "sim-
ple cell" comprises elongated ON and OFF subregions. Within an ON subregion fir-
ing is evoked by increased excitation from ON geniculate cells and decreased inhibition
from OFF geniculate cells; conversely, within an OFF subregion firing is evoked by
increased excitation from OFF geniculate cells and decreased inhibition from ON gan-
glion cells (Palmer and Davis, 1981; Ferster, 1988). Thus, each subregion, wired in
"push-pull" fashion, uses the full dynamic range that was initially divided at the cone
synapse. An important lesson here is that to understand the reason for a particular en-
coding procedure at one synapse, one may need to look ahead another four or five
stages!

It was thought initially that the ON bipolar cell's mGluR6 couples to a G-protein
that activates phosphodiesterase (PDE) to hydrolyze cGMP and close a cation chan-
nel, i.e., mimicking the mechanism for phototransduction (Nawy and Jahr, 1990; Shiells
and Falk, 1990). But Goai, the protein coupled to mGluR6, although crucial to the ON
light response, is not linked to PDE or cGMP hydrolysis, and thus the link between
activation of Goaj and the closing of the cation channel remains a mystery (Vardi, 1998;
Nawy, 1999; Dhingra et al., 2000, 2002).

HORIZONTAL TO PHOTORECEPTOR AND BIPOLAR CELLS

Horizontal cells use GABA. Although mammalian horizontal cells do not demonstra-
bly accumulate exogenous GABA, they do contain it (Chun and Wa'ssle, 1989). They
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also express the GABA-synthetic enzyme glutamic acid decarboxylase (GAD) in one
of two isoforms, GAD65 or GAD67 (Vardi and Sterling, 1994; Johnson and Vardi, 1998).
Further, GABAA and GABAc receptors are expressed by cone bipolar and rod bipolar
dendrites, implying a local source of GAB A, presumably horizontal cells (Vardi et al.,
1992; Vardi and Sterling, 1994; Enz et al., 1996; Shields et al., 2000). The cone axon
terminal hyperpolarizes to ionophoresis of GABA, suggesting GABA feedback onto it
(e.g., Tachibana and Kaneko, 1984; Wu, 1992; Pattnaik et al., 2000).

BIPOLAR TO GANGLION AND AMACRINE CELLS

Bipolar neurons use glutamate as a transmitter. Here the evidence rests mainly on the
responsiveness of ganglion and amacrine cells to ionophoresed glutamate and its var-
ious agonists and antagonists. iGluRs are both expressed by ganglion cells and specific
amacrine types (Cohen et al., 1994; reviewed in Wilson, 2003). Many different sub-
units of each receptor type are present (Vardi and Morigiwa, 1997; Qin and Pourcho,
1999a,b; Fletcher et al., 2000; Pourcho et al., 2001). However, in general amacrine cells
express kainate receptors, whereas ganglion cells express AMPA and NMDA receptors
(Grunert et al., 2002). Furthermore, various processes in the inner plexiform layer, in-
cluding bipolar terminals, express metabotropic glutamate receptors (Hartveit et al.,
1995; Brandstatter et al., 1996; Awatramani and Slaughter, 2001; Higgs et al., 2002).

Certain bipolar neurons contain glycine and appear to accumulate it from the extra-
cellular medium (Cohen and Sterling, 1986; Pourcho and Goebel, 1987). Furthermore,
some ganglion cells bear glycine receptors and respond to ionophoretic glycine with
an increased Cl~ conductance that is blocked specifically by strychnine (Bolz et al.,
1985; Koulen et al., 1996). However, it now appears that glycine enters the bipolar ter-
minal via the gap junctions with the All amacrine cell that accumulates it via a glycine
transporter (Cohen and Sterling, 1986; Vaney et al., 1998). Thus, although bipolar cells
contain glycine and apparently provide a glycine reservoir for the All cell, they prob-
ably do not release it.

One striking complication is that certain bipolar cells contain endogenous GABA
and express GAD (Wa'ssle and Chun, 1988; Vardi and Auerbach, 1995). These cells
represent two distinct types with axons in the OFF layer of the IPL (Kao et al., 2003).
These cells express the vesicular transporters of both glutamate and GABA, and thus
probably do release both transmitters (Kao et al., 2003). If so, a differential arrange-
ment of postsynaptic receptors would permit this synapse to excite one member of its
postsynaptic dyad (ganglion cell) while simultaneously inhibiting the other (All
amacrine cell).

AMACRINE CELLS

About half of all amacrine somas contain glycine and half contain GABA plus GAD
(Vardi and Auerbach, 1995). However, GABA is expressed by many amacrine types
that also express other transmitters. For example, the starburst amacrine cells that syn-
thesize acetylcholine also synthesize GABA using both isoforms of GAD (Brecha et
al., 1988; Kosaka et al., 1988; Vaney and Young, 1988; Vardi and Auerbach, 1995).

Other GABA amacrine cells contain dopamine, indoleamines, or neuropeptides such
as somatostatin, vasoactive intestinal polypeptide, and substance P (Sagar, 1987; Vaney
et al., 1989b; White et al., 1990; reviewed in Vaney, 1990, 2003; Casini and Brecha,



Chapter 6. Retina 253

1992). Still other amacrine cells contain NADPH diaphorase, which synthesizes nitric
oxide, so conceivably GABA in amacrine cells is never the sole transmitter (Sandell,
1985; Sagar, 1987). It remains unclear whether any cell co-releases GABA with its
other transmitter/modulator, whether they are released at different spatial loci, or in re-
sponse to different electrical or chemical signals (O'Malley et al., 1994).

Processes postsynaptic at amacrine synapses bear the standard receptor molecules.
Thus, where glycine is presynaptic, there are postsynaptic glycine receptors (Freed and
Sterling, 1988; Pourcho and Owczarzak, 1991; Sassoe-Pognetto et al., 1994); where
GABA is presynaptic, there are postsynaptic GABAA or GABAc receptors (Vardi
and Sterling, 1994; Enz et al., 1996). Bipolar terminals express both GABAA and
GABAc receptors, whereas ganglion cells express mainly GABAA (Shields et al., 2000).
GABAA currents are more transient than GABAc currents, and thus the relative ex-
pression of these two receptors will temporally shape light-evoked inhibition (Shields
et al., 2000).

Unlike GABA, dopamine can act in a "paracrine" fashion, reaching postsynaptic tar-
gets tens of microns beyond its site of release. Thus, the DI receptors distribute much
more widely than the conventional dopaminergic synapses (Witkovsky et al., 1993;
Veruki and Wassle, 1996). Neuropeptide receptors tend to have many subtypes. For ex-
ample, for somatostatin there are five types, one of which, SSRT2a, has been localized
in retina to the rod bipolar terminal (Reisine and Bell, 1995; Vasilaki et al., 1996).
Acetylcholine released by the starburst amacrine cell also must have different recep-
tors because the direction selective cell is affected by nicotinic blockers (ionotropic),
whereas alpha and beta cells are also affected by muscarinic agonists (metabotropic)
(Schmidt et al., 1987).

Matters already seem complicated by multiple presynaptic transmitters and multiple
subtypes of postsynaptic receptor. But they are profoundly more so because many post-
synaptic receptors, including those for glutamate, GABA, dopamine, indoleamines, and
peptides, couple to various G-proteins, and these trigger a variety of "second messen-
ger" systems. For example, G0if is expressed by wide-field horizontal cells and gan-
glion cells in the IPL; G0 is expressed by ON bipolar cells and by certain amacrine
processes in IPL (Vardi et al., 1993). Because a given G-protein can couple to more
than one type of downstream effector, the possible signaling pathways must be very
large. Thus, one senses an underlying neurochemical network at least as complex as
the network of anatomical connections.

FUNCTIONAL CIRCUITS

HOW EFFICIENT IS THE RETINA?

Having described the main types of retinal neuron and their connections, transmitters,
etc., we are nearly ready to consider how the anatomical wiring serves function. But
first we should ask how well does the retina perform? The first steps of phototrans-
duction are inefficient: only about one-third of the photons striking the retina are ab-
sorbed by a rhodopsin molecule, and only half of these cause isomerization (reviewed
in Sterling et al., 1987). Yet once activated, an Rh* projects this information through
subsequent stages with remarkable reliability. Thus, a single Rh* activates several hun-
dred transducin (G-protein) molecules and thence a comparable number of PDE cat-
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alytic subunits (Leskov et al., 2000), leading reliably to two or three spikes in several
ON ganglion cells and to suppression of two or three spikes in several OFF ganglion
cells (Barlow et al., 1971; Mastronarde, 1983; Vardi and Smith, 1996).

Once a single photon signal reaches a ganglion cell, to be useful it must sum effi-
ciently with other such signals. If noise were added along the way, e.g., due to random
release of synaptic vesicles, or if the signal were to saturate some stage along the trans-
mission pathway, information would be lost and the image would be degraded. Yet we
discriminate stimuli near threshold with very little information loss along neural cir-
cuits. The evidence stems from "ideal observer" computer models that perform any
specified discrimination simply based on the number of photons counted. The models
take account of losses due to optics, photoreceptor sampling, and transduction. But
thereafter, they operate ideally, i.e., with no further information loss due to neural mech-
anisms (Geisler, 1989). It turns out that for a suitable stimulus we approach the sensi-
tivity of an ideal observer to within a factor of 2-3 in both dim and bright light (Crowell
and Banks, 1988; Savage and Banks, 1992). Therefore, the sum of all stages—from
transduction to the ultimate site of discrimination—must not lose any more informa-
tion than this. Thus retinal circuits must be extremely efficient—as implied by the fine
sculpting of the receptor mosaic (described earlier). This alerts us to circuit mecha-
nisms that prevent noise and saturation.

CIRCUITS FOR GANGLION CELL RECEPTIVE FIELD

Center. The center circuit turns out to be fairly simple: the cones co-spatial with the
ganglion cell dendritic field modulate glutamate release onto dendrites of cone bipolar
cells whose axons contact the ganglion cell dendritic tree. Brightening these cones de-
polarizes the ON bipolar cells and delivers glutamate to ON ganglion cell dendrites;
dimming these cones depolarizes the OFF bipolar cells and delivers glutamate to OFF
ganglion cell dendrites (see Fig. 6.15A). Thus, the "center" circuit is purely excitatory.

The number of cones that connect directly to a ganglion cell dendritic arbor depends
on species, retinal location, and ganglion cell type. For example, in cat, about 35 cones
overlie a central beta cell dendritic field and employ about 15 bipolar cells to contact
it with nearly 200 synapses (Fig. 6.16) (Cohen and Sterling, 1992). About 625 cones
overlie a central alpha cell and use about 150 bipolar cells with nearly 450 synapses
(Fig. 6.16; Freed and Sterling, 1988). In these respects, a peripheral beta cell resem-
bles a central alpha cell (Kolb and Nelson, 1993; Kier et al., 1995).

In primates, the receptive field centers are much smaller. For example, in the fovea
a single cone contacts a pair of "midget" bipolar cells (ON and OFF) that in turn con-
tact, respectively, ON and OFF "midget" ganglion cells. This 1:1 bipolar-to-ganglion
cell connection is accomplished with only about 50 synapses (Calkins et al., 1994). In
the periphery, e.g., 20 degrees, about 10 cones overlie the midget ganglion cell. Here,
although each cone still contacts its own private midget bipolar cell, several of these
converge onto a midget ganglion cell (Dacey, 1996; Goodchild et al., 1996b). The wider-
field ganglion cells in primate fovea, "parasol" and "garland" cells, collect on the or-
der of 30-50 cones (Calkins and Sterling, 2003).

What explains the alpha cell's transient response to a steady center stimulus versus
the beta cell's sustained response (see Fig. 6.7)? Multiple mechanisms cooperate: (7)
only one type of bipolar cell contacts the alpha cell, and it has a large transient re-
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Fig. 6.16. Circuits for the ganglion cell receptive field center. A: Sensitivity profiles of central
beta and alpha cell receptive fields. Beta cell is 8-fold more sensitive than an alpha cell to a
small spot (just covering the beta center). Beta centers are narrow and closely spaced; alpha cen-
ters are broader and coarsely spaced. B: Beta cell collects about 80 synapses from the b] bipo-
lar array, whereas the alpha cell collects 450 bi synapses. C: Beta gaussian sensitivity profile is
shaped mainly by the bipolar receptive field center, which is broad due to optical blur and cone
coupling (see Fig. 6.17); the synapse distribution across the narrow beta dendritic tree hardly
matters. Alpha gaussian sensitivity profile is shaped partly by the bipolar centers, but more im-
portantly by the dome-like distribution of synapses across the dendritic tree. The beta cell's
greater peak sensitivity is due to its greater density of synapses/retinal area. [After Freed and
Sterling, 1988; Freed et al., 1992.]

sponse, whereas three types of bipolar cell contact the beta cell and carry sustained as
well as transient responses (see Fig. 6.6B; Nelson and Kolb, 1983; Freed and Sterling,
1988; Cohen and Sterling, 1992; Freed, 2000a,b). (2) Starburst amacrine processes, co-
planar with the alpha dendritic arbor, associate with it, whereas starburst processes have
access to only a small fraction of the beta dendritic arbor (Vardi et al., 1989; Luo et
al., 1996), (3) Bipolar input to the starburst cell, mediated by kainate receptors, tran-
siently releases acetylcholine onto ganglion cell dendrites (Famiglietti, 1991; Linn et
al., 1991). (4) Nicotinic receptors so activated depolarize but rapidly desensitize



256 The Synoptic Organization of the Brain

(Kaneda et al., 1995). (5) Glycinergic amacrine synapses from narrow-field amacrine
cells provide many synapses to the alpha cell and may antagonize the center excitation
(Freed and Sterling, 1988). (6) Voltage-gated sodium channels for the alpha cell action
potential inactivate rapidly (Kaneda and Kaneko, 1991). (7) Alpha cells have very low
impedence, which may contribute to a faster time constant (Cohen, 2001; O'Brien et
al., 2002). In short, this key physiological difference between the alpha and beta cell
types arises partly from differences at the intercellular level (wiring) and partly from
differences at the /n^racellular level (different receptors and channels).

Surround. The inhibitory surround arises first at the cone terminal (Fig. 6.17) (e.g.,
Baylor et al., 1971; Smith and Sterling, 1990). Whereas a bright spot hyperpolarizes a
central cone, a bright annulus hyperpolarizes surrounding cones. This suppresses their
tonic excitation of horizontal cells, reducing GABA released onto the central cone and
causing it to depolarize, in antagonism to its light response (Fig. 6.17D; Leeper and
Charlton, 1985). Illuminating a small patch of cones, corresponding to the ganglion
cell center, hardly affects horizontal cells because the patch constitutes at most a few

Fig. 6.17. A: Cone array in cat central area (24,000/mm2). A point of light striking the cornea
spreads, due to optical blur, to stimulate about 10 cones (PSF = point spread function). The sig-
nal spreads farther, due to coupling at cone terminals, to create a receptive field center (RFC)
for one cone (*) that encompasses about 50 cones. Inhibitory feedback via horizontal cells causes
a receptive field surround (RFS) encompassing about 1200 cones. B: Sensitivity profile
(difference-of-Gaussians) calculated for the cone receptive field. C: Neural circuit thought to
shape the cone sensitivity profile: center shaped by optics plus coupling; surround shaped by in-
hibitory feedback (inset): its narrow, deep region set by narrow, weakly coupled HB cell; its broad,
shallow region set by broad, strongly coupled HA cell. D: Intracellular recordings from turtle
cone demonstrate its center-surround receptive field: a spot hyperpolarizes the center cone (*);
an annulus causes a brief hyperpolarization by scattering light onto the center; the annulus plus
the spot demonstrates the surround's depolarizing effect. [A-C from Smith, 1995; D from Ger-
schenfeld et al., 1980.]
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percent of the horizontal cell input. But covering a wide field of cones (50-80 times
as many cones as the center) is effective. Experiments suggest that the electrical effect
of modulating a hemi-gap junction at the tip of the horizontal cell spine might con-
tribute to modulating the cone terminal (Kamermans et al., 2001).

The bipolar cell, by summing center-surround receptive fields of 5-10 converging
cones, begins at the OPL to establish its own center-surround receptive field (Werblin
and Dowling, 1969; Kaneko, 1970; Dacey et al., 2000). Another contribution to the
bipolar cell's surround comes from horizontal cell release of GABA onto GABAA re-
ceptors on the bipolar dendrite (Vardi et al., 1992; Vardi and Sterling, 1994; Haverkamp
and Wassle, 2000). Cone glutamate release drives ON and OFF bipolar cells in oppo-
site directions depending on their glutamate receptor (mGluR for ON, iGluR for OFF).

Horizontal cell GABA release also drives ON and OFF bipolar cells in opposite di-
rections, but does so using only one class of receptor: GABA-gated chloride channels.
So, how might this work? The two bipolar classes express different chloride trans-
porters on their dendrites—NKCC, (a chloride accumulator) for ON cells, and KCC2
(a chloride extruder) for OFF cells (Vardi et al., 2000b). Therefore, one idea is that
NKCC sets the ON cell's chloride reversal potential positive to rest and that KCC2 sets
the OFF cell's chloride reversal negative to rest (Vardi et al., 2000b). However, the ON
bipolar axon terminal also expresses GABA-gated chloride reversal potentials that ap-
pear to be hyperpolarizing (Eci negative to rest). This would imply an intracellular gra-
dient of chloride, which has not been found (Satoh et al., 2001; Billups and Attwell,
2002). The puzzle remains.

The bipolar response pattern carries forward via excitatory synapses onto the gan-
glion cell. Consequently, when a beta cell sums 100 excitatory cone signals in its cen-
ter, it also sums the antagonism of their surrounds; when an alpha cell sums 625 cone
signals for its center, it likewise sums their antagonism. Because the alpha surround
represents many more cone surrounds than the beta surround, it is noticeably stronger
(see Fig. 6.16; Freed and Sterling, 1988; Smith and Sterling, 1990). The efficacy of
this lateral inhibitory circuit was demonstrated by injecting current into a horizontal
cell and observing its suppression of light-evoked firing in ganglion cells (Mangel,
1991).

Lateral circuits of the IPL also contribute to the ganglion cell surround. Bipolar ax-
ons beyond the ganglion cell dendritic field excite amacrine arbors and spread signals
toward the ganglion cell where they release glycine or GABA onto presynaptic bipolar
terminals and ganglion cell dendrites (Pourcho and Owczarzak, 1989; Griinert and
Wassle, 1990; Crooks and Kolb, 1992; Vardi and Sterling, 1994; Calkins and Sterling,
1996; Cook and McReynolds, 1998; Taylor, 1999; Flores-Herr et al., 2001; Roska and
Werblin, 2001). Correspondingly, inhibitory conductances are recorded in the ganglion
cell to broad stimuli but not to narrow ones (Freed and Nelson, 1994; Flores-Herr et
al., 2001).

HOW RETINAL CIRCUITS SERVE VISION

NATURAL SCENES CONTAIN FINE DETAIL AT LOW CONTRAST

To appreciate how retinal circuitry serves visual performance, consider a scene from
nature: a sheep among cotton woods as viewed by a predator (wildcat) at 10 meters
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(Fig. 6.ISA). At this distance the retinal image contains detail that is fine with respect
to the grain of the ganglion cell mosaic. For example, the dark tip of the sheep's nose
projected onto the cat's retina fills a beta cell's receptive field center. But the detail in
this scene differs from that in an eye chart or a newspaper where the contrast is high
(white/black = 100/10). In nature, the contrast tends to be low, more like 100/90 and
even 100/99, and this is apparent in the photometer reading across the scene (Fig. 6.18B;
Srinivasan et al., 1982).

To create the optical image of a low-contrast scene requires lots of light. You can
verify this simply by viewing fine detail at a distance where it begins to blur. Decrease
the intensity, either by dimming the light or by viewing through a dark glass, and the
detail is utterly lost. Increase the intensity, and further detail emerges until the light is
very bright. This can hardly be news, for who is unaware that visual acuity deterio-
rates after sunset? But why? Consider the explanation by Albert Rose, a pioneer in
video engineering.

Rose (1973) likens the retina to a black canvas on which photons paint a scene in
the pointillist style. To render one picture element (pixel) black and the others white
(high contrast) requires at least TV — 1 photons, where N is the number of pixels in the
array. However, to render this pixel gray, say an intensity 99% of the surrounding white
pixels, requires the gray pixel to receive 99 photons while the others receive 100. Thus,
the number of photons needed to render this scene is WON — 1; more generally, the
lower the contrast in a scene, the more light is needed to represent it in an image.

There is an additional fact of physics to consider: photons arrive at a given point
randomly in time. Their temporal fluctuation causes uncertainty regarding the true in-
tensity at this point and is thus termed photon noise. As for all random processes that
follow Poisson distribution, this noise (i.e., standard deviation) is proportional to the
square root of the mean. Consequently, to paint a pixel pale gray (1% dimmer than its
neighbors) using random photons requires not 100 photons per pixel, as with the de-
terminate dots of a pointillist, but the square of 100, i.e., 10,000 photons! To represent
for an instant (^=50 ms) in gray the finest detail that human optics can project onto the
retinal canvas would require a single cone to register about 10,000 photons—and that
is about what is available in strong daylight. In short, to register fine detail at low
contrast, every possible photon must be transduced to minimize photon noise. This

Fig. 6.18. How narrow-field and wide-field arrays "filter" the transduced image of a natural
scene. A: Photograph of a bighorn sheep among the cottonwoods. Spatial detail is represented
as peaks and troughs of intensity around some mean level. B: Photometer scan across the mid-
dle of the image (between the arrows). Much discernible structure, e.g., fine branches, differs
from the mean by only a few percent. Were this scene viewed by a mountain lion at 10 meters,
one pixel would correspond roughly to one cone, and the intensity axis would correspond roughly
to the signal amplitude across the cone array. Dimensions and spacings of the narrow-field and
wide-field receptive fields are also indicated. C: Signal amplitude after filtering by narrow-field
cell array. Subtraction by the surrounds of the shared signal component has reset the mean to
zero; pooling by the centers has reduced the noisy fluctuations. D: Signal amplitude after fil-
tering by the wide-field cell array. Again, a zero mean, but the broad pooling and sparse sam-
pling has removed all but the coarsest spatial detail, thereby clearing the wide-field cell's dynamic
range to efficiently encode motion. [Photograph by A. Pearlman; computations for B-D by
R. Rao-Mirotznik and M. Eckert.]
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explains why baseball players tracking a white flyball (subtending only a few cones)
against a bright sky do not wear sunglasses (Sterling et al., 1992).

TO TRANSMIT A LOW-CONTRAST NEURAL IMAGE

REQUIRES MANY SIGNALING EVENTS

One problem is that photon fluctuation in the optical image carries forward into the
neural image at the level of the cones. Here, there are additional sources of noise be-
cause each step in transduction depends on random processes whose noise levels fol-
low the same "square-root law" as photons. For example, cation channels in the cone
outer segment flicker open and shut as they bind and release molecules of cGMP. The
closing of a given channel at any instant does not represent a fall in the concentration
of cGMP (any more than a single bump of a gas molecule on the wall of a container
represents pressure) and therefore does not represent a transduction event. Only a fall
in the average number of open channels signifies transduction; so again, the S/N ratio
is NIvN. To represent at the first neural stage a 1% difference in the optical image re-
quires 10,000 photosuppressible channels—and that is about 10% of what is available
at any instant in one cone (Yau, 1994).

The next problem is that a synapse can transmit only a limited number of intensity
levels. This is determined by the number of synaptic vesicles that it can modulate over
its modest integration time. For example, a cone terminal has been calculated to re-
lease 100 vesicles/s at each of 20 ribbon synapses (Rao et al., 1994a), but over its in-
tegration time of about 50 ms, this is only 100 vesicles. Assuming that vesicle release
is temporally random, the terminal could transmit at most 10 levels (VlOO). This may
be somewhat fewer levels than a cone outer segment could encode given that a thresh-
old stimulus uses 5% of its photosuppressible conductance. So how can the cone ter-
minal match the information content at its output to the number of vesicles available
for transmission? The question applies equally to the ganglion cell—which fires hun-
dreds of spikes/s (Kuffler, 1953), but over its 100-ms integration time, only 10-20
spikes are fired. So broadly, the question is how to transfer a low-contrast signal us-
ing noisy elements of limited information capacity.

EFFICIENT CODING STRATEGIES

It is well known in the fields of information theory and image processing that a chan-
nel's capacity to transmit information increases logarithmically with S/N ratio and lin-
early with temporal bandwidth (Shannon and Weaver, 1949; Attick and Redlich, 1992;
van Hateren, 1992; reviewed in Laughlin, 1994). So given a neural channel's limited
capacity, circuits should use this capacity efficiently by maximizing the S/N ratio, re-
moving redundancy, and subdividing the signal to segment the spatial and temporal
bandwidths.

Center Mechanisms Improve the S/N Ratio. First, wherever possible, a circuit should
reduce accumulated noise before transmitting the signal forward. This prevents noise
from occupying precious channel capacity needed for the signal; it also prevents noise
from being amplified, which would make its removal at a later stage more difficult. To
reduce photon noise and transduction noise, adjacent cone terminals pool their signals
by electrical coupling. This little reduces their amplitudes because signals in adjacent
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cones are similar ("correlated"). However, it strongly attenuates noise because random
fluctuations in adjacent cones are wncorrelated. Consequently, the ratio of signal to
noise improves (Lamb and Simon, 1976). Pooling loses the very finest detail in the op-
tical image (cf. Fig. 6.18B vs. Fig. 6.18C). However, some of what seems to be "fine
detail" in this static image is simply photon fluctuation captured over the brief inte-
gration time of the photographic exposure. Coupling human foveal cones blurs the neu-
ral image less than than the eye blurs the optical image, yet coupling improves the S/N
ratio for middle spatial frequencies by about 77% (DeVries et al., 2002).

Further pooling of cone signals occurs by convergence of cones onto bipolar cells
and bipolar cells onto the ganglion cell (see Fig. 6.16). Thus, the final weighting of
cone signals across the ganglion cell center is the combination of many factors: opti-
cal blur, cone-coupling, cone-to-bipolar-to-ganglion cell convergence, and the domed
distribution of bipolar synapses across the ganglion cell dendritic field (see Fig. 6.16C;
Freed et al., 1992; Kier et al., 1995). The net effect is a Gaussian weighting (Rodieck,
1965; Enroth-Cugell and Robson, 1966; Linsenmeier et al., 1982). This seems to be no
accident but rather occurs to express another computational strategy. Such a dome-like
weighting for summing partially correlated signals optimally improves the beta ganglion
cell S/N ratio compared with a single cone by about 5-fold (Tsukamoto et al., 1990).
As a consequence of all the preceding mechanisms to improve the S/N ratio in the gan-
glion cell, it can detect an optimal center spot when the contrast is less than 1% (Der-
rington and Lennie, 1982; Linsenmeier et al., 1982; Dhingra et al., 2003). This is just
what is needed to transmit the low-contrast features in a natural scene (see Fig. 6.18).

"Surround" Mechanism Reduces Redundancy. The second image-processing strategy
is to strip each cone's signal of information that is also carried by the neighbors. What
they share, essentially, is the mean intensity across the a small region of the scene (see
Fig. 6.18B). This signal component, being redundant, can be removed without loss of
the essential news that a given cone (or patch of cones) is dimmer or brighter than the
mean. This strategy is executed by horizontal cells: they pool signals from thousands
of cone and effectively measure the local mean; then they subtract it from the cone ter-
minal via the circuit mechansims already noted. By transmitting forward along the
excitatory pathway, only the difference between the local signal and the mean, the pro-
portion of the dynamic range devoted to differences is increased, and this improves the
fineness with which small differences can be transferred.

Note that the ganglion cell surround seems not concerned, as commonly suggested,
with "edge detection" or "image sharpening." Rather, it reflects a widely used image-
processing strategy, termed predictive coding (Srinivasan et al., 1982). A signal aver-
aged over some region "predicts" a value for the center; then only the difference between
the predicted value and the actual value is propagated. The best theoretical prediction
"weights" the values near the center most strongly because they best predict the cen-
ter value. The theory also suggests that in dim light the surround should become broader
and shallower to get the best prediction, and indeed this occurs in ganglion cells (Der-
rington and Lennie, 1982; Srinivasan et al., 1982; van Hateren, 1993).

There is computational value in giving the surround a precise shape and adjusting it
for different intensities: it gives the optimal "prediction." This may explain why there
are two types of horizontal cell with different degrees of coupling and the ability to
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vary it. A large-scale compartmental model shows that when wide-field horizontal cells
alone feed back onto the cone, the surround is too broad and shallow, and when nar-
row-field horizontal cells alone feed back, the surround is too narrow and deep. But
when both feed back, the cone surround has the proper shape (Smith, 1995). Stronger
coupling broadens and flattens the modeled cone surround. This suggests one reason
to reduce dopamine in darkness—to increase horizontal cell coupling and thereby op-
timize predictive coding of an image as it becomes progressively noisier.

Parallel Circuits Expand Dynamic Range and Divide Spatiotemporal Bandwidth. The
third image-processing strategy is to use multiple, parallel circuits, each specialized for
a different aspect of the image. This permits a given circuit to devote its full channel
capacity to a small component of the original signal and transmit that component ef-
ficiently. The ON and OFF cone bipolar cells provide a good example: predictive cod-
ing at the cone terminals effectively subtracts the background, thus allowing small
signals to fluctuate about a mean of zero (see Fig. 6.18C). Further, circuits that excite
ON bipolar cells carry signals above the mean and circuits that excite OFF bipolar cells
carry signals below the mean, allowing each bipolar group to encode only half of the
total deviation—with a consequent doubling of the dynamic range. This also permits
the corresponding ganglion cells to use high spike rates to signal decrements as well
as increments, which improves their transfer. Predictably, blocking the ON bipolar cir-
cuits with an mGluR6 agonist reduces behavioral sensitivity to light increments but not
decrements (Schiller et al., 1986).

Beta and alpha cells represent another key example of parallel processing strategy
to achieve efficient coding. The beta cell's narrow center and fine sampling array ren-
der it sensitive to fine spatial detail at low contrast but /^sensitive to coarser structure;
thus, the beta cell's contrast sensitivity declines at low spatial frequencies (Derrington
and Lennie, 1982). The alpha cell fills this gap. Although its broad center and sparse
sampling array render it insensitive to fine stationary detail, these same properties im-
prove its sensitivity to lower spatial frequencies. It is as though the two arrays view
the world through screens of different mesh (see Fig. 6.18C).

And there is another advantage: the alpha cell can do for fine temporal correlations in
the visual scene what the beta cell does for fine spatial correlations. A low-contrast spot
moving rapidly across the cone mosaic adds to each cone only modest numbers of extra
photons. It would be impossible, by examining the output of any single cone, to distin-
guish this signal from photon fluctuation. However, the S/N ratio could be improved by
summing the temporally correlated signals from a sequence of cones. In this case the
most valuable information in the signal is that which is most sharply demarcated in time—
that is, the transient. Furthermore, the larger the region that can be devoted to temporal
averaging, the greater is the sensitivity to high velocity. Thus, both major features of the
alpha cell—its large receptive field center and its transient response—suit it to extend the
range of motion detection beyond what the beta cell can do.

Because a channel's information capacity depends linearly on temporal bandwidth
and only on the log of the S/N ratio, retinal circuits could transmit more information
by segmenting the temporal bandwidth than by incrementally improving S/N ratio. This
might explain why ON and OFF classes of cone bipolar cell both comprise four dif-
ferent types. Because each bipolar type collects from the same set of cones, they are
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bombarded by synaptic vesicles at the same rate and should have similar S/N ratios.
However, by expressing different ion channels, different glutamate receptors, etc., they
could carry different temporal band widths from the cone (Cohen and Sterling, 1990a,b).
Some observations from fish support this (Saito et al., 1985), and studies of OFF bi-
polar cells in ground squirrel confirm it: one morphological type of bipolar cell senses
cone glutamate release with fast-adapting AMPA receptors and responds transiently,
whereas two other types sense the same glutamate with slow-adapting kainate recep-
tors and respond more slowly and sustainedly (DeVries and Schwartz, 1999; DeVries,
2000). Different types of bipolar cell also vary their output, releasing glutamate quanta
of different sizes and at different rates. For example, the transient ON bipolar cell in
cat releases about two quanta/synapse/s to steady illumination, rising 10-fold to a flash,
whereas the sustained ON bipolar cells release up to 50 quanta/synapse/s, and these
quanta are much smaller than those from the transient cell (Freed, 2000a,b). Bipolar
responses may be further shaped by different GABA-mediated conductances at the axon
terminal (Euler and Masland, 2000; Shields et al., 2000; Freed et al., 2003). Finally,
bipolar responses are shaped by intrinsic mechanisms, such as voltage-dependent potas-
sium currents (Hu and Pan, 2002).

Ribbon Synapses Transfer Information at High Rates. When noise has been reduced
by spatial pooling, when redundant information has been stripped by predictive cod-
ing, and when different temporal bandwidths have been assigned to different bipolar
types, there remains another problem: how to transfer signals to the ganglion cell? As-
suming vesicle release to be temporally random (reviewed in Korn and Faber, 1991;
Frerking and Wilson, 1996), a ganglion cell would require many vesicles to signal a
small change within the receptive field center. An alpha cell responds to a spot on the
receptive field center at contrasts as low as 1% (Dhingra et al., 2003). If coding were
accomplished simply by Poisson release, a 1% contrast would require at least 10,000
vesicles over the ganglion cell's integration time (100 ms). For an alpha ganglion cell
bearing about 1000 bipolar (ribbon) synapses, this would require 100 vesicles/synapse/s.
Smaller beta cells in cat central retina and midget ganglion cells in primate fovea, which
collect 10- to 40-fold fewer synapses, are far noisier and do not respond to such low
contrasts (Lee et al., 1990; Croner and Kaplan, 1995).

Additional Strategies and Circuits Needed to Optimize Signal Transfer. The retina needs
additional strategies (and circuits) to optimize information transfer. For example, one
expects an efficient computational strategy and corresponding circuits for color (Buchs-
baum and Gottschalk, 1983; reviewed in Calkins and Sterling, 1999). Also, there may
be mechanisms to reduce randomness in the timing of transmitter release (Freed et al.,
2003) and mechanisms to generate strong temporal correlations in firing by adjacent
ganglion cells (Meister and Berry, 1999)—both of which could improve coding effi-
ciency. To prevent response saturation, which as noted would reduce efficiency (i.e., lose
information), there needs to be mechanisms to adjust local sensitivity, i.e., mechanisms
for adaptation/gain control. For example, an ON ganglion cell's sensitivity to a steady,
bright stimulus to its center resets downward within about 100 ms (Cleland and Free-
man, 1988). This adaptation occurs in small "subunits" across the ganglion cell center,
so it cannot be due to horizontal cells, whose fields are broader than the center. Possi-
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bly, the subunit represents a bipolar cell that adapts or a narrow-field amacrine cell that
responds focally and feeds back negatively onto the bipolar axon terminal (see Fig. 6.14;
Dong and Werblin, 1998; Roska et al., 1998; Shiells and Falk, 1999).

Beyond adapting to a first-order property, such as intensity, ganglion cells adapt to
second-order properties, such as contrast (Shapley and Victor, 1978; Victor, 1987).
When contrast increases, a ganglion cell adapts by (7) rapidly reducing response sen-
sitivity, (2) shortening integration time, and (3) increasing firing rate. The decreased
sensitivity and shortened integration time persist while high contrast remains, whereas
the increased firing rate declines slowly (over tens of seconds; Smirnakis et al., 1997;
Chander and Chichilnisky, 2001; Baccus and Meister, 2002). Adaptations of sensitiv-
ity and integration time depend in part on intrinsic properties of bipolar and ganglion
cells (Kim and Rieke, 2001; Rieke, 2001). Contrast adaptation also occurs over dif-
ferent spatial scales: over <1 mm (scale of the classic center-surround) and over sev-
eral millimeters (well beyond classical receptive field; Enroth-Cugell and Jakiela, 1980;
Brown and Masland, 2001). The adapting signal is transferred over several millimeters
by long-range, spiking amacrine cells of the sort shown in Fig. 6.9 (Cook et al., 1998;
Demb et al., 1999).

These different expressions of contrast adaptation may serve slightly different func-
tions (Demb, 2002). Shorter integration time reduces sensitivity to low temporal fre-
quencies, which contain partially redundant components of the visual scene that can
be eliminated when the signal is strong. Lower sensitivity avoids response saturation.
Rapidly increasing spike rate usefully signals the new (high contrast) environment, but
prolonging the high spike rate is expensive metabolically (Attwell and Laughlin, 2001).
Thus, the subsequent slow reduction in spike rate would conserve energy.

Another strategy to improve signal transfer is "nonlinear spatial summation," the sig-
nature property of alpha (Y) cells (Enroth-Cugell and Robson, 1966; Hochstein and
Shapley, 1976a,b; Victor et al., 1977). An alpha cell can be excited by a small spot of
appropriate contrast (i.e., bright for an ON cell) placed anywhere in the receptive field
center, and because spatial summation is nonlinear, the response is not "vetoed" by a
similar spot of opposite contrast elsewhere in the receptive field. This renders the cell
sensitive to small objects and fine patterns (i.e., high spatial frequencies) and also to
"second-order" motion defined by spatiotemporal changes in contrast on a fine scale
(Baker, 1999; Demb et al., 200Ib). Nonlinear summation occurs because transmitter
release from bipolar cells onto an alpha cell is rectified; i.e., release can increase above
a basal level more than it can decrease below that level (Demb et al., 2001a; Fig. 6.19).
Nonlinear responses can be evoked from the far periphery of the receptive field where
they are driven by spiking amacrine cells (Mcllwain, 1964, 1966; Derrington et al.,
1979; Demb et al., 1999).

CIRCUITS FOR DAYLIGHT, TWILIGHT, AND STARLIGHT

Over the course of the day, intensity shifts by ten billion-fold, but a ganglion cell's
spike rate can vary only by 100-fold (Sakmann and Creutzfeldt, 1969). To cover the
huge intensity range, two fundamentally different circuits are required: a cone bipolar
circuit for graded photoreceptor signals (see Fig. 6.15) and a rod bipolar circuit for bi-
nary signals (Fig. 6.20). By using gap junctions as neural switches, the two circuits
can share key components (Fig. 6.21).
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Fig. 6.19. Nonlinear subunits in the Y cell receptive field. A: A fine grating (—100 micron bars)
reversed contrast over the receptive field center and near surround (left) or over the far surround
(right). At each reversal, a Y-type (alpha) ganglion cell fired a burst of spikes. The burst to the
peripheral grating was slightly delayed relative to the burst to the central grating. [Data from
Demb et al., 200la.] B: Control traces show the membrane potential (spikes clipped; same cell
as in A). At each reversal, the central grating caused a tonic hyperpolarization plus transient de-
polarizations; whereas the peripheral grating caused a transient hyperpolarization followed by a
depolarization. When the spikes were blocked with bath-applied tetrodotoxin, the response to
the central grating was little affected, but the response to the peripheral grating was abolished.
This implies that the peripheral response is driven by an amacrine cell that fires TTX-sensitive
spikes. (Dashed line indicates resting potential to a gray field of mean luminance.) C: Circuit
diagram to explain the response to a central contrast-reversing grating. A cone responds linearly
(equal but opposite responses to a dark and light bar); whereas a bipolar responds nonlinearly
(large depolarization to a dark bar and small hyperpolarization to a light bar). A ganglion cell
that sums the output of two bipolar cells, responding out-of-phase, generates a frequency-dou-
bled response. This model ganglion cell response approximates the voltage response in B. Some
of the nonlinearity in the bipolar cell may arise in the cone response. [Hennig et al., 2002.]

Daylight, of course, activates the cone bipolar circuit, whose key features for effi-
ciently transferring graded signals will be recalled: coupling of cone terminals (reduce
noise), negative feedback (reduce redundancy), and multiple ribbon synapses at both
synaptic stages (high vesicle rates encode finely graded signals). At twilight, when am-
bient light intensity falls below cone threshold (100 photons cone"1 integration time"1),
this circuit fails. However, rods are now desaturating. Because there are 20 rods per
cone and because a rod integrates for about 6-fold longer, signals are available from
12,000 photons transduced by rods. The 40 rod terminals immediately surrounding each
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Fig. 6.20. A: Faint image of a baboon in starlight painted by photons in "pointillist" fashion.
Probability of each pixel receiving a photon was governed by poisson distribution whose mean
corresponded roughly to the intensities used by Field and Rieke (2002). B: Single-photon event
in a rod (mouse) rises clearly above the continuous noise (arrows) only when it is considerably
larger than average. Same event in the rod bipolar is faster with much improved signal-to-noise.
Dotted trace represents flash timing. C: Left: rod bipolar cell collects chemical synapses from
20 rods and cone bipolar cell from only a few rods. However, each rod probably pools signals
from neighboring rods via gap junctions. Middle: Response amplitudes normalized for flash in-
tensity. Cone bipolar response doubles for twice the intensity, but rod bipolar response more than
doubles. Right: Input/output curve for cone bipolar is essentially linear, but for rod bipolar it is
clearly nonlinear. [Image, courtesy of A. Hsu and R. Smith; neurons, reprinted from Tsukamoto
et al., 2001; responses replotted from Field and Rieke, 2002.]

cone terminal couple to it via gap junctions and thus inject this graded signal to be car-
ried forward by the cone bipolar circuit (Kolb, 1977; Nelson, 1977; Smith et al., 1986;
Sterling et al., 1988; DeVries and Baylor, 1995; Schneeweis and Schnapf, 1995).

When ambient intensity falls to one photon/rod/integration time, photons are spread
too thinly to provide a graded signal. Thus, the cone bipolar circuit is not needed and,
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Fig. 6.21. To convey the full range of environmental intensities efficiently (i.e., minimizing neu-
ral noise and retinal thickness) requires three different circuits that partially overlap, plus three
sets of gap junctions ((~~)) to switch between them. In daylight, cone signals are graded and
thus require many ribbon synapses for transfer (both at OPL and IPL). In twilight, rod signals
are graded and thus also require many ribbon synapses. Rods obtain access to these by turning
on their gap junctions to cone terminals, in effect "parasitizing" the multiple ribbon synapses
available at both stages of the cone bipolar circuit. In starlight, rod signals are binary and thus
require only one ribbon synapse (see Fig. 6.13). The single-photon response cannot transfer via
coupling to the cone terminal because the many rods lacking a photon add too much noise. There-
fore, the rod-cone junction turns off, and the binary signal transfers via the rod's single ribbon
synapse to the rod bipolar cell. The latter's response will be coarsely graded over some part of
the intensity range (due to rod convergence) and thus will require multiple ribbon synapses—
which are present in the rod bipolar terminal. The All cell's response will be more finely graded
(due to rod bipolar convergence) and thus will require yet more ribbon synapses. The All cell
obtains access to these by turning on its gap junctions with cone bipolar terminals. Coupling the
All cells, indirectly via the cone bipolar terminals and also directly via All-All junctions, spreads
current widely enough to enlarge the ganglion cell's summation area well beyond its dendritic
tree. This improves the signal/noise ratio in very dim light but would degrade acuity in brighter
light. Therefore, both sets of junction are regulated and presumably uncouple in twilight and
daylight. See text.

worse, the coupling of many receptors that lack photons to one rod that does capture
a photon would inject continuous "dark noise" from the transduction cascade. Noise
in this rod would increase by the square root of the number of noisy rods coupled to
it (i.e., =6-fold), and this would obliterate its single Rh* response. To protect the Rh*
response from noise and to preserve its amplitude, the rod-cone gap junctions should
uncouple at very low intensities and switch over to the rod bipolar circuit (Smith et al.,
1986). Although rod-cone uncoupling has not been demonstrated directly, two rod path-
ways have been demonstrated psychophysically: a fast one for middle intensities (twi-
light) and a slower one for lowest intensities (starlight). Because their intensity ranges
overlap for certain rates of a flickering stimulus, they can be made to cancel (Stock-
man et al., 1995). Presumably these pathways correspond, respectively, to the rod-



268 The Synaptic Organization of the Brain

driven cone bipolar circuit and the rod bipolar circuit (see Fig. 6.21; reviewed in Sharpe
and Stockman, 1999; Bloomfield and Dacheux, 2001).

The starlight circuit's first task is to transfer a binary signal: 0 or 1 Rh*. "0" is rep-
resented by tonic vesicle release from the rod's single ribbon synapse, and "1" is rep-
resented by a pause in release. However, assuming release is temporally random, some
extra-long intervals between quanta will occur that the bipolar cell might "mistake" for
a pause. The release rate should be high enough to prevent this source of spurious
single-photon signals. A model of the circuit suggests that 50-100 vesicles/s might be
sufficient (Rao et al., 1994b; van Rossum and Smith, 1998). This roughly fits mea-
sured rates for ribbon synapses (as noted earlier) and suggests why the rod bipolar cir-
cuit requires only one ribbon synapse at the first stage.

However, at the next stage, 20 to 120 rods converge on a rod bipolar cell, and this
exposes another problem for processing starlight signals. Only one of these rods is
likely to carry an Rh* response, but the others will carry noise, which, if transferred
to the rod bipolar cell, would increase its noise (again, as the square root of the
convergence)—and swamp the single Rh* response in the bipolar cell. To prevent this,
the rod synapse acts nonlinearly, amplifying large signals more than small ones (see
Fig. 6.20). This removes the small, noisy events by thresholding (van Rossum and
Smith, 1998; Field and Rieke, 2002). But the Rh* events in a rod vary in amplitude,
many hardly rising above the noise. Thresholding removes the noise but also these
small photon signals, a process that has been vividly termed "throwing out the smaller
babies with the bath" (Wilson, 2002). You might think that discarding photon events
in dim light would be a bad strategy. But because small events are much more likely
to be noise than photons, it actually proves to be an excellent computational bet, im-
proving S/N by more than 350-fold (Field and Rieke, 2002)! At higher intensities,
where every rod captures at least one photon, linear amplification is a better bet, and
indeed a direct pathway from rods to OFF bipolar cells acts linearly (Soucy et al., 1998;
Hack et al., 1999; Tsukamoto et al., 2001; Field and Rieke, 2002).

At all except the lowest intensities, the rod bipolar cell's large convergence gives it,
not a binary signal, but a coarsely graded one. Consistent with this, instead of using
one ribbon (as at the rod output), the rod bipolar axon uses 30 ribbon synapses at its
output (Sterling et al., 1988). The All cell collecting from about 30 rod bipolar cells
needs to transfer a more finely graded signal, and for this it couples electrically to cone
bipolar terminals that contribute 150-2000 synapses to a ganglion cell. Thus, the over-
all pattern of the rod bipolar circuit is a stepwise expansion in number of ribbon synapses
to match the stepwise increase in signal pooling. The rod bipolar circuit's "parasitic"
use of the cone bipolar terminals as final input to ganglion cells saves space, which,
in a tissue constrained to be thin (<250 /mi), is at a premium.

Tuning the Circuits. Rod circuits, like the cone circuit, are also tuned for efficiency at
different intensities by modulated coupling (reviewed in Sterling, 1995; Demb and
Pugh, 2002). In twilight, to preserve spatial acuity, ganglion cell receptive field cen-
ters should be narrow. But if cone bipolar axons were coupled to All cells, cone sig-
nals would spread laterally in the All network and degrade spatial acuity (Sterling,
1983). Therefore, the cone bipolar-All junctions might remain uncoupled until starlight,
when the noisy optical image can be transmitted most efficiently by expanding the gan-
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glion cell center (Barlow et al., 1957). Indeed, All-cone bipolar junctions do uncouple
when cGMP rises within the bipolar cell in response to nitric oxide production (Mills
and Massey, 1995), and this mechanism may serve the transition to starlight intensi-
ties. Also in starlight, as noted, rods should uncouple from cones, but whether they do
is not established (Schneeweis and Schnapf, 1999).

Finally, in starlight, the All-All junctions should couple, but to a variable degree.
This coupling reduces noise by signal averaging, and also interacts with the All cell's
voltage-sensitive mechanism (Nelson, 1982; Boos et al., 1993; Veruki and Hartveit,
2002). This mechanism, by "thresholding," may remove noise that would otherwise
swamp the Rh* signals when 30 rod bipolar cells converge on an All cell (Freed et al.,
1987; Smith and Vardi, 1995). However, it could also spread spurious spikes through
the All network. A computational model suggests that by matching coupling to the
noise level (which shifts with light intensity), the circuit can maximize thresholding
and minimize spurious spiking (Smith and Vardi, 1995). Dopaminergic synapses on
the All soma (Pourcho, 1982; Voight and Wassle, 1987) uncouple All-All junctions
(Hampson et al., 1992), and because retinal dopamine declines in darkness, All coup-
ling should rise. Of course, once neuromodulators of coupling are identified, such as
NO and dopamine, the question arises: What signals and effectors modulate the mod-
ulators? These are concerns for the future.

CONCLUDING REMARKS

We have noted that once photons are transduced, most of their information reaches the
brain. Retinal circuits achieve this astonishing efficiency in part by finely dividing re-
sponsibility. Thus, we have distinguished circuits that (7) divide the dynamic range
around the local mean intensity (ON and OFF), (2) divide the spatiotemporal band-
width (beta vs. alpha, P vs. M), (3) divide the color spectrum (blue-yellow, red-green),
and (4) divide vast diurnal shifts in intensity (cone bipolar vs. rod bipolar). Also key
to efficient forward transfer are the ribbon synapses that can fuse vesicles and reload
at very high rates, and also contributing are various linear mechanisms that reduce noise
at each stage of summation by spatial averaging and optimal weighting.

Several non/inear mechanisms were noted: "thresholding" for the single Rh* signal
at the rod output (Field and Rieke, 2002); thresholding of the multi-Rh* signal by the
All cell (Smith and Vardi, 1995); rectification by the cone bipolar cells, which pro-
duces "nonlinear subunits"; and mechanisms for fast and slower "contrast gain con-
trol" (reviewed in Demb, 2002). Intuitively, nonlinear mechanisms should involve
amacrine cells—with their many different types, their rich possibilities for chemical
signaling, and their spiking behavior. So far we know little about amacrine synaptic
circuits between cells or about their second-messenger circuits within cells. These are
puzzles for the future. However, rapid technical advances in unraveling the retina's syn-
aptic organization, new methods for in vitro recording, and molecular biology lead one
to think that the future is near.
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CEREBELLUM

RODOLFO R. LLINAS, KERRY D. WALTON,
AND ERIC J. LANG

The cerebellum, a very distinct region of the brain, derives its name as a diminutive of
the word "cerebrum." To the ancient anatomists, this was a second, smaller brain in its
own right. This is particularly explicit in the German language, where Kleinhirn ("cere-
bellum") translates literally into "small brain." It occupies, in all vertebrates, a posi-
tion immediately behind the tectal plate and straddles the midline as a bridge over the
fourth ventricle. In addition, it is the only region of the nervous system to span the
midline without interruption.

The cerebellum has undergone an enormous elaboration throughout evolution, in
fact, more so than any other region of the central nervous system (CNS), including the
cerebrum. On the other hand, the cerebellum has maintained its initial neuronal struc-
ture, almost invariant, throughout vertebrate evolution. Thus, its size but not its wiring
has changed in evolution. As an example, the cerebellar cortex in a frog has an area
approximately 12 mm2; that is, 4 mm wide (in the mediolateral direction) and 3 mm
long (in the rostrocaudal direction). In humans, the cerebellar cortex is a single con-
tinuous sheet with an area of 50,000 cm2 (1,000 mm wide and an average of 50 mm
long). This is 4 X 103 times more extensive than that of a frog (Braitenberg and
Atwood, 1958). This cortex folds into very deep folia (Fig. 7.1), allowing this enor-
mous surface to be packed into a volume of 6 cm X 5 cm X 10 cm. Because the cere-
bellar cortex is very long in the rostrocaudal direction, most of the foldings occur in
that direction.

The basic functional design of the cerebellum is that of an interaction between two
sets of quite different neuronal elements: those of the cortex and those in the centrally
located cerebellar nuclei. The cerebellar cortex receives two types of afferents, the climb-
ing fibers and the mossy fibers, and generates a single output system, the axons of
Purkinje cells (Cajal, 1904). The cerebellar nuclei receive collaterals from the climbing
and mossy fibers (Bloedel and Courville, 1981; Shinoda et al., 1992) and are the main
targets for the Purkinje cell axons. The cerebellum as a whole is connected to the rest
of the central nervous system by three large fiber bundles, the cerebellar peduncles.

The function of the cerebellum must be considered within the context of the rest of
the nervous system because it is not a primary way station for sensory or motor func-
tion; that is, its destruction does not produce sensory deficits or paralysis. Neverthe-
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Fig. 7.1. A: Drawing of the lateral view of the human brain showing the cerebellum. B: Mid-
sagittal section of the cerebellum. C: Drawing of a single folium, showing the three layers of
cerebellar cortex and the white matter.

less, lesions of the cerebellum are accompanied by well-defined and often devastating
changes in the ability of the rest of the nervous system to generate even the simplest
motor sequences used to attain motor goals. Indeed, the cerebellum is essential to the
execution of specific movements as well as to placing motor sequences in the context
of the total motor state of the individual at a given instant. Such a function is called
motor coordination and relates to many different levels of brain function. It is not sur-
prising then that the cerebellum has a complex neuronal organization and that it is vig-
orously connected with the rest of the brain. The enormous Purkinje cells are the sole
link between the cerebellar cortex and the cerebellar nuclei. These neurons are the
largest neuronal elements in the brain with respect to the number of synapses they re-
ceive and probably also with regard to the complexity of their integrative properties.
In this chapter, we show how the role of the cerebellum in motor coordination arises
from an interplay between the intrinsic excitability of the Purkinje and cerebellar nu-
clear cell membranes and from the crystal-like organization of the synaptic connectiv-
ity in the cerebellar cortex (Fig. 7.2).
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Fig. 7.2. Geometric organization of the neuronal elements of the cerebellar cortex. Three planes
of section through a cerebellar folium. A: Tangential plane (looking down on the cortical sur-
face). B: Transverse (medial-to-lateral) plane. C: Sagittal (anterior-to-posterior) plane.

NEURONAL ELEMENTS

The cerebellar cortex is one of the least variable of CNS structures with respect to its
neuronal elements (Cajal, 1904; Palay and Chan-Palay, 1974). In fact, a basic circuit
present in all vertebrates is now well recognized as being composed of the Purkinje
cell, the single output system of the cortex, and two inputs: (1} a monosynaptic input
to the Purkinje cell, the climbing fiber, and (2) a disynaptic input, the mossy fiber-
granule cell-Purkinje cell system.
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Because the Purkinje cell bodies are arranged in a single sheet, the Purkinje cell
layer, the cerebellar cortex is divided into two main strata: (7) the level peripheral to
the Purkinje cell layer, known as the molecular layer, and (2) the layer deep to the
Purkinje cells (i.e., toward the white matter), the granular layer. Central to the granu-
lar layer is the white matter formed by the input and output nerve-fiber systems of this
cortex (see Fig. 7.1B,C).

INPUT ELEMENTS

Climbing Fibers. The two types of cerebellar afferents, the climbing fibers and the
mossy fibers, represent opposite extremes among the afferents in the CNS. The climb-
ing fibers originate from only one brainstem nucleus, the inferior olive. The main in-
puts to the inferior olive originate in the spinal cord, brainstem, cerebellar nuclei, and
motor cortex. Olivary axons are long, fine (1-3 />tm in diameter), and myelinated. They
cross the brainstem at the level of the inferior olive, after which they course rostrally
to enter the cerebellum primarily via the inferior cerebellar peduncle (a small contin-
gent from the caudal portion of the inferior olive enters via the superior peduncle).
Upon entering the cerebellar mass, they give off collaterals to the cerebellar nuclei and
proceed toward the cerebellar cortex after branching into several fine fibers. The fibers
lose their myelin as they penetrate through the granular layer before meeting with the
Purkinje cell dendrites in the molecular layer (Fig. 7.3, CF). Each fiber branches re-
peatedly to "climb" along the entire Purkinje cell dendritic tree; thus, they were named
climbing fibers by Ramon y Cajal. Each Purkinje cell receives only one climbing fiber.
However, a given inferior olivary cell axon branches to form several climbing fibers.
On average, about 10 climbing fibers are generated by a single inferior olivary cell.

Mossy Fiber-Parallel Fiber Pathway. The other cerebellar afferents, the mossy fibers,
originate from many CNS regions. Chief among these are the vestibular nerve and nu-
clei, spinal cord, reticular formation, cerebellar nuclei, and basilar pontine nuclei. The
pontine nuclei receive input from much of the neocortex, making the cortico-ponto-
cerebellar pathway one of the most massive in the brain. Mossy fibers enter through
all three cerebellar peduncles (inferior, middle, and superior) and send collaterals to
the deep cerebellar nuclei before branching in the white matter and synapsing on the
granule cells (Chan-Palay, 1977; Shinoda et al., 1992). Thus, unlike the climbing fibers,
mossy fibers do not synapse directly on Purkinje cells but rather on the small granule
cells lying directly below them (Fig. 7.3B). This connectivity increases the number of
Purkinje cells ultimately stimulated by one mossy fiber axon. Also, because mossy fibers
branch profusely in the white matter, a given mossy fiber innervates several folia. The
synapses between mossy fibers and granule cells occur as the fine branches of the mossy
fibers twine through the granular layer. The contacts are made as the mossy fiber en-
larges and generates tight knottings along its length. These portions of contact are called
mossy fiber rosettes. One mossy fiber may have 20-30 rosettes (see Fig. 7.5B).

An integral part of the mossy-fiber input pathway is the granule cell axon, which com-
pletes the disynaptic input connection to the Purkinje cells. The axon of the granule cell,
usually nonmyelinated, projects upward, past the Purkinje cell layer, into the molecular
layer. On its way, it may form synapses with the dendritic trunk of Purkinje cells. In the
molecular layer, the axon splits into two branches which take diametrically opposite di-
rections, forming the shape of an uppercase "T" (see Fig. 7.3B). Fibers forming the hor-
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Fig. 7.3. Drawing of the cerebellar afferent circuits and intrinsic neurons. A: The climbing
fiber-Purkinje cell circuit. A fine branch of an axon from the inferior olivary nucleus (CF) climbs
over the extensive arborization of the Purkinje cell (PC) dendritic tree; note the axon collaterals
of the Purkinje cell axon. The Purkinje cell is viewed in profile here since it is drawn from a
coronal section of the cerebellar cortex. B: In the glomeruli, activity in the mossy fibers (MF)
excites granule cells (GrC), whose axons project toward the surface of the cortex where they bi-
furcate to form parallel fibers (PF); these in turn pass through many Purkinje cell dendrites with
which they form excitatory synapses. C: In this drawing, the two afferent systems shown in A
and B are combined and the two main types of intrinsic neurons are depicted: (I) the Golgi cells
(GC), with cell bodies just below the Purkinje cell layer; and (2) the basket cells (BC), with cell
bodies in the molecular layer. [Modified from Cajal, 1904, with permission.]

izontal part of the T are found in all depths of the molecular layer. Because these fibers
are precisely arrayed parallel to each other along the length of a folia, they have been
named parallel fibers. These are perpendicular to the plane of the Purkinje cell dendrites
(Fig. 7.3B), so that each Purkinje cell dendritic tree in humans may be intersected by as
many as 200,000 parallel fibers (Braitenberg and Atwood, 1958).
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OUTPUT ELEMENTS

Purkinje Cells. As stated earlier, Purkinje cell axons provide the only output of the
cerebellar cortex. These cells, which reach numbers as high as 15 X 106 in humans,
were among the first neurons recognized in the nervous system (Purkinje, 1837)
(Fig. 7.4A). Each cell has a large and extensive dendritic arborization, a single primary
dendrite, a sphere-like soma (20-40 /tm), and a long, slender axon that is myelinated
when it leaves the granular layer. As the main Purkinje cell axon leaves the cortex, it
gives off recurrent collaterals that ascend back through the granular layer to form plexi
above and below the Purkinje somata and ultimately form synapses with Golgi and
basket cells.

The Purkinje cell dendrites extend densely above the Purkinje cell layer through the
molecular layer toward the boundary of the cortex. The unusual arrangement of the
Purkinje cell dendrites makes them at once the most conspicuous structural element in
the cerebellar cortex and provides an important clue to its functional organization. The

Fig. 7.4. Golgi preparations of cerebellar neurons. A: Purkinje cell soma, axonic initial segment,
and dendritic arbor in a sagittal plane of section. The extent of the dendritic tree is from the
Purkinje cell layer and spreads rostrocaudually to reach the cerebellar surface. B: Molecular
layer interneurons and stellate (sc) and basket (be) cells. The stellate cell is found in the upper
three-fourths of the molecular layer. Their dendrites have few branching points and project in
the same plane as the Purkinje cell dendrites. Basket cells are found deeper in the cortex, their
dendrites project horizontally subtending over 180° of arc. The interneuron axons (not shown)
project horizontally to the Purkinje cell layer where they contact Purkinje cell dendrites (see D
below). C: Granule cell showing a soma with five emerging dendrites. Note that the dendrite
ends in the form of a claw (dc) for contact with a mossy fiber and Golgi cell axons. D: Basket
cell axon projects horizontally above and along the Purkinje cell layer in the same plane as Purk-
inje cell dendrites. Short projections of the basket axon descend about 30 ^tm into the Purkinje
cell layer and each clasps a Purkinje cell soma. Scale: A = 100 ^im; B = 20 /u,m; C = 5 /^m;
D = 50 /^m. [Micrographs courtesy of Dean Hillman.]
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entire mass of tangled, repeatedly bifurcating branches is confined to a single plane,
very much like a pressed leaf. Moreover, the planes of all the Purkinje cell dendrites
in a given region are parallel, so that the dendritic arrays of the cells stack up in neat
ranks; adjacent cells in a single plane form equally neat, but overlapping, files (see Fig.
7.2A). To a large extent, this orderly array determines the nature and number of con-
tacts made with other types of cells. Thus, parallel fibers running perpendicular to the
plane of the dendrites can intersect a great many Purkinje cells. Conversely, the den-
drites of a typical human Purkinje cell may form as many as 200,000 synapses with
afferent fibers—more than any other cell in the CNS.

The Purkinje cell is not merely a transmitter or repeater of information originating
elsewhere. As we shall see, its output is determined by its synaptic interactions with
other neurons, by their interactions with one another, and by its quite complex intrin-
sic membrane properties.

INTRINSIC ELEMENTS

The basic circuit common to all cerebella contains only one excitatory intrinsic neu-
ron, the granule cell (Fig. 7.3C, GrC). This basic circuit is augmented by three types
of inhibitory interneurons: the Golgi cells of the granular layer (see Fig. 7.3C, GC) and
the basket (see Fig. 7.3C, BC) and stellate cells of the molecular layer, which are elab-
orated progressively in evolution. We begin with the granule cells.

Granule Cells. These are the smallest cells in the cerebellum, with an oval or a
round soma 5-8 yam in diameter. They are densely packed in the granule cell
layer, which occupies about one-third of the cerebellar mass. In fact, these cells are
the most numerous in the CNS; there are about 5 X 1010 cerebellar granule cells in
the human brain. Each cell has four or five short dendrites (each less than 30 /urn
long) that end in an expansion called a dendritic claw (Fig. 7.4C). Their thin (0.1-0.2
/urn in diameter), ascending axon has varicosities where synapses are formed, be-
fore it bifurcates to form the parallel fibers (see earlier). After bifurcating, the par-
allel fiber may run for 6 mm (3 mm on each side) before coming to an end (see
Fig. 7.3C).

Golgi Cells. There are two sizes of Golgi cells: (7) large ones (somata 9-16 /mi in
diameter), which are found mainly in the upper part of the granular cell layer, and
(2) smaller ones (somata 6-11 ju-m in diameter), which are found in the lower half of
the granular layer. They have extensive radial dendritic trees (Fig. 7.2A) that extend
through all layers of the cortex (Fig. 7.3C). They receive input from the parallel fibers
in the molecular layer and from climbing and mossy fiber collaterals in the granular
layer. Their axons branch repeatedly in the granular layer, where they terminate on
granule cell dendrites in the cerebellar glomeruli (see later). There are approximately
as many Golgi cells as Purkinje cells.

Basket and Stellate Cells. These are both found in the molecular layer, receive input
from parallel fibers, and may be considered to be members of a single class. The pro-
cesses of both cell types are oriented transversely to the long axis of the folia (see
Fig. 7.3C, BC).
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Basket cells are found in the deep parts of the molecular layer, near the Purkinje
cell layer. Their dendrites ascend into the molecular layer, in some instances as far as
300 /xm (Fig. 7.4). Their axons extend along the Purkinje cell layer at right angles to
the direction of the parallel fibers. They may spread over a distance equal to 20
Purkinje cell widths and 6 deep and may contact as many as 150 Purkinje cell bodies.
During its course, the horizontal segment of a basket cell axon sends off groups of col-
laterals that descend and embrace the Purkinje cell soma and initial segment (see
Figs. 7.3C and 7.4D; see also later). As many as 50 different basket cells are thought
to wrap their axon terminals around each Purkinje cell soma, forming a basket-like
meshwork resembling that on a Chianti bottle (Hamori and Szentagothai, 1966). Bas-
ket cell axons also ascend to contact the Purkinje cell dendritic tree. There are about
six times as many basket cells as Purkinje cells.

The stellate cells are generally found in the outer two-thirds of the molecular layer.
The smallest stellate cells, in the most superficial regions of the molecular layer, have
5- to 9-/zm-diameter somata, a few radial dendrites, and a short axon (see Fig. 7.4B,
sc). Deeper stellate cells are larger, have more elaborate dendritic arborizations that ra-
diate in all directions, and have varicose axons that can extend parallel to the Purkinje
cell dendritic plane as far as 450 ^tm. There are about 16 times as many small stellate
cells as Purkinje cells.

CEREBELLAR NUCLEI

There are three cerebellar nuclei on each side of the midline; each receives input via
Purkinje cell axons from the region of cortex directly above it and projects to specific
brain regions. The most medial nucleus, the fastigial, receives input from the midline
region of the cerebellar cortex, the vermis. It projects caudally to the pons, medulla,
vestibular nuclei, and spinal cord and rostrally to the ventral thalamic nuclei. Lateral
to the vermis are the newer parts of the cerebellar cortex, the paravermis, which pro-
jects to the interpositus nucleus (which itself is divided into anterior and posterior di-
visions), and the hemispheres, which project to the convoluted dentate nucleus. The
latter two cerebellar nuclei project rostrally to the red nucleus and ventral thalamic nu-
clei and caudally to the pons, medulla, cervical spinal cord, and reticular formation.
There is a pattern of innervation of the cerebellar nuclei within this broad radial orga-
nization whereby the rostrocaudal and mediolateral groups of Purkinje cell axons par-
cel each cerebellar nucleus into well-defined territories (Voogd and Bigare, 1980).

The cells of the cerebellar nuclei are not uniform in size: cells of small, medium,
and even large diameter (—35 />im) are found. The large cells have 10-12 long den-
drites (—400 yum long) that radiate to encompass a sphere. There are a few small
cells with short axons, but the majority have long axons that leave the nuclei. It is
also useful to distinguish cerebellar nuclear cells according to whether they are
GABAergic. Only the smaller cerebellar nuclear neurons are GABAergic and virtu-
ally all of these neurons project to the inferior olive, whereas almost no non-GABAer-
gic neurons do so (De Zeeuw et al., 1989; Fredette and Mugnaini, 1991). The
non-GABAergic neurons project to the other targets of the cerebellum, as described
earlier. Thus, the non-GABAergic neurons carry cerebellar influences to the rest of
the brain, whereas the GABAergic neurons provide feedback to the inferior olive,
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one of the principal afferent sources to the cerebellum. We take up the function of
this feedback circuit in Functional Circuits.

The cerebellar nuclei are not simply "throughput" stations; rather, the synaptic in-
tegration that takes place here is a fulcrum for cerebellum function. Indeed, it is here
that information from the cerebellar cortex is integrated with direct input from the
mossy and climbing fibers. (This is discussed in Basic Circuits.)

As in Purkinje cells, the intrinsic properties of the nuclear neurons are very impor-
tant to their function (see Intrinsic Membrane Properties).

SYNAPTIC CONNECTIONS

Over 100 years ago, Ramon y Cajal (1888) published his description of the cerebel-
lum. In this study of Golgi-stained material, the synaptic connections were already in-
dicated, as shown in Fig. 7.2, as were the directions of flow of impulses in this cortex.
Electron microscopic studies have provided additional information about the type of
synaptic connections and their fine structure (cf. Palay and Chan-Palay, 1974) and con-
firmed Cajal's initial description. The synaptic connections among the elements in the
cerebellum are discussed by layer, not by cell type, to highlight the local circuits at
each level of the cerebellum. We begin with the granular layer.

GRANULAR LAYER

Two cell types receive input here: the granule cells and the Golgi cells. The synapses
onto granule cells take place in the cerebellar "glomeruli." The rosettes, which occur
along the fine branches at the terminals of mossy fibers, form the core of each glomeru-
lus. Excitatory synapses (Gray's type 1) are made between the rosettes and the inter-
digitating dendrites from as many as 20 granule cells. This can be seen in the electron
micrograph in Fig. 7.5B, where a large mossy fiber presynaptic terminal (mf) is seen
to be surrounded by several granular cell dendritic claws (dc). The presynaptic termi-
nal contains spherical presynaptic vesicles of about 450 A in diameter. Golgi cell axon
terminals surround the rosettes, where they make inhibitory (Gray's type 2) synapses
onto the granule cell dendrites (Fig. 7.5B, ga). All are encapsulated by a glial lamella
that marks the border of each glomerulus.

In the granular layer, Golgi cells receive excitatory (type 1) input from the mossy
fibers. These synapses are formed on the Golgi cell dendrites and somata. Thus, mossy
fiber volleys excite Golgi and granule cells. Climbing fibers also contact Golgi cells
in the granular cell layer. Finally, Purkinje-cell recurrent axon-collateral varicosities
and terminals make inhibitory (type 2) synapses on Golgi-cell dendritic trunks and pri-
mary branches.

PURKINJE CELL LAYER

The synapse formed in this region is between the basket-cell axon terminal and the
Purkinje-cell soma and initial segment. As many as 50 basket-cell axon branches make
intricate arborizations surrounding the somata, which form many axosomatic synapses;
the electron micrograph in Fig. 7.5C illustrates basket cell axon (ba) contacts on the
soma and initial segment of a Purkinje cell. Even though basket cell terminals cover



Fig. 7.5. Electron micrographs of parallel fiber and basket axon synaptic relationships. A: Climbiing
fiber (cf) synapse with spines from a large adjacent Purkinje cell dendrite (Pcd). The contact is made
on Purkinje cell spines (s) as the climbing fiber follows the main Purkinje cell dendrite. Note that
glial projections surround the dendrite and synaptic spines. A stellate cell or Golgi cell dendrite is
adjacent to the climbing fiber and is contacted by a parallel fiber. B: A mossy fiber rosette (rnf) filled
with synaptic vesicles and mitochondria. Surrounding the mossy fiber axon are numerous profiles
from dendritic claws (dc) making synaptic contacts. Golgi axon boutons (ga) contact the dendritic
claws. C: Initial axonal segment of Purkinje cell. The base of the soma has basket axonal contacts
(ba). Basket axons are separated from the Purkinje axon by glia but contact each other forming the
pinceau of contacts between axons at their tips below this region. Scale: A = 5 /un; B = 3 /zm; C =
1 /Jim. [Micrographs courtesy of Dean Hillman and Suzanne Chen.]



Chapter 7. Cerebellum 281

both the soma and the axon hillock of the Purkinje cells, only a few synapses with the
typical structure of Gray's type 2 (see Chap. 1) have been observed at the axon hillock
level; however, a rather impressive morphological structure known as the pinso termi-
nate may be found at this level (Cajal, 1888). This terminal portion is not a chemical
synapse but is similar to the electrical inhibitory synapse in Mauthner cells. These
synapses very effectively shut down the output of the cortex.

MOLECULAR LAYER

Climbing Fiber-Purkinje Cell Connection. Among the afferent systems of central
neurons, none is more remarkable in extent and power than the climbing fiber junc-
tion with Purkinje cells. This junction is unusual not only for its large coverage of a
considerable portion of the Purkinje cell dendritic tree but also because, as we have
seen, only one climbing fiber afferent contacts each Purkinje cell. The synapses are
made between varicosities (2 /tm across) on the climbing fiber and stubby spines on
the soma and main dendrites of the Purkinje cell; as many as 300 synaptic contacts
may be made between a climbing fiber and its Purkinje cell. Each climbing fiber
varicosity may synapse with one to six spines. A climbing fiber terminal (cf) con-
tacting a Purkinje cell spine(s) near a dendrite (Pcd) is shown in Fig. 7.5A. A den-
drite (d) from a Golgi or stellate cell is adjacent to the climbing fiber terminal. The
presynaptic vesicles are round and 440-590 A in diameter. Morphologically, the pres-
ence of a climbing fiber synapse seems to exclude nearby parallel fiber-Purkinje cell
contacts. The Purkinje cell dendrites can thus be divided into a central area covered
by the climbing fibers and the more peripheral, spiny dendritic portion that is con-
tacted by parallel fibers.

Parallel Fiber Connections. In contrast to the climbing fibers, which mainly contact
Purkinje cell dendrites, the parallel fibers terminate on the dendrites of all the neuronal
elements in the cerebellar cortex, except for the granule cells. Thus, parallel fibers con-
tact the dendrites of Purkinje cells, basket cells, stellate cells, and Golgi cells. On the
Purkinje cells, parallel fibers synapse with the spines on the terminal regions of the
Purkinje cell dendrites, called spiny branchlets. These are shown in Fig. 7.6A, where
an antibody against calbindin has been used to reveal the great density of spines on the
dendritic trees of two Purkinje cells. The synaptic junction is formed between the head
of a spine and a globular expansion of the parallel fiber; the spine penetrates the swollen
part of the fiber. The electron micrograph in Fig. 7.6B illustrates a Purkinje cell spiny
branchlet (sb) with at least three spines (one is marked). A synapse with a parallel fiber
is clearly seen on each of the three right-hand spines. The synaptic vesicles are spher-
ical and 260-440 A in diameter. A parallel fiber forms synapses with one of every
three to five Purkinje cells that it traverses. Thus, most of the parallel fibers passing
through the dendritic tree of a Purkinje cell will not form synapses. Nevertheless, there
is such a large number of parallel fibers that as many as 200,000 synapses on one
Purkinje cell dendrite may be formed in humans, by far the largest number of synap-
tic inputs to any central neuron. In addition, the ascending portion of the granule cell
axon has varicosities that are presynaptic to spines on the lower dendrites of Purkinje
cells.

Golgi cell dendrites receive excitatory synapses from the parallel fibers. These
axodendritic synapses are by far the largest number of synapses onto Golgi cells. An



Fig. 7.6. Cerebellar molecular layer synaptic relationships of parallel fibers (granule cell axons)
with Purkinje cells and interneurons. A: Immunoreaction of a Purkinje cell showing the detail
of spine density on spiny branchlets (calbindin antibody on a 1-yu.rn plastic section). The profiles
of two Purkinje cell somata are seen with segments of the main dendritic arbor and numerous
spiny branchlets. Emerging spines and profiles of spine heads dot the field, revealing the high
density of Purkinje cell spine synapses with parallel fibers. Longitudinal sections of spiny branch-
lets show that the interspace interval of spines along the dendrite is near the diameter of the spine
head. Note that the larger main branches have few spines. B: Electron micrograph of a Purkinje
cell spiny branchlet (sb) that is longitudinally sectioned and has spines (s) emerging from the
dendritic shaft in contact with a parallel fiber bouton. Bergmann glial projections shroud the
spine shaft and junctional site. C: Golgi cell dendrite (Gcd) with parallel fiber (b) synapses.
Spine (s) emerges from the dendritic shaft with parallel fiber synapse on the head and the shaft.
Parallel fiber boutons (b) synapse directly on the dendrite. Scale: A = 10 /^m; B = 1 /xm;
C = 1 fjim. [Micrographs courtesy of Dean Hillman and Suzanne Chen.]
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example is shown in Fig. 7.6C, where parallel fiber boutons (b) synapse directly onto
a Golgi cell dendrite (Gcd) as well as with the head and shaft its dendritic spine(s).

Plasticity ofPurkinje Cell Connectivity. In the Purkinje cell dendritic tree, the climb-
ing fiber input is normally proximal to the parallel fiber input (Fox et al., 1967). When
damage to the climbing fibers occurs in the adult animal, however, spines proliferate
in large numbers on Purkinje cell smooth dendrites. These are promptly invaded by
newly formed parallel fiber contacts (Sotelo et al., 1975), indicating a tug of war or
a territoriality between the two systems. Also, destruction of the parallel fibers pro-
motes multiple climbing fiber innervation (Mariani et al., 1977), indicating that a true
competition for a Purkinje cell dendritic tree exists between parallel and climbing fiber
afferents and even between climbing fiber afferents themselves. It also indicates that
a single climbing fiber cannot provide all of the necessary input, because Purkinje
cells become multiply innervated by climbing fibers after parallel fiber damage.

Quantitative studies have been made of the changes in the parallel fiber-Purkinje
cell synapse localization after lesioning of the parallel fiber input. In one set of exper-
iments, the parallel fibers were sectioned and the molecular layer was undercut (to de-
stroy the granule cells) (Hillman and Chen, 1984). The number, size, and average
contact area of the parallel fiber-Purkinje cell synapses were evaluated 2-3 weeks af-
ter the lesion and compared with control values from unlesioned animals. It was found
that the number of parallel fibers contacting a Purkinje cell was reduced in relation to
the extent of the lesion but that the area of synaptic contact of the surviving synapses
was proportionately increased. Thus, there was a change in the position and size of the
synapses in response to perturbations, but the total area of synaptic contact remained
stable. Change in the size of the presynaptic boutons was not accompanied by a change
in the presynaptic grid densities or the number of synaptic vesicles (Hillman and Chen,
1985a). This suggests that as the size of the boutons increased, there was a parallel in-
crease in the morphological correlates of the neurotransmitter release machinery. Sta-
bilization of the total synaptic area has also been seen in other areas of the CNS (see
Hillman and Chen, 1985b).

Other Connectivity in the Molecular Layer. In addition to Purkinje cells, the dendrites
of stellate, basket, and Golgi cells receive inputs in the molecular layer (see Fig. 7.3C).
Parallel fiber swellings make excitatory synapses onto stellate cell dendritic spines. The
stellate cells in turn make inhibitory synapses into Purkinje cell dendritic shafts. The bas-
ket cells receive excitatory synaptic connections from climbing fibers and parallel fibers
and are inhibited by Purkinje cell axon collaterals. Parallel and climbing fibers make the
same en passant synapses with basket cell dendrites as with Purkinje cell dendrites.

CEREBELLAR NUCLEI

Five different types of synaptic terminals have been distinguished on the basis of the
characteristics of their membrane attachment and shape of synaptic vesicles. Both axo-
somatic and axodendritic synapses are found. The presynaptic terminals are made by
collaterals of the mossy and climbing fibers and by Purkinje cell axons (Palkovits et
al., 1977). Purkinje cell axons have two or three branches that arborize extensively in
the nucleus, describing a narrow cone. Synapses are formed at the terminals and at en
passant thickenings along the length of the axon. Synapses are usually formed with
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dendritic thorns or spines of nuclear cells, although some synapses are axosomatic. The
thickenings and terminals have dispersed ovoid vesicles, which are usually found where
they contact the dendrites of nuclear neurons.

There is both significant divergence and convergence in the Purkinje cell-cerebellar
nuclei projection (Palkovits et al., 1977). For example, in cats, individual Purkinje cells
are estimated to contact as many as 35 nuclear cells; however, the bulk of the synapses
are made with only 3-6 nuclear cells. Conversely, there are about 26 Purkinje cells for
each nuclear cell, and each Purkinje cell axon branches extensively. As a result, each
nuclear cell may receive input from up to 860 different Purkinje cells.

Complex synaptic combinations such as serial and triadic synapses are found in the
cerebellar nuclei (Hamori and Mezey, 1977), as is also seen in the retina (see Chap. 6)
and thalamic nuclei (see Chap. 8). These synaptic arrangements imply a quite complex
interaction between the afferents and nuclear cells. In these synapses, the first presyn-
aptic element may be a Purkinje cell axon terminal, a brainstem afferent terminal (col-
lateral of a climbing or mossy fiber), or an axon terminal that is probably from a collateral
of a cerebellar nuclear projection cell. The second terminal in the sequence is from either
an axon collateral of a projection neuron or a Golgi type II interneuron and is both post-
synaptic to the first element and presynaptic to the third element. The third element of
the triad is a dendrite of a cerebellar nuclear neuron, which receives synaptic input from
the other two elements. Although such triadic synapses are a regular feature of the nu-
clei, they do not form as large a percentage of synapses as in some sensory systems.

BASIC CIRCUIT ORGANIZATION

There are three main circuits in the cerebellum: two circuits in the cortex, which in-
clude afferent fibers as shown in Fig. 7.3, and one circuit in the deep nuclei. They are
diagrammed in Fig. 7.7.

MOSSY FIBER CIRCUIT

The sequence of events that follows the stimulation of mossy fibers was first suggested
by Janos Szentagothai at the Semmelweis University School of Medicine in Budapest:
the stimulation of a small number of mossy fibers activates, through the granule cells and
their parallel fibers, an extensive array of Purkinje cells and all three types of inhibitory
interneurons. Subsequent interactions of the neurons tend to limit the extent and dura-
tion of the response. The activation of Purkinje cells through the parallel fibers is soon
inhibited by the basket cells and the stellate cells, which are activated by the same par-
allel fibers. Because the axons of the basket and stellate cells run at right angles to the
parallel fibers, the inhibition is not confined to the activated Purkinje cells; those on each
side of the beam or column of stimulated Purkinje cells are also subject to strong inhi-
bition. The effect of the inhibitory neurons is therefore to sharpen the boundary and in-
crease the contrast between those cells that have been activated and those that have not.

At the same time, the parallel fibers and the mossy fibers activate the Golgi cells in
the granular layer. The Golgi cells exert their inhibitory effect on the granule cells and
thereby quench any further activity in the parallel fibers. This mechanism is one of
negative feedback: through the Golgi cells, the parallel fiber extinguishes its own stim-
ulus (see Fig. 7.7A). The net result of these interactions is the brief firing of a rela-
tively large but sharply defined population of Purkinje cells.



Fig. 7.7. Diagram of the basic circuit in the mammalian cerebellum. A: This circuit includes all
the elements making specific synaptic connections in the cerebellar cortex and nuclei. B and C:
Simplified diagrams of cerebellar cortex showing the afferent circuits (B) and the intrinsic neu-
rons (C). Abbreviations: BC, basket cell; cf, climbing fiber; CN, cerebellar nuclear cell; G, gran-
ule cell; GC, Golgi cell; mf, mossy fiber; PC, Purkinje cell; pf, parallel fiber; SC, stellate cell.
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CLIMBING FIBER CIRCUIT

In the normal adult cerebellum, a one-to-one relationship exists between a climbing
fiber and a given Purkinje cell (i.e., each Purkinje cell receives one climbing fiber);
however, each olivary axon branches to provide climbing fibers to approximately 10
Purkinje cells. The branching patterns of olivocerebellar axons are not random, but
rather the branches of an individual axon predominantly remain within a relatively nar-
row plane that is aligned to the rostrocaudal axis (Sugihara et al., 2001). Moreover,
neurons from the same region of the inferior olive tend to project to the same rostro-
caudally oriented strip of cerebellar cortex. Thus, the projection pattern of the olivo-
cerebellar pathway divides the cerebellar cortex into a series of parasagittally oriented
zones. Interestingly, the projection pattern of the olivocerebellar pathway is largely in
register with corticonuclear (Purkinje cell axons to deep cerebellar nuclei) and cere-
bellar nucleo-olivary projections, such that a series of reentrant loops are formed. For
example, climbing fibers from the principal nucleus of the inferior olive project to the
lateral part of the cerebellar hemisphere and also send collaterals to the dentate nu-
cleus. In turn, the dentate is targeted by Purkinje cells of the lateral part of the hemi-
sphere, and its GABAergic cells project back to the principal olivary nucleus.

Although climbing fibers have Purkinje cells as their primary targets, they also ac-
tivate other neurons of the cerebellar cortex. For example, they activate Golgi cells,
which will inhibit the input through the mossy fibers (see Fig. 1.1 A). Thus, when climb-
ing fibers fire, their Purkinje cells are dominated by this input. The climbing fiber in-
put to basket and stellate cells sharpens the area of activated Purkinje cells.

An additional feature of the anatomy of the olivocerebellar system is of particular
note with regard to its action on the cerebellum: olivary neurons are electrotonically
coupled by gap junctions (Llinas et al., 1974; Sotelo et al., 1974; Llinas and Yarom,
1981). In fact, immunoflourescence and mRNA studies indicate that the inferior olive
has one of the highest densities of connexin 36 (Condorelli et al., 1998; Belluardo et
al., 2000), the protein from which neuronal gap junctions are usually formed (Rash
et al., 2000). This electrotonic coupling is thought to allow olivary neurons to syn-
chronize their activity. Interestingly, most of these gap junctions occur between den-
dritic spines that are part of complex synaptic arrangements known as glomeruli. Olivary
glomeruli, in addition to the gap-junction-coupled dendritic spines, contain presynap-
tic terminals, whose function is thought to be to control the efficacy of the electrotonic
coupling.

CEREBELLAR CORTEX-DEEP NUCLEI CIRCUIT

Electrical activation of mossy fiber inputs to the cerebellar system generates an early
excitation in the cerebellar nuclei because the collaterals terminate directly on the cere-
bellar nuclear cells (see Fig. 1.1 A). The same information then proceeds to the cere-
bellar cortex, which in turn produces an early excitation of Purkinje cells to be translated
into inhibition at the cerebellar nucleus. This inhibition is followed by a prolonged in-
crease in excitability of the cerebellar nuclear cells. The increased excitability is the
result of two actions: (7) disinhibition due to reduced Purkinje cell activity, which in
turn results from the inhibitory action of basket and stellate cells after the initial acti-
vation of Purkinje cells, and (2) cerebellar nuclear cell intrinsic properties (see later).
The Purkinje cell inhibition is also due indirectly to the inhibitory action of the Golgi
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interneuron, which, by preventing the mossy fiber input from reaching the molecular
layer, reduces the excitatory drive to Purkinje cells. The cerebellar nuclear projection
neurons themselves send axon collaterals to cortical inhibitory interneurons including
basket cells, which thus provide recurrent inhibition of the cerebellar nuclear neurons,
as seen in spinal motoneurons (see Chap. 3).

INTRINSIC MEMBRANE PROPERTIES

In Chap. 2, it was emphasized that the functional characteristics of a neuron are the
outcome of a complex interplay between its intrinsic membrane properties and its syn-
aptic interactions. In no part of the brain is this exemplified more vividly than in the
cerebellum. Indeed, as already mentioned in Chap. 2, the Purkinje cell is one of the
best known models for demonstrating these properties. Because of this importance, we
consider the intrinsic membrane properties separately in this section before addressing
the synaptic actions of the system.

PURKINJE CELLS

The intrinsic membrane properties of cells may be considered independent of synaptic in-
put, although interaction of synaptic potentials with intrinsic membrane properties shapes
the activity of the cell. Intrinsic properties are usually studied by determining the response
to direct activation, that is, to depolarizing or hyperpolarizing current injected into the cell,
usually into the soma. Purkinje cell electrical activity may be recorded under in vivo or
in vitro conditions; however, because the most reliable recordings are obtained in vitro,
our understanding of the electrical properties of the mammalian Purkinje cell membrane
has come mainly from studies of cerebellar slices (Llinas and Sugimori, 1978, 1980a,b).
Antidromic activation of a Purkinje cell is characterized by a large spike having an initial
segment-soma dendritic (IS-SD) break that is in many ways similar to that obtained in
vivo from motoneurons and other central neurons.

Direct stimulation of Purkinje soma via the recording microelectrode demonstrates
that these cells fire in a way that is quite different from that seen in other neurons. In-
deed, square current pulses lasting about 1 sec (Fig. 7.8A) produce, at just threshold
depolarization, a repetitive activation of the cell. That is, with long pulses, the neuron
fires, but a single isolated spike cannot be generated by this type of stimulation. This
burst of activity is produced by a low-threshold, sodium-dependent conductance that
does not inactivate within several seconds and serves to trigger the fast action poten-
tials. This sodium conductance is different from that responsible for the fast action po-
tentials seen in virtually all nerve cells: it is activated at a lower voltage and does not
inactivate. With increased stimulation, the onset of the repetitive firing moves earlier.
Also at the end of the initial pulse of firing, a reduction in the amplitude of the spikes
is followed by a rhythmic bursting, as marked by arrows in Fig. 7.8B.

Pharmacological studies in cerebellar slices have shown that the fast action poten-
tials and the bursting responses have different ionic mechanisms. Removal of extra-
cellular sodium or the application of tetrodotoxin (TTX, a sodium-conductance blocker)
to the bath causes a complete abolition of the fast action potentials seen in Fig. 7.8A
and B but leaves a late, slow-rising burst potential intact, as shown in Fig. 7.8C. This
slow bursting of Purkinje cells has been found to be generated by a voltage-activated
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Fig. 7.8. Intrinsic properties of mammalian Purkinje cells recorded in vitro. A: A prolonged, thresh-
old current pulse injected into the soma of a Purkinje cell elicits a train of action potentials after
an initial local response (arrow). B: Increased current strength elicits high-frequency firing and os-
cillatory behavior (arrows). C: After addition of TTX to the bath, the fast action potentials are
blocked, and the slowly rising action potentials underlying the oscillations seen in B are revealed.
A slow afterdepolarization may also be seen. D: Addition of cobalt chloride (Co2+) to the TTX
perfusate removes all electroresponsiveness, indicating that the slow action potentials in C were
calcium dependent. [Modified from Llinas and Sugimori, 1980a, with permission.]

calcium conductance followed by a calcium-dependent potassium conductance in-
crease. We know the spikes are calcium dependent because they are seen in the ab-
sence of sodium and because they are blocked by the removal of calcium from the
extracellular medium or by ions that block the slow calcium conductance (cobalt, cad-
mium, manganese), as shown in Fig. 7.8D. When the calcium in the bathing solution
is replaced by barium, the afterhyperpolarization is reduced and the bursting response
is converted into a prolonged single action potential. This demonstrates the presence
of a calcium-activated potassium conductance, because it is known that barium does
not activate the calcium-activated potassium conductance. All electroresponsiveness is
gone after calcium and sodium blockade, as shown by the application of both TTX and
cobalt to the extracellular medium (see Fig. 7.8D). Thus, at the somatic level, Purkinje
cells have not one, but three, main mechanisms for spike generation: (7) a sodium-
dependent spike similar to that seen in other cells, which is blocked by the absence of
extracellular sodium or by the application of TTX; (2) a low-threshold, noninactivat-
ing sodium spike; and (3) a calcium-dependent action potential, which has a slow ris-
ing time and a rather rapid return to baseline.

The distribution and properties of voltage-gated channels in the dendrites are dis-
cussed later (see Dendritic Properties).

CEREBELLAR NUCLEAR CELLS

The electrical properties of cerebellar nuclear neurons were first studied in detail in in
vitro preparations (Jahnsen, 1986a,b; Llinas and Muhlethaler, 1988b). Like Purkinje
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cells, cerebellar nuclear cells have a collection of ionic conductances that give them
complex firing abilities. Cerebellar nuclear cells have a noninactivating sodium con-
ductance similar to that described in Purkinje cells, in addition to the usual sodium-
and potassium-dependent conductances that generate fast action potentials. The firing
of cerebellar nuclear cells depends on their resting potential. If a cell is depolarized
with a current pulse from the resting potential, as in Fig. 7.9A, the cell fires a train of

Fig. 7.9. Intrinsic properties of cerebellar nuclear neurons. A: A depolarizing current injection
from resting potential elicits tonic firing. B: When the same strength current pulse is delivered
from a hyperpolarized membrane level, an all-or-none burst response is elicited. C: Hyper-
polarizing current injection from the resting potential elicits a strong rebound burst of action po-
tentials from a slow depolarization. D: Response to current injection from a hyperpolarized level
(resting potential marked by broken line). E: Addition of TTX to the perfusate blocked the fast
action potentials, revealing a slowly rising, prolonged depolarization and afterdepolarization;
these responses were then blocked by addition of Co2+ to the bath. [Modified from Llinas and
Muhlethaler, 1988b, with permission.]
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action potentials. However, if the same current pulse is injected when the cell is held
hyperpolarized from the resting potential, all-or-nothing bursts are seen, as shown in
Fig. 7.9B and D. Also, if a hyperpolarizing current pulse is injected into a cerebellar
nuclear neuron, a burst of action potentials is seen at the end of the current injection
(Fig. 7.9C).

This "rebound response" following hyperpolarization is important in cerebellar nu-
clear cell function. This is easily understood because Purkinje cells are inhibitory and
generate inhibitory postsynaptic potentials (IPSPs) in cerebellar nuclear cells. The ionic
basis for these burst responses was determined by pharmacological studies. Thus, af-
ter eliminating the fast sodium conductance by the application of TTX, the fast action
potentials seen in Fig. 7.9D are blocked and a slowly rising spike is elicited from the
hyperpolarized membrane potential (Fig. 7.9E). The threshold for these spikes is lower
than that for the fast sodium-dependent action potentials; they are therefore called low-
threshold spikes (LTSs). They are calcium dependent because they are blocked after
the addition of cobalt or the removal of calcium from the bath and are insensitive to
TTX. The presence of an LTS is probably of major functional significance in cerebel-
lar nuclear neurons because following climbing fiber activation of Purkinje cells, such
bursts can easily be elicited following the powerful IPSPs produced by this input (see
Fig. 7.18; Llinas and Muhlethaler, 1988b).

SYNAPTIC ACTIONS

CLIMBING FIBER ACTION ON PURKINJE CELLS

One of the most powerful synaptic junctions in the CNS is that between the climbing
fiber afferent and the dendrites of a Purkinje cell. It has been called a distributed synapse
because a single presynaptic fiber makes contact with the postsynaptic cell at many
points (—300) throughout the Purkinje cell dendritic tree, and thus the synapse is dis-
tributed over a large surface area. This is in contrast to more typical synapses, such as
between a la terminal and motoneuron, where there are only a few, relatively localized
points of contact (see Chap. 3). Eccles et al. (1966a) demonstrated electrophysiologi-
cally that stimulation of the inferior olive produces a powerful activation of the Purk-
inje cell. This synaptic excitation is characterized by an all-or-nothing burst of spikes
that shows little variability from one activation to the next. These are called complex
spikes. Several complex spikes recorded from an isolated preparation are superimposed
in Fig. 7.10A and B. It is now known that the spikes on the broad EPSP are produced
in the dendrites by a voltage-activated calcium conductance (see later) and at the so-
matic and axonic levels by the usual Hodgkin-Huxley sodium and potassium conduc-
tances (Llinas and Sugimori, 1978, 1980b).

Climbing fiber responses in Purkinje cells may be elicited by placing a stimulating
electrode in the white matter near the midline. This "juxtafastigial" stimulation acti-
vates inferior olivary axons in the white matter. Following a juxtafastigial stimulus,
climbing fiber synapses are activated simultaneously and produce a very large unitary
EPSP in the postsynaptic dendrite. This unitary synaptic potential usually has an am-
plitude of 40 mV and lasts 20 msec. The all-or-nothing character of the climbing
fiber-evoked EPSP contrasts with the usual graded nature of EPSPs within the CNS
and reflects the singular climbing fiber innervation of a Purkinje cell. If the Purkinje
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Fig. 7.10. Climbing fiber activation of mammalian Purkinje cells in vitro. A: All-or-none com-
plex spikes in a Purkinje cell evoked by white matter stimulation are superimposed. B: In an-
other Purkinje cell, five threshold white-matter stimuli (arrow) evoke very uniform complex
spikes on four occasions. C: If threshold stimuli are delivered when the cell is hyperpolarized
(to prevent action potential firing), the all-or-none climbing fiber EPSP may be seen. D: Rever-
sal of climbing fiber EPSP. Notice that, as expected in a distributed synapse, the reversal is bipha-
sic, with the early portion of the potential reversing at lower levels of injected current than the
late part; this may be seen at 18, 22, and 28 nA. E: Plot of the voltage current relation for the
EPSP reversal shown in D. [Modified from Llinas and Nicholson, 1976, and Llinas and
Miihlethaler, 1988a, with permission.]

cells are hyperpolarized far enough to prevent the cell from spiking, the all-or-nothing
character of the EPSPs may be seen (see Fig. 7.IOC).

Under conditions in which the sodium- and calcium-dependent spikes are prevented,
the chemical nature of the synapse may be studied in detail and its distributed charac-
ter clearly demonstrated. Depolarization of the soma or dendrite can produce a reduc-
tion in amplitude and an actual reversal of the sign of the climbing fiber EPSP, as shown
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in Fig. 7.10D. A large increase in the EPSP amplitude is seen when the membrane po-
tential is moved in the hyperpolarizing direction (lower traces in D). The reversal in
sign (shown in Fig. 7.10D, 22.1 nA) is then the necessary and sufficient evidence to
indicate that a synaptic junction is chemical in nature (see Chap. 2).

The fact that different parts of the EPSP (the peak and falling phase) reverse
at different levels of depolarization (see biphasic reversal at 22.1 nA in Fig. 7.10D)
indicates that the synapse occurs at multiple sites with different distances from the
site of recording in the soma (Llinas and Nicholson, 1976). Because a current
point source, a microelectrode, is used to change the membrane potential, the po-
tential change along the dendrite is maximum near the site of impalement and de-
creases with distance. Because the synapses closest to the site of recording generate
most of the rising phase of the recorded EPSP, this component is the first to
reverse. Those synapses located at a distance generate the slowest components
(owing to the cable properties of the dendrites) and are less affected by the
current injection. Recordings similar to those obtained in vitro can also be obtained
in vivo.

Activation of the climbing fiber afferents generates a burst of action potentials at the
Purkinje cell axon. The frequency of this response is high, generally 500/sec. Indeed,
it is higher normally than that seen after parallel fiber stimulation, suggesting that one
of the possible functions of the climbing fiber system is to produce a discharge of dis-
tinct bursts of action potentials. As discussed later, climbing fiber activation also pro-
duces very sharp IPSPs in the target neurons of Purkinje cells.

PARALLEL FIBER ACTION ON PURKINJE CELLS

As discussed earlier, mossy fiber inputs activate Purkinje cells via the parallel fiber-
Purkinje cell synapse (Eccles et al., 1966b). Early investigators named these responses
simple spikes. Purkinje cell responses to spontaneous activity in the parallel fibers are
illustrated in Fig. 7.11 A; notice that during this recording period, two complex spikes
were also recorded. This circuit can be activated by direct parallel fiber stimulation of
the cerebellar surface or via the mossy fiber-granule cell-parallel fiber pathway from
white matter stimulation. Both types of stimulation generate short-latency EPSPs in
Purkinje cells.

This postsynaptic potential differs from that generated by the climbing fiber in two
ways. First, it is graded as shown by the response to juxtafastigial stimuli of increas-
ing intensity (Fig. 7.1 IB, C). Second, it is generally followed by an IPSP (see trace,
Fig. 7.1 IB). The IPSP is generated by activation of the inhibitory interneurons of the
molecular layer. The parallel fiber synaptic depolarization can generate action poten-
tials at the somatic level as well as dendritic calcium spikes if the stimulus is large
enough (see later). Because parallel fiber activation of Purkinje cells is followed by a
disynaptic inhibition, this synaptic sequence is reviewed in detail in conjunction with
the inhibitory systems in the next section.

INHIBITORY SYNAPSES IN THE CORTEX

Inhibitory neurons are organized in the cerebellar cortex into two main categories: those
that reside in the molecular layer (basket and stellate cells), and those that reside in the
granular layer (Golgi cells).
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Fig. 7.11. Mossy fiber activation of mammalian Purkinje cells in vitro. A: Spontaneous activ-
ity in the mossy fiber-parallel fiber system gives rise to fast, simple spikes in Purkinje cells,
which are in contrast to the two broad, climbing fiber-evoked complex spikes in the trace.
B: White matter stimulation of increasing strength evoked graded EPSP-IPSP sequences due to
mossy fiber-parallel fiber activation. C: When such stimulation is delivered during hyperpolar-
izing pulses of increasing amplitude (middle trace), the parallel fiber-mediated EPSP may be
seen (top trace); the bottom trace illustrates the graded nature of the synaptic potential. [Modi-
fied from Llinas and Muhlethaler, 1988a, with permission.]

Granular Layer. In the granular layer, the main inhibitory system is the Golgi cell ax-
onic plexus. This plexus releases GAB A, inhibiting granule cell dendrites within the
granule cell glomerulus. Indeed, while mossy fibers activate the terminal dendritic claws
of the granule cells, the Golgi cell axons also distribute their contacts on the dendrites
of the granule cells and act to counter the synaptic action of the mossy fibers by the
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release of GABA. The inhibition that ensues is so powerful as to totally block paral-
lel fiber activity in the cerebellar cortex (Eccles et al., 1966d).

Molecular Layer. In the molecular layer, inputs from climbing fibers and parallel fibers
represent the two types of excitatory afferents terminating on a Purkinje cell. The Purk-
inje cell also receives input from three inhibitory systems: the basket cell, the stellate
cell, and the catecholamine system, which arises from the locus coeruleus (Bloom et
al., 1971; Pickel et al., 1974). Activation of the basket cells generates a graded inhibi-
tion at each side of the activated bundle of parallel fibers (Andersen et al., 1964;
Eccles et al., 1966b,c). This can be seen clearly when recordings are made lateral to
the beam of stimulated parallel fibers. In this case, at low stimulus intensity, only the
IPSP is seen; however, if the stimulus intensity is increased, more Purkinje cells are
excited by the parallel fibers and an EPSP-IPSP sequence is seen (Fig. 7.12A). The
basket cell IPSP is generated by a membrane conductance increase to chloride, most
probably by the release of GABA (see later). The second inhibitory system is that rep-
resented by the stellate cells, which synapse mainly on Purkinje cell dendrites. Electro-
physiologically, they have the same pattern of inhibition as that of basket cells.

Monoaminergic Inhibition. The third inhibitory system in the molecular layer is that
of the locus coeruleus; its catecholamine-mediated inhibition generates a large, pro-
longed hyperpolarization in Purkinje cells (Hoffer et al., 1973). Although intriguing
questions arise about the function of this system, it is possible (because of its rather
widespread character) that it is related to the general state of wakefulness of the ani-
mal rather than to specific cerebellar functions. Indeed, morphologically, the system
consists of rather thin filamentous afferents that reach the cerebellar cortex and bifur-
cate widely to cover not only the neuronal elements but probably also the vascular sys-
tem (Bloom et al., 1971).

PURKINJE CELL ACTION ON CEREBELLAR NUCLEAR CELLS

Perhaps one of the most surprising findings in the physiology of the cerebellum is the
fact that the only output of the cerebellar cortex, the Purkinje cells, exercises an in-
hibitory input onto the cerebellar nuclear neurons (Ito et al., 1964). This finding indi-
cates that the cerebellar cortex is the most sophisticated inhibitory system in the brain,
not only because of its refinement of connectivity and the integrative ability of these
neurons but also because of the extent of information reaching the cerebellar cortex.
Indeed, there are as many neurons in the cortex (=5 X 1010) as there are neurons in
the rest of the brain. The powerful GABAergic inhibition of the Purkinje cells on the
cerebellar nuclei also demonstrates the rich biochemistry of the system (Obata et al.,
1967). The Purkinje cells project in a radial pattern onto the nuclei as discussed pre-
viously (see Neuronal Elements).

Electrical stimulation of the cerebellar white matter can elicit quite complex se-
quences of EPSPs and IPSPs in cerebellar nuclear cells. Here, we consider the sim-
plest case—where white matter stimulation is limited to the Purkinje cell axons. In this
case, only IPSPs are recorded. The records shown in Fig. 7.12B were made from a
cerebellar nuclear cell in a cerebellum-brainstem preparation isolated from adult guinea
pig (Llinas and Miihlethaler, 1988b). In the example shown in Fig. 7.12C, several
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Fig. 7.12. Inhibitory synaptic potentials in Purkinje cells and cerebellar nuclear cells. A: Here,
the stimulating electrode was placed on the cerebellar surface lateral to the recorded Purkinje
cell because under such conditions, powerful IPSPs could be recorded in the Purkinje cell. As
the stimulus intensity was increased (lower traces), the band of activated parallel fibers became
wider, and finally the parallel fibers synapsing on the recorded Purkinje cell were themselves
activated; thus an EPSP preceded the IPSP. B: IPSPs recorded in a cerebellar nuclear cell. Stim-
ulation of the white matter between the cerebellar cortex and nuclei may elicit graded EPSPs
and IPSPs. For particular locations and amplitudes of stimulation, IPSPs may be elicited in the
absence of an early EPSP, as shown here. These IPSPs are very regular, often triggering rebound
firing of the cell, as seen here. C: That these large potentials are synaptic potentials is shown by
their reversal upon injection of a hyperpolarizing current.

IPSPs were elicited; it can be seen that their onset and amplitude are very reliable (four
traces are superimposed) and that they can be easily reversed in sign by current injec-
tion, as in this example. The response of cerebellar nuclear cells to white matter stim-
ulation is not always so straightforward, as is discussed later (see Functional Circuits).

MODULATION OF EXCITATORY SYNAPSES

In addition to the excitatory action of climbing and parallel fibers on Purkinje cells
(see earlier) and their intrinsic roles in Purkinje cell integration, other functions related
to their temporal interaction have been proposed. Ito et al. (1982) reported that simul-
taneous low-frequency activation (1-4 Hz) of these two inputs such that climbing fibers
precede parallel fiber activation (induction) reduces subsequent parallel fiber action on
Purkinje cells when both inputs are again stimulated (expression). Thus, following such
pairing, the parallel fiber EPSP or EPSC amplitude is reduced by 20%-50%; this ef-
fect is maximal after 5-10 min. It lasts as long as it has been studied, usually 1-2 hr,
and is called long-term depression (LTD). Comparable phenomena induced by low-
frequency stimulation have been found in other regions of the brain (cf. Chaps. 10-12).

The order and temporal sequence for the generation of this depression were initially
proposed on theoretical grounds by Albus (1971) as the basis for his hypothesis that
the cerebellar cortex may be the seat of motor learning. Ito et al. (1982) interpreted
their results as a confirmation of Albus's theory, but this is a matter of controversy. The
phenomenon has since been studied largely in cerebellar slices, dispersed Purkinje cells,
and more reduced preparations (Narasimhan and Linden, 1996). With these in vitro
preparations, the cellular mechanism underlying this form of "memory" has become
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an area of active research (Linden and Connor, 1993) and discussion (Llinas and Welsh,
1993).

An important issue with LTD has been its apparent specificity. Because climbing
fiber activation stimulates the entire dendritic tree, the specificity is determined by the
parallel fiber synapses. That is, only Purkinje cells that respond to those parallel fibers
that were coactivated with climbing fiber input during the induction phase would pre-
sumably show a decrease in parallel fiber activation. This would mean that the input
from a small group of granule cells would be selectively depressed, modifying the
"computational" power of each Purkinje cell.

However, it has been shown that the opposite order of stimulation—parallel fiber ac-
tivation preceding climbing fiber activation of Purkinje cells—can also lead to LTD
(Chen and Thompson, 1995) and that parallel fibers in their own right can also acti-
vate such a process (Kartell, 1996). Indeed, parallel fibers alone can activate calcium
entry on the spines of Purkinje cells (Denk et al., 1995). Thus, a new hypothesis as to
how LTD may relate to motor function must be developed because Albus' learning
hypothesis was quite specific on the nature and order of climbing fiber-parallel fiber
interaction.

From a molecular biological point of view, it has been proposed that LTD induction
is associated with activation of voltage-gated calcium channels following climbing fiber
activity and of metabotropic glutamate receptors (mGluRl) and AMPA glutamate re-
ceptors following parallel fiber activity. Climbing fiber activation of Purkinje cells leads
to the opening of voltage-gated calcium channels and the generation of calcium spikes
in the dendrites. The resulting increased intracellular concentration of calcium is nec-
essary for LTD induction. Direct Purkinje cell depolarization can be substituted for
climbing fiber activation. Activation of the metabotropic glutamate channels leads to
phospholipase C-mediated production of diacylglycerol and inositol-l,4,5-triphos-
phate. The AMPA receptors are linked to Na+-selective channels and sodium entry
through the AMPA channels is necessary for the induction of LTD (Linden et al., 1993).
lonophoresis of glutamate can be substituted for parallel fiber stimulation. The ulti-
mate expression of LTD is thought to be due to desensitization of AMPA receptor
function (Linden, 1994). Finally, another issue has come up; LTD may in fact be a neu-
roprotective mechanism to control possible damage of the Purkinje cell dendritic tree
by excess calcium entry during high-level activation (Llinas et al., 1997).

We can summarize what is known about the induction of LTD in the cerebellar cor-
tex as follows. (7) Climbing fiber stimulation leads to increased intracellular concen-
tration of calcium through voltage-gated channels and to increased cGMP, possibly
through nitric oxide and guanylate cyclase. Parallel fibers also increase, in their own
right, calcium concentration in these dendrites. (2) Parallel fiber activation leads to ac-
tivation of metabotropic glutamate receptor-linked channels, which in turn leads to in-
creased diacyglycerol and inositol-l,4,5-triphosphate. (3) Parallel fiber activation leads
to activation of glutamate receptors and inflow of sodium and calcium via the ligand-
dependent channels and of calcium via voltage-gated channels. (4) The expression of
LTD is through desensitization of specific, parallel fiber-activated Purkinje cell AMPA
receptors. The physiological role of LTD and its mode of generation remain matters of
debate. Indeed, placing LTD in the context of cerebellar function awaits further stud-
ies carried out under physiological conditions.
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NEUROTRANSMITTERS

GLUTAMATE

In the cerebellar cortex, as is the case throughout most of the CNS, glutamate appears
to be the major excitatory transmitter. Supporting its role as a neurotransmitter in the
cerebellum, its release is dependent on calcium, antagonized by increases in magne-
sium, and stimulated by membrane depolarization caused by elevated levels of potas-
sium (Sandoval and Cotman, 1978).

There is strong evidence that glutamate is the neurotransmitter of granule cells.
Glutamate depolarizes Purkinje cells when applied ionophoretically to the dendrites (Krn-
jevic and Phillis, 1963; Curtis and Johnston, 1974; Sugimori and Llinas, 1981). Further,
naturally occurring L-glutamate is more potent than the D-glutamate isomer (Chujo et al.,
1975; Crepel et al., 1982). In frog Purkinje cells, the reversal potential of the glutamate-
elicited EPSP is close to that for parallel fiber-evoked EPSPs (Hackett et al., 1979). More-
over, neurochemical studies have shown that the glutamate content is lower than normal in
cerebella in which the number of granular cells has been reduced by X-irradiation (Val-
cana et al., 1972; McBride et al., 1976), virus infection (Young et al., 1974), or mutation
(Hudson et al., 1976; Roffler-Tarlov and Turey, 1982). Also, compared with control values,
glutamate uptake is reduced in synaptosomal preparations from cerebella in which the gran-
ule cell number has been reduced (Young et al., 1974; Rohde et al., 1979). Immunocyto-
chemical studies have demonstrated high levels of glutamate immunoreactivity in parallel
fiber terminals (Somogyi et al., 1986), which decrease under conditions that induce trans-
mitter release (Ottersen et al., 1990a; Ottersen and Laake, 1992). Last, glutamate receptors
are found on Purkinje cell dendrites as well as on other cells (basket, stellate, and Golgi)
whose dendrites are contacted by parallel fibers (Petralia and Wenthold, 1992).

Glutamate also appears to be the neurotransmitter of the large majority of mossy fibers
(Ottersen, 1993). Mossy fiber terminals are enriched in glutamate (Somogyi et al., 1986),
and glutamate receptors are present on the postsynaptic granule cells (Gallo et al., 1992;
Petralia and Wenthold, 1992). Moreover, CNQX, an AMPA antagonist, blocks granule cell
responses to mossy fiber stimulation (Garthwaite and Brodbelt, 1989). However, mossy
fibers originate from a number of brain regions, and at least some mossy fibers may use
transmitters other than or in addition to glutamate (see Mossy Fiber).

There has been considerable debate regarding the neurotransmitter of the climbing
fibers. Early biochemical results suggested that aspartate rather than glutamate was the
neurotransmitter (Wiklund et al., 1982). Homocysteate was also put forward as a can-
didate because selective lesion of the climbing fibers abolished its release from cere-
bellar slices (Vollenweider et al., 1990). However, climbing fiber terminals show high
immunoreactivity for glutamate but not for aspartate or homocysteate (Zhang et al.,
1990; Zhang and Ottersen, 1993). Furthermore, homocysteate staining in the cerebel-
lar molecular layer has been localized to the glial processes surrounding the Purkinje
cell dendrites (Grandes et al., 1991). Thus, the evidence to date points to glutamate be-
ing the transmitter of the climbing fibers.

GABA

GABA is the major inhibitory neurotransmitter of the cerebellum. In the cortex, it is
utilized by Purkinje cells and all three local inhibitory interneurons (basket, stellate,



298 The Synaptic Organization of the Brain

and Golgi cells). In the cerebellar nuclei, the cells that give rise to the nucleo-olivary
projection are GABAergic (De Zeeuw et al., 1989; Fredette and Mugnaini, 1991).

The inhibitory nature of Purkinje cells was first demonstrated in Deiters' nucleus,
lonophoretic application of GABA hyperpolarizes Deiters' neurons (Obata et al., 1967),
a target of Purkinje cell axons. IPSPs following Purkinje cell activation, as well as
GABA-induced potentials, reverse near the same membrane potential and are mediated
by an increased conductance to chlorine (Obata et al., 1970; ten Bruggencate and
Engberg, 1971). Picrotoxin, which blocks the chloride channel associated with the
GABA-A receptor, blocks both Purkinje cell IPSPs and GABA potentials in Deiters'
neurons. A reduction in the GABA-synthesizing enzyme glutamic acid dehydrogenase
(GAD) in the interpositus nucleus is associated with destruction of the cerebellar hemi-
sphere of the same side. Immunocytochemical studies have associated GAD activity
with Purkinje cell axon terminals (Fonnum et al., 1970). In fact, GAD activity in Purk-
inje cell axon terminals is very high; 350-1,000 mM GABA can be synthesized per
hour (Fonnum and Walberg, 1973).

Basket cell inhibition of Purkinje cell electrical activity is blocked by the applica-
tion of agents known to block GABA receptors, such as bicuculline or picrotoxin. This
effect has been demonstrated in several ways, involving a reduction in the ability of
basket cell activation to (7) depress Purkinje cell spontaneous firing (Curtis and Felix,
1971), (2) depress Purkinje cell antidromic field potentials (Bisti et al., 1971), or
(3) elicit IPSPs in Purkinje cells (Dupont et al., 1979). Also, ionophoretic application
of GABA inhibits Purkinje cell spontaneous activity (Kawamura and Provini, 1970;
Okamoto et al., 1976; Okamoto and Sakai, 1981). Moreover, basket cells take up ra-
dioactive GABA (Sotelo et al., 1972; Ljungdahl et al., 1978). Immunocytochemical
studies have demonstrated the presence of GAD in basket cell terminals around
Purkinje cell somata (McLaughlin et al., 1974; Chan-Palay et al., 1979; Oertel et al.,
1981). Antibodies against GABA itself also strongly stain basket cells (Ottersen, 1993).

Stellate cells produce IPSPs in Purkinje cells that reverse around —75 mV and are
blocked by bicuculline and picrotoxin, suggesting that they are mediated by GABA-A
receptors (Midtgaard, 1992). However, these results by themselves do not exclude tau-
rine as the neurotransmitter, for which there also is some evidence (Frederickson et al.,
1978). However, immunocytochemical studies have directly demonstrated the presence
of GABA in stellate cells, as well as a GABA reuptake system (Ottersen, 1993).

Antibodies against GAD or GABA label Golgi cells, including their synaptic ter-
minals, indicating their GABAergic nature (Ottersen, 1993). However, most Golgi cells
(—70%) are also labeled by glycine, and the labeling for both GABA and glycine is
reduced following induction of synaptic activity with elevated potassium concentra-
tions (Ottersen et al., 1990b). Moreover, granule cells, the targets of Golgi cell axons,
have both GABA and glycine receptors (Triller et al., 1987; Somogyi et al., 1989).

MONOAMINERGIC AFFERENTS

In addition to the inhibition produced by local circuit neurons, elements of the cere-
bellar cortex (in particular, the Purkinje cells) may be inhibited by release of norepi-
nephrine following activation of the locus coeruleus (see Foote et al., 1983). This form
of inhibition, first demonstrated by Bloom and collaborators (Siggins et al., 1971b),
suggests that Purkinje cell excitability may be depressed for protracted periods by the
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release of norepinephrine from terminals arising from the brainstem neurons. Rather
than synapsing at specific points, the terminals seem to be widespread within the cor-
tex. Their activation apparently produces a widespread release of catecholamines that
hyperpolarize the Purkinje cells. Such hyperpolarization seems to be mimicked by ap-
plication of cyclic adenosine-3',5'-monophosphate (cAMP) (Siggins et al., 1971a,c),
and norepinephrine may function via the activation of an electrogenic sodium pump
similar to those in other central neurons (Phillis and Wu, 1981). Indeed, the possibil-
ity that an electrogenic sodium pump may be activated by norepinephrine is indicated,
because the hyperpolarization is accompanied by a decreased ionic conductance change
(Siggins et al., 197Ic).

There is also evidence for dopaminergic cerebellar afferents projecting to the cere-
bellar nuclei and to the Purkinje and granular cell layers of the cortex (Simon et al.,
1979). The raphe nuclei, which synthesize and release serotonin, project fibers to all
parts of the cerebellar nuclei and cortex (Takeuchi et al., 1982). These terminate at
mossy fiber rosettes diffusely throughout the granular layer; in the molecular layer,
they bifurcate like parallel fibers and synapse with the intrinsic neurons (Chan-Palay,
1977). In the molecular and granular layers, beaded fibers with fine varicosities have
been labeled with serotonin-specific antibodies (Takeuchi et al., 1982).

MOSSY FIBERS

Although the majority of mossy fibers appear to use glutamate as a neurotransmitter,
some mossy fibers appear to use other neurotransmitters. For example, among the pep-
tides, somatostatin-immunoreactive fibers have been shown to enter the cerebellum
(Inagaki et al., 1982); these probably end as mossy fibers. Acetylcholine (ACh) is pres-
ent in some mossy fiber terminals isolated as synaptosomes (Israel and Whittaker,
1965), and some mossy fibers contain acetylcholinesterase (Phillis, 1968). Choline
acetyltransferase (ChAT), the enzyme for ACh synthesis, has been demonstrated in
mossy fibers and glomeruli through immunocytochemical methods (Kan et al., 1978,
1980). Subsequent labeling studies have suggested that ChAT-positive mossy fibers
may be largely restricted to cerebellar regions that receive vestibular input (Barmack
et al., 1992). However, a role for ACh as a transmitter has not been supported by phar-
macological or physiological studies, which have shown that while cholinergic antag-
onists fail to block mossy fiber evoked activity, glutamate blockers are effective, even
in the vestibular-related areas of the cerebellum (Crepel and Dhanjal, 1982; Rossi
et al., 1995).

DENDRITIC PROPERTIES

MICROELECTRODE RECORDINGS

That dendrites are capable of electroresponsive activity and are not simple, passive ca-
bles was first shown in Purkinje cells. The earliest recordings indicating that the den-
drites are active were made from alligator cerebellum. Here, intradendritic recordings
revealed large dendritic spikes in response to parallel fiber stimulation (Llinas and
Nicholson, 1971). The injection of hyperpolarizing current allowed these spikes to be
dissected into several all-or-none components. From these early studies, it was pro-
posed that there are several "hot spots" in the dendrites that are capable of spike gen-
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eration and that dendritic spikes travel toward the soma in a discontinuous manner.
Subsequent intradendritic recordings from pigeon Purkinje cells showed that dendritic
spikes are calcium dependent (Llinas and Hess, 1976). It was not until cerebellar slice
preparation was used, however, that the dendritic properties of Purkinje cells were re-
vealed in all their complexity.

The types of spontaneous action potentials that may be seen at different levels in a
mammalian Purkinje cell soma and dendrites are illustrated for an in vitro experiment
in Fig. 7.13. Typical bursts, consisting of fast sodium spikes and a terminal, slower ris-
ing calcium spike, are seen at the somatic level (Fig. 7.13B). Recordings obtained at
different levels in the dendritic tree are shown in Fig. 7.13C-E. The decrease in am-
plitude of the fast spike that occurs as recordings are made farther from the soma in-
dicates clearly that the fast sodium action potentials seen at the soma do not actively
invade the dendrites. Rather, they are electrotonically conducted and can be detected
only to about mid-dendritic level, their amplitude decrements rather quickly with dis-
tance from the soma.

The bursting calcium-dependent spike, on the other hand, is large and rather promi-
nent in the upper dendrites, indicating a differential distribution for sodium and cal-

Fig. 7.13. Composite illustration of recordings made from different regions of a Purkinje cell in
vitro. A: Drawing of typical mammalian Purkinje cell. B: Fast action potentials dominate this
recording, with slower membrane oscillations. C-E: As the electrode moves away from the soma,
(7) the amplitude of the fast, Na-dependent action potentials progressively decreases until they
are not seen in the most distal branches; and (2) the slow, prolonged, Ca2+-dependent action po-
tentials increase in amplitude and become distinct in the distal branches. Although the dendritic
spikes are discontinuously propagated toward the soma, the somatic spikes do not actively in-
vade the dendrites. [Modified from Llinas and Sugimori, 1980a, with permission.]
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Fig. 7.14. Purkinje cell dendritic recording in the presence of TTX. Short depolarizing pulses
elicit Ca-dependent plateau potentials and Ca2+ spikes. As the current amplitude is increased,
the plateau responses increase in duration, and full spike bursts are generated. B: The calcium
dependence of both the plateau and the spike bursts is demonstrated by their complete abolition
after Cd2+ has been added to the TTX bathing solution.

cium conductances. Furthermore, direct stimulation of dendrites after the application
of TTX, as shown in Fig. 7.14A, produces two types of calcium-dependent electrore-
sponsiveness. A small stimulus can generate a plateau-like response and a burst of ac-
tion potentials. Because both responses can be blocked by cobalt, cadmium, or D600
(see Fig. 7.14B), it must be concluded that the dendrites of the Purkinje cell are capa-
ble of generating calcium-dependent spikes, which may be of either a prolonged plateau
form or clear, all-or-nothing action potentials.

The Purkinje cells thus demonstrate the following set of voltage-dependent ionic
conductances. As discussed earlier, in the soma there are (7) a rapid, inactivating
Hodgkin-Huxley sodium current that generates a fast spike; (2) a fast voltage-activated
potassium current that generates the afterhyperpolarization following a fast spike;
(3) a calcium-activated potassium conductance, and (4) a noninactivating, voltage-
activated sodium conductance capable of generating repetitive firing of the Purkinje
cell following prolonged depolarization. At the dendritic level, on the other hand, ex-
citability seems to be due mainly to a voltage-activated calcium conductance increase.
This conductance may generate a low plateau potential or calcium spikes (Fig. 7.14A),
and the spikes may be followed by an increase in both voltage-activated and calcium-
activated potassium conductances.

It is therefore clear that the complex electrical responses observed in these cells af-
ter direct stimulation or activation of climbing or parallel fibers are largely due to the
electroresponsive properties of the Purkinje cells themselves.
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OPTICAL RECORDING

Optical probes have been used to mark the spatial distribution of voltage-sensitive ionic
channels in Purkinje cells. The sodium conductance is restricted to the soma and axon
as visualized by using fluorescently labeled TTX (Sugimori et al., 1986).

Mapping of the distribution of an increase in intracellular calcium concentration
([Ca2+];) during spontaneous and evoked Purkinje cell activity allows visualization
of the probable location of calcium channels in the somatodendritic membrane. This
has been done in experiments using Arsenazo III absorption (Ross and Werman, 1987)
and Fura-2 as a calcium indicator. Experiments using the fluorescent Ca2+ indicator
Fura-2 have shown that during spontaneous bursting, the [Ca2+]j increases first in
the fine dendritic branches, where the increase is also the largest (Tank et al., 1988).
The [Ca2+]i is later seen to increase in the dendritic trunk, and by this time it has
begun to subside in the fine dendrites. The [Ca2+]j in the soma increases very little.
This temporal sequence of increased calcium activity, first in the distal and then in
the proximal dendrites, supports the electrophysiological description of the two cal-
cium conductances—the low-threshold plateau and all-or-none calcium-dependent
dendritic spikes (see Fig. 7.13). The presence of voltage-activated calcium channels
in the spiny branchlets provides a mechanism whereby parallel fiber EPSPs can be
enhanced by slow local increases in calcium conductance. In contrast, when the syn-
aptic activity is in the larger dendritic branches, full calcium-dependent dendritic
spikes can be generated in the main dendritic tree. Climbing fiber synapses tend to
depolarize the main dendritic tree, producing full dendritic spikes. If a cell loaded
with Fura-2 is depolarized by somatic current injection, the increased [Ca2+]j in the
dendrites is not uniform. Rather, there are well-localized areas of marked increases,
supporting the earlier hypothesis of "hot spots" of calcium influx (Llinas and Nichol-
son, 1971). Thus, the distribution of calcium channels over the dendritic tree is a crit-
ical element in the fine tuning of the electrophysiological sophistication of this most
remarkable cell.

Unlike the climbing fiber input, which produces a widespread activation of the Pur-
kinje cell dendritic tree, parallel fibers have the ability to excite small compartments
of the dendritic tree. Given the complexity of its dendritic tree, the Purkinje cell has
tremendous computational power when activated by the parallel fiber system. Indeed,
the actual number of possible functional states will depend on the nature and, there-
fore, on the number of independent dendritic compartments activated. In vitro experi-
ments with the calcium-sensitive dye Calcium Green have suggested that the smallest
functional units of neuronal integration may in fact be the individual spines (Denk et
al., 1995). Figure 7.15 shows an example of independent activation of single spines in
a Purkinje cell following parallel fiber activation. The cell was filled with Calcium
Green using a whole-cell patch electrode and imaged using two-photon fluorescence
laser scanning microscopy. At low magnification the complete dendritic tree is shown
(Fig. 7.15 A), whereas at higher magnifications the individual spines of the spiny branch-
lets are clearly resolved (Fig. 7.15B-D). Trains of electrical microstimulation pulses
applied to a restricted parallel fiber group evoked well-resolved EPSCs recorded at the
soma by the patch electrode (Fig. 7.15E) and produced activation of individual den-
dritic spines, as measured by taking the difference in fluorescence intensity between
the resting and stimulated conditions (Fig. 7.15F). Because there are approximately 107



Fig. 7.15. Single spine activation via parallel fiber stimulation. After Calcium Green diffusion
from the patch electrode, a complete Purkinje cell dendritic tree (A) is shown. Functional im-
aging was performed in a different cell, which is shown at three magnifications (B-D). Note that
single spines are well resolved. A-D: Maximal value projections of a stack of optical sections.
In (C) and (D), the spine activated in E is indicated by arrows. A train of low-amplitude paral-
lel fiber stimuli generated small subthreshold synaptic currents (E) at the soma. In (F), differ-
ence images (stimulated minus resting; A) and the resting fluorescence level (S) taken at four
different depths show the single spine calcium response produced by the parallel fiber stimuli.
[Modified from Denk et al., 1995.]
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Purkinje cells in humans, each of which has over 100,000 spines, the number of com-
putational events implementable from a neuronal point of view for the output layer of
the cerebellar cortex exceeds 1012.

FUNCTIONAL CIRCUITS

We have seen that the climbing fiber and the mossy fiber-granule cell-parallel fiber
pathways are the two main types of afferents to the cerebellum as a whole and to the
Purkinje cells in particular. These afferent systems differ dramatically in their interac-
tions with the Purkinje cells. For example, the Purkinje cell and its climbing fiber af-
ferent have a one-to-one relationship, whereas the relationship between the Purkinje
cell and the mossy fiber-parallel fiber system can be characterized as many-to-many.
Moreover, the directionality of the parallel fibers imparts a mediolateral orientation to
Purkinje cell activation by the mossy fiber-parallel fiber system, whereas the climbing
fiber system, as we shall see, is organized to produce synchronous activation of spe-
cific groupings of Purkinje cells, groupings that often have a rostrocaudal orientation.
Their electrophysiological and anatomical differences lead to distinct functional roles
for these two systems, which we discuss later.

Let us first consider the climbing fiber system. As a result of the electrotonic coup-
ling between inferior olivary neurons and the topography of the olivocerebellar pro-
jection, this system generates synchronous (on a millisecond time scale) complex spike
activity in rostrocaudal bands of Purkinje cells (Fig. 7.16B). These bands are normally
only about 250 />tm wide in the mediolateral direction but can be several millimeters
long in the rostrocaudal direction and may extend down the walls of the cerebellar fo-
lia and across several lobules (Sugihara et al., 1993; Yamamoto et al., 2001). It is im-
portant to realize that the banding structure shown in Fig. 7.16B is an average from a
long (20-min) recording and that the moment-to-moment synchrony distribution is dy-
namically controlled by afferents to the inferior olive (Llinas, 1974). In fact, instead of
providing the primary drive for activity in the olivocerebellar system, the major role of
olivary afferents may be to determine the pattern of "effective" electronic coupling be-
tween olivary neurons and thereby the distribution of synchronous complex spike ac-
tivity across the cerebellar cortex. This idea is supported by results showing that
spontaneous climbing spike activity persists following the block of glutamatergic and
GABAergic input to the inferior olive (Lang, 2001, 2002).

The role of GABAergic and glutamatergic olivary afferents in shaping the patterns
of olivocerebellar synchrony has been investigated using multiple electrode recordings
of complex spike activity (Llinas and Sasaki, 1989; Lang et al., 1996; Lang, 2001,
2002) and voltage-sensitive dye imaging of inferior olivary activity (Leznik et al., 2002).
The effect of neurotransmitter release within olivary glomeruli was proposed to in-
crease the conductance of the membrane adjacent to the gap junctions. This would
shunt any current flowing between olivary cells, thus decoupling their activity (Llinas,
1974). Evidence supporting this hypothesis was obtained by making multiple electrode
recordings of complex spike activity and comparing the patterns of synchrony before
and after elimination of GABAergic activity in the inferior olive (Lang et al., 1996).
GABAergic activity was blocked either with microinjections of picrotoxin into the in-
ferior olive or by destroying the cerebellar nuclei, the source of the GABAergic pro-
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Fig. 7.16. Complex spike synchrony patterns revealed by multiple electrode recording. A: (Top)
Schematic of rat cerebellum showing the placement of an array of microelectrodes on lobule
crus 2a. Each electrode records the complex spikes from a single Purkinje cell. (Bottom) Syn-
chrony scale for plots in B and C. B: Distribution of synchronous complex spike activity with
respect to the activity of reference cell M under control conditions. Each circle represents the
location of an electrode in the recording array, where left and right correspond to lateral and me-
dial on crus 2a and top and bottom correspond to rostral and caudal. The area of a circle is pro-
portional to the level of synchronous activity between the cell at that location and the selected
reference cell M. Synchrony is defined as the normalized cross correlation coefficient at 0 ms
time lag as calculated from the spike trains of the two cells using a time bin of 1 ms. Note how
cells showing high levels of synchrony with cell M form a column or band that roughly runs
from the top to the bottom of the plot (i.e., rostral to caudal). Scale bar indicates the spacing of
the electrodes. C: Distribution of synchronous complex spike activity after a lesion the cerebel-
lar nuclei and therefore loss of GABAergic activity within the inferior olive. Note the higher
synchrony level compared with B and the more uniform distribution.

jection. Figure 7.16C shows the widespread distribution of synchronous complex spike
activity that follows the loss of GABAergic input to the inferior olive. Note that the
banding pattern seen under control conditions has been replaced by a uniform distri-
bution. In contrast, it was shown that blocking glutamatergic input to the inferior olive
actually accentuates the banding pattern (Lang, 2001). Thus, GABAergic and gluta-
matergic olivary afferents act in a complementary fashion to shape the exact pattern of
synchronous complex spike activity across the cerebellum.

Optical recordings from in vitro inferior olivary slices treated with voltage-sensitive
dyes have provided direct visualization of the GABAergic modulation of inferior oli-
vary cell coupling. As shown in Fig. 7.17A, B (Control), an electrical stimulus deliv-
ered to the surrounding white matter results in coherent oscillatory activity in small,
discrete clusters of inferior olivary neurons. This is presumably a result of electrotonic
coupling via gap junctions. After the application of picrotoxin, an identical stimulus
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generated a much stronger optical signal (Fig. 7.17A, B, Picrotoxin). This enhanced
signal is not due to an increase in the responses of individual cells to the stimulus. In-
deed, intracellular recordings show that the responses of individual cells before and af-
ter picrotoxin application are similar (Fig. 7.17C). Rather, the large increase in the dye
signal reflects a more coherent population response, as a result of the greater efficacy
of electrotonic coupling after blocking GABAergic synapses with picrotoxin. These ex-
amples show that pharmacological manipulations can dramatically alter the patterns of
synchronous activity in the olivocerebellar system. Changes in synchrony patterns have
also been demonstrated to be associated with movements made by animals perform-
ing a motor task (Welsh et al., 1995), which points to their significance for normal
cerebellar function.

Fig. 7.17. Effects of picrotoxin on intracellularly and optically recorded oscillations in the in-
ferior olive measured using a voltage-sensitive dye. A: A frame of imaged ensemble neuronal
oscillating clusters in control conditions (left) and after addition of 20 /jM picrotoxin (right) to
block GABAergic activity. In the control condition, several representative clusters in the bottom
right of the inferior olive are outlined in black. The clusters were defined as areas with pixels
above a selected threshold value (0.007%). After picrotoxin an additional threshold level (0.014%)
was added to delineate the areas with the highest response. B: Higher magnification view of
boxed areas in A. Note how picrotoxin significantly increased the size of the clusters by merg-
ing several smaller discrete areas into a continuous larger area. C: Intracellular recording from
an inferior olivary neuron showing spontaneous subthreshold oscillations before (left) and after
(right) bath application of 20 //M picrotoxin. [Modified from Leznick et al., 2002.]
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To understand more fully the functional significance of the olivocerebellar circuit,
we must consider what effect this activity has on the cerebellar nuclear cells. This is
the case because the ultimate role of the cortex is to help determine the firing of cere-
bellar nuclear cells. We consider this below and then finish by adding the mossy
fiber-granule cell-parallel fiber circuitry to the picture.

The activity of the cerebellar nuclei is regulated in three ways: (7) by excitatory in-
put from collaterals of the cerebellar afferent systems, (2) by inhibitory inputs from
Purkinje cells activated over the mossy fiber pathways, and (3) by inputs from
Purkinje cells activated by the climbing fiber system. The effect of these inputs on cere-
bellar nuclear cells is shown by the intracellular recording of the response of these neu-
rons to white matter stimulation (Fig. 7.18, right). The stimulus activates a variety of
axons that are running through the white matter (Fig. 7.18, left), and as a result the re-
sponse of these cells has five parts as shown in the figure: (7) an initial EPSP due to
antidromic activation of the mossy fiber collaterals to the nuclear cell (1 in Fig. 7.18);
(2) an IPSP, which results from direct excitation of Purkinje axons projecting to the
nuclear cell (2 in Fig. 7.18); and (3 and 4} a second EPSP-IPSP sequence (3 and 4 in
Fig. 7.18) with a latency of 3-4.5 msec. The EPSP results from climbing fiber collat-
eral activation of the cerebellar nuclear cells, and the IPSP is generated as a result of
climbing fiber activation of Purkinje cells that in turn project onto the cerebellar
nucleus. Finally, (5) the second IPSP is terminated by a rebound response, which is
due to the intrinsic membrane properties of the cerebellar nuclear cells themselves

Fig. 7.18. Response of cerebellar nuclear cells to white matter stimulation. A: Drawing of ele-
ments activated after white matter stimulation. B: White matter stimulation activates mossy fibers,
climbing fibers, and Purkinje cell (PC) axons. The first response (7), a graded EPSP, is due to
activation of the mossy fiber collaterals; the second (2), a small IPSP, is due to direct stimula-
tion of Purkinje cell axons. The third response (3), a graded EPSP, is due to activation of climb-
ing fiber collaterals. Finally (4), the powerful IPSP and smaller IPSPs follow climbing fiber
activation of Purkinje cells. Although the cell is at the resting potential, the hyperpolarization is
often sufficient to elicit a rebound response in the cerebellar nuclear cell (5).
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Fig. 7.19. Diagram of the circuit involved in the production of rhythmic activity in the olivo-
cerebellar system. (7) Rhythmic activity in the inferior olivary neurons is transmitted to the Purk-
inje cells (PC), where it is transformed to complex spikes (2) to the cerebellar nuclear projecting
cells (white somata) and inhibitory cells (filled soma) eliciting EPSPs. Complex spikes trigger
high-frequency firing of Purkinje cell axons that impinge on the cerebellar nuclear cells with
powerful IPSPs and rebound firing (3). Thus bursts of spikes are transmitted to the rest of the
nervous system including the cerebellum (as mossy fibers). The cerebellar nuclear cells pro-
jecting to the inferior olive (IO) are inhibitory and synapse in the glomeruli. (Filled synaptic ter-
minals are inhibitory, and open synaptic terminals are excitatory.)

(Fig. 7.18). Thus, the response in Fig. 7.18 is a combination of the properties of the
synaptic circuit and the intrinsic properties of the Purkinje and cerebellar nuclear cells.

We can now consider the effect of synchronous olivocerebellar activity on the out-
put of the cerebellar nuclei. In this regard, it is of particular interest that punctate and
rather powerful synaptic EPSP-IPSP sequences are often followed by a rebound spike
burst, as is seen in Fig. 7.18 (right), because this type of EPSP-IPSP sequence is likely
to occur as a result of synchronous olivocerebellar activity. (Remember that there is a
large convergence of Purkinje axons onto individual cerebellar nuclear cells.) This
means that if a sufficient number of inferior olivary neurons, having a common rhyth-
micity, are activated synchronously, a large and equally synchronous activation of
Purkinje cells will occur. This should in turn produce a large IPSP followed by a re-
bound burst response in the cerebellar nuclear cells. In fact, this is what occurs when
harmaline, a tremorigenic agent known to act directly on the inferior olive (de Mon-
tigny and Lamarre, 1973; Llinas and Volkind, 1973; Llinas and Yarom, 1986), is ad-
ministered. Harmaline activation of the inferior olive produces alternating inhibition
and rebound activation in cerebellar nuclear cells (Fig. 7.19). This activity has been
demonstrated in vitro and probably occurs in vivo, as indicated by the increased rhyth-
micity and synchrony of complex spike activity observed in multiple electrode record-
ings following systemic harmaline injection (Llinas, 1985; Llinas and Sasaki, 1989;
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Yamamoto et al., 2001). The behavioral consequence of these synchronous bursts from
the cerebellar nuclei is a phase-locked tremor.

In contrast to the punctate nature of cerebellar activation by the olivocerebellar sys-
tem, the mossy fiber-parallel fiber system provides a continuous and very delicate reg-
ulation of the excitability of the cerebellar nuclei, brought about by the tonic activation
of simple spikes in Purkinje cells, which ultimately generates the fine control of move-
ment known as motor coordination. The fact that the mossy fibers inform the cerebel-
lar cortex of both ascending and descending messages to and from the motor centers
in the spinal cord and brainstem gives us an idea of the ultimate role of the mossy fiber
system: it informs the cortex of the place and rate of movement of limbs and puts the
motor intentions generated by the brain into the context of the status of the body at the
time the movement is to be executed. Moreover, through its effects on the inhibitory
GABAergic cerebellar nuclear cells, which project back to the inferior olive, it helps
shape the pattern of coupling among olivary cells and hence the synchrony distribu-
tion in the upcoming olivocerebellar discharge.
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THALAMUS

S. MURRAY SHERMAN AND R. W. GUILLERY

The thalamus is the largest part of the diencephalon, one of the major subdivisions of
the brain. Each of these subdivisions of the brain—the telencephalon, diencephalon,
mesencephalon, and rhombencephalon—forms around one of the major ventricular
spaces, and each has a distinctive structure, determined at early developmental stages
by regulatory genes that produce distinct patterns of regional specification (Rubenstein
et al., 1994, 1998). The diencephalon itself is further subdivided into several distinct
parts, which are the epithalamus, dorsal thalamus, ventral thalamus, subthalamus, and
hypothalamus. In this chapter we are concerned with the dorsal thalamus, commonly,
as in this chapter, referred to simply as the thalamus, and with a part of the ventral
thalamus called the thalamic reticular nucleus. Each of these parts of the diencephalon
develops a distinctive structure. Particularly for the dorsal thalamus, which is, as we
shall see, divided into many different subdivisions, or "nuclei," the common develop-
mental origin has produced a common structural pattern, and this allows us to look at
some parts and arrive at generalizations that to a great extent apply to all of the parts.

The dorsal and the ventral thalamus are the two parts of the diencephalon that play
a role in transmitting the messages going to the neocortex from the periphery and from
the rest of the brain, and it is the organization of the connections with the neocortex
that forms the focus of this chapter. There are other pathways that connect parts of the
thalamus with the striatum (see Chap. 9) and with the amygdaloid complex (LeDoux
et al., 1985), concerned with movement control and affective responses, respectively,
but these are not considered further here.

The thalamus provides the major route for afferents to the neocortex (Jones, 1985;
Sherman and Guillery, 2001). Essentially no messages can reach the neocortex with-
out first passing through the thalamus. Messages from many different sources pass
through the thalamus on the way to the neocortex, including messages from peripheral
sense organs (such as vision, hearing, touch, temperature, pain, taste, olfaction), other
regions of the brain (such as the cerebellum and the mamillary bodies), and the neo-
cortex itself. In general, each functionally distinct group of messages passes through a
distinct part of the thalamus, identifiable as a well defined cell group or thalamic "nu-
cleus." One finds the same arrangement of inputs, outputs, and synaptic relationships
in each of these nuclei, although, as we shall see, there are some differences in the de-
tails. We will treat the visual relay in the lateral geniculate nucleus as a prototype of
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thalamic nuclei. We know that many features demonstrable in the lateral geniculate nu-
cleus are also seen in other nuclei, and the amount of information about the functional
organization of the lateral geniculate nucleus is significantly more detailed than that
for any other thalamic nucleus.

THE GENERAL ORGANIZATION OF THE THALAMUS

THE MAJOR THALAMIC NUCLEAR GROUPS

The major thalamic nuclear groups of a primate like the macaque monkey are shown
schematically in Fig. 8.1.

Two functionally distinct types of nucleus are shown. The first, shown shaded, con-
tain first order relays to the cerebral cortex. These carry messages from the periphery
or from lower brain centers to the neocortex. They are the thalamic nuclei about which
we know the most, but they represent less than one-half of the volume of the thalamus
in a primate brain. In order, from rostral to caudal levels, these are as follows: the an-
terior thalamic nuclei, which receive afferents from the mamillary bodies and from the
postcommissural fornix and send efferents to the cingulate and retrosplenial cortex; the
ventral anterior and ventral lateral thalamic nuclei, which receive afferents from the
deep cerebellar nuclei and send efferents to the motor and premotor cortex; the ven-
tral posterior thalamic nuclei, which have an inferior, a lateral, and a medial part and
receive afferents from the medial lemniscus, concerned with limb position, tactile, and
deep pressure receptors, and from the anterolateral pathways, concerned with thermal
and nociceptive afferents from all parts of the body; the ventral part of the medial
geniculate nucleus, which receives auditory afferents from the inferior colliculus and
sends efferents to the auditory cortex; and the lateral geniculate nucleus, which re-
ceives afferents from the retina and sends efferents to the visual cortex.

The nuclei that are unshaded in Fig. 8.1 all represent nuclei that contain higher or-
der relays; that is, they all receive incoming messages from the cortex itself and relay
these messages from one cortical area to another. These nuclei include the mediodor-
sal nucleus, which, in addition to inputs from olfactory cortex and from the amygdaloid
complex, receives afferents from frontal cortex and sends efferents to the frontal cor-
tex, linking one part of frontal cortex to another; the laterodorsal nucleus, which prob-
ably receives afferents from cingulate cortex and sends efferents back to cingulate

Fig. 8.1. Schematic view of five sections (1 at top left through 5 at bottom right) through mon-
key thalamus cut in the coronal planes indicated by the numbered arrows in the upper midsagittal
view of a right hemisphere. The major thalamic nuclei for a generalized primate are shown. The
nuclei outlined by a heavier line and filled by hatching are largely or entirely first order relays,
receiving their driving afferents from ascending pathways. The other nuclei are primarily or en-
tirely higher order relays (further details in text), receiving many or all of their driving afferents
from layer 5 cells of neocortex. Abbreviations: AD, anterodorsal nucleus; AM, anteromedial nu-
cleus; AV, anteroventral nucleus; CM, centre median nucleus; CN, caudate nucleus; H, habenu-
lar nucleus; IL, intralaminar (and midline) nuclei; LD, lateral dorsal nucleus; LGN, lateral
geniculate nucleus; MGN(M) and MGN(V), magnocellular and ventral divisions, respectively,
of medial geniculate nucleus; PO, posterior nucleus; PU, pulvinar; TRN, thalamic reticular nu-
cleus; VA, ventral anterior nucleus; VL, ventral lateral nucleus; VPI, VPL, VPM, inferior, lat-
eral, and medial parts of the ventral posterior nucleus. [From Sherman and Guillery, 2001.]
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cortex, again serving to link one cortical area to another; the pulvinar region (we use
this term to include the lateral posterior nucleus and the pulvinar in the cat), which
serves to link cortical areas of occipital and temporal lobes, and the intralaminar nu-
clei, which represent a mixed group of cells, with some receiving ascending afferents
from the anterolateral system (and thus first order) and others receiving afferents from
motor cortex and sending their axons to cortex and also to the striatum.

THE MAJOR TYPES OF AFFERENT TO A THALAMIC NUCLEUS

In later parts of this chapter (in Drivers and Modulators), we provide functional and
morphological details that distinguish afferents that are drivers from those that are mod-
ulators (for details, see Sherman and Guillery, 1998, 2001). The significance of this
distinction can be illustrated for the visual relay in the lateral geniculate nucleus. Here
we find that fewer than 10% of the synapses on the relay cells (the cells concerned
with sending messages on to the visual cortex) are formed by axons that come from
the retina. The other 90% of the synapses come from visual cortex, from the brain-
stem, from cells in the thalamic reticular nucleus, and from local, geniculate inter-
neurons. It is clear for this relay that the crucial information conveyed to the visual
cortex is the visual information that comes from the retina. Because the lateral genic-
ulate nucleus is demonstrably concerned with transmitting visual information, we can
recognize that the retinal afferents must be the drivers. The characteristic response prop-
erties of these thalamic cells are lost following loss or silencing of the drivers. Com-
parable arguments allow us to recognize the lemniscal and anterolateral afferents as
the drivers for the ventral posterior nucleus and the afferents from the inferior collicu-
lus as the drivers for the medial geniculate nucleus. The axons that represent these driv-
ers are all similar in their light and electron microscopic appearance, and all establish
similar synaptic patterns in the thalamus and share certain functional properties; these
patterns are distinct from those formed by all of the other afferents, which are all re-
garded as modulators (see details in Drivers and Modulators). Silencing a driver to a
nucleus abolishes the characteristic receptive field properties of the cells in that nu-
cleus. The modulators, in contrast to the drivers, do not bring the characteristic recep-
tive field properties to a nucleus but, instead, modify the nature of the transmission to
the cortex. The degree to which the modulators outnumber the drivers is surprising at
first sight but can probably be seen as representing the complexity of the modulation
that is possible at the thalamic relay, a complexity that is only partially understood at
present.

For nuclei other than the medial and lateral geniculate nuclei and the ventral poste-
rior nucleus, it is less easy to identify the drivers on purely functional grounds. How-
ever, we know that the mamillothalamic afferents to the anterior thalamic nuclei and
the cerebellar afferents to the ventral anterior and ventral lateral nuclei also closely re-
semble, in their structure and in their synaptic relationships (see below in The Elec-
tron Microscopic Appearance of the Neuronal Elements), the identifiable drivers.
Therefore, we regard them as the drivers of these first order nuclei. Similarly, the nu-
clei shown in Fig. 8.1 as containing higher order relays receive afferents from layer 5
of cortex that resemble the known visual, auditory, and somatosensory drivers (see de-
tails in First Order and Higher Order Relays). Whereas the cortex sends modulatory
afferents from cells in cortical layer 6 to every thalamic nucleus, only the higher order
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relays receive the functionally and morphologically characteristic drivers from cortical
layer 5. For some of these higher order drivers, coming from somatosensory or visual
cortex, we know that they must be drivers because, when they are silenced, the rele-
vant higher order thalamic relay loses its receptive field properties (Bender, 1983;
Chalupa, 1991; Diamond et al., 1992); for others, the critical functional evidence is not
available but the morphological relationships provide a strong clue that they, indeed,
are drivers (Mathers, 1972; Schwartz et al., 1991).

It has to be stressed that, for many thalamic nuclei, defining the specific properties
of the drivers for that nucleus is yet not possible. This is true for many higher order
relays and is also true for the cells of the intralaminar nuclei and for the cells that re-
ceive cerebellar (and pallidal) afferents. For the anterior thalamic nuclei, there is evi-
dence that they receive messages concerned with head direction in space and with
spatial maps from the mamillary bodies (Taube, 1995; Van Groen et al., 2002).

PARALLEL PROCESSING

For the visual and somatosensory pathways, there are functionally distinct parallel driver
pathways running through, respectively, the lateral geniculate nucleus and the ventral
posterior nucleus. For instance, the retinal ganglion cells that innervate the lateral genic-
ulate nucleus fall into several distinct morphological and functional classes that pro-
vide parallel streams with minimal interaction through thalamus to cortex (Sherman,
1985). Thus, each of these ganglion cell classes innervates a unique relay cell class in
the lateral geniculate nucleus. In the cat, these retino-geniculo-cortical streams are
known as the W, X, and Y pathways, and a comparable set of koniocellular (K), par-
vocellular (P), and magnocellular (M) pathways exists in the monkey (see Chap. 6 for
a fuller account of these and other retinal ganglion cell classes; see also Sherman and
Spear, 1982; Rodieck and Brening, 1983; Stone, 1983; Shapley and Lennie, 1985; Sher-
man, 1985). There is evidence that the somatosensory first order relay is also involved
in analogous parallel processing in the sense that each submodality or receptor type is
represented by parallel neuronal streams through thalamus (Dykes, 1983). The impor-
tant point is that in each relay, these parallel pathways show little or no interaction with
each other. This may represent an important aspect of thalamic function generally. That
is, functionally distinct driver pathways, even where they are intimately intermingled
in a thalamic nucleus or a subdivision of a thalamic nucleus, may show no sign of in-
tegrative interactions. Although we have little relevant evidence for other thalamic re-
lays, the shared common organizational plan seen throughout the thalamus suggests
that this may prove to be a general rule. Certainly, as a general proposition about the
thalamus, the hypothesis that there are no significant interactions between driver af-
ferents in the thalamus bears serious consideration and experimental study.

MAPS IN THE THALAMUS

It is well established that the drivers concerned with visual, somatosensory, and audi-
tory afferents are mapped. That is, within each of these first order relays, the relevant
sensory surface is mapped. Correspondingly, the thalamocortical outputs from these re-
lays are also mapped, so that for the visual pathways one can recognize a map of the
retina (or of the visual field) in the lateral geniculate nucleus and also in the visual cor-
tex that receives the geniculate input. The fact that there are maps in the thalamus looks
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Fig. 8.2 Electron micrograph of a glomerulus from the A layers of the lateral geniculate nu-
cleus of a cat with a centrally located RL terminal. Some of the synaptic junctions are identi-
fied by arrowheads. The major types of axon terminal are present and labeled Fl F2 RL and
RS (see text); "d" identifies some of the dendritic profiles (see Fig. 8.3). [From Sherman and

like another general principle that can be applied to all thalamic nuclei, because there
is good evidence for an orderly pattern of organization between the thalamus and the
cortex for most thalamic nuclei (Cowan and Powell, 1954; Frost and Caviness, 1980)
However, for many of the thalamic nuclei we have no clear idea of what functional
feature is mapped. This may prove to be an important point for future studies. For ex-
ample, in the higher order relays concerned with vision (the pulvinar region), it is pos-
sible to define maps of the visual field, but they are less precise than the maps in the
lateral geniculate nucleus, and as the connections are traced further beyond the first or-
der geniculocortical relay, so the maps become less well defined. It is likely that the
thalamocortical connections may then be concerned with mapping some other func-
tional features, but at the present we have no evidence about the nature of these
features.

NEURONAL ELEMENTS OF THE THALAMUS

The neuronal elements of the thalamus can be divided into three components- the ex-
trinsic afferent inputs to the relay nuclei, the relay cells (or principal neurons) that proj-

Guillery,2001.]
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Fig. 8.3. Schematic interpretation of the major profiles shown in Fig. 8.2. [From Sherman and
Guillery, 2001.]

ect to cortex (or other parts of the telencephalon; see earlier), and the interneurons (or
intrinsic neurons). These structures have all been identified with light microscopic stud-
ies, and their synaptic relationships have been defined on the basis of electron micro-
scopic studies that have over many years been closely related to studies involving the
selective degeneration or labeling of specific axonal groups. Details can be found for
a number of thalamic relays: the lateral geniculate nucleus (Guillery, 1969a,b; Wilson
et al., 1984; Hamos et al., 1985; Jones, 1985; Montero, 1987), the ventral posterior nu-
cleus (Jones and Powell, 1969; Ralston, 1969), the medial geniculate nucleus (Jones
and Rockel, 1971; Merest, 1975), the ventral lateral nucleus (Harding, 1973; Ilinsky
and Kultas-Ilinsky, 1990), the pulvinar region (Feig and Harting, 1998; Patel et al.,
1999; Garden and Bickford, 2002; Wang et al., 2002a), and the anterior thalamic nu-
clei (Somogyi et al., 1978).

THE ELECTRON MICROSCOPIC APPEARANCE OF THE NEURONAL ELEMENTS

Figures 8.2 and 8.3 show the profiles that can be seen in an electron microscopic sec-
tion through the lateral geniculate nucleus of the cat. The organization that is seen here
is characteristic of most of the thalamic nuclei of most species. Because most of the
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thalamic nuclei of the rat and mouse contain very few or no interneurons (see also
Interneurons), the thalamus of these species is unusual and the relationships between
the profiles are somewhat simpler but apart from that one can expect to see the same
structures anywhere in the thalamus. Identifying these structures and understanding
their synaptic relationships are important for the sections that follow, because these
represent the fundamental connectional patterns upon which our understanding of thal-
amic function must be based.

Four major types of synaptic terminal are present (Guillery, 1969a), and their ori-
gins have been defined by electron microscopic studies of degenerating or labeled thal-
amic neuronal elements. Examples can all be found in Fig. 8.2. RL terminals (round
vesicles and /arge profiles) contribute 5%-10% of all synaptic contacts (Van Horn et
al., 2001). These terminals form asymmetrical synapses, with more thickening of the
postsynaptic membrane than the presynaptic one. Whereas asymmetrical synapses are
a feature of most excitatory synapses in the mammalian brain, symmetrical synapses,
which have roughly equal presynaptic and postsynaptic membrane thickenings, typify
most inhibitory synapses. The RL terminals come from the retina and are glutamater-
gic. RL terminals with the same structure and relationships are also the driver termi-
nals in other thalamic relays. RS terminals (round vesicles and small profiles) also form
asymmetrical synapses and make up roughly half of all synapses present. In the lateral
geniculate nucleus of the cat, there is no overlap in size between RL and RS terminals
(Van Horn et al., 2000). Roughly half of the RS terminals are corticothalamic and they
are glutamatergic; the remainder come from the brainstem. Most of the latter are cholin-
ergic, although some are noradrenergic or serotonergic. F terminals (/lattened vesicles)
form symmetrical synapses and make roughly one quarter of the synaptic contacts;
these are GABAergic. Two subtypes, Fl and F2, have been recognized. Although a
constellation of features can distinguish them, the most salient are that Fl terminals
are axonal and are strictly presynaptic, whereas F2 terminals are dendritic in origin and
are both presynaptic and postsynaptic. Fl terminals arise from axons of reticular cells,
interneurons, and, in the lateral geniculate nucleus, axons of cells of the nucleus of the
optic tract; F2 terminals are the dendritic processes of interneurons.

An overview (Eri§ir et al., 1997b; Van Horn et al., 2000) shows that the RL ter-
minals form only 5%-10% of the synaptic profiles onto relay cells in the lateral
geniculate nucleus, which is often seen as a surprisingly low number for driver in-
puts; for the remaining modulatory synaptic inputs to relay cells, roughly one-third
come from local GABAergic sources (Fl and F2 terminals), one-third come
from layer 6 of cortex (RS terminals), and one-third come from brainstem (RS
terminals).

Dendrites of relay cells are postsynaptic to all of these terminals, and dendrites of
interneurons are postsynaptic to all of these terminals except for F2 terminals. The F2
terminals are postsynaptic to RL terminals or RS terminals from brainstem; Fl termi-
nals are also occasionally presynaptic to F2 terminals. The glomeruli, illustrated in
Figs. 8.2 and 8.3 and described in more detail later, contain RL (driver) terminals, F
terminals (both Fl and F2), and RS terminals from brainstem. Cortical RS terminals
rarely, if ever, innervate glomeruli.

One feature seen in Figs. 8.2 and 8.3, which is rare in most parts of the brain but is
commonly seen where many thalamic synapses are closely interrelated, is that there is
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little or no astrocytic cytoplasm between the synaptic profiles. Such regions have been
called glomeruli. A glomerulus is a complex synaptic structure (see also Fig. 8.4), where
interneuronal dendrites relate to driver terminals, relay cell dendrites, and other pro-
cesses. As shown in Figs. 8.2, 8.3, and 8.4, the astrocytic processes tend to form around
the glomeruli; their absence from among the synapses in the glomeruli suggests that
here the functional relationships between synapses and astrocytes, which commonly
involve transport of potassium ions and transmitter uptake mechanisms, are weak or
absent. A comparable situation in the cerebellar glomeruli, which also lack astrocytic
cytoplasm, has been studied in greater detail than have the thalamic glomeruli (see Di-
Gregorio et al., 2002). The rat's ventral posterior lateral nucleus, which lacks inter-
neurons (see Interneurons, earlier), also lacks glomeruli (Ralston, 1983), demonstrating
that the typical glomerular structure depends on interneurons.

The retinal or driver terminal usually contacts several F2 terminals within a glomeru-
lus, and these interneuronal F2 terminals in turn are presynaptic at symmetrical con-
tacts to the same relay cell dendritic appendage or shaft that is contacted by the retinal
terminal. Because three terminal types are involved, this special neuronal circuit within
the glomerulus is known as a triad (for a detailed hypothesis concerning the role of

Fig. 8.4. Schematic view of a small glomerulus showing synaptic triadic arrangements. Arrows
indicate direction of synaptic function, pointing from presynaptic to postsynaptic elements. The
question marks postsynaptic to the dendritic terminals of interneurons indicate that it is not clear
whether metabotropic (GABAB) receptors exist there. Abbreviation: PER, parabrachial region.
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these triadic circuits, see Koch, 1985); because the extrinsic input to this complex is
retinal, this is called a retinal triad. A triad involving RL and F2 terminals and a den-
dritic appendage of a relay X cell is shown (see Fig. 8.8). A slightly different form of
triad is the parabrachial triad. This involves two terminals from one parabrachial axon:
one of the parabrachial terminals contacts an interneuronal dendritic terminal, and the
other contacts a relay cell dendrite, with the dendritic terminal contacting the same re-
lay cell dendrite (see Figs. 8.2 to 8.4).

INPUTS
Figure 8.5 schematically illustrates the major afferents for a typical dorsal thalamic nu-
cleus. As indicated earlier, we can divide the inputs into two broad classes: driving and
modulatory. The driving input represents the primary information to be relayed to cor-
tex, such as retinal input to the lateral geniculate nucleus or cortical layer 5 input to a
higher order relay. All of the other inputs are modulatory, and these serve to modulate
or control the relay of information from the driving input to cortex. Modulatory inputs
come from several different sources. Local inhibitory inputs come from interneurons
and from cells in the thalamic reticular nucleus. Other modulatory inputs also come
from layer 6 of cortex and from the brainstem. In addition to these, some other, po-
tentially modulatory, inputs to some particular thalamic relays also exist, such as in-
puts from the tuberomamillary nucleus of the hypothalamus to the lateral geniculate
nucleus and pulvinar region (Manning et al., 1996), from the pretectum to the lateral

Fig. 8.5. Schematic view of details of the main connections of the lateral geniculate nucleus.
Indicated are the inhibitory or excitatory nature of the synapses, the postsynaptic receptors ac-
tivated by each input on relay cells, and the neurotransmitters involved. Abbreviations: LGN,
lateral geniculate nucleus; PER, parabrachial region; TRN, thalamic reticular nucleus.
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geniculate nucleus (Cucchiaro et al., 199la), and from the basal ganglia to the ventral
anterior nucleus (Ilinsky et al., 1997). Seen in this perspective, driving afferents to re-
lay cells are one class among several and, in terms of number of synapses formed on
relay cells, are a minority input (Guillery, 1969a,b; Liu et al., 1995; Van Horn et al.,
2000).

Driving Afferents. The driving input from the retina to the lateral geniculate nucleus
is the best characterized input to a dorsal thalamic nucleus. This input comes from the
ganglion cells of the retina, whose axons travel in the optic nerve and tract to the lat-
eral geniculate nucleus and also go to the superior colliculus, pretectum, and ventral
lateral geniculate nucleus. The geniculate input is glutamatergic (Salt, 1988; Scharf-
man et al., 1990; Kwon et al., 1991). Comparable driving inputs to the ventral poste-
rior and medial geniculate nuclei come from the medial lemniscus and inferior
colliculus, respectively. We have seen that these afferents have a characteristic fine
structural appearance and synaptic organization. Light microscopically, they are also
readily identifiable, regardless of whether they are ascending afferents to a first order
relay or axons from cortical layer 5 going to a higher order nucleus. The structural dis-
tinction between the drivers and the corticothalamic modulators that come from layer
6 is always clear in all thalamic nuclei, and this is illustrated in Fig. 8.6.

Cortical Afferents. There are a great many corticothalamic afferents that arise from py-
ramidal cells in layer 6 of all cortical areas, and all thalamic nuclei receive such
axons. For the visual pathways, there is at least an order of magnitude more corti-
cothalamic axons than thalamocortical ones (Sherman and Koch, 1986). For the lateral
geniculate nucleus and for all of the first order relays, all of the cortical afferents come
from layer 6. Cortical afferents to higher order relays from layer 5 are considered sep-
arately. Each cortical axon innervates many thalamic neurons, thereby establishing con-
siderable divergence and convergence in the corticothalamic pathway. Like retinal (or
other driving) axons, these cortical axons from layer 6 are excitatory and appear to be
glutamatergic (Giuffrida and Rustioni, 1988; McCormick and Von Krosigk, 1992; Mon-
tero, 1994). Strong reciprocity exists in thalamocortical connections, because the cor-
tical input for each thalamic nucleus generally, but not always, originates from the same
cortical area that is innervated by the thalamic nucleus in question. Thus, for the lat-
eral geniculate nucleus, this cortical pathway comes from visual cortex (mostly areas
17, 18, and 19), and likewise, somatosensory and auditory cortex project back, re-
spectively, to the ventral posterior lateral and medial geniculate nuclei.

One implication of this reciprocity is that the corticothalamic pathway faithfully ad-
heres to the map established in the thalamic nucleus. For instance, the corticogenicu-
late pathway conforms to the retinotopic map in the lateral geniculate nucleus. However,
there is some question as to the extent to which the maps match at the cellular level.
This is based on evidence that, in the cat (Murphy and Sillito, 1996), the spread of an
individual corticogeniculate axon arbor can be quite extensive, reaching well beyond
the region within which receptive fields that match those of the cortical axon can be
recorded. The corticogeniculate terminals have a maximal extent of 1.5 mm compared
with the spread of a typical retinogeniculate arbor of only about 0.2-0.4 mm (Bowl-
ing and Michael, 1984; Sur et al., 1987). The retinogeniculate arbor's expanse roughly
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Fig. 8.6. Tracings of partial terminal arbors of three corticothalamic axons in the pulvinar re-
gion labeled by biotinylated dextran amine. The axon on the left, a type 2 axon (Guillery, 1966),
displays driver morphology from cortical layer 5, and the two on the right, type 1 axons (Guillery,
1966), display modulator morphology from layer 6. [From Sherman and Guillery, 2001.]

corresponds to the size of a geniculate receptive field, implying that the corticogenic-
ulate axonal arbor can contribute to subtle effects on relay responses beyond the "clas-
sic" receptive field. However, the majority of the corticothalamic terminals lie in a
central core that roughly corresponds to the classical receptive field.

In visual cortex, only a subset of pyramidal cells in layer 6 actually sends axons into
the corticothalamic pathway, with the remainder either innervating the claustrum or not
projecting out of cortex, and the corticothalamic cells tend to be located in the top half
of layer 6 (Lund et al., 1975; Katz, 1987; Usrey and Fitzpatrick, 1996). These layer 6
corticothalamic cells also project into that part of layer 4 that is supplied by geniculo-
cortical input (Lund et al., 1975), implying that these layer 6 cells not only modulate
the relay of information through the lateral geniculate nucleus but may also modulate
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the flow of geniculate input into cortex. This layer 6 projection to layer 4, unlike some
other intrinsic cortical circuits, is very limited in horizontal extent (Katz, 1987), thereby
limiting the retinotopic spread of effect.

Finally, corticothalamic neurons are heterogeneous and probably represent several
functional classes identifiable on the basis of axonal conduction velocities and recep-
tive field properties (Tsumoto and Suda, 1980) or on the basis of their dendritic and
intracortical axonal arbors (Katz, 1987). For somatosensory cortex of the rat, Zhang
and Deschenes (1997) have distinguished corticothalamic cells that project to a first
order nucleus (ventral posterior) from those that project to a higher order relay (the
posterior group). They differ in their intracortical axonal and dendritic arbors; the for-
mer lie in the more superficial parts of layer 6, and the latter, in the deeper parts. It is
not clear exactly how the several different cell types relate to the relay functions of the
thalamus, but it is important to stress that the variety of these cortical cells suggests a
corresponding variety of modulatory functions in the thalamus that are still largely
unexplored.

Inputs From the Thalamic Reticular Nucleus. Other inputs to each dorsal thalamic nu-
cleus come from the thalamic reticular nucleus (Ohara and Lieberman, 1985; Jones,
1985; Cox et al., 1996; Sherman and Guillery, 2001). This nucleus forms a thin shell
of cells lateral to the dorsal thalamus (lying in the path of the thalamocortical and cor-
ticothalamic axons; see Fig. 8.1). Generally, functionally related groups of dorsal thal-
amic nuclei (e.g., visual, auditory, somatosensory) form reciprocal connections with a
sector of the reticular nucleus (Jones, 1985; Sherman and Guillery, 1996,2001; Guillery
et al., 1998). That is, relay cell axons on their way to cortex pass through the appro-
priate reticular sector and give off branches with terminals in that sector, and the retic-
ular cells in turn send axons back into the same part of the dorsal thalamic nucleus. It
is worth noting that the functionally related corticothalamic axons from layer 6 also
pass through the appropriate reticular sector as they go to their thalamic destination,
and these axons also provide collateral innervation to these reticular cells. The corti-
cal and thalamic inputs to the reticular nucleus are mapped (Crabtree and Killackey,
1989; Crabtree, 1996, 1998; Conley and Diamond, 1990; Conley et al., 1991), and this
relatively accurate mapping stands in sharp contrast to earlier views of the reticular nu-
cleus as diffusely organized. Finally, the thalamic reticular nucleus is also innervated
by the same regions of brainstem that innervate the dorsal thalamus. The reticular cells
are GABAergic and inhibit their dorsal thalamic targets, which are nearly exclusively
relay cells rather than interneurons (Cucchiaro et al., 1991b; Wang et al., 2001).

Brainstem Afferents. A final extrinsic source of innervation to the thalamus comes from
various brainstem sources. The mix and relative strength of these brainstem inputs can
vary both with species as well as with specific thalamic nuclei (Fitzpatrick et al., 1989).
Afferents from the pons and midbrain (see Fig. 8.5) include cholinergic neurons (i.e.,
using acetylcholine as a neurotransmitter) of the parabrachial region (the cells of ori-
gin are located near the brachium conjuctivum; this is also known as the pedunculo-
pontine tegmental nucleus), noradrenergic neurons (i.e., using noradrenaline, also
known as norepinephrine) of the locus coeruleus and parabrachial region (i.e., most
cells there are cholinergic, but some are noradrenergic), and serotonergic neurons of



324 The Synaptic Organization of the Brain

the dorsal raphe nucleus. These inputs can either excite or inhibit thalamic neurons
(see Chapter 2 and below). By far the most numerous of these inputs to the lateral
geniculate nucleus is the cholinergic input, representing perhaps 90% of the brainstem
input in the cat (Smith et al., 1988; Bickford et al., 1993) and 100% in the monkey
(Bickford et al., 2000). However, there may be considerable variability in the relative
distribution of these various brainstem inputs to different thalamic nuclei (Fitzpatrick
et al., 1989).

Figure 8.3 shows the main inputs to thalamus, but other modulatory inputs that vary
across nuclei also exist, and these have been most closely studied for the lateral genic-
ulate nucleus (Harting et al., 1986; Fitzpatrick et al., 1988a; Cucchiaro et al., 1991a,
1993; Uhlrich et al., 1993; Bickford et al., 1994). The tuberomammilary nucleus of the
hypothalamus provides a histaminergic input. A GABAergic input exists from the ba-
sal forebrain to the thalamic reticular nucleus, and while this input does not directly
innervate dorsal thalamus, it can influence relay properties indirectly via reticular in-
puts to relay cells described in the previous section. Finally, the lateral geniculate nu-
cleus receives additional, although sparse, brainstem inputs that may be unique to the
visual pathways, and these are also omitted from Fig. 8.5. These include afferents from
the superior colliculus and parabigeminal nucleus of the midbrain and from the pre-
tectal nucleus of the optic tract. The parabigeminal input is cholinergic, that from the
pretectum is GABAergic, and that from the superior colliculus is thought to be gluta-
matergic. There is evidence that the GABAergic input from the nucleus of the optic
tract does not innervate relay cells directly but instead innervates reticular cells and
interneurons, which would presumably disinhibit relay cells (Cucchiaro et al., 1993;
Wang et al., 2002b).

Although modulatory inputs other than those shown in Fig. 8.3 have not been much
explored in other thalamic relays, one that is particularly interesting to consider is that
from the basal ganglia to the ventral anterior and lateral nuclei. This is a GABAergic,
inhibitory pathway, and it is notable, because in many textbooks (e.g., Purves et al.,
1997; Kandel et al., 2000) this pathway is treated as though it were a driver, func-
tionally comparable to the retinal, lemniscal, or cerebellar inputs, which are either
known drivers or have the morphological characteristics of a driver and use the same
transmitter. However, there is reason to believe that inhibitory inputs are unlikely to be
drivers (Smith and Sherman, 2002). This is because inhibitory inputs are effective only
when they cancel postsynaptic spikes, whereas excitatory inputs work by adding spikes;
spike cancellation can occur only within a limited temporal window during which a
spike and inhibitory input coincide, whereas excitatory inputs can add spikes during
virtually any period in the postsynaptic spike train as long as the background firing
rates are not near saturation levels. At physiological rates of spontaneous activity (say,
^30-50 spikes/sec), excitatory inputs are far more effective in altering the spike train
than are inhibitory ones (Smith and Sherman, 2002). Thus we suspect that this is a
modulatory input. Driver inputs to these nuclei appear to come from cerebellum and
from cortical layer 5 (see also Chap. 9).

RELAY NEURONS

Relay neurons are the only output of a dorsal thalamic nucleus. Their axons go pre-
dominantly to the neocortex, with some (from the intralaminar nuclei) going to the
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striatum and others also going to the amygdaloid complex. Many, possibly all, of these
axons send a branch to the thalamic reticular nucleus (see Fig. 8.1).

Classes of Relay Cell. We have indicated (see Parallel Processing) that there are three
parallel pathways connecting the retina through the lateral geniculate nucleus to the vi-
sual cortex. Two of them connect through the A layers of the cat's lateral geniculate
nucleus. Figure 8.7A,B shows examples of these relay cells and shows that they are
morphologically distinct: Y cells have cruciate arbors that radiate symmetrically from
the soma and are mostly devoid of complex appendages; X cells tend to be elongated
along projection lines and usually have complex appendages near primary branch
points. These appendages mark the postsynaptic location of retinal inputs involved in
the glomeruli and triads, in accordance with the observation that X cells participate in
triads, whereas Y cells do not (Wilson et al., 1984; Hamos et al., 1987; but see

Fig. 8.7. Tracings of a relay X and Y cell and interneuron from the A layers of the cat's lateral
geniculate nucleus. These were all physiologically identified during in vivo recording and filled
intracellularly with horseradish peroxidase for morphological analysis (Friedlander et al., 1981;
Hamos et al., 1985). The dendritic arbor of the X cell is tufted and elongated, oriented perpen-
dicular to the plane of the layers, whereas the Y cell dendrites show a stellate distribution with
an approximately spherical arbor. The X cell also has prominent clusters of dendritic appendages
near proximal branch points. These are hard to see in the cell reconstructions, so three examples
are shown at greater magnification, with dashed lines indicating their dendritic locations (the
scale is 50 yam for the cell reconstructions and 10 ^tm for the dendritic appendage examples).
The interneuron is also elongated in a direction perpendicular to the layers and has richly
branched, thin dendrites with an axoniform appearance. The upper inset shows an enlarged view
of the dendritic terminals (the scale, again, is 10 yam for this). [Redrawn from Sherman and
Guillery, 2001.]
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Datskovskaia et al., 2001; Dankowski and Bickford, 2003). Comparable morphologi-
cal distinctions between two types of relay cell have been described in several other
thalamic nuclei (Kolliker, 1896; Merest, 1964; Pearson and Haines, 1980; Bartlett et
al., 2000). Although the functional properties of the pathways through these relays are
not as clear as they are in the lateral geniculate nucleus, it is important to stress that
most thalamic nuclei have RL terminals related to triads in glomeruli as well as RL
terminals that relate more simply to dendritic stems. That is, pathways comparable to
the X and Y pathways of the cat's lateral geniculate nucleus are to be expected in all
thalamic nuclei that have significant numbers of interneurons. The cortical axon ter-
minals of the geniculate relay cells distribute primarily to layer 4 of the cortical target
area, with a smaller terminal zone in layer 6 and some in more superficial layers.

Calcium Binding Proteins. A different classification of relay cells has been proposed
by Jones (1998). This is based on two different calcium binding proteins that char-
acterize the relay cells. Larger cells that generally dominate in first order nuclei are
immunoreactive for parvalbumin. Smaller cells are immunoreactive for calbindin, and
these are more densely distributed in parts of the thalamus other than the first order
nuclei. Jones describes the parvalbumin-positive cells as forming a core of thalamic
cells and the calbindin-positive cells as forming a matrix. The core cells project to
layers 3 and 4 of cortex and carry well-mapped projections to cortex. Matrix cells
are more likely to project to layer 1 of cortex, and their axons are more widely (dif-
fusely) distributed to the cortex. That is, Jones regards the core as concerned with
sending specific, well localized messages, whereas the matrix conveys more diffuse
messages to cortex concerned with controlling the rhythmic discharges of cortical
cells that have been proposed as playing a role in perceptual binding (Singer and
Gray, 1995; Singer, 1999). This categorization applies primarily to the monkey thal-
amus; the calcium binding proteins do not show the same patterns in other mammals
(Ichida et al., 2000).

It should be stressed that although matrix cells are more common in parts of the thal-
amus that contain higher order relays, the higher order relays from, for example, the
pulvinar region connect to layer 3 of cortex and should not be thought of as contributing
to a diffuse system. The first order/higher order distinction described here does not cor-
respond to the core/matrix distinction proposed by Jones.

From the point of view of the lateral geniculate nucleus itself, the parvalbumin/
calbindin distinction as representative of a functional core/matrix difference is some-
what problematical. The koniocellular system in the monkey is calbindin positive,
whereas the parvocellular and magnocellular layers are parvalbumin positive. The ko-
niocellular layers project to layer 3, and there is no evidence that would suggest that
they represent a diffuse system.

INTERNEURONS

Roughly 20%-25% of the cells in most thalamic nuclei of most species are local inter-
neurons (Arcelli et al., 1997). The figure is comparable for the lateral geniculate nu-
cleus of the rat and mouse. Oddly, other thalamic nuclei in the rat and mouse, but not
in other rodents, have practically no interneurons (Arcelli et al., 1997). Thus analogous
nuclei in the same animal (e.g., the rat's lateral geniculate and ventral posterior lateral
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nuclei) can vary in this regard, as can homologous nuclei across species (e.g., the ven-
tral lateral posterior nuclei of cats and rats).

The most intensively studied interneurons are those found in the A layers of the cat's
lateral geniculate nucleus (see Fig. 8.7), but they are basically similar in other thalamic
nuclei (Guillery, 1966, 1969a,b; Ralston, 1971; Merest, 1971; Hamos et al., 1985; Car-
den and Bickford, 2002). These geniculate interneurons have small cell bodies with
long, thin, and sinuous dendrites (Fig. 8.7C). The dendrites are notable for giving rise
to bulbous appendages connected to the stem dendrite by long (^10 /im), thin (usu-
ally <0.1 fjLm in diameter) processes; these appendages usually occur in clusters. Over-
all, the dendrites with their bulbous appendages look like the terminal arbors of axons,
and thus Guillery (1966) referred to these dendrites as "axoniform" in appearance. In
fact, these bulbous appendages represent the F2 terminals described earlier, which are
both presynaptic and postsynaptic to other elements in the lateral geniculate nucleus
(Guillery, 1969a,b; Morest, 1971; Ralston, 1971; Famiglietti and Peters, 1972; Hamos
et al., 1985; Ralston, et al., 1988). Most of the synapses from interneurons are thus
dendritic in origin.

These interneurons usually have a conventional axon that arborizes locally, typically
within the dendritic arbor (Hamos et al., 1985; Montero, 1987), although axonless inter-
neurons may exist (Ralston et al., 1988). Inputs to these interneurons in the lateral
geniculate nucleus include many from retina, exclusively or nearly so from X axons
(Sherman and Friedlander, 1988). Their dendritic outputs contact mostly only relay X
cells in triadic arrangements within glomeruli associated with proximal dendrites of
the target cell (Hamos et al., 1985, 1987; but see Datskovskaia et al., 2001; Dankowski
and Bickford, 2003). Evidence for interneuronal influences on relay Y cells also exists
(Lindstrom, 1982), and this probably reflects the axonal output. All interneurons are
GABAergic, and both their dendritic and axonal outputs inhibit their postsynaptic targets.

There is clear evidence that other types of interneuron exist. The interneurons de-
scribed in the preceding paragraphs lack the enzyme brain nitric oxide synthase
(BNOS), but other interneurons do contain BNOS and they are morphologically dis-
tinguishable (Meng et al., 1996; Garden and Bickford, 2002). In the cat's pulvinar re-
gion and in the C layers of the cat's lateral geniculate nucleus, the interneurons with
BNOS have larger cell bodies and dendrites that radiate in all directions over a larger
distance than do those of the other interneurons (Bickford et al., 1999; Garden and
Bickford, 2002). Also, these latter interneurons have different input/output character-
istics than do those without BNOS (Garden and Bickford, 2002): they receive no in-
puts from terminals with driver morphology, and although both make dendrodendritic
contacts (and, indeed, those with BNOS have no detectable axon), they contact relay
cells on distal dendrites, outside glomeruli).

A potentially different type of interneuron is one found in the interlaminar zones of
the ferret's lateral geniculate nucleus (Sanchez-Vives et al., 1996). These have been de-
scribed as a displaced part of the thalamic reticular nucleus, in part because they lack a
direct driver (retinal) innervation. This is similar to the interneurons with BNOS in the
pulvinar region, but, unfortunately, there is as yet no description of their BNOS content.

Clearly, we need a more complete survey of the various types of interneuron found
in thalamus and we need to define each type in terms of the details of its contribution
to thalamic circuitry.



328 The Synoptic Organization of the Brain

CELLS OF THE THALAMIC RETICULAR NUCLEUS

As noted earlier, the thalamic reticular nucleus is a source of modulatory afferents to
the dorsal thalamus. The axons of reticular cells do not go beyond the thalamus; in-
stead they provide local, GABAergic, inhibitory input to thalamic relay cells. They are
thus functionally similar in some ways to interneurons, and many investigators group
them with interneurons as local inhibitory cells. However, two clear differences be-
tween interneurons and reticular cells are that only the former have dendritic appendages
that are presynaptic to relay cells and that reticular cells receive no synaptic contacts
from the driver afferents to thalamic relay cells.

SYNAPTIC CONNECTIONS

INPUTS TO RELAY CELLS

Reconstructions from electron micrographs show that thalamic relay cells receive
roughly 4000-5000 synapses, nearly all onto their dendrites, with rare contacts on the
cell bodies (Wilson et al., 1984; Liu et al., 1995). Figure 8.8 schematically summarizes
the distribution of various types of synaptic input on the dendritic arbors of relay X
and Y cells of the cat's lateral geniculate nucleus. Relay cells in other thalamic nuclei
probably have a comparable pattern of synaptic inputs (Wilson et al., 1984; Liu et al.,

Fig. 8.8. Schematic view of synaptic inputs onto an X cell and a Y cell of the lateral geniculate
nucleus of the cat. The T channels are also shown. They are found throughout the cell body and
dendritic membranes but are denser on the dendrites than on the cell body. Note that retinal, in-
terneuronal, and parabrachial inputs contact proximal dendrites, whereas cortical and reticular
inputs are concentrated on peripheral dendrites. [Redrawn from Sherman and Guillery, 2001.]
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1995). For both relay X and Y cells, inputs from retinal terminals concentrate in the
proximal region of the dendritic arbor, whereas cortical RS input dominates distal den-
drites, and there is little or no overlap of these zones. Parabrachial RS terminals are
found proximally, among retinal terminals. F terminals are found all along the den-
dritic arbor but are more numerous proximally. Interestingly, among the Fl terminals,
those from reticular cells are mostly located distally, among cortical RS terminals (Wang
et al., 2001). The remaining Fl terminals are found proximally, and these, by a pro-
cess of elimination, must derive mostly from axons of interneurons.

However, major differences between relay X and Y cells exist in the types of F ter-
minal present and in the detailed nature of the retinal input. In particular, the innerva-
tion of X cells heavily involves triads and glomeruli, but that of Y cells does not. That
is, the vast majority of retinal inputs to relay X cells are filtered through the compli-
cated circuitry of the glomerulus. Retinal input to relay Y cells is simpler and involves
conventional asymmetrical synapses onto proximal dendritic shafts (Wilson et al., 1984;
Sherman, 1988). F2 terminals are nearly always limited to glomeruli, and the lack of
glomeruli associated with the Y pathway results in very few such terminals contacting
relay Y cells (but see Datskovaia et al., 2001; Dankowski and Bickford, 2003). More
than 90% of the F input to these cells is of the Fl variety, whereas roughly two-thirds
of F input onto relay X cells is of the F2 variety.

INPUTS TO INTERNEURONS

As with our previous examples, most of our detailed knowledge of interneurons stems
from studies of the lateral geniculate nucleus, but comparable studies in other thala-
mic nuclei, especially the ventral posterior lateral nucleus, reveal basically similar prop-
erties for thalamic interneurons (Ralston et al., 1988). In the lateral geniculate nucleus,
many retinal, RS, and Fl terminals contact interneurons (Hamos et al., 1985). RS ter-
minals include cortical (from layer 6) and parabrachial sources, as for relay cells, but
relay cells themselves also innervate interneurons via local collaterals (Cox and Sher-
man, 2003), and it is likely that these terminals are also of the RS type. Much of this
input is focused onto the dendritic appendages, which are the presynaptic F2 termi-
nals. Input is also formed onto dendritic shafts and cell bodies, and these are the only
geniculate neurons that seem to receive significant retinal input onto their cell bodies.

BASIC NEURONAL CIRCUIT

Enough is known about the cat's lateral geniculate nucleus to provide a schematic cir-
cuit diagram, including a fair estimate of the numbers of neuronal elements present.
Of course, many of the specific features of this diagram remain somewhat uncertain,
but the broad outlines are clear. It is likely that these broad outlines apply as well to
other thalamic nuclei.

COMPONENT POPULATIONS

As noted earlier, roughly three-fourths of the neurons in the A-laminae are relay cells,
and the rest are interneurons. The interneurons have two outputs, the major one being
the dendritic F2 terminals and the minor one being the axonal Fl terminals (see Figs.
8.2, 8.3, and 8.4). The dendritic output of interneurons targets relay X cells nearly
exclusively (but see Datskovaia et al., 2001; Dankowski and Bickford, 2003), and the
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axons target both X and Y cells. Relay X cells somewhat outnumber relay Y cells (Sher-
man, 1985). These geniculate neurons are specifically innervated by appropriate retino-
geniculate axons—X to X and Y to Y—but the details of how other axons (from cortex,
brainstem, and local GABAergic sources) innervate relay X and Y cells or interneurons
are not yet clear. We also still lack estimates for the number of afferent axons from the
thalamic reticular nucleus and various brainstem sites, and such estimates are only in
part available for other species.

INTRINSIC CIRCUITRY

The basic organization of major inputs to the cat's lateral geniculate nucleus is sum-
marized schematically in Fig. 8.9. Many of the details of this circuit, including the dif-
ferences between the X and Y pathways, were described earlier. These relay cells also
receive input from cortex and from the brainstem. Major inhibitory input comes from
local GABAergic cells, which are the interneurons and reticular cells. Both of these
GABAergic cells are innervated by cortex and by the brainstem parabrachial region.
In addition, interneurons and reticular cells are innervated by axon collaterals from the
relay cells, and interneurons also receive input from retinal X axons. Reticular cells
also receive a GABAergic input from the basal forebrain. Not included, for simplicity,
are lesser known and probably smaller inputs described earlier from the hypothalamus

Fig. 8.9. Detailed circuitry related to X and Y relay cells of the lateral geniculate nucleus of the
cat. Abbreviations: I, interneuron; LGN, lateral geniculate nucleus; PBR, parabrachial region; R,
relay cell; TRN, thalamic reticular nucleus.
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(histaminergic), pretectum (GABAergic), the parabrachial region or locus coeruleus
(noradrenergic), and the dorsal raphe nucleus (serotonergic).

Although much of the circuitry outlined in Fig. 8.9 is sketchy, the following con-
clusions can be tentatively drawn. Much of this repeats earlier points, but it is offered
here as a concise summary. Relay cells receive retinal input onto proximal dendrites
in close association with some GABAergic and parabrachial input. The proximal
GABAergic input, both axonal (Fl) and dendritic (F2), derives from interneurons. Dis-
tal dendrites are dominated by cortical input, and, at least for geniculate relay cells,
these inputs are limited to dendritic locations more distal than those of retinal inputs
(Guillery, 1969a,b; Wilson et al., 1984; Eri§ir et al., 1997a). Some GABAergic inputs
can also be seen on distal dendrites, and these derive from reticular cells. However, the
electrotonic compactness of relay cells implies that even the distal inputs can be quite
important functionally (see also Dendritic Cable Properties).

Figure 8.9 also summarizes some differences between the X and Y pathways, and
perhaps this can be taken as a reflection of the kinds of variation present throughout
thalamic circuitry. Three main differences exist: the nature of retinal input, the pres-
ence of glomeruli, and the role of interneurons. Retinal input to relay Y cells is fairly
straightforward, innervating proximal dendritic shafts in simple contact zones. Reti-
nal input to relay X cells is much more elaborate, because it involves complicated
triadic relationships that include dendritic terminals of interneurons. Glomeruli are
also a major feature of X, but not Y, circuitry, and the glomerulus may be viewed as
a major filter of retinogeniculate transmission (see The Electron Microscopic Ap-
pearance of the Neuronal Elements). Finally, interneuronal dendritic outputs also
seem to be intimately related to X, but not Y, circuitry. The axonal targets of inter-
neurons appear to innervate both X and Y cells proximally, and those of reticular
cells, distally.

It should be emphasized that the circuit schematically represented in Fig. 8.9 is pre-
liminary and greatly simplified. Many questions still remain. For example, what is the
interrelated pattern of innervation involving single cortical axons, reticular cells (or
interneurons), and relay cells? The implication of this last question is illustrated in Fig.
8.10A,B showing two extremes of possible functional circuits involving inputs to re-
lay cells and the local, GABAergic inhibitory cells. This reflects our superficial knowl-
edge of interconnections among these cell populations and makes the point that in many
cases we still cannot even determine if activation of these circuits excites or inhibits
relay cells. For instance, Fig. 8.10A shows a true feedback inhibitory circuit in which
an axon collateral from a relay cell (cell b) excites a reticular cell (cell 2) that in turn
inhibits this same relay cell. In Fig. 8.10B, there is a very different relationship: now
relay cell b excites reticular cells 1 and 3, but not cell 2, and reticular cells 1 and 3 do
not inhibit relay cell b but rather inhibit its neighbors (cells a and c). Because cells a
and c excite the reticular cell (cell 2) that inhibits relay cell b, the net result of the cir-
cuit depicted in Fig. 8.1 OB is that activity in relay cell b results in its further disinhi-
bition, which is precisely the opposite of the feedback inhibition resulting from Fig.
8.10A. Likewise, the circuits shown in Fig. 8.10C,D have opposite effects when the
corticogeniculate axon is activated: that in Fig. 8.IOC results in feedforward inhibition
of relay cell b, whereas that in Fig. 8.10D results in feedforward disinhibition of this
same cell. The message here is that the details count, particularly for connections of
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Fig. 8.10. Schematic view of different possible circuits involving the thalamic reticular nucleus
that have quite different effects on relay cells. See text for details. [From Sherman and Guillery,
2001.1

individual neurons, and we are not yet sufficiently certain of many of the details to de-
termine the final effect on relay cells of activating certain inputs or local circuits. It
should be noted that the circuits depicted here are probably extreme examples, and
combinations of each type may well exist.

DENDRITIC CABLE PROPERTIES

RELAY CELLS

Both X and Y classes of relay cell are electrically rather compact, with dendritic ar-
bors extending for roughly one length constant (Bloomfield et al., 1987; Bloomfield
and Sherman, 1989). In practice, this means that even the most distally located syn-
aptic input can have significant effects on the soma and axon, with attenuation of post-
synaptic potentials never exceeding one-third to one-half (Fig. 8.11). One of the reasons
for the electrotonically restricted dendritic arbors of relay X and Y cells is the nature
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Fig. 8.11. A-D: Cable modeling of the voltage attenuation occurring within the dendritic arbors
of two relay cells (A and B) and two interneurons (C and D) from the cat's lateral geniculate
nucleus following a single voltage injection to mimic the activation of a single synapse. The cells
were labeled by intracellular injection of horseradish peroxidase in vivo, and the stick figures
schematically represent one primary dendrite from each cell with all of its progeny branches.
Each branch length is proportional to its calculated electrotonic length. The site of voltage in-
jection is indicated by the boxed value labeled 1.00 Vmax (maximum voltage). Attenuated volt-
age levels at various terminal endings within the arbor and soma are indicated by arrows and
given as fractions of Vmax. E: Attenuation at soma of single voltage injection placed at different
terminal endings within the dendritic arbor as function of anatomical distance of the voltage in-
jection from the soma. Each voltage injection mimics the activation of a single synapse. The ab-
scissa represents relative anatomical distances normalized to the greatest extent of each arbor,
and the plotted points represent values from the four cells shown in A-D. [From Bloomfield and
Sherman, 1989.]

of their dendritic branches. These branches closely adhere to Rail's "3/2 branching
rule" (Bloomfield et al., 1987). This states that the diameters of the daughter dendrites
each raised to the 3/2 power and summed equals the diameter of the parent dendrite
raised to the 3/2 power (Rail, 1977). Such branching matches impedance on both sides
of the branch point and permits efficient current flow across these branches in both di-
rections. This maximizes the transmission of distal postsynaptic potentials to the soma.
This also implies that a potential generated anywhere in the dendritic arbor or at the
soma will be efficiently transmitted throughout the dendritic arbor. Among other things,
this means that the discharge of an action potential will depolarize the entire dendritic
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arbor by tens of millivolts, and this could have significant effects on voltage-dependent
processes in the dendrites (see Membrane Properties).

INTERNEURONS

Unlike relay cells, interneurons are not electrotonically compact (Bloomfield and Sher-
man, 1989). This is in part because their dendrites are thinner and longer than those of
relay cells. More importantly, the dendritic branch points of interneurons violate the
"3/2 branching rule," because daughter branches tend to be too thin. This limits the
current flowing across these branch points. As a result, providing that there are no ma-
jor active conductances in the dendritic arbor of interneurons, much of the synaptic
circuitry in distal dendrites, including that involving the F2 terminals, would be func-
tionally isolated from the soma and axon (see Fig. 8.11). We emphasize the proviso
here concerning the assumption of no significant Ca2+ and Na+ conductances in the
dendrites, and this attribute remains unknown. Ralston (1971) proposed some time ago
that synaptic input onto the axoniform dendritic (F2) terminals of interneurons in the
cat's ventral posterior lateral nucleus would also be isolated from the soma. Other ex-
amples of this property are found in the olfactory bulb (see Chap. 5) and retina (see
Chap. 6).

Computational modeling based on these observations and with the assumption of
passive cable properties suggests an interesting mode of operation for these inter-
neurons (Sherman, 1988; Bloomfield and Sherman, 1989), shown schematically in
Fig. 8.12. Clusters of dendritic appendages, which are major sites of input and out-
put, represent local circuits whose computations are largely independent of activity
in other clusters and in the soma. In contrast, the axonal output is controlled in a
more orthodox manner by input to the soma and proximal dendrites. This output ap-
pears to be mediated by conventional action potentials (Sherman and Friedlander,
1988). Also, although the dendritic F2 outputs innervate relay X cells through
glomeruli, the axon forms Fl terminals that innervate dendritic shafts outside of
glomeruli of relay X and Y cells (Hamos et al., 1985; Montero, 1987; Sherman and
Friedlander, 1988; Wang et al., 2001). This suggests that the interneuron simultane-
ously does double duty: integration of the axonal Fl outputs via action potentials de-
pends on one set of proximal inputs and involves one type of postsynaptic target,
whereas integration of the dendritic F2 outputs depends on local inputs and involves
different postsynaptic targets.

MEMBRANE PROPERTIES

The integrative characteristics of neurons are heavily dependent on their intrinsic elec-
trophysiological properties (see Chap. 2). We can no longer view a thalamic cell as be-
ing a simple response element that linearly sums its synaptic inputs to determine its
axonal output. Thus cable modeling as described earlier is only a beginning toward ex-
plaining how a neuron responds to various synaptic inputs. In reality, these cells have
a variety of active membrane conductances. Many of these are controlled by ligand
binding of neurotransmitters, including effects of second messenger pathways activated
by metabotropic receptors, but some are controlled by membrane voltage and others
are controlled by concentration levels of certain ions, such as Ca2+.
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Fig. 8.12. Schematic view of hypothesis for functioning of interneurons in the lateral genicu-
late nucleus of the cat. Retinal and nonretinal inputs are shown both to the distal dendrites, as-
sociated with glomeruli, as well as to the proximal dendrites and soma. The glomerular inputs
lead to F2 outputs from the dendrites, whereas the inputs to the proximal dendrites and soma
lead to Fl outputs from the axon. The dashed lines indicate the electrotonic isolation between
glomeruli and the proximal dendrites plus soma. This isolation suggests that the two sets of syn-
aptic computations, peripheral for the glomerular F2 outputs and proximal for the axonal Fl out-
puts, transpire in parallel and independently of one another. Most glomeruli are also functionally
isolated from one other. [Redrawn from Sherman and Guillery, 2001.]

Both in vitro and in vivo experiments of different thalamic nuclei across several mam-
malian species have revealed a surprising plethora of intrinsic membrane conductances
present in all thalamic neurons, both in the dorsal thalamus nuclei and within reticu-
lar neurons (Steriade et al., 1987; Steriade and Llinas, 1988; Huguenard and Mc-
Cormick, 1992; McCormick and Huguenard, 1992). These conductances all lead to
currents that alter the membrane potential. The number of active conductances de-
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scribed for thalamic neurons continues to grow. Which conductances are active can
greatly affect how a thalamic neuron's input is relayed to cortex. Conductances found
in thalamic neurons are generally found in many other brain cells as well, and for the
most part these have been described in detail in Chap. 2. The major and best under-
stood ones operating in thalamic neurons are listed below (see also Chap. 2).

Na+ CONDUCTANCES

Two voltage-dependent Na+ conductances have been described. The fast, inactivating
Na+ conductance, similar to the one described by Hodgkin and Huxley (1952) for the
squid giant axon, is voltage dependent and subserves the conventional action potential.
The other Na+ conductance is persistent and noninactivating. This creates a plateau
depolarization that serves to inactivate certain currents, such as IA and IT (see next
paragraphs).

Ca2+ CONDUCTANCES

There are at least two voltage-dependent Ca2+ conductances. One has a high thresh-
old and is most likely located in the dendrites; rather little is known about this con-
ductance. The other, also located in the dendrites, has a lower threshold and plays a
dramatic role in retinogeniculate transmission (and the transmission of other driving
inputs in other thalamic relays). It is often known as the low threshold Ca2+ conduc-
tance and is described more fully here. It operates via T (for transient)-type Ca2+ chan-
nels. When the channels open, the resultant conductance leads to Ca2+ entry, represented
by an inward current known as 7r, thereby depolarizing the cell and producing the low
threshold spike. Thus the low threshold Ca2+ conductance, the low threshold spike, and
/T are all part of the same process. The low threshold spike is an all-or-none spike
(Zhan et al., 1999), much like the conventional action potential, propagating through-
out the dendritic arbor. It is important to note that this channel is absent in apprecia-
ble numbers from the axon, and thus the low threshold spike is not propagated up the
axon to cortex. Low threshold spikes are found in every relay cell of every thalamic
nucleus of every mammalian species so far studied (reviewed in Sherman and Guillery,
1996). These spikes also occur in cells of the thalamic reticular nucleus and inter-
neurons, although their prevalence in interneurons remains controversial (see K+

Conductances).
Apart from those underlying the generation of conventional action potentials, the

low threshold Ca2+ conductance is probably the most important conductance for relay
cells. Details of its properties can be found elsewhere (Jahnsen and Llinas, 1984a,b;
McCormick and Feeser, 1990; Huguenard and McCormick, 1992; McCormick and
Huguenard, 1992) and are summarized here. Figure 8.13 shows the voltage dependence
of the T channels and those of K+ channels, which are also involved in the generation
of the low threshold spikes. The T channels have two voltage-sensitive gates, an acti-
vation gate and an inactivation gate, and both must be open for Ca2+ to flow into the
cell to generate 7T. At relatively hyperpolarized resting membrane potentials (Fig.
8.13,1), the activation gate is closed but the inactivation gate is open, so /T is de-inac-
tivated. The single gate of the K+ channel is closed at this membrane potential. If the
cell is now sufficiently depolarized (e.g., by an EPSP), the activation gate opens, and
Ca2+ flows into the cell, generating /T and providing the upswing of the low threshold
spike (Fig. 8.13,2). However, depolarization eventually closes the inactivation gate af-
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Fig. 8.13. Schematized view of actions of voltage-dependent T (Ca2+) and K+ channels under-
lying low threshold Ca2+ spike. The four numbered panels show the sequence of channel events,
and the central graph shows the effects on membrane potential. The T channel has two voltage-
dependent gates: an activation gate that opens with depolarization and closes at hyperpolarized lev-
els and an inactivation gate that shows the opposite voltage dependency. The K+ channel shown
is really a conglomeration of several such channels that have only a single gate that opens during
depolarization; thus, these channels do not inactivate. (7) At a relatively hyperpolarized resting
membrane potential (~ — 70 mV), the activation gate of the T channel is closed, but the inactivation
gate is open, and so the T channel is de-inactivated. The single gate for the K+ channel is closed.
(2) With sufficient depolarization to reach its threshold, the activation gate of the T channel opens,
and Ca2+ flows into the cell. This further depolarizes the cell, providing the rise of the low thresh-
old spike. (3) The inactivation gate of the T channel closes after being depolarized for roughly 100
msec ("roughly" because closing of the channel is a complex function of voltage and time), and
the K+ channel also opens. These actions repolarize the cell. When the inactivation gate of the T
channel is closed, the channel is inactivated. (4) Even though the initial resting potential is reached,
the T channel remains inactivated, because it takes roughly 100 msec ("roughly" having the same
meaning as before) of hyperpolarization to de-inactivate it; it also takes a bit of time for the vari-
ous K+ channels to close. Note that the behavior of the T channel is qualitatively exactly like the
Na+ channel involved with the action potential but with several quantitative differences: the T chan-
nel is slower to inactivate and de-inactivate, and it operates in a more hyperpolarized regime.

ter —100 msec (Fig. 8.13,3). Actually, the opening or closing of the inactivation gate
is a complex function of voltage and time (Jahnsen and Llinas, 1984a,b) so that the
more depolarized (or hyperpolarized), the more quickly the gate closes (or opens), but
the important point is that under normal conditions, —100 msec is required for these
actions. Thus 7T is inactivated. The single gate of the voltage- and Ca2+-dependent K+
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channel also opens, and the combined inactivation of 7T and activation of the K+ chan-
nels repolarizes the cell (Fig. 8.13,4). Although the membrane is repolarized to its ini-
tial potential, /T remains inactivated, because it takes —100 msec of this hyper-
polarization to remove the inactivation of 7T (and thus 7T is de-inactivated), after which,
the initial conditions are re-established (Fig. 8.13,1). To reiterate: when the cell is
sufficiently hyperpolarized for more than about —100 msec, 7T is de-inactivated; if
de-inactivated, a suitable depolarization can then activate 7T, but continued depolar-
ization for more than —100 msec will inactivate it; the inactivation can then be re-
moved by suitable hyperpolarization for more than about 100 msec.

Note that the voltage-dependent properties of the T channels are qualitatively iden-
tical to those of the Na+ channels underlying the action potential, but there are im-
portant quantitative differences: (7) the T channels are found in the soma and dendrites,
but not in the axon, and thus the low threshold spike can be propagated through the
dendrites and soma, but not along the axon to cortex. Nonetheless, the T channels can
affect the message reaching cortex by the effect of the low threshold spike on action
potential generation (see Burst and Tonic Relay Response Modes). (2) Opening or clos-
ing of the inactivation gate is roughly two orders of magnitude faster for the Na+ chan-
nel. (3) The T channels operate in a somewhat more hyperpolarized regime.

Figure 8.14 shows some of the functional consequences of 7T in recordings from re-
lay cells of the cat's lateral geniculate nucleus. When the membrane is more depolar-
ized than roughly —60 to —65 mV for >~100 msec, 7p becomes inactivated (Fig.
8.14A), and activation by a depolarizing pulse evokes a steady stream of unitary ac-
tion potentials that lasts for the duration of the stimulus: this is the tonic mode of fir-
ing, which prevails when TT is inactivated.

"Tonic" used in this sense refers to a response mode of a thalamic relay cell, and
here it is paired with "burst." All thalamic relay cells, including the X and Y cells in
the A-laminae of the cat's lateral geniculate nucleus, display both response modes.
However, for a functional categorization of the X and Y cells, "tonic" X cells are of-
ten contrasted with "phasic" Y cells. This is an entirely different use of "tonic," and
the two should not be confused. Throughout this account, we shall use "tonic" only to
refer to response mode, not to cell type.

When the membrane is more hyperpolarized than about —65 to —70 mV for >=^ 100
msec (see Fig. 8.14B), 7T becomes de-inactivated. The identical depolarizing pulse now
activates 7T, leading to a low threshold spike, which in turn activates a burst of several
action potentials: this is the burst mode of firing, which prevails when 7T is de-
inactivated and then activated.

K+ CONDUCTANCES

A number of voltage- and Ca2+-dependent K+ conductances exist that give rise to var-
ious membrane currents (see Chap. 2). The best known is the delayed rectifier (7K),
which is part of the action potential and repolarizes the neuron following the Na+ con-
ductance. Several others (7A, 7C, and possibly 7Anp) hyperpolarize the neuron for vary-
ing lengths of time following a conventional action potential. The amount of this
hyperpolarization determines the cell's relative refractory period, which limits its max-
imum firing rate. Finally, thalamic cells exhibit a variable, voltage-independent K+

"leak" current, which, in addition to other such "leak" currents for Na+, Cl~, etc., de-
termine the resting membrane potential.



Fig. 8.14. Properties of burst and tonic firing for relay cells of the cat's lateral geniculate nu-
cleus recorded intracellularly in vitro. A and B: Voltage dependency of the low threshold spike
for one cell. Responses are shown to the same depolarizing current pulse administered intracel-
lularly but from two different initial holding potentials. 7j is inactivated with relative depolar-
ization (A), and the response is a succession of unitary action potentials for the duration of the
suprathreshold stimulus. This is the tonic mode of firing. /T is de-inactivated with relative hyper-
polarization (B), and the response is a low threshold spike with 4 action potentials riding its
crest. This is the burst mode of firing. C: Input-output relationship for another cell. The abscissa
plots the amplitude of the depolarizing current pulse, and the ordinate plots the evoked firing
frequency based on the first 6 action potentials of the response, because this cell usually exhib-
ited 6 action potentials per burst in this experiment. The initial holding potentials are shown:
—47 mV and —59 mV reflect tonic mode, whereas —77 mV and —83 mV reflect burst mode.
[Redrawn from Sherman and Guillery, 2001.]
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/A and its relationship with IT is particularly interesting. The voltage dependencies
of these two currents are generally similar in that both are inactive at depolarized Vm

and can be activated by depolarization from relatively hyperpolarized Vm. However, al-
though 7T leads to depolarization due to Ca2+ entry, 7A leads to hyperpolarization due
to K+ leaving the cell. Because 7A is activated by depolarization, this means that it will
oppose that depolarization, making it smaller and slowing it down. However, for most
relay cells, the activation and inactivation curves of 7T are offset by at least 10 mV in
the hyperpolarized direction with respect to those of 7A (Pape et al., 1994). This means
that, when a relay cell is hyperpolarized sufficiently to de-inactivate both currents and
then is depolarized, 7T will activate before 7A, and the resultant spike-like depolariza-
tion will rapidly inactivate 7A before it has a chance to develop. It may thus be un-
common to activate 7A in relay cells under most conditions. However, there is a narrow
window of Vm in which 7T is largely inactivated and 7A is largely de-inactivated, and
depolarization that occurs within this limited membrane voltage range will activate 7A

but not 7T.
There is evidence that this pattern is different in interneurons (Pape et al., 1994), be-

cause the voltage dependencies of 7T and 7A largely overlap. Thus 7A and 7T will tend
to be activated together, but the effect of 7A in offsetting and slowing the depolariza-
tion will prevent full expression of 7T. The result is that interneurons should rarely ex-
press 7T (Pape et al., 1994). However, Zhu et al. (1999) have shown that bursting from
low threshold spikes can be elicited in interneurons if a larger activating pulse is given
sufficient to overcome 7A.

HYPERPOLARIZATION-ACTIVATED CONDUCTANCE

A conductance that is activated by membrane hyperpolarization and inactivated by
depolarization is often associated with the low threshold Ca2+ conductance. This
hyperpolarization-activated cation conductance, leads, via influx of cations, to a de-
polarizing current, which is called 7^ (McCormick and Pape, 1990b). Activation is slow,
with a time constant of >200 msec. The combination of 7T, the above mentioned K+

conductances, and 7h helps to support rhythmic bursting, typically at 3-10 Hz for the
low threshold spikes, which is often seen in recordings from in vitro slice preparations
of thalamus. Hyperpolarizing a cell will activate 7h, but so slowly that 7T fully de-
inactivates. Once 7h is activated, it will depolarize the cell, thereby activating 7p. This
in turn inactivates both Ih and 7T while activating K+ conductances, resulting in repo-
larization. The cycle then repeats. This leads to prolonged rhythmic bursting. This burst-
ing can be interrupted only by a sufficiently strong and prolonged depolarization to
produce tonic firing, and appropriate membrane voltage shifts can effectively switch
the cell between rhythmic bursting and tonic firing. The significance of these different
response modes in thalamic function is considered more fully later.

SYNAPTIC TRANSMISSION

IONOTROPIC AND METABOTROPIC RECEPTORS

Inputs to thalamus operate via conventional chemical synapses, and these in turn in-
fluence their postsynaptic targets through transmitter interactions with postsynaptic re-
ceptors. As discussed in Chap. 2, these receptors can be divided into two basic types:
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ionotropic and metabotropic, and both types are found in thalamus (see Fig. 8.3). Al-
though many differences between these receptor types exist, only a few concern us here
(for details, see Chap. 2). Ionotropic receptors include AMPA ([±]-a-amino-3-hydroxy-
5-methylisoxazole-4-propionic acid) and NMDA (TV-methyl-D-aspartate) receptors for
glutamate, GABAA, and nicotinic receptors for acetylcholine, and these are directly
linked to specific ion channels. Transmitter binding leads to a rapid conformational
change that opens an ionic channel and produces a postsynaptic potential that is fast,
with a short latency (<1 msec) and a brief duration (few tens of milliseconds).
Metabotropic receptors include various metabotropic glutamate receptors, GABAB, and
various muscarinic receptors for acetylcholine. These are not directly linked to ion
channels. Instead, transmitter binding produces a series of biochemical reactions that
ultimately leads to the opening or closing of an ion channel, which, for thalamic cells,
is usually a K+ channel; when opened, this produces an IPSP as K+ flows out of the
cell and, when closed, produces an EPSP as K+ leakage is reduced. These postsynaptic
responses are slow, with a long latency (>10 msec) and a prolonged duration (hun-
dreds of milliseconds or more).

The time course of receptor activation is important with regard to control of IT and
other voltage- and time-dependent processes. Recall that inactivation or de-inactivation
of 7T requires that a depolarization or hyperpolarization, respectively, be maintained for
~>100 msec. This means that the short-lived postsynaptic potentials of ionotropic re-
ceptors are ill suited to control the inactivation state of IT. In contrast, the sustained re-
sponses associated with metabotropic receptors are ideally suited for this. That is, EPSPs
from activation of metabotropic glutamate or muscarinic receptors are sufficiently sus-
tained to inactivate 7T, and IPSPs from activation of GABAB receptors are sufficiently
sustained to de-inactivate 7T.

Fig. 8.3 shows the transmitters and associated receptor types for the various inputs
to thalamus.

GLUTAMATERGIC INPUTS

The retinal and cortical inputs to thalamus are both glutamatergic.

Retinogeniculate (and Other Driving) Inputs. Retinogeniculate axons innervating re-
lay cells (and driving inputs innervating relay cells in other nuclei) activate ionotropic
receptors only, not metabotropic ones (Salt and Eaton, 1991; McCormick and Von
Krosigk, 1992; Eaton and Salt, 1996; Godwin et al., 1996a), and both AMPA and
NMDA receptors are involved. As explained in Chap. 2, for an EPSP to be generated
via an NMDA receptor, two events must occur simultaneously: the presynaptic pres-
ence of a glutamate-like neurotransmitter coupled with a postsynaptic depolarization
sufficient to unblock the channel. As pointed out in Chap. 1, this enables the NMDA
receptor complex to act as a sort of molecular AND gate (Koch, 1987).

Studies of the lateral geniculate nucleus in vitro suggest that the retinogeniculate
EPSP controlling action potentials in interneurons also involves only ionotropic gluta-
mate receptors (Pape and McCormick, 1995). However, as noted earlier, this input may
be limited to retinal synapses onto relatively proximal dendrites, because the retinal in-
puts to F2 terminals located in the distal dendritic arbor may have little influence on
the soma and spike generating region of the axon hillock. Indeed, evidence indicates
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that the retinal input onto dendritic terminals of interneurons activates metabotropic
glutamate receptors and possibly also AMPA receptors (Godwin et al., 1996a; Cox and
Sherman, 2000).

Corticogeniculate Inputs From Layer 6. Corticogeniculate axons from layer 6 synaps-
ing onto relay cells appear to activate the same types of ionotropic receptors as do
retinogeniculate axons. However, in addition to these, the axons from cortex also ac-
tivate a metabotropic glutamate receptor on relay cells (McCormick and Von Krosigk,
1992; Eaton and Salt, 1996; Godwin et al., 1996a; Golshani et al., 1998).

Indirect evidence suggests that layer 6 cortical inputs to interneurons also activate
only ionotropic glutamate receptors. That is, the application of metabotropic glutamate
agonists does not affect the firing of interneurons (Pape and McCormick, 1995; Cox and
Sherman, 2000), suggesting that there are no metabotropic glutamate receptors on prox-
imal dendrites, and this is consistent with immunocytochemical evidence (Godwin et al.,
1996a). Also, cortical inputs do not innervate F2 terminals, where metabotropic gluta-
mate receptors are found and are apparently postsynaptic to retinal and cholinergic
brainstem inputs (Godwin et al., 1996a; Erisjr et al., 1997a; Cox and Sherman, 2000).

Both ionotropic and metabotropic receptors are found on reticular cells (Cox and
Sherman, 1999), but it is not clear whether the two main glutamatergic inputs—from
cortical layer 6 and thalamic relay cells—each activates one or both types of receptor.

GABAERGIC INPUTS

Thalamic relay cells receive an inhibitory, GABAergic input from cells of the thala-
mic reticular nucleus and from interneurons. The postsynaptic response to these inputs
involves both GABAA (ionotropic) and GABAe (metabotropic) receptors (see Chap. 2
for details of IPSPs related to these receptor types).

As noted earlier, reticular cells can respond in both tonic and burst modes. However,
on the relay cell, the postsynaptic effect of these modes can be quite different, because
tonic firing primarily activates only GABAA receptors, whereas burst firing often ac-
tivates GABAB receptors (Kim et al., 1997; Kim and McCormick, 1998). This is be-
cause a cluster of high frequency action potentials in an input is often required to
activate metabotropic receptors, whereas single action potentials can often activate
ionotropic receptors alone. The difference in the postsynaptic effect in relay cells is that
tonic firing of reticular cells will presumably evoke a series of fast and brief IPSPs in
the relay cells, but burst firing will evoke slow, prolonged IPSPs. The additional impor-
tance of this for firing mode in relay cells is considered in Control of Response Mode.

The functional significance of interneuronal activity is more complicated for two
reasons. First, as noted earlier, the question of how common it is for interneurons to
fire in burst mode remains controversial. Second, most synaptic outputs of interneurons
are dendritic. Clearly, the axonal outputs will follow the firing of the interneuron, but
it is not clear what relationship exists between cell firing and the dendritic, F2 termi-
nal activity. If these are electrically isolated from the soma, as has been suggested
(Bloomfield and Sherman, 1989; Cox and Sherman, 2000), then there might be no
relationship. These F2 terminals might then be controlled solely by local inputs that
do not reflect those controlling firing in the cell body and axon hillock. However, it is
possible that action potentials in the soma do affect the F2 outputs; for instance, it is
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not known whether backpropagation of the action potential exists throughout the den-
drites. Thus we are far from understanding how an interneuron's firing affects relay
cells.

BRAINSTEM INPUTS

Parabrachial Inputs. In cats, most of the input to the lateral geniculate nucleus from
the brainstem derives from the parabrachial region and is cholinergic (de Lima et al.,
1985; de Lima and Singer, 1987; Fitzpatrick et al., 1988b, 1989; Raczkowski and Fitz-
patrick, 1989; Bickford et al., 1993). Activation of this input in relay cells produces an
excitatory postsynaptic potential due primarily to activation of two different receptors
(McCormick and Prince, 1987; McCormick, 1989, 1992). The first is a nicotinic
(ionotropic) receptor that produces a fast excitatory postsynaptic potential by permit-
ting influx of cations. The second is an Ml muscarinic (metabotropic) receptor that
triggers a slow, long lasting excitatory postsynaptic potential. It seems remarkably sim-
ilar to the metabotropic glutamate response seen from activation of corticogeniculate
input (see Corticogeniculate Inputs From Layer 6), and the possibility exists that both
metabotropic receptors may be linked to the same second messenger pathway and
K+ channels.

Activation of the cholinergic inputs from the parabrachial region generally inhibits
interneurons and reticular cells (Dingledine and Kelly, 1977; Ahlsen et al., 1984; Mc-
Cormick and Prince, 1987; McCormick and Pape, 1988). This is interesting, because
individual parabrachial axons branch to innervate both of these cell groups as well as
relay cells and, as noted earlier, these axons excite relay cells. This is accomplished by
yet another type of muscarinic receptor, M2, that dominates on these GABAergic tar-
gets (McCormick and Prince, 1987; Hu et al., 1989; McCormick, 1989, 1992). Acti-
vation of this receptor increases a K+ conductance, leading to hyperpolarization. The
M2 receptor on interneurons is found both on proximal dendrites, allowing parabrachial
inputs to affect action potential generation (Plummer et al., 1999; Garden and Bick-
ford, 1999), and on the F2 terminal, which inhibits release of GABA there (Cox and
Sherman, 2000). Cells of the thalamic reticular nucleus also respond to this choliner-
gic input with another, nicotinic receptor that leads to fast depolarization (Lee and Mc-
Cormick, 1995). Nonetheless, the main effect of cholinergic stimulation of these cells
seems to be dominated by the muscarinic, inhibitory response (Dingledine and Kelly,
1977; Ahlsen et al., 1984; McCormick and Prince, 1987; McCormick and Pape, 1988).
Because these interneurons and reticular cells inhibit relay cells, activation of this
cholinergic pathway thus disinhibits relay cells (see Fig. 8.10).

In addition to acetylcholine (ACh), these axon terminals appear to co-localize nitric
oxide (Bickford et al., 1993; Eris,ir et al., 1997a), a neurotransmitter or neuromodula-
tor with a widespread distribution in the brain (Schuman and Madison, 1991, 1994;
Snyder, 1992; Bredt and Snyder, 1992). Relatively little is known concerning the ac-
tion of nitric oxide in the thalamus, but studies suggest that its release from parabrachial
terminals serves two possible roles in the lateral geniculate nucleus: to switch response
mode from burst to tonic (Pape and Mager, 1992), perhaps complementing the role of
ACh in this regard; and to promote the generation of NMDA responses from retinal
inputs (Cudeiro et al., 1994a,b, 1996). Nothing is as yet known about the action of ni-
tric oxide on interneurons or reticular cells.
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Other Brainstem Inputs. Other less well understood brainstem inputs to thalamus in-
clude noradrenergic axons from cells in the parabrachial region, serotonergic axons
from cells in the dorsal raphe nucleus, and histaminergic axons from cells in the tubero-
mammilary nucleus of the hypothalamus; other inputs unique to specific thalamic nu-
clei may also occur, such as the GABAergic input from cells from the pretectum to the
lateral geniculate nucleus and from the basal ganglia to the ventral anterior nucleus.

Noradrenaline has two very different effects on relay cells, and these effects act
through two metabotropic receptors. One effect, via activation of the a\ adrenorecep-
tors, produces a long slow EPSP, which promotes tonic firing, much like activation of
metabotropic glutamate or Ml muscarinic receptors. The other effect, which operates
through the fi adrenoreceptors, changes the voltage dependency of Ih in such a way as
to increase this depolarizing, voltage-dependent current.

In vitro studies suggest that application of serotonin has no conventional inhibitory
or excitatory effect on relay cells (McCormick and Pape, 1990a). However, by operat-
ing through an unknown but probably metabotropic receptor, serotonin has the same
effect on Ih as that described earlier for noradrenaline (McCormick and Pape, 1990a).

The application of histamine to geniculate relay cells has nearly identical effects to no-
radrenergic application (McCormick and Williamson, 1991). One effect, operating
through an HI metabotropic receptor, produces a long slow EPSP that also promotes
tonic firing (see also Uhlrich et al., 2002). The other effect, which operates through an
H2 metabotropic receptor, changes Ih in the same way as do noradrenaline and serotonin.

GATING AND OTHER TRANSFORMATIONS IN
THE THALAMIC RELAY

The rich array of membrane properties of thalamic relay cells plus their complex en-
semble of inputs from various sources suggests that the relay of peripheral informa-
tion to cortex is not a simple, or trivial, affair. Instead, it is a complex process that we
are just beginning to understand. This is a marked change from earlier views of, for
instance, the lateral geniculate nucleus, which was thought to provide a simple, ma-
chine-like relay of retinal information to cortex with minor processing added. This will
be considered in more depth here both in terms of the different burst and tonic response
modes introduced earlier and the role they play in the thalamic relay and also in terms
of what we are just beginning to learn about the role of cortical and brainstem inputs
in this relay.

BURST AND TONIC RELAY RESPONSE MODES

Signal Transmission During Burst and Tonic Firing. Burst and tonic modes clearly rep-
resent two very different types of response to afferent input and thus two very differ-
ent forms of thalamic relay. In fact, earlier studies suggested that tonic firing represented
the only true relay mode and that burst firing, when it occurred, was always charac-
terized by rhythmic bursting that was synchronized across large regions of thalamus.
This functionally disconnected the relay cell from its primary afferent input, thereby
interrupting the relay (Steriade and Llinas, 1988; McCormick and Feeser, 1990; Steri-
ade and McCarley, 1990; Le Masson et al., 2002). The idea was that switching between
these modes was accomplished by inputs that changed Vm. Rhythmic bursting was of-
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ten seen in vitro, and the first in vivo studies of the response modes in cats demon-
strated that, when the animal entered quiet or non-REM sleep, thalamic relay cells be-
gan to burst rhythmically, and that such rhythmic bursting was not seen during awake,
alert states (Livingstone and Hubel, 1981; Steriade and Llinas, 1988; Steriade and Mc-
Carley, 1990; Steriade et al., 1990, 1993; Steriade and Contreras, 1995).

However, more recent data in lightly anesthetized and awake, behaving animals, in-
cluding awake humans (reviewed in Sherman, 2001), makes it clear that relay cells can
burst arrhythmically and asynchronously in these states and that relay cells in the lat-
eral geniculate nucleus and ventral posterior lateral and medial nuclei still respond in
burst mode to sensory stimulation (Fanselow et al., 2001; Swadlow and Gusev, 2001;
Nicolelis and Fanselow, 2002). The best examples of such burst responses come from
geniculate cells. During spontaneous activity, the cells may often discharge a low thresh-
old spike with a burst response, but these burst discharges occur irregularly. When the
cell is then stimulated visually, the cell may produce a burst in response to each pres-
entation of the stimulus, and the bursting under these conditions clearly reflects the ex-
ternal stimulus rather than any intrinsic pacemaker (Guido et al., 1992, 1995; Guido
and Weyand, 1995; Mukherjee and Kaplan, 1995; Godwin et al., 1996b; Sherman, 1996,
2001; Ramcharan et al., 2000).

There are thus three different recognizable response modes: rhythmic bursting, ar-
rhythmic bursting, and tonic firing. The first occurs during quiet or non-REM sleep
and might also occur during epileptic episodes (Steriade and Llinas, 1988; Steriade and
McCarley, 1990); this seems to be associated with an interruption of the relay through
thalamus.

The last two occur during the awake state, including drowsiness and fully alert con-
ditions, meaning that both burst and tonic modes can be effective relay modes. How-
ever, they differ in the nature of the information relayed. This can be seen with respect
to the linearity and signal detectability of the messages relayed to cortex.

Linearity. Note in Fig. 8.14A,B that the very same excitatory stimulus produces two
very different signals relayed to cortex, and the difference depends on initial membrane
potential of the relay cell, because this determines the inactivation state of /T. The stim-
ulus in this example is a current pulse, but the same would apply to a sufficiently large
EPSP. Because, as noted earlier, the low threshold spike is activated in an all-or-none
manner, a larger EPSP will not produce a larger low threshold spike and thus will not
produce a larger burst of action potentials (Zhan et al., 2000). This underlies an im-
portant difference in input/output relationships between burst and tonic firing, as shown
in Fig. 8.14C. This relationship is fairly linear for tonic firing but highly nonlinear for
burst firing.

This linearity difference is also seen in the responses of geniculate relay cells to vi-
sual stimuli. A clear example is shown in Fig. 8.15A,B, which shows the responses to
a drifting sinusoidal grating of a relay cell recorded in vivo in an anesthetized cat. When
in tonic mode, the cell responds to the grating with a sinusoidal profile (Fig. 8.15D,
lower). This means that the response level closely matches the changes in contrast, in-
dicating a very linear relay of this input to cortex. However, when the same stimulus
is applied to the same cell, but now in burst mode, the response no longer looks sinu-
soidal (Fig. 8.15B, lower), indicating considerable nonlinear distortion in the relay.



Fig. 8.15. Properties of burst and tonic firing for a relay cell of the cat's lateral geniculate nu-
cleus recorded intracellularly in vivo. A and B: Tonic and burst responses to visual stimulation.
Shown in each condition are average response histograms during spontaneous activity (upper)
and to four cycles of a drifting sinusoidal grating (lower). The sinusoidal contrast changes re-
sulting from the drifting grating are shown below the histograms. Current injected through the
recording electrode was used to bias membrane potential to more depolarized (—65 mV), pro-
ducing tonic firing (A), or more hyperpolarized (—75 mV), producing burst firing (B). [Redrawn
from Sherman and Guillery, 2001.]
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Thus tonic mode is better at preserving linearity in the relay of information to cortex
(Sherman, 1996, 2001).

Detectability. The upper histograms of Fig. 8.15A,B show further that spontaneous ac-
tivity is lower during burst than during tonic firing. Higher spontaneous activity helps
to preserve response linearity, because it minimizes rectification of the response to in-
hibitory phases of visual stimulation, and rectification is a nonlinearity. Perhaps more
interesting is the notion that spontaneous activity represents firing without a visual stim-
ulus and can thus be considered a noisy background against which the signal—the re-
sponse to the visual stimulus—must be detected. Therefore, the signal-to-noise ratio is
higher during burst firing, and a higher signal-to-noise ratio implies greater stimulus
detectability. This has been confirmed through the use of a method from signal detec-
tion theory involving the calculation of receiver operating characteristic curves (Green
and Swets, 1966; Macmillan and Creelman, 1991) showing that stimulus detectability
is improved during burst firing compared with tonic firing (Sherman, 1996, 2001).

Bursting as a "Wake-up Call." These differences in firing modes concerning linearity
and detectability suggest the following hypothesis (Sherman, 1996, 2001). The tonic
mode is better for an accurate and faithful relay, because it minimizes the nonlinear
distortions created during burst firing. However, the burst mode is better for initial stim-
ulus detectability. As one example, it might be useful during drowsiness to have genic-
ulate relay cells in burst mode to maximize detection of a novel visual stimulus, and
after detection, the relay can be switched to tonic firing for more faithful stimulus anal-
ysis (for details of this hypothesis, see Sherman, 1996, 2001). Indeed, bursting is more
common during drowsiness than during fully alert behavior (Ramcharan et al., 2000;
Swadlow and Gusev, 2001), perhaps to maximize the chance of detecting a novel stim-
ulus. Also consistent with this is evidence from studies of the somatosensory thalamus
of awake, behaving rabbits that relay cells in burst mode are much more likely to ac-
tivate their cortical target cells and produce a larger pattern of active cells in cortex
than when these relay cells fire in tonic mode (Swadlow and Gusev, 2001; Swadlow
et al., 2002). Nonetheless, this notion of bursting as a "wake-up call" remains a hy-
pothesis requiring further testing.

Control of Response Mode. Part of this hypothesis requires thalamic circuitry capable
of controlling firing mode, and the circuitry shown in Fig. 8.5 provides this require-
ment. As noted earlier, to switch between response modes means changing the inacti-
vation state of 7T, and this requires a change in membrane voltage that must be sustained
for >100 msec. Thus a sustained depolarization inactivates 7T, switching the response
mode from burst to tonic, and a sustained hyperpolarization de-inactivates 7T, switch-
ing the response mode from tonic to burst. Inputs that activate only ionotropic recep-
tors (i.e., driver inputs) produce mainly fast PSPs poorly suited to this task, because
without extensive temporal summation, the evoked changes in membrane polarization
would be too transient to affect the inactivation state of 7T significantly. However, in-
puts that activate metabotropic receptors (e.g., all of the modulatory inputs) produce
sufficiently sustained PSPs. Thus activation of metabotropic glutamate receptors from
cortex or muscarinic receptors from the parabrachial region produces a sustained EPSP
that inactivates 7p and switches the firing mode from burst to tonic. Likewise, activa-
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tion of GABAfi receptors, from reticular and/or interneuronal inputs, produces a sus-
tained IPSP that de-inactivates IT and switches the firing mode from tonic to burst (for
details, see Sherman and Guillery, 1996, 2001). Evidence indeed exists that activating
these various modulatory inputs has these effects on response mode.

Note that the cortical and parabrachial inputs ultimately control firing mode via their
direct inputs to relay cells, which promote tonic firing, and their indirect inputs, via
reticular and/or interneuron inputs, which promote burst firing. Cortical and para-
brachial inputs may have the same cellular effects, but the corticothalamic pathway as
well as its reticular and interneuronal relay is topographic and purely unimodal (i.e.,
visual for the lateral geniculate nucleus, somatosensory for the ventral posterior nu-
cleus, etc.), so that this pathway presumably controls firing mode for discrete thalamic
relay cell populations based on such properties as different locations or different class
(i.e., X or Y). The parabrachial input is diffusely organized, suggesting more dispersed
effects, such as would be relevant for overall levels of attention.

Anatomical Relationship of Modulator Inputs to T Channels. Figure 8.8 shows how
the various modulator inputs that control /T distribute on the dendrites of relay cells.
The T channels that underlie 7T are found throughout the cell body and dendritic mem-
branes but are more numerous and denser on dendrites, including peripheral dendrites
(Zhou et al., 1997; Destexhe et al., 1998). Thus brainstem and interneuronal inputs,
which are located proximally near retinal inputs, can influence membrane voltage there,
which not only affect nearby T channels but are also close enough to retinal inputs to
directly influence the establishment of retinal EPSPs. In contrast, cortical and reticu-
lar inputs are so distally located that they are likely to have less direct influence on
retinal inputs (see Fig. 8.11). Instead, they may mainly affect the postsynaptic cell by
controlling membrane voltage where voltage-sensitive ion channels, such as T chan-
nels, are localized.

OTHER EFFECTS OF NONRETINAL OR MODULATORY INPUTS

ON THE THALAMIC RELAY

Although we have focused so far on the role of brainstem and cortical afferents to thal-
amus in terms of their ability to affect response mode, other roles may be played by
these and other inputs regarding thalamic relay properties.

Inputs From the Thalamic Reticular Nucleus. Although thalamic neurons may switch
between relay and burst modes at any time during awake, alert behavioral states, the
burst mode is more common during less alert periods, including drowsiness and quiet
or non-REM sleep (McCarley et al., 1983; Steriade and Llinas, 1988; Steriade and Mc-
Carley, 1990; Steriade et al., 1990, 1993; Steriade and Contreras, 1995). During such
inattentive periods, the EEG in all mammals, including humans, becomes highly syn-
chronized, and fast, rhythmic spike-like electrical phenomena known as spindles can
be seen (Fig. 8.16). These spindles have a frequency of 7-14 Hz.

This dominant feature of the synchronized EEG is generated in the thalamus (Ste-
riade and Llinas, 1988). Studies of thalamic neurons have shown that all cells of the
thalamic reticular nucleus can spontaneously generate rhythmic discharges at a rate of
— 10 Hz. The low threshold spike appears to be a key feature of this endogenous burst-
ing behavior, and the oscillations can be generated within individual reticular cells.
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Fig. 8.16. Relationship of thalamus to spindle activity in the cortical electroencephalogram
(EEG) of cats. A and B: Effect on the EEG of rostral thalamic transections that disconnect the
thalamus from the cortex. The numbering of traces is as follows: 1 and 5, higher frequency EEG
(7-14 Hz) for right hemisphere; 2 and 6, lower frequency EEG (0.5-4 Hz) for right hemisphere;
3 and 7, higher frequency EEG (7-14 Hz) for left hemisphere; 4 and 8, lower frequency EEG
(0.5-4 Hz) for left hemisphere. Normally (A, before transection), each hemisphere shows ac-
tivity in both the higher (7-14 Hz) and lower (0.5-4 Hz) filtered traces. After transection (B),
the higher frequencies are selectively eliminated from the EEG. [Revised from Steriade et al.,
1987.] C: Activity of thalamic neurons during an EEG spindle. During the spindle, the TRN
neuron (top) undergoes a long-lasting, slow depolarization that elevates its firing rate. In con-
trast, a thalamic relay cell (bottom) is hyperpolarized rhythmically, and the rebound from these
hyperpolarizations often lead to low threshold Ca2+ spikes. The elevated firing in the TRN cell
seems to cause the rhythmic hyperpolarizations in the relay cell. [A and B revised from Steri-
ade et al., 1987; C revised from Steriade and Llinas, 1988.]

Also, groups of deafferented reticular neurons can generate such synchronized oscil-
latory activity in the absence of external input (Steriade et al., 1987; Steriade and Llinas,
1988). Reticular neurons are connected to other reticular cells via collaterals of the
axon that innervates dorsal thalamus and by electrical contacts (Landisman et al., 2002),
and these connections could serve to synchronize entire reticular regions; dendroden-
dritic synapses may also exist among reticular neurons to further synchronize these
cells (Steriade et al., 1987; Steriade and Llinas, 1988; Pinault et al., 1997).

Because reticular neurons provide an inhibitory, GABAergic input to thalamic relay
cells, the thalamic reticular nucleus entrains its oscillatory activity onto these relay
cells. That is, the synchronized bursts of reticular activity would lead to waves of hy-
perpolarization among relay cells; this would de-inactivate low threshold spikes in the
relay cells, and they would synchronously enter the burst mode. By themselves, neu-
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rons in the lateral geniculate or in other thalamic nuclei do not spontaneously gener-
ate spindle rhythmicity; disconnecting the projection cells from the reticular nucleus
by surgical or chemical means abolishes the oscillations (Steriade et al., 1987; Steri-
ade and Llinas, 1988). Thus this feature of synchronized, rhythmic bursting among re-
lay cells, which is associated with inattentive and unconscious states and interruption
of the thalamic relay, depends critically on the reticular nucleus.

Brainstem Inputs. Non-REM sleep and spindle activity is associated with quiescence
among many of the cholinergic inputs to the thalamus from the parabrachial region
(Steriade and Contreras, 1995). It thus seems plausible that increasing activity of these
inputs will serve to terminate the synchronized, rhythmic activity and restore relay cell
responses to tonic or arrhythmic burst firing. Indeed, there is ample evidence that ac-
tivity in brainstem afferents is associated with more alert behavioral states. More to the
point, modulatory inputs to the thalamic reticular nucleus from the parabrachial region
can inhibit reticular cells and thereby break their hold on relay cells, halting the syn-
chronized, rhythmic bursting and restoring functional relay properties (Le Masson et
al., 2002).

There is also evidence that eye movements can affect the geniculate relay (Buttner
and Fuchs, 1973; Noda, 1975; Bartlett et al., 1976; Lai and Friedlander, 1989; Guido
and Weyand, 1995; Ramcharan et al., 2001). Both saccades and passive movement of
the eye can have such effects. Although the details for this have yet to be worked out,
it seems likely that these effects are accomplished via brainstem afferents to thalamus.

Cortical Inputs From Layer 6. As noted earlier, the corticogeniculate input is both mas-
sive and heterogeneous. It is thus plausible that it subserves several distinct functions.
Perhaps this is why earlier attempts to identify any single function for this "feedback"
pathway have led to confusing and conflicting conclusions. For instance, some studies
suggest that the corticogeniculate pathway facilitates relay cell firing, whereas others
suggest the opposite (Kalil and Chase, 1970; Baker and Malpeli, 1977; Schmielau and
Singer, 1977; Geisert et al., 1981; McClurkin and Marrocco, 1984; McClurkin et al.,
1994). The large number of layer 6 inputs suggests that this feedback could be highly
specific to receptive field location, orientation, direction of motion, and ocularity. Mum-
ford (1994) has developed a detailed framework, based on ideas from machine vision,
in which the detection of weak or incomplete stimuli under noisy conditions (think of
a gray mouse at dusk viewed by a cat) would be enhanced by such feedback. In this
context, it should be pointed out that the vast majority of experiments carried out in
the lateral geniculate nucleus have involved anesthetized animals stimulated with sin-
gle bars or gratings on a blank background, not a situation that might be expected to
activate the type of feedback function suggested by Mumford (1994).

Schmielau and Singer (1977) have proposed that corticogeniculate input is impor-
tant to binocular functions, such as stereopsis. Several studies have identified a role for
the corticogeniculate input in controlling inhibitory surrounds of geniculate relay cells
(reviewed in Sillito and Jones, 2002). More recent studies have suggested that the path-
way affects temporal properties of relay cell discharges (McClurkin et al., 1994) or es-
tablishes correlated firing among nearby relay cells with similar receptive field
properties (Sillito et al., 1994). Earlier we suggested that this input serves to control



Chapter 8. Thalamus 351

response mode, tonic or burst, of the relay cells. Given the likelihood that the cortico-
geniculate pathway is heterogeneous, these different suggestions for its function are
not incompatible, and more functions may yet emerge.

A recent study suggests an additional possible role for layer 6 cortical input. When
fairly balanced excitatory and inhibitory modulatory inputs increase, there is no major
net effect on membrane potential, but the increasing synaptic conductance will lower
neuronal input resistance and render driver inputs less effective; this is a form of gain
modulation (Chance et al., 2002). That is, the lower input resistance due to the in-
creased synaptic conductance would mean that driver EPSP amplitudes were reduced.
Because activation of cortical axons can in many cases lead to a conjoint increase in
excitation (through direct inputs) and inhibition (through activation of reticular cells or
interneuron), the corticothalamic pathway may also play such a role in gain modula-
tion. If this were the case, the effect would be that increasing activity in the corti-
cothalamic axons would lead to reduced synaptic efficacy of driver inputs to relay cells.

An example of how this might operate comes again from the lateral geniculate nu-
cleus; this would serve as a mechanism for contrast gain control. Higher contrast in
the retinal image leads to increased firing of retinal axons, and this in turn leads to in-
creased firing levels in geniculate relay cells. If the firing becomes too high and ap-
proaches saturation, the relay becomes nonlinear and can no longer signal further
increases in input firing levels. However, this very increase in firing of relay cells could
plausibly lead to increased activity in the target cortical area, including the cortico-
geniculate feedback. The increased firing in the feedback would serve, as indicated in
the preceding paragraph, to reduce the gain of the retinogeniculate synapse, thereby
down-regulating the sensitivity of the relay and keeping it in its linear range.

DRIVERS AND MODULATORS

It is clear when we look at the innervation of relay cells that a wide variety of inputs
is present, and they represent quite different functions. This is clearest for relay cells
of the lateral geniculate nucleus, and we will look at this nucleus to explore part of the
functional significance of these different inputs. We know that the function of genicu-
late relay cells is to transfer retinal information to cortex, yet retinal input represents
only a small fraction of all synapses found on these relay cells. If retinal input is what
is being relayed, and can be set apart, what are the other inputs doing?

One of the main reasons that we know retinal input is being relayed is that it is nec-
essary and sufficient for the receptive fields of geniculate relay cells, and these recep-
tive fields indicate the sort of information being relayed to cortex. There are two parts
to this. First, the receptive fields of retinal ganglion cells innervating the lateral genic-
ulate nucleus are virtually the same as those of the relay cells (reviewed in Lennie,
1980; Sherman, 1985), which in turn are quite unlike the receptive fields of nonretinal
inputs, such as those from cortex or brainstem (e.g., Gilbert, 1977; Murphy et al., 1999).
Second, removing cortical (Gilbert, 1977; Murphy et al., 1999) or brainstem (Meul-
ders and Godfraind, 1969; Wrobel, 1981) inputs to relay cells has only quite subtle ef-
fects on geniculate receptive fields, whereas removing retina necessarily obliterates
them. We have referred to the input to thalamus that brings the information to be re-
layed as the driver input, and all others as modulatory input, with the latter serving to
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modulate thalamic transmission of driver input. Drivers and, by elimination, modula-
tors can also be readily recognized for the main somatosensory and auditory thalamic
relays on the basis of functional arguments parallel to those presented for the visual
pathways, and also on the basis of the common light and electron microscopic struc-
tures and relationships of these several drivers.

However, assignment of various inputs to these classes in many thalamic relays is
less clear and must be based on incomplete evidence. One approach here is to look at
other differences between drivers and modulators in the lateral geniculate nucleus and,
where known, also in the ventral posterior nuclei and ventral portion of the medial
geniculate nucleus. These are as follows (for details, see Sherman and Guillery, 1998):

1. Driver (retinal) inputs to relay cells provide the main receptive field properties
and are necessary for the existence of the receptive fields, whereas modulator
inputs induce only subtle changes in receptive field properties.

2. Driver inputs end in RL terminals, which, as noted earlier, are by far the largest
in the neuropil, and each typically provides several different contact zones onto
the same postsynaptic profile. This might help explain the great synaptic strength
of drivers. The smaller modulator terminals seldom have more than one synap-
tic contact zone each. Driver inputs vary in their relationships to interneurons
but otherwise show essentially the same structure throughout the thalamus.

3. Despite the small number of driver synapses, driver EPSPs are relatively large,
suggesting relatively strong synapses.

4. Driver inputs provide a minority of synapses to relay cells (only 5%-10% come
from retina).

5. Driver terminals are limited to proximal dendrites and often form triadic
synaptic arrangements in glomeruli, whereas modulator terminals can be found
anywhere on the dendritic arbor.

6. As a general rule, inhibitory inputs make poor drivers (Smith and Sherman, 2002),
and thus drivers are all likely to be excitatory (and probably glutamatergic).

7. Driver inputs activate only ionotropic glutamate receptors, whereas modulator
inputs can activate metabotropic receptors and often also ionotropic receptors;
this means that drivers do not act slowly, a point elaborated later.

8. There is relatively little convergence of driver inputs, so that, for instance, genic-
ulate relay cells receive most retinal synapses from one to three axons, whereas
the number of corticogeniculate axons converging onto a relay cell is at least an
order of magnitude greater and probably very much greater than that.

9. As a result of many of these points, the cross-correlogram (the probability of a
spike in the postsynaptic cell for each spike in the presynaptic axon) has a rel-
atively sharp, narrow peak for driver inputs but not for modulator inputs.

10. Driver inputs do not innervate the thalamic reticular nucleus, whereas modula-
tor inputs do.

These criteria cannot usually be applied to all thalamic relays: for instance, it is not
clear how the receptive field criterion might be applied to nonsensory relays. However,
other criteria, such as the size of afferent terminals, the location of terminals in the
dendritic arbor, whether the thalamic reticular nucleus is innervated by collaterals, and
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the nature of associated postsynaptic receptors, can give clues as to which set of af-
ferents to a thalamic relay might be the drivers.

The fact that driver inputs activate only ionotropic receptors has several important
functional implications. Consider retinal inputs, for example. They will activate only
ionotropic glutamate receptors, ensuring a relatively fast, short duration EPSP. This
permits fast changes in the spike pattern of the retinal afferents to be encoded in the
pattern of EPSPs. If, instead, retinal axons were to activate metabotropic glutamate re-
ceptors, the sustained EPSP would serve to obscure fast changes in the afferent firing
rate, acting like a low pass temporal filter that eliminates higher frequency informa-
tion. Thus the lack of metabotropic glutamate receptors at the retinogeniculate synapse
helps to ensure a wider range of temporal information in the relay to cortex. However,
this also means that the fast EPSPs evoked would not serve well to control neuronal
voltage-dependent properties with longer time courses, such as IT underlying the burst
firing mode; as noted earlier, such properties are better controlled by modulators and
their activation of metabotropic receptors.

Another important point in this distinction between drivers and modulators can be
seen in numbers. The relatively small numbers of drivers means that it does not require
the large synaptic numbers characteristic of a thalamic relay to convey the basic in-
formation carried by a sensory or other driver pathway. However, the large number of
modulator synapses is in keeping with the many forms of subtle modulation of thala-
mic relays these inputs perform. Furthermore, there is a lesson here that numbers alone
can be misleading. That is, if only the anatomical numbers of inputs to geniculate re-
lay cells were known, the roughly one-third that come from the parabrachial region
would seem huge compared with the 5%-10% from retina, with the likely result that
one would be tempted to conclude that the lateral geniculate nucleus relays parabrachial,
and not retinal, information to cortex. The point is that it is not the quantity of the in-
put that counts but rather its nature, particularly with regard to driver versus modula-
tor function.

Finally, this driver/modulator distinction may apply beyond thalamus and perhaps
into cortical circuitry as well. For instance, the geniculocortical synapse has many of
the above features of a driver (Ahmed et al., 1994, 1997; Reid and Alonso, 1995, 1996;
Stratford et al., 1996): large axons and terminals; small synaptic numbers (only 6% of
synapses on layer 4 cells derive from geniculate axons, a number suspiciously close to
the contribution of retinal inputs to the synapses on geniculate relay cells); synaptic lo-
cation on proximal dendrites; large EPSPs, relatively little convergence, and cross-
correlograms with a sharp, narrow peak. This is considered further in the next section.

FIRST ORDER AND HIGHER ORDER RELAYS

We indicated in the introduction that there is a basic distinction between first order and
higher order relays. Higher order relays receive driving afferents from cells in layer 5
of the cerebral cortex, whereas first order relays receive their driving afferents from a
variety of noncortical sources. Figure 8-1 shows the thalamic nuclei that represent first
order relays and those that are entirely or predominantly higher order. Two points should
be noted. One is that this classification applies to specific thalamic relays, rather than
to thalamic nuclei. Although there are nuclei like the lateral geniculate nucleus or the
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ventral part of the medial geniculate nucleus that are essentially pure first order relays,
there are also reasons for believing that in many nuclei one will find a mixture of first
and higher order relays. The second point is that "first order" refers to the fact that
these relays transmit information that is on its way to the cortex for the first time. We
have used "higher order" rather than "second order" because many of the corticotha-
lamic drivers that innervate the higher order relays will be representing loops that are
bringing messages for a third or fourth or higher order re-presentation to cortex.

The nuclei that are not shaded in Fig. 8-1 were long regarded as "association nu-
clei." This was not because anyone had traced pathways that might serve to provide
the implied sensory associative functions; it was camouflage for ignorance. No one
knew what sort of messages these nuclei might be transmitting to cortex, even though
for most of them the general details of the thalamocortical projection pattern had been
well defined (e.g., Walker, 1938). The first indication that the driving afferents to these
nuclei might be coming from cortex rather than from other diencephalic centers came
from the demonstration that in the monkey pulvinar region the RL terminals, which
correspond to the drivers in first order nuclei (see The Electron Microscopic Appear-
ance of the Neuronal Elements) degenerated after lesions of visual cortex (Mathers,
1972). Further autoradiographic and degeneration studies confirmed this for the pulv-
inar region (Robson and Hall, 1977; Ogren and Hendrickson, 1979) and also for a path-
way from frontal cortex to the mediodorsal nucleus in monkey (Schwartz et al., 1991).
More evidence came from an electrophysiological demonstration of a corticocortical
pathway linking visual cortical areas through the lateral posterior nucleus of the cat
(Kato, 1990). Light microscopic evidence about the structure of the driver afferents to
higher order relays did not become available until it was possible to fill single axons,
or small groups of axons, and identify the structure of the terminals in the thalamus,
thus distinguishing type 1 from type 2 axons (see Fig. 8.6). It then appeared that in-
jections of cells in layer 5 of cortex produced labeled axons having the appearance of
type 2 axons (Hoogland et al., 1991; Deschenes et al., 1994; Ojima, 1994; Rockland,
1996), whereas injections in layer 6 produced labeled axons having the appearance of
type 1 axons. The former match the structure of the (ascending) drivers of first order
relays and do not go to first order relay nuclei like the lateral geniculate nucleus, whereas
the latter correspond to the corticothalamic modulators found in first order relays and
are represented in all thalamic nuclei. It is important to note that in many instances the
type 2 axons from layer 5 have a strictly localized thalamic terminal distribution, show-
ing a far more limited terminal field than the type 1 axons coming from layer 6 of the
same cortical column (Bourassa et al., 1995; Darian-Smith et al., 1999; Guillery et al.,
2001). This is in contrast to a recent claim that the layer 5 afferents have diffuse tha-
lamic terminals (Jones, 2002).

The evidence about the origin of the layer 5 and layer 6 corticothalamic axons was
in accord with observations of retrogradely transported label. That is, injections of the
first order relays marked cortical cells in layer 6 only but marked cells in layers 5 and
6 after injections into higher order relays (Gilbert and Kelly, 1975; Abramson and
Chalupa, 1985).

Apart from the details of their synaptic organization that were considered earlier,
there are two further telling parallels between the ascending drivers to first order nu-
clei and the corticothalamic drivers to higher order nuclei. Neither has branches with
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terminals in the thalamic reticular nucleus, and both very commonly have branches that
innervate lower levels of the brain stem or spinal cord (see How Does the Thalamus
Relate to Motor Outputs?).

We have indicated that one important distinction between drivers and modulators is
that silencing the drivers abolishes the characteristic receptive fields of thalamic relay
neurons, whereas silencing the modulators does not. That is, for the lateral geniculate
nucleus, destruction or silencing of visual cortex produces subtle changes in receptive
field properties, but the visual receptive fields survive. This is in contrast to silencing
retinal ganglion cells, which produces a complete loss of geniculate receptive fields.
The same argument can be applied to higher order nuclei. Recordings from thalamic
relay cells in two higher order relays (the pulvinar region of the monkey and the pos-
terior nucleus of the rat) have demonstrated that lesions of the cortical areas that pro-
vide layer 5 (type 2) afferents to the relay cells produce a loss of receptive fields,
comparable to the loss seen in first order relays after removal of the ascending driver
afferents (Bender, 1983; Chalupa, 1991; Diamond et al., 1992).

The receptive field properties that have been reported for cells in the pulvinar region
resemble those of cells in layer 5 of visual cortex, further supporting the idea that the
layer 5 cells provide the driving input to the pulvinar cells. However, the situation is
complicated because there are several separate cortical areas that provide driving af-
ferents to any one small area of the pulvinar region (Guillery et al., 2001), and it is
reasonable to expect each area to provide somewhat different functional properties to
the pulvinar cells. That is, cells in the pulvinar region receiving from layer 5 inputs
that come from different cortical areas and have distinct functions are likely to be in-
termingled, as are X cells and Y cells in the A layers of the cat's lateral geniculate nu-
cleus. For anesthetized animals, there are reports of cells with receptive field properties
resembling those of area 17 (Chalupa and Abramson, 1989; Merabet et al., 1998;
Casanova et al., 2001) or of cortical area MT (Merabet et al., 1998). For awake be-
having monkeys, there are reports of cells resembling cells in cortical area 5a that re-
spond for reaching movements of the hand (Cudeiro et al., 1989; Acuna et al., 1990).
Tellingly, in the relevant part of the pulvinar only about 16% show this property, indi-
cating that there are other cells with different properties in the same region, and sug-
gesting that, perhaps, if each functionally distinct class represents only about 16% of
the cells, then there is room for a significant number of functionally distinct classes.
The issue of whether there is any interaction among pathways in the pulvinar region,
involving elaboration of receptive field properties, or whether, like the lateral genicu-
late nucleus, the pulvinar cells provide independent straight through pathways to cor-
tex remains to be defined.

The recognition of corticothalamic driver afferents to higher order relays has vitally
important implications for our understanding of thalamocortical and corticocortical re-
lationships and functions (Guillery, 1995; Sherman and Guillery, 1998, 2001, 2002;
Guillery and Sherman, 2002a). The thalamus is no longer seen as essentially just a re-
lay for ascending messages to reach the cortex, with all subsequent cortical process-
ing carried out by a complex array of hierarchical and parallel corticocortical pathways
as shown in Fig. 8.17A (Felleman and Van Essen, 1991; Van Essen et al., 1992; Purves
et al., 1997; Kandel et al., 2000). Instead, recognition of transthalamic corticocortical
pathways through higher order thalamic relays introduces an array of novel connec-
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Fig. 8.17. Schematic representation of thalamocortical relationships. A: Conventional view of
thalamocortical processing in relation to motor outputs. B: Connections documented here, show-
ing the transthalamic corticocortical pathways and the connections to motor centers at all levels
of the classic sensory pathways. Abbreviations: FO, first order relay; HO, higher order relay.
Further details in the text.

tions through which one cortical area can communicate with another (Fig. 8.17B). Each
of these transthalamic corticocortical pathways will be subject to the modulatory in-
fluences that play such a dominant role in the synaptic organization of thalamic relays.
That is, for each transthalamic corticocortical pathway, there will be opportunities for
cortical and for brainstem modulatory influences as well as for local inhibitory influ-
ences to act.

Every area of neocortex receives afferents from the thalamus. For primary re-
ceiving areas like visual, auditory, or somatosensory cortex, we can claim a fair un-
derstanding of the nature of the thalamic inputs, and it is easy to appreciate that the
dominant, or only, function of these cortical areas is the processing of information
that comes from the thalamus. The possibility that the same holds for other corti-
cal areas has not been explored. In fact the thalamic inputs to these other areas are
generally ignored as experiments that concern perceptual processing or movement
control are studied.
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HOW DOES THE THALAMUS RELATE TO MOTOR OUTPUTS?

The relationship of the thalamus to sensory mechanisms at first sight looks relatively
straightforward. Messages from each of the major classes of sensory receptor pass
through the first order thalamic relays and onto primary receiving areas of the cortex,
being exposed to the modulatory inputs discussed earlier. From there, on the view of
intracortical perceptual processing discussed earlier (see Fig 8.17A), the sensory mes-
sages are passed through a hierarchical series of cortical areas with no further thalamic
modulation and then are passed to areas concerned with motor outputs. On the transtha-
lamic view of perceptual processing, the messages are passed to other cortical areas
through one or more higher order thalamic relays and are subject to modulatory influ-
ences at each pass through the thalamus. The transthalamic pathways also introduce
an important link between sensory and motor pathways that is not represented in the
intracortical pathways. This link is provided by the driver afferents to thalamus that
come from layer 5 of cortex, because, as we have seen, these afferents also have long
descending axons, and these innervate motor or premotor structures. There are two
ways of viewing this link. One is that at each stage of the transthalamic pathway the
motor system receives inputs that relate to the ongoing perceptual processing. A sec-
ond is that the transthalamic pathway for perceptual processing is based on corti-
cothalamic driver messages from layer 5 that represent copies of motor instructions.
These are not mutually exclusive mechanisms; they are alternative ways of interpret-
ing the same close functional links between the sensory and the motor systems.

These links not only can be seen in the higher order thalamic relays involved in the
transthalamic corticocortical pathways but are also well represented in the first order
thalamic relays that carry messages to primary receiving areas of cortex. The evidence
concerning the motor links of driving afferents to the thalamus, which was reviewed
in detail (Guillery and Sherman, 2002b), will be briefly summarized, first for first or-
der thalamic relays and then for the higher order relays.

MOTOR LINKS OF FIRST ORDER AFFERENT DRIVERS

These are well illustrated by the visual pathways, where one finds that most or all of
the retinal afferents that go to the lateral geniculate nucleus also send a branch to the
superior colliculus or the pretectum. For rodents and rabbits, the evidence that all of
the retinogeniculate axons are branches of axons that also go the midbrain is strong
(Chalupa and Thompson, 1980; Vaney et al., 1981; Jhaveri et al., 1991). For the cat,
there is wide agreement that the Y cells and W cells all send branches to the midbrain
(Fukuda and Stone, 1974; Wassle and Illing, 1980; Leventhal et al., 1985), but the
branching pattern of the X cells has proved somewhat more difficult to demonstrate
because these cells send quite thin branches to the pretectum, which have been dem-
onstrated by intracellular injections of relatively small tracer molecules (Tamamaki et
al., 1994). These studies of the retinopretectal branches of X cells in the cat lead to
two important conclusions. One is that in the cat all retinogeniculate axons are likely
to be branches of axons that also innervate the midbrain, and the second is that nega-
tive evidence about the presence of a branch cannot be interpreted as evidence for the
absence of such a branch. The methods that are available, whether anatomical or phys-
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iological, are not sufficiently robust to allow any interpretation of a negative result (see
also Lu and Willis, 1999). The evidence for the monkey shows that the magnocellular
and koniocellular pathways have branches that go to the midbrain. The evidence for
the parvocellular pathways is less clear, although the occasional report of a midbrain
connection suggests that these may be like the cat's X cell axons—present but thin and
difficult to demonstrate.

In the past the retinotectal branches were often viewed as an alternative, extra-
geniculate pathway to the cerebral cortex, reaching extrastriate cortical areas along tec-
topulvinocortical connections (Sprague, 1966, 1972; Schneider, 1969; Sprague et al.,
1970; Diamond, 1973). This view of the tectal connections cannot be entirely ruled
out, but it is relevant that receptive fields of cells in the pulvinar region are lost after
lesions of visual cortex but are not lost after lesions of the tectum. That is, the corti-
cal inputs to the pulvinar region are more likely to be the drivers than are the tectal in-
puts. No matter what may be the action of the tectal pathway on the pulvinar cells, the
input to the superior colliculus and pretectum must produce some change in these mo-
tor centers themselves, and that is the point that is relevant for appreciating that activ-
ity in the retinogeniculate pathway will almost invariably be accompanied by activity
in the pathways to the midbrain.

Evidence for other first order relays also shows that many of the axons going to the
thalamus have branches going to lower, motor centers, or else the cells that give rise
to these axons are innervated by axons that have such branches. The anterolateral path-
ways concerned with pain and temperature give off many branches at the level of the
spinal cord and play a significant role in spinal reflexes before they reach the thalamus
(Lu and Willis, 1999). The axons of the dorsal roots that enter the posterior columns
and contribute to the spinal levels of the lemniscal pathways similarly have many in-
traspinal branches. At the next synaptic relay in the posterior columns and lateral cer-
vical nucleus, there are many cells that contribute to centers other than the thalamus,
several of them doing so via branches of the axons that also go to the thalamus (Berkley,
1975; Craig and Burton, 1979; Feldman and Kruger, 1980; Djouhri et al., 1997). Sim-
ilarly, there is evidence that axons going from the deep cerebellar nuclei to the ven-
trolateral nucleus also send branches to the brain stem (Cajal, 1911; Tsukahara et al.,
1967; Shinoda et al., 1988), and the axons that come from the mamillary bodies and
innervate the anterior thalamic nuclei also have branches that travel in the mamil-
lothalamic tract to regions of the brain concerned with eye movement control and
vestibular mechanisms (Kolliker, 1896; Cajal, 1911; Guillery, 1961; Torigoe et al.,
1986). There is only limited information about the details of branching patterns in the
auditory pathways, but it is relevant to note that the inferior colliculus, which sends
driver afferents to the medial geniculate nucleus, also sends afferents to the superior
colliculus (Harting and Van Lieshout, 2000).

MOTOR LINKS OF HIGHER ORDER AFFERENT DRIVERS

Evidence that corticothalamic axons from layer 5 pyramids that innervate higher order
thalamic relays are branches of axons that also pass to lower centers in the brainstem
comes from injections that label single cortical cells or small groups of cortical cells
and that allow the individual axons to be traced through the thalamus. Several studies,
including studies in cat, rat, and monkey, of pathways involving visual and so-
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matosensory systems (Bourassa et al., 1995; Bourassa and Deschenes, 1995; Rockland,
1996) have demonstrated that the axons from layer 5 have thalamic branches with char-
acteristic well localized thalamic terminals that look essentially like retinal or lemnis-
cal terminals. Like these other driver afferents, they do not send branches to the thalamic
reticular nucleus, but they commonly, possibly always (Guillery et al., 2001), have long
descending branches that go to the midbrain or pons or farther caudally. Currently, we
know very little about the functional properties of the cells that come from layer 5, es-
pecially in regard to the possible actions of the long descending pathways. It is possi-
ble that knowledge about the role of these long descending axons would help to
illuminate the nature of the message that is being sent to the higher order relays in the
thalamus.

RELATIONSHIPS OF SENSORY PERCEPTION TO MECHANISMS OF MOTOR CONTROL

The axons that provide driver afferents for the thalamus from the cerebral cortex or
from lower centers cannot be considered as providing a dedicated sensory line from
periphery or from cortex to the appropriate thalamic nucleus. Instead, they all, or al-
most all, represent a system that is concurrently feeding the same information to the
thalamic relay and to one or another center concerned with movement control. When
the thalamic pathways are viewed in this light, the messages passing through the thal-
amus to cortex for perceptual processing can be seen as providing information to cor-
tex about how the body is currently being prepared to react to sensory inputs. The
information that is classically treated as "sensory" information, providing the cortex
with information about what is really out there in the perceived world, is also infor-
mation that is serving to control the organism's immediate responses, and this may be
of primary relevance for the survival of the organism (Guillery, 2003).

SUMMARY

It has long been clear that the thalamus plays a crucial role in information transfer to cor-
tex. Evidence shows that, in addition, it is an important part of ongoing communications
between cortical areas. This puts the thalamus at the very core of cortical processing.
Furthermore, the information, whether ascending or corticocortical, is not relayed through
the thalamus in a simple, passive, machine-like manner, but rather is a complex process
that keeps the nature and extent of information transfer under dynamic control. The com-
plexity is evident in the fact that a vast majority of synaptic inputs to relay cells do not
come from the drivers, the main source of information to be relayed to cortex, but from
modulatory sources, including, among others, inputs from local GABAergic cells, inputs
from cortex, and inputs from the brainstem. Further, there is increasing evidence that for
most, possibly all, thalamic relays, the message that is relayed, whether from the pe-
riphery through a first order thalamic relay or from one cortical area to another through
a higher order relay, comes from a branching axon that is concurrently sending the same
message to motor centers. This in turn suggests that all thalamocortical relays, even the
classic "sensory" relays like the lateral geniculate nucleus, function to provide to the cor-
tex not so much a picture of the world that is thought to be represented in the sensory
pathways but rather a constant updating of motor commands that are currently being is-
sued at many different levels in response to the sensory inputs.
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BASAL GANGLIA

CHARLES J. WILSON

The basal ganglia are a richly interconnected set of brain nuclei found in the forebrain
and midbrain of mammals, birds, and reptiles. In many species, including most mam-
mals, the forebrain nuclei of the basal ganglia are the most prominent subcortical te-
lencephalic structures. The large size of these nuclei, and their similarity in structure
in such a wide range of species, make it likely that they contribute some very essen-
tial function to the basic organizational plan of the brain of the terrestrial vertebrates.
However, the assignment of a specific functional role for the basal ganglia has been
difficult, as it has for other brain structures that have no direct connections with either
the sensory or motor organs.

The most widely accepted views of basal ganglia function are based on observations
of humans afflicted with degenerative diseases that attack these structures. In all cases
these diseases produce severe deficits of movement. None of the movement deficits is
simple, however, or easily described. In some, such as Parkinson's disease, movements
become more difficult to make, as if the body were somehow made rigid and resistive
to changes in position. In others, such as Huntington's disease, useless and unintended
movements interfere with the execution of useful and intended ones. In general, these
symptoms affect only voluntary, purposive movements, with reflexive movements be-
ing relatively unaffected. These observations have led most clinical investigators to
view the basal ganglia as components of a system that is somehow involved in the gen-
eration of goal-directed voluntary movement but in complex and subtle aspects of that
process. Current views based on experimental studies suggest a more general role for
the basal ganglia in selection among candidate movements, goals, strategies, and in-
terpretations of sensory information. In such views, the basal ganglia make these se-
lections based on the past history of success under similar circumstances.

The anatomical connections of the basal ganglia link it to elements of the sensory,
motor, cognitive, and motivational apparatus of the brain. These connections are best
appreciated within the context of the arrangement of the several nuclei that make up
the basal ganglia. A diagram showing the arrangement of the most prominent of these
nuclei as they appear in a frontal section of the human brain is shown in Fig. 9.1. The
major structures are the caudate nucleus, putamen, globus pallidus (GP), substantia
nigra, and subthalamic nucleus. Also seen in the diagram are the two largest sources
of input to the basal ganglia: the cerebral cortex and the thalamus.
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Fig. 9.1. Schematic representation of a transverse section through a human brain hemisphere
showing the sizes and locations of several important components of the basal ganglia and con-
nections among them. Abbreviations: GPe, globus pallidus, external segment; GPi, globus pal-
hdus, internal segment; Thai, thalamus; Sth, subthalamic nucleus; SNr, substantia nigra pars
reticulata; SNc, substantia nigra, pars compacta.

Several of the major connections between these structures are shown in Fig. 9.1. In
dealing with this complexity, it is helpful to focus on the overall direction of informa-
tion flow. Most of the input to the basal ganglia from other brain structures arrives in
the neostriatum, which consists of the caudate nucleus, putamen, and nucleus accum-
bens. Within the caudate nucleus and the putamen, inputs from sensory, motor, and as-
sociation cortical areas converge with inputs from the thalamic intralaminar nuclei,
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dopaminergic inputs from the substantia nigra pars compacta (SNc), and serotoniner-
gic inputs from the dorsal raphe nucleus (not shown). Not shown are analogous con-
nections arising from the limbic cortex and hippocampus, dopaminergic inputs from
the ventral tegmental area, converging in a third striatal structure, the nucleus accum-
bens. These three input structures of the basal ganglia (caudate nucleus, putamen, and
nucleus accumbens) are very similar in their internal structure. In the connectional di-
agram in Fig. 9.1, the putamen has been used to represent the entire neostriatum.

The output from the neostriatum projects exclusively to other basal ganglia struc-
tures. The main targets of these axons are three nuclei: the external segment of the
globus pallidus (GPe), the internal segment of the globus pallidus (GPi), and the pars
reticulata of the substantia nigra (SNr). These three structures are very similar in their
cellular organization. Two of them, the GPi and the SNr, project to structures outside
the basal ganglia and provide the main output pathways for the results of neuronal op-
erations performed within the nuclei. Their targets are primarily in the thalamus (mostly
in the ventral tier thalamic nuclei that project to frontal areas of the cortex), lateral
habenular nucleus, and deep layers of the superior colliculus. For simplicity, only the
thalamic projections are shown in Fig. 9.1. Basal ganglia connections to all of the tar-
get structures are inhibitory and must act by modulating transmission through other
circuits. In the thalamus, for example, the basal ganglia inputs act mainly to modify
activity in cortico-thalamo-cortical pathways (see Chap. 8). The GPe projects mainly
to the subthalamic nucleus. The subthalamic nucleus is a small but important compo-
nent of the basal ganglia that, like the neostriatum, receives input from the frontal re-
gions of the cortex (not shown) and projects to the GP (both segments) and the substantia
nigra.

Several overall features of these connections should be recognized. First, although
inputs from outside the basal ganglia can enter the system at several points, including
the subthalamic nucleus, substantia nigra, and GP, by far most inputs enter at the level
of the neostriatum. The neostriatum has reciprocal projections with the substantia
nigra but not with its other major sources of afferents; that is, there are no direct pro-
jections of the neostriatum back to the cortex or the thalamus. Second, the projections
of the neostriatum form two major pathways through the basal ganglia. One of these,
called the direct pathway, is formed by neurons that have direct projections to the GPi
or to substantia nigra (as well as to the GPe), and so gain immediate access to the out-
put of the basal ganglia. The other neostriatal efferent pathway, called the indirect path-
way, is formed by neurons projecting no farther than the GPe. These neurons can affect
the basal ganglia output only by way of the subthalamic nucleus and its projections to
the GPi and the substantia nigra, or by the projections of the GPe to the output neu-
rons. Of course, there are a variety of even more indirect pathways and loops, but this
distinction between the direct and indirect pathway is important because it emphasizes
the dual nature of the neostriatal output. Third, within the basal ganglia there are sev-
eral reciprocal connected pairs of structures, like the one involving the GPe and sub-
thalamic nucleus. Finally, the neostriatum is the natural focus of our attention in the
basal ganglia, being the largest of its structures, the recipient of most of its afferent in-
put, and the origin of the two major pathways through the basal ganglia. Thus, it has
been the object of most basal ganglia research, and its organization is the main topic
of this chapter.



Fig. 9.2. The afferent fibers and neuron types of the neostriatum, shown at the standard scale.
[The Somatostatin/NOS neuron is modified from Kawaguchi, 1993b, with permission. The
GABA/Parv. neuron drawing is modified from Koos and Tepper, 1999, with permission.]
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NEURONAL ELEMENTS

The neostriatum consists mainly of the principal neurons and the afferent fibers. De-
spite the numerical preponderance of principal neurons, however, the interneurons of
the neostriatum are rich in variety and complexity. The major neuronal elements are
shown in Fig. 9.2, in the standard scale to facilitate comparison with other brain re-
gions. Afferent axons are shown at reduced scale in Fig. 9.3.

Fig. 9.3. Camera lucida drawings of afferent axons to the striatum in rats, drawn at a scale that
accommodates them. [The corticostriatal axons are both modified from Cowan and Wilson, 1994.
The thalamostriatal axon is modified from Deschenes et al., 1996, with permission. The nigros-
triatal axon is modified from Prensa and Parent, 2001, with permission.]
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INPUTS
Input fibers to the neostriatum arise primarily from the cerebral cortex, the intralaminar
nuclei of the thalamus, the dopaminergic neurons of the SNc, the serotoninergic neurons
of the dorsal raphe nucleus, and the basolateral nucleus of the amygdala. Less numerous
inputs also arise from the GPe and from the SNr (see review by Gerfen and Wilson, 1996).

Conical and Thalamic Ajferents. Golgi studies showed that afferent fibers to the neo-
striatum arborize mostly in the pattern described by Cajal as cruciform axodendritic
(Fox et al., 1971). Cruciform axodendritic means that the fibers take a relatively straight
course through the tissue, crossing over dendrites and making synapses with them en
passant. The implication of this kind of arborization pattern is that individual fibers
cross the dendritic fields of many neurons but do not make many synapses with any
given cell. Conversely, neostriatal neurons can be expected to receive inputs from a
large number of afferent fibers but not to receive many synapses from any one of them.
The reader will recognize that these are the same rules that govern the input connec-
tions in several other regions: from granule cell parallel axons to cartwheel and py-
ramidal cells in the dorsal cochlear nucleus (Chap. 4); from parallel fibers to Purkinje
cells (Chap. 7), and from lateral olfactory tract fibers to olfactory pyramidal neurons
(Chap. 10). However, studies using single axonal staining have shown that cortical and
thalamic fibers do not all arborize in a highly extended fashion. Axons from the parafas-
cicular nucleus of the thalamus (Deschenes et al., 1996) and a subset of corticostriatal
axons (Cowan and Wilson, 1994) arborize by forming several small and separate fo-
cal arborizations. These two kinds of axonal arborizations are illustrated in the draw-
ings of Fig. 9.3. It should also be noted that the cells that give rise to both the
corticostriatal and thalamostriatal projections do not project exclusively to the basal
ganglia. Corticostriatal fibers arise from collaterals of cortical efferents projecting to a
variety of other structures, including other regions of the cortex, thalamus, brainstem,
and spinal cord. Thalamostriatal neurons project to the cortex as well as the striatum.

Even in the focal arborizations, the density of synaptic contacts from any one axon
is small compared with the overall density of synaptic inputs from the cortex or thal-
amus. Thus, at the level of single neurons, the convergence of many different axons
seems to be the dominant pattern of axonal arborization in the neostriatum. It is there-
fore fundamental to know the distribution of neurons in the cortex and elsewhere that
converge onto a single neostriatal neuron, and most theories of basal ganglia organi-
zation can be reduced to statements about the functional patterns formed by the con-
vergence of afferents. So far there is no experimental method for specifically staining
all the cells that make synaptic contact on one neuron. Instead, investigators have at-
tempted to infer features of axonal convergence, especially that of cortical fibers, from
studies of the spatial patterns formed by axonal arborizations. Studies using the clas-
sic population axonal tracing methods have established that the projections arising from
even a very small region of the cerebral cortex may extend through a large region of
the neostriatum, being especially extensive in the rostrocaudal direction (e.g., Selemon
and Goldman-Rakic, 1985; Flaherty and Graybiel, 1994). Intracellular staining has
shown that single cortical afferent fibers correspondingly extend over large portions of
the neostriatum (e.g., Zheng and Wilson, 2002). Thus it is geometrically necessary
that inputs from wide areas of the cortex would have access to a common pool of neo-
striatal neurons and that no cortical area could exercise exclusive control of any
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neostriatal neuron. This scheme suggests a sort of combinatorial logic circuit in the
neostriatum, in which a striatal neuron may be excited only if there is convergent in-
put from the correct combination of cortical (and perhaps other) pathways.

If this is even approximately correct, it becomes very important to learn which areas
of the cortex send axons to each area of the neostriatum. One particularly wants to
know if some cortical areas overlap greatly in their projections to the neostriatum, whereas
fibers from other cortical areas never converge. Initial studies of the arborization patterns
of selected cortical areas yielded the provocative suggestion that cortical regions inter-
connected by strong corticocortical connections (and therefore likely to be functionally
related) project to similar, perhaps overlapping portions in the neostriatum, whereas
functionally unrelated cortical areas had nonoverlapping domains in the neostriatum
(Yeterian and Van Hoesen, 1978). Subsequent more detailed examination of the axonal
projection patterns, however, revealed that the axonal arborizations possess a rich inter-
nal patterning (e.g., Flaherty and Graybiel, 1994). Within the rather large general area of
neostriatum occupied by fibers from a specific cortical region, there are areas of relative
concentration and rarefaction of inputs. Another cortical area projecting to this same re-
gion may exhibit either a similar or a complementary pattern of fiber arborization. These
experiments have concluded that the organization of cortical axons to the striatum is not
a map of the cortex in the simple sense. That is, nearby cortical regions do not neces-
sarily project to nearby regions in the striatum. Instead, the striatum appears to contain
a functional re-mapping of the cortex, in which functionally similar cortical regions have
overlapping innervations independent of spatial proximity. For example, the motor and
sensory cortical representations of a single body part specifically converge on a particu-
lar region of the striatum (Flaherty and Graybiel, 1991).

In the study of axonal innervation patterns, it is often forgotten that the postsynap-
tic neurons have dendrites that can reach across the domains created by the axonal ar-
borizations and sample from more than one of them. This introduces still more
complicated possibilities for the convergence of synaptic inputs. It is typical of brain
organization that some cells restrict their dendritic fields to correspond to the geome-
try of axonal arborizations, whereas others create a higher order level of organization
by reaching out to receive combinations of nonoverlapping but adjacent inputs. The
possible input combinations are determined by both the pattern of axonal arborizations
and the patterns of dendritic branching. It is therefore of importance not only which
axons actually overlap with others in the target zone but also which are neighbors and
which never are. Axonal domains that are not adjacent are unlikely to converge on any
cells, regardless of their dendritic fields, whereas neighboring axonal arborizations are
likely to converge on some cells even if they do not overlap.

Nigrostriatal Afferents. The distribution of dopaminergic axons from the substantia ni-
gra is important, as this modulator has been shown to be essential for synaptic plas-
ticity in the neostriatum. Arborizations of nigrostriatal axons have been described by
Prensa and Parent (2001). These axons, one of which is shown in Fig. 9.3, formed
sparse arborizations, usually composed of several focal sub-arborizations, similar to
those of the focal-type axons from the cortex and thalamus. This is in contrast to the
previously held view of the dopaminergic projection as a diffuse system with little spa-
tial organization and suggests that any local region of the neostriatum may receive its
dopaminergic innervation from a relatively small number of dopaminergic neurons.
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PRINCIPAL NEURON

Most of the neurons in the neostriatum are principal neurons. This resembles the
arrangement in the thalamus and neocortex (Chaps. 8 and 12) but stands in contrast to
brain structures such as the retina (Chap. 6) or cerebellar cortex (Chap. 7), where the
principal neurons are few in comparison to interneurons. The neostriatal principal neu-
rons are called spiny neurons because of the large numbers of dendritic spines that
cover their dendrites (e.g., DiFiglia et al., 1976; Wilson and Groves, 1980). As shown
in Fig. 9.4, the cell bodies of these cells range from 12 to 20 />tm in diameter, and they
give rise to a small number of dendritic trunks with diameters of 2-3 /Am. The cell
bodies and the initial dendritic trunks are usually free of spines. The smooth trunks di-
vide within 10-30 fJLm of their origins to give rise to spiny secondary dendrites, which
may branch one or two more times. A spiny neuron generally has 25-30 dendritic ter-
minal branches, which radiate in all directions from the cell body to fill a roughly spher-
ical volume with a radius of 0.3-0.5 mm (300-500 /mi). The density of dendritic
spines increases rapidly from the first appearance of spines at about 20 /am from the
soma to a peak at a distance of about 80 /tin from the soma. The peak spine density
can be as high as 4-6 per 1 jitm of dendritic length, making the neostriatal principal
neuron one of the most spine-laden cells in the brain (in density, not in total spine
number). The spiny dendrites taper gradually in diameter from about 1.5 /^m to only
0.25 fjim at the tips, and the spine density likewise tapers gradually, reaching about half
the peak value at the dendritic tips (Wilson et al., 1983). The total numbers of spines,
and the implications of spines for the function of the spiny neuron, are discussed later.

The axon of the spiny cell arises from a well-defined initial segment on the soma or
a proximal dendritic trunk. The main axon emits several collaterals before leaving the
vicinity of the cell body, and these give rise to a local collateral arborization. The lo-
cal axonal arborizations of spiny neurons are so rich that many earlier investigators us-
ing the Golgi method concluded that these cells must be interneurons. The spiny cells
were among the first cells to be studied by intracellular injection of horseradish per-
oxidase (HRP) (see Kitai et al., 1976a), which revealed that their collateral axonal ar-
borizations were much more elaborate even than that visualized using the Golgi method.
A photomicrograph of an intracellularly stained spiny neuron from the rat is shown in
Fig. 9.4. The spiny cells were identified as projection cells in the 1970s, and their ax-
onal arborizations within the striatum and without have been studied using intracellu-
lar staining (Chang et al., 1981; Kawaguchi et al., 1990; Parent et al., 1995). These
experiments have shown that spiny neurons fall into two general classes depending
upon their axonal targets. One class of spiny neurons (approximately half) forms the
origin of the indirect pathway, projecting to the GPe and to no other target, whereas
the remaining spiny neurons have highly collateralized axons, projecting to some com-
bination of striatal targets, the internal and external segments of the GP, and substan-
tia nigra. These neurons form the direct pathway from the neostriatum.

INTERNEURONS

Golgi studies of the neostriatum have revealed a great diversity of interneuron mor-
phology. The number of cell types that can be described on morphological grounds may
be as high as eight or nine, and in most schemes there are still neurons that cannot be
categorized (e.g., Chang et al., 1982). Together these cells account for only a small pro-
portion of the cells in the neostriatum, and it is not at all clear what the existence of so



Fig. 9.4. A photomicrograph of a spiny projection neuron. Dendritic spines can be seen on all
but the most proximal portions of the dendrites. The axon initial segment is indicated by the ar-
row, and some fine branches of the local axonal arborization are visible. [From Wilson and
Kawaguchi, 1996.]
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many different kinds of rare interneurons could mean. For purposes of this discussion,
as for most other practical purposes at this time, it is enough to describe only three in-
terneuron types that have been examined in sufficient detail to be characterized as func-
tionally and structurally separate categories: (7) the giant cholinergic interneuron, (2)
the GABA/parvalbumin-containing basket cells, and (3) the somatostatin (SOM)/nitric
oxide synthetase (NOS)-containing interneurons. The morphological characteristics of
these cells are shown in Fig. 9.2.

Cholinergic Interneurons. Although representing less than 2% of all the cells in the
neostriatum, the largest cells in the tissue have long fascinated students of the basal
ganglia. Kolliker originally recognized these cells as interneurons in the late 1800s.
Because they are few and large, many subsequent investigators assumed (by analogy
with so many other brain structures) that they are the principal cells and that the nu-
merous small neurons are interneurons. The discovery that most or all of the largest
cells are cholinergic and that acetylcholine-containing axons do not participate in the
efferent projections to GP and substantia nigra eventually led to a general acceptance
of the interneuronal status of the giant cell of Kolliker.

These cells have been described in Golgi-stained sections (e.g., DiFiglia and Carey,
1986), with immunocytochemistry for cholinacetyltransferase (e.g., Bolam et al., 1984),
and with intracellular staining (Wilson et al., 1990; Kawaguchi, 1992). They usually have
an elongated cell body, up to 50 or 60 /urn in length, but commonly only 15-25 /zm in
its shortest diameter. A few stout dendrites arise from the soma and branch in a radi-
ating fashion, with some dendrites extending 0.5-0.75 mm (500-750 jum) from the
soma. The distal dendrites exhibit some irregularly shaped appendages and varicosi-
ties. The axons of these neurons arise from dendritic trunks. They may be myelinated
initially but lose their myelin in the reductions of axonal diameter that occur in re-
peated bifurcations. The axon branches many times in the fashion classically associ-
ated with interneurons, i.e., with daughter branches being approximately equal in size
and forming approximately 120° angles with each other and with the parent branch.
The resulting arborization consists of a dense plexus of extremely fine axonal branches
that fill the region of the dendritic field (commonly up to 1 mm from the soma) and
sometimes go beyond but do not leave the neostriatum.

GABA/Parvalbumin-Containing Interneurons. An interneuron with a strong capacity
for uptake of exogenous GABA, and staining intensely for both the GABA-synthesizing
enzyme glutamate decarboxylase and for GABA itself, was characterized in studies by
Bolam and his collaborators in the 1980s (Bolam et al., 1983). The morphological char-
acteristics of the cell were identified by the combination of Golgi staining with GABA
uptake or immunocytochemistry, and it was established to be an aspiny neuron of
medium diameter. Because the spiny projection neurons are also GABAergic, further
studies of these cells awaited the discovery that they can be identified by the presence
of the calcium binding protein parvalbumin (Gerfen et al., 1987; Cowan et al., 1990;
Kita et al., 1990). Most parvalbumin-containing cells are medium sized, that is, with
somata about the same size as the spiny neurons; some cells are larger than this but
smaller than the giant cell of Kolliker. They have round somata, smooth, often vari-
cose dendrites, and an intensely branching axonal arborization that often forms bas-
kets on the somata of the spiny neurons. Thus, they are close relatives of the GABA
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and parvalbumin-containing basket cells of the hippocampus and cerebral cortex, which
they also resemble in their firing pattern and physiological properties (see later). These
cells represent only 3%-5% of the total cell number in the neostriatum and so are usu-
ally widely spaced apart, but their dendrites are connected together by gap junctions;
therefore, they may interact electrically to form a network larger than a single neuron's
dendritic and axonal tree (Kita et al., 1990; Koos and Tepper, 1999). Intracellular stain-
ing studies (Kawaguchi, 1993) have shown that the cells can be divided into two sub-
groups according to whether their dendrites and axons ramify strictly locally (within
100-150 [Jim of the soma) or are more extended (up to 300 /urn).

SOM/NOS-Containing Interneurons. A second group of medium-sized aspiny inter-
neurons identified on the basis of their neurotransmitter content was first recognized
as positive in the histochemical reaction for NADPH-diaphorase. At the time the sig-
nificance of this enzymatic activity was unknown, but a small subset of neurons were
seen to be diffusely and beautifully stained (Vincent et al., 1983). Subsequently, this
enzymatic activity has been shown to be due to a neuronal form of NOS, the enzyme
that produces the neuromodulator nitric oxide. In addition, the neurons staining for
NADPH-diaphorase and NOS have been shown to be identical to those staining for
two other known striatal neuromodulators: SOM and neuropeptide-Y. These neurons
represent 1 %-2% of the total population of neurons and are medium sized with longer
and less-branched dendrites and a more-extended axonal field than the GABA/par-
valbumin interneurons (Kawaguchi et al., 1995). The axons of these cells do not make
pericellular baskets around the spiny neurons. Although the somata of these neurons
are not intensely stained for GABA or GAD, their axon terminals contain GABA, and
it is likely that they, too, are GABAergic interneurons (Kubota and Kawaguchi, 2000).

A third group of aspiny GABAergic interneurons contain the calcium binding pro-
tein calretinin (Bennett and Bolam, 1993). These cells have not yet been studied in in-
tracellular staining experiments, so their morphology is not known in detail, and they
are not shown in Fig. 9.2.

EFFERENT AXONS

The axons of spiny neostriatal neurons are gathered into small fiber fascicles that per-
forate the gray matter of the neostriatum, giving it the striated appearance for which it
is named. Although these axons form a major fiber system of the forebrain, they are
not large or heavily myelinated. The two subpopulations of spiny neurons that give rise
to the direct and indirect pathways are both GABAergic, forming GABA-containing
synapses in the neostriatum, GP, and substantia nigra. In addition to GABA, these ax-
ons contain peptide neurotransmitters, with indirect pathway axons containing
enkephalin, whereas the axons of the direct pathway contain substance P and dynor-
phin (e.g., Gerfen and Young, 1988; Flaherty and Graybiel, 1994).

In the GP and substantia nigra, the axons of neostriatal spiny neurons arborize in a
very characteristic longitudinal axodendritic pattern. This pattern, which contrasts
sharply with that of afferent fibers in the neostriatum, is characterized by individual
neostriatal efferent axons running parallel to dendrites of the pallidal and nigral target
neurons, making multiple synaptic contacts that almost completely ensheath the den-
drites of the postsynaptic cells (e.g., DiFiglia and Rafols, 1988).
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CELL POPULATIONS

According to studies of Nissl-stained sections that show all cell bodies, there are ap-
proximately 100 million neurons in the neostriatum of the human (Fox and Rafols,
1976). There are approximately 540,000 neurons in the lateral segment of the GP and
170,000 cells in the internal segment. These numbers, of course, are not derived from
exhaustive counting of every neuron but by estimating the total from the density of
cells in a small sample and extrapolating this result to the entire volume. The methods
for doing this have improved dramatically in the time since the above-cited results were
obtained. We can have confidence in recent estimates of the number of cells in the var-
ious basal ganglia nuclei of the rat by Oorschot (1996), who used modern unbiased
stereological measurement techniques. According to her account, there are about
2,800,000 neurons in the neostriatum, 46,000 cells in the GPe, 3,200 cells in the en-
topeduncular nucleus (GPi homologue), 14,000 cells in the subthalamic nucleus, 26,000
cells in the SNr, and 7,200 cells in the SNc in each hemisphere of the brain of rats.
The absolute number of cells is much smaller than in humans, of course, but by less
than would be expected from the volume difference; this is because the density of cells
in the human nuclei is much lower than that in rats. In the neostriatum, for example,
the cell density is 11,000/mm3 in humans vs. 84,000/mm3 in rats (Oorschot, 1996).
The difference is presumably because of the need to allocate more volume for axons
in larger brains, as the dendritic trees of human and rat spiny neurons are similar in
size (Graveland and DiFiglia, 1985b). The ratio of striatal to pallidal neurons is also
different. The human measurements suggest a ratio of striatal to GPe cells of over 200,
with the same ratio in rats being about 60. This implies more convergence of inputs
from the striatum, as well as more neurons, in the human brain. But in either case there
must be an impressive convergence of inputs from the neostriatum onto the output cells
to both segments of the GP. Principal neurons make up the largest population, repre-
senting over 90% of cells in rats (Graveland and DiFiglia, 1985a). Approximately half
of neostriatal projection neurons project exclusively to the GP. The other half also make
some synaptic contacts, but in only considering those that project exclusively to GPe,
there would be about 1,260,000 neostriatal spiny neurons contributing to the innerva-
tion of 46,000 cells in the GPe and a minimal convergence ratio of 30:1.

Of course, this convergence does not imply a random mixing of neostriatal infor-
mation in the GP and substantia nigra, and it does not imply that all GP neurons re-
ceive the same inputs. In fact, this convergence ensures that in principle each neuron
of the GP could receive a unique combination of neostriatal inputs. Extracellular record-
ing studies have shown that correlations among the neurons of GP are few in awake
behaving animals, suggesting that even nearby cells do not tend to fire together, which
they probably would if they shared a large proportion of their sources of input (Nini
et al., 1995). Anatomical data using transneuronal axonal tracing with viruses also show
that the spatial arrangement of inputs in these structures is very specific and that spa-
tial patterns of activity in the neostriatum may be expected to be preserved in the out-
put structures (Hoover and Strick, 1993).

The principal neurons of the striatum receive convergent cortical and thalamic in-
put. The density of such afferent synapses has been estimated in rat to be 920,000,000
per cubic millimeter (Ingham et al., 1998). Of these, nearly all are formed on dendritic
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spines of spiny neurons. The density of principal cells is 84,000 per cubic millimeter,
giving a ratio of about 11,000 afferent synapses per principal cell, which agrees with
direct counts of dendritic spines (Wilson et al., 1983). This means that every spiny neu-
ron receives about 11,000 synaptic contacts from cortical and thalamic axons, but how
many different axons contribute to this innervation? Knowing this requires a count of
the average number of synapses each axon will make on a spiny neuron. There is not
currently a direct way to make this measurement, but an upper limit on the number can
be obtained from the number of synapses each axon makes in the volume of a spiny
cell's dendritic tree. Kincaid et al. (1998) measured this upper limit for corticostriatal
axons. Within the volume of a single spiny cell's dendritic tree, each cortical axon
makes at most 40 boutons. The volume of a spiny cell's dendritic tree is about 0.033
cubic millimeter (from the volume of a 0.4-mm-diameter sphere), and so in that vol-
ume there should be about 31,000,000 afferent-type synapses formed by cortical and
thalamic axons (0.43V/6*920,000,000). Each cortical axon (and probably thalamic
axon, as they are similar) makes at most 40 synapses, so there must be at least 775,000
axons innervating the spiny neurons in that volume. This is a surprisingly large num-
ber. Within the volume of one striatal spiny cell's dendritic tree, there are about 2,800
other spiny neurons' somata (0.43*7r/6*84,000). On average, if each axon made synapses
with all spiny neurons non-preferentially, the probability of making more than one
synapse on any one spiny neuron would be extremely small, and each axon would in-
nervate at most 40 of the 2,800 neurons in the volume. At the other extreme, if each
axon somehow sought out and made all of its synapses on only one neuron in the vol-
ume, it would make at most 40, which would still be a small part (0.4%) of the total
innervation of the cell. Despite our ignorance of whether axons make multiple contacts
on striatal neurons, it can safely be concluded that each striatal neuron receives its in-
nervation from a large number of different neurons in the cortex and thalamus. Be-
cause the axonal arborization size is larger than the volume of the spiny neuron's
dendritic field (see Fig. 9.3), each cortical neuron also contacts a relatively large num-
ber of widely distributed spiny neurons within a large volume. Single cortical axons
can innervate from 1% to 15% of the total volume of the striatum, even though the
number of cortical axons is about 17 million (Zheng and Wilson, 2002).

This extremely sparse connectivity in the afferent synaptic pathways has the additional
implication that nearby striatal neurons do not necessarily have inputs in common. In
fact, because the density of synapses made by one axon is so low, the fact that the axon
makes a synapse with one striatal neuron substantially reduces the chances of a nearby
neuron receiving a synapse from the same axon. Striatal neurons with nonoverlapping
dendritic fields actually have a higher chance of sharing input from a common set of ax-
ons. If axons were to make multiple contacts with striatal neurons, this would be even
truer. In the case of nonpreferential synaptic connections, spiny neurons within the di-
ameter of a cortical axonal arborization (regardless of how close together they are within
that) will have about 75 cortical inputs in common. That is, any pair of spiny cells se-
lected at random will have 75 shared cortical axons, although it will be a different 75 ax-
ons for each pair of neurons. This is a surprising result, because it predicts that each spiny
neuron has a truly unique set of inputs, with very few inputs in common with other cells,
and that nearby neurons (with overlapping dendritic trees) will not share more inputs than
more separated neurons (Kincaid et al., 1998; Zheng and Wilson, 2002).
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It is remarkable, in view of this large and diverse excitatory innervation, that most spiny
neurons are electrophysiologically silent most of the time. How this comes about requires
analysis of the functional organization of the spiny neuron and its dendritic tree (see later).

SYNAPTIC CONNECTIONS

The typical synaptic connections of the neostriatum are shown in Fig. 9.5. We describe
briefly each of the main types of connections.

Fig. 9.5. The major synaptic types of the neostriatal spiny neuron and the neurons in the substan-
tia nigra and globus pallidus that receive input from it. A: The distal spiny dendrites of the spiny
neurons. Inputs with round synaptic vesicles form asymmetrical inputs primarily on dendritic spines,
but occasionally on the shafts of the dendrites. These arise mostly from afferent fibers, especially
from the cerebral cortex (Cx) and thalamus. Spiny cell collaterals, TH-staining axons from the sub-
stantia nigra and intrinsic intrastriatal connections (from aspiny neurons) form symmetrical synapses
with pleomorphic and flattened vesicles on the stalks of dendritic spines, on the proximal part of
the spine heads, and on dendritic shafts. Axodendritic synapses are overrepresented so that all the
synapse types could be shown. Most of the surface of the dendritic shaft is free of synaptic input.
B: The inputs to the proximal surface of the spiny neurons are primarily intrinsic to the neostria-
tum, arising from the axons of interneurons and from the collateral arborizations of the spiny neu-
rons. They form symmetrical synapses with pleomorphic or flattened synaptic vesicles and are present
at very low density on the aspiny initial portion of the dendrites, the somata, and the axon initial
segments. C: Synaptic types observed in dendrites in the GP and SNr.
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CORTICAL AND THALAMIC CONNECTIONS

The most noticeable feature of the neostriatum as seen in the electron microscope is
the large number of small axons forming asymmetrical synapses (Gray's type I; see
Chap. 1) on the heads of dendritic spines. This kind of synapse accounts for about 80%
of all synapses in the neostriatum (Ingham et al., 1998). It is the characteristic synap-
tic type formed by afferents from cerebral cortex, and from parts of the intralaminar
nuclei of the thalamus (e.g., Kemp and Powell, 1971). The axons from the cerebral
cortex and thalamus are similar in morphology, with both exhibiting small round syn-
aptic vesicles. A smaller number of cortical afferent synapses are made onto dendritic
shafts and somata of neostriatal neurons. Some of these are formed on dendritic shafts
of spiny projection neurons, and others are formed on the somata and dendrites of the
aspiny neurons. The intralaminar thalamic nuclei (such as the central lateral nucleus)
make synapses on spines, similar to the corticostriatal synapses. Another region of the
thalamus (the parafascicular nucleus) has been shown to form preferentially axoden-
dritic rather than axospinous synapses, although almost half of the synapses on those
cells are still formed onto dendritic spines (Dube et al., 1988; Xu et al., 1991).

SUBSTANTIA NIGRA CONNECTIONS

The dopaminergic neurons of the nigrostriatal pathway have a very large complement
of the enzyme tyrosine hydroxylase (TH), which is essential for the synthesis of do-
pamine. Immunocytochemistry using antibodies to TH is therefore an excellent way to
demonstrate which axons are from the substantia nigra. If the TH method is used to
label axons forming synapses in the neostriatum, they are seen to contain larger, more
variably shaped synaptic vesicles and to form symmetrical synapses on dendritic shafts,
somata, and the stalks of dendritic spines (e.g., Freund et al., 1984). It is often em-
phasized that dopaminergic synapses share dendritic spines with cortical neurons, but
dopaminergic synapses are not preferentially located on spines. Only about half of
TH-positive synapses are formed on spines, whereas over 90% of cortical inputs go to
dendritic spines. About half of the surface area of the spiny dendrites is occupied by
spines (see later). Thus having half of all dopaminergic synapses on spines is what is
expected if they showed no preference for any part of the cell surface. It should also
be noted that although the dopaminergic input is very important functionally, it is not
comparable to the cortical and thalamic projections in size. Dopaminergic synapses are
symmetrical, and only 20% of all striatal synapses are symmetrical. It is not easy to
count dopaminergic synapses, because the synapses are not made preferentially at vari-
cosities along the axon (Freund et al., 1984; Groves et al., 1994). Thus counting vari-
cosities in the light microscope does not provide an accurate count of synapses. Roberts
et al. (2002) used electron microscopic stereological techniques to measure the density
of TH-positive symmetrical synapses in the striatum. They report the density to be
0.03//mi3, which is about 3% of the total synaptic density and about 13% of the total
number of asymmetrical synapses. If dopaminergic synapses are formed on spiny neu-
rons in proportion to their incidence in the striatum at large, each spiny neuron will re-
ceive on average about 300 dopaminergic synapses, only half of which are on dendritic
spines. Ingham et al. (1998) report that 15% of striatal dendritic spines receive a sec-
ond (symmetrical) synapse (1500/neuron). Dopaminergic synapses account for only
about 20% of that number, with the rest arising from the axons of striatal neurons.
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AXON COLLATERAL CONNECTIONS

The boutons that arise from the local collaterals of spiny neurons contain large synap-
tic vesicles of variable shape and form symmetrical synapses onto the stalks of den-
dritic spines, dendritic shafts, somata and initial segments of axons (Wilson and Groves,
1980; Somogyi et al., 1981). These synapses are similar in appearance to those stained
positively with TH. Like the TH synapses, about half of local spiny cell collateral
synapses are formed onto spines, and those that end on dendritic spines share that spine
with some other input, often a cortical fiber. Some of the terminals of spiny cell axons
synapse with dendrites, somata, and initial axonal segments of other spiny neurons, but
some synapses are made with these portions of the aspiny cells, including the cholin-
ergic interneuron (Bolam et al., 1986).

INTERNEURON CONNECTIONS

Synapses formed by the axons of the cholinergic interneuron and those of the other in-
terneuron types (Bolam et al., 1984; Phelps et al., 1985; Kubota and Kawaguchi, 2000)
contribute to a third major morphological synaptic type in the neostriatum. These
synapses have small, flattened vesicles and form symmetrical synapses on the stalks
of dendritic spines, dendritic shafts, somata, and initial segments; they therefore fall
into Gray's type II (see Chap. 1). They are common on spiny neurons, and axons from
both cholinergic interneurons and both types of GABAergic interneurons have been
shown to terminate in this way on identified spiny cells. Terminals of this type, and
the terminals with large pleomorphic synaptic vesicles, form the primary synaptic types
found on the somata and proximal dendritic surface of the spiny cell.

Inputs to the cholinergic interneuron are of the same three major morphological types,
but they do not show the specific localization on the cell surface that is observed on
the spiny neurons (Chang and Kitai, 1982; DiFiglia and Carey, 1986). Boutons with
small round vesicles form asymmetrical synapses on dendrites of all sizes and even on
the somata of aspiny neurons. Likewise, symmetrical synapses formed by boutons with
large pleomorphic vesicles and by boutons with small, flattened synaptic vesicles are
seen on all parts of these cells. The synaptic density on the cholinergic neuron is much
lower as well, with large parts of the surface area of the cell being free of synapses. It
is likely that despite its large size, the giant interneuron receives fewer synaptic con-
tacts than the spiny cell. Cortical inputs to the cholinergic interneuron are restricted to
the distal dendrites, whereas the thalamic input makes easily demonstrable synaptic
contacts on cholinergic cells (Lapper and Bolam, 1992; Thomas et al., 2000). This pref-
erence for thalamic input by the cholinergic cell may contribute to the differences in
the activity of these cells during natural behavior (see later).

OUTPUT CONNECTIONS

The output axons of the spiny neurons form synapses in the substantia nigra and GP
that are similar in morphology to the synapses formed by their local axonal terminals
(Chang et al., 1981). In both the GP and substantia nigra, the dendrites of most neu-
rons are completely encased in a quilt-work of synaptic terminals. The majority of those
terminals are derived from the neostriatal efferent fibers. A second kind of terminal
found on these dendrites, containing small, round vesicles and forming asymmetrical
contacts, is derived from the subthalamic nucleus (Kita and Kitai, 1987). The GPe pro-
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jects to the GPi and SNr and has recurrent local synaptic projections, which are all in-
hibitory. The GPe also receives some inputs from the cerebral cortex and the thalamus.
The subthalamic neurons receive excitatory glutamatergic inputs from the cerebral cor-
tex and inhibitory GABAergic connections from the external pallidal segment.

BASIC CIRCUIT

The known connections between elements in the neostriatum are summarized in Fig.
9.6. Although this diagram is no doubt incomplete, especially in its portrayal of the
connections of interneurons, it does show the most well established connections among
the cells. Two identical spiny cells are shown in the diagram, to represent the neurons
of the direct and indirect pathways. Both kinds of spiny neurons receive input from
every element in the neostriatum, including each other (although this connection
between spiny cells is not shown). A GABA/parvalbumin interneuron and a GAB A/
SOM/NOS neuron are shown as intrinsic inhibitory elements, making synapses pri-
marily with the principal cells. The SOM/NOS neurons presumably release SOM,
neuropeptide-Y, and nitric oxide as co-transmitters, in addition to GABA, and their
functions cannot be characterized as simply excitatory or inhibitory (see later). Both
the GABA/parvalbumin neurons and cholinergic interneurons have been shown to make
synaptic contacts with striatal spiny neurons (Izzo and Bolam, 1988; Kita et al., 1990;
Bennett and Bolam, 1994). The former interneuron is a powerful inhibitory influence
in the striatum (Koos and Tepper, 1999), whereas the postsynaptic effect of acetyl-
choline on spiny neurons in the neostriatum is primarily modulatory (see later) and
cannot be characterized as excitatory or inhibitory. To indicate this modulatory nature
of the synapses made by the giant aspiny interneurons, as for dopaminergic inputs (see
later), they are shown in gray. It is a key observation about the striatum that so many
synapse types are shown gray.

Afferent inputs go to all of the neostriatal cell types, where most make excitatory
synapses predominantly on the dendritic spines of the spiny neurons. Included in this
category are inputs from cerebral cortex, some of the thalamic nuclei, amygdala, and
hippocampus (in n. accumbens). The TH-containing axons are shown separately in
Fig. 9.6. These axons end upon spine stalks and dendritic shafts, rather than spine heads,
and do not make the classic Gray's type I synapse formed by other neostriatal afferent
fibers. Their synapses resemble those of intrinsic cells. The neostriatum is unusual in
that the principal neurons, as well as many of the interneurons, are inhibitory. In this
regard it is similar to the cerebellar cortex (Chap. 7). The next neurons in the output
pathway, the principal neurons of the GPe, and the internal segment of the GP and sub-
stantia nigra, are also shown in Fig. 9.6, and these cells are inhibited by the neostri-
atal input. Both of these sets of neurons receive an excitatory input from the subthalamic
nucleus (and pedunculopontine nucleus of the brainstem and thalamic nuclei not
shown). The GPe inhibits the GPi and SNr, which are the output nuclei of the basal
ganglia. The subthalamic nucleus neurons receive a large inhibitory input from the ex-
ternal pallidal segment and excitatory input from regions of the motor cortex and thal-
amus (not shown).

Appreciation of the operation of this mostly inhibitory circuit requires knowledge
of the firing patterns of the neurons involved. This is described in a later section, but



Fig. 9.6. Simplified basic circuit of the neostriatum and its outputs. Excitatory afferent input
from several sources is received by all cell types. Because of their large numbers and heavy af-
ferent innervation, most of these are formed on spiny neurons. Spiny cells contribute inhibitory
input to all cell types. The interneurons regulate activity through the pathway consisting of the
afferent fibers and the spiny projection neurons. The output of the spiny neurons converges on
the dendrites of target cells in the substantia nigra and globus pallidus, which themselves proj-
ect to the thalamus and superior colliculus.
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for the present purposes it is important to understand that neostriatal spiny cells fire
very rarely and in episodes that last for only about 0.1-3 sec. Thus tonic intrinsic in-
hibitory interactions between the projection neurons are probably not important con-
tributors to the membrane potential of the spiny neuron under resting conditions but
rather limit firing during episodes of excitation that arise because of activity in exci-
tatory inputs. The cells in the GP and substantia nigra, on the other hand, fire tonically
at very high rates. Their tonic firing produces a constant inhibition of neurons in the
thalamus and superior colliculus. The firing of spiny neostriatal neurons can cause a
transient pause in that tonic inhibition, releasing thalamic and superior colliculus neu-
rons to respond to excitatory inputs that would otherwise be subthreshold. Thus the
neostriatum acts to disinhibit neurons in thalamus and superior colliculus in response
to excitation by its afferent fibers, and the interneurons of the neostriatum help to reg-
ulate the duration, strength, and spatial pattern of that disinhibition.

MOSAIC ORGANIZATION OF THE NEOSTRIATUM

In the human neostriatum and in the neostriatum of some primates, the neurons are
clustered into groups of high density separated by areas of lower cell density
(Goldman-Rakic, 1982). Despite the apparent cell clusters of primates, the neostriatum
has long been believed to be structurally homogeneous. This stood in contrast the cere-
bral and cerebellar cortices, olfactory bulb, and other brain structures that possess a
prominent layered organization.

It is now evident that the clusters of cells in the primate neostriatum, originally called
cell islands, represent a fundamental feature of the organization of this structure and
are present in a less visible form in all mammals. Unlike layered structures, this mo-
saic organizational plan does not separate the tissue into many compartments but rather
only two, with the equivalent of the cell islands usually called striosom.es or sometimes
just patches (Graybiel et al., 1981; Herkenham and Pert, 1981), and the area between
them is called the matrix. A very important finding for the interpretation of this orga-
nization was the observation that afferent fibers, particularly fibers of cortical origin,
observe these tissue compartment boundaries (e.g., Ragsdale and Graybiel, 1981;
Gerfen, 1989). Certain cortical areas project preferentially to the matrix, whereas other
areas project preferentially to the striosomes (e.g., Gerfen, 1984; Eblen and Graybiel,
1995). This preferential projection is not absolute but reflects areal differences in the
distribution of various types of corticostriatal neurons (Gerfen, 1989). Many cortical
areas in the rat have be shown to project to both patches and matrix, with projections
from more deeply situated neurons providing the input to the patches and more su-
perficial ones projecting to the matrix.

In addition to their different inputs, the striosomes and matrix have different output
targets, at least for their projections to the substantia nigra. The striosomes project pref-
erentially to the SNc, where the dopaminergic nigrostriatal neurons are located, whereas
the matrix projects to SNr, where nondopaminergic neurons projecting to the thalamus
and superior colliculus are found (Gerfen, 1985; Jimenez-Castellanos and Graybiel,
1989). These observations indicate that the most direct pathway through the neostria-
tum, going from afferent fibers to the principal neurons and out to the target structures,
consists of two parallel and independent pathways—one from the striosomes and one
from the matrix (Fig. 9.7). This dichotomy is not to be confused with the direct and
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Fig. 9.7. The direct and indirect pathways, arising from both the striosomal and matrix com-
partments. These consist of separate sets of GABAergic spiny neurons, with the indirect path-
way neurons containing the co-transmitter enkephalin, whereas the direct pathway neurons
contain substance P and dynorphin. Separate dopaminergic axons innervate the striosomes and
matrix, but the direct and indirect pathway neurons in each compartment express different do-
pamine receptors. Although indirect pathway spiny neurons innervate only the external pallidal
segment, the direct pathway neurons project both to the external segment, and either the inter-
nal pallidal segment, substantia nigra pars reticulata, or both.

indirect pathways, which are present in both compartments (see later). Communication
between compartments may be a major role of the interneurons in the neostriatum.

A particularly exciting development has been the discovery that neostriatal com-
partments can be distinguished on the basis of their cytochemical characteristics (e.g.,
Graybiel et al., 1981). Cells in the striosomes and matrix, although similar in many re-
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spects, are sufficiently different biochemically to allow demonstration of the compart-
ments using many standard cytochemical methods. For example, the /u, opiate receptor
is present in much higher concentration in the neuropil of the striosomes (e.g., Herken-
ham and Pert, 1981). The peptides met-enkephalin and substance P, both very abun-
dant in the neostriatum, are also differentially localized but in a more complex way. In
some parts of the neostriatum, the striosomes are richer in these substances, whereas
other parts preferentially express them in the matrix.

DIRECT AND INDIRECT PATHWAYS

The use of the peptides enkephalin and substance P as cytochemical markers to dis-
tinguish the striosomal and matrix compartments of the neostriatum was instrumental
in the discovery of another major organizational principle of the basal ganglia, the di-
rect and indirect neostriatal efferent pathways. In early intracellular staining studies in
rats, it was shown that about half of spiny neurons had dense and elaborate projections
to the GPe and that these cells did not project to the substantia nigra, as assessed us-
ing antidromic stimulation (Chang et al., 1981). Double retrograde tracing studies later
showed that neurons heavily labeled by injections of tracers in the substantia nigra or
GPi were rarely heavily labeled by injection in the GPe (e.g., Parent et al., 1984). At
the same time, studies of the cellular localization of the peptides enkephalin and sub-
stance P showed that these were specific markers for mostly nonoverlapping subpop-
ulations of striatal spiny projection neurons (e.g., Penny et al., 1986). GABA, on the
other hand, coexists with these peptides, being present in all subclasses of spiny neu-
rons (Kita and Kitai, 1988). Moreover, the external pallidal segment was found to con-
tain many striatal axon terminals staining for enkephalin, whereas substance P was
common in neostriatal axons terminating in the internal pallidal segment and the sub-
stantia nigra. Subsequent intracellular staining studies have confirmed that about half
of spiny neurons project to the GPe and nowhere else, whereas the remaining half of
the cells have smaller collateral projections to the external pallidal segment but pri-
marily project to the internal pallidal segment, the substantia nigra, or both (Kawaguchi
et al., 1990). These two populations of neurons and their connections are seen super-
imposed upon the mosaic organization of the neostriatum in Fig. 9.7. Direct and indi-
rect pathway spiny neurons are intermingled throughout both compartments and in all
regions of the neostriatum (Gerfen and Young, 1988). Spiny neurons of the direct and
indirect pathways also make direct synaptic connections among each other, as well as
within each subgroup (Yung et al., 1996), but their axons do not cross striosomal bound-
aries (Kawaguchi et al., 1989).

Morphologically, the spiny neurons forming the direct and indirect pathways are very
similar, except for the difference in their axonal projections (see earlier). This explains
why the distinction between them was not apparent using the Golgi method; axons of
spiny cells are not well stained by that method. Studies employing cytochemical meth-
ods have revealed a number of other differences between direct and indirect pathway
neurons. One of these that may be of particular importance is a difference in the do-
pamine receptors expressed on the surfaces of the two groups of cells. Although there
are a number of different dopamine receptor subtypes present in the neostriatum and
elsewhere, they can be generally grouped into two classes: the Dl class and the D2
class. The most common of the Dl class in the neostriatum, Dla, is preferentially ex-
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pressed by the substance P-containing cells of the direct pathway, whereas the D2 re-
ceptor is specifically expressed on enkephalin-containing spiny neurons (e.g., Gerfen,
1992; Surmeier et al., 1996).

DENDRITIC MEMBRANE PROPERTIES

Spiny Neurons. The properties of dendrites constitute a theme running through most
of the chapters of this book, and perhaps nowhere are they more important than in the
spiny neurons of the neostriatum. In the analysis of the linear properties of dendrites,
three electrophysiological parameters are particularly important: the input resistance
(RN), the membrane time constant (r), and the electrotonic length of the dendritic tree
(L). We will discuss how the spiny neuron has served as a case study for the experi-
mental determination of these properties. This will give the student a greater appreci-
ation for the crucial importance of the dendrites in determining the input-output
characteristics of the spiny neuron.

For many neurons, one observes much higher input resistances when the cells are
recorded in tissue slices than when recorded in intact animals. Two reasons are usu-
ally presented to explain this fact. First, tonic synaptic activity, which is generally lost
in the preparation of the slices, will act to lower the apparent input resistance by the
opening of synaptic ionic conductance channels. Second, the damage done by the mi-
croelectrode is probably somewhat less under the mechanically more stable conditions
of the in vitro recording chamber.

In the case of neostriatal spiny neurons, the input resistance recorded in slices is
20-60 Mohm, which in fact matches very well with that obtained in vivo (Sugimori
et al., 1978; Kita et al., 1984; Bargas et al., 1988). This is probably because the most
important influence on input resistance in spiny neurons is neither damage done by the
electrode nor synaptic activity. The biggest determinant is instead the action of a fast
anomalous rectification. This rectification can be seen by passage of current pulses of
different amplitudes through the spiny neuron (Fig. 9.8). If the cell were to show no
rectification, the input resistance (the ratio between the size of the voltage shift and the
amplitude of the injected current that causes it) would remain constant regardless of
the size of the current pulse (dotted line in the graph on the right in Fig. 9.8), i.e., in-
creasing the size of the current pulse in constant steps would produce voltage deflec-
tions that also increase by constant steps. In contrast, the usual behavior of spiny neurons
is illustrated by the curve shown on the right in Fig. 9.8. These cells show a marked
anomalous rectification over their entire subthreshold range of membrane potentials.
In anomalous rectification, input resistance decreases with increasing membrane po-
larization. In the voltage range near the resting potential and going more negative, the
rectification is due to the action of a potassium conductance called gIRK, which in-
creases as the cell is hyperpolarized. Anomalous rectification also is apparent with cur-
rent injections that move the membrane potential in the depolarizing direction, and in
this case it appears as a slowly developing depolarization (arrow in Fig. 9.8) super-
imposed upon the linear charging curve to depolarizing currents.

This ramp-like depolarizing response is due to a combination of the slow inactiva-
tion of a voltage-dependent potassium conductance that is turned on as the cell is de-
polarized and of the activation of sodium conductance IN& near spike threshold
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Fig. 9.8. The response of the neostriatal neuron to application of transmembrane current pulses
through an intracellular microelectrode. At top left, are shown the membrane potential response
and injected current waveforms for current pulses of eight different but equally spaced intensi-
ties. The arrow in the largest response indicates the onset of the slow depolarizing membrane
response, which is superimposed upon the linear portion of the response to depolarizing cur-
rents. At top right, a steady state current-voltage relationship is shown. The dotted line indicates
the behavior that would be expected of a linear neuron. The deviations from this line, both in
the depolarizing and hyperpolarizing directions, are typical of that seen in neostriatal spiny neu-
rons. At lower left are responses to large depolarizing currents, comparing control responses with
those after poisoning of sodium channels with tetrodotoxin (TTX) and a combination of TTX
and a selective blockade of inactivating depolarization-activated potassium currents using 4-
amino pyridine (4-AP). At lower right are represented the time courses of currents activated by
a depolarizing current pulse in the absence of blockers.

(Nisenbaum and Wilson, 1995). This can be seen in intracellular recording experiments
using the ion channel poison TTX, which poisons sodium channels, and 4-amino-
pyridine (4-AP), which poisons the inactivating potassium channels found in spiny neu-
rons. The effects of these drugs on the ramp-like depolarization are shown in Fig. 9.8
(bottom trace). TTX greatly reduces the ramp, indicating that a portion of the ramp
current is carried by sodium channels (Chap. 2). A residual ramp-like response to de-
polarization is retained even when all sodium channels are blocked. Blockade of potas-



384 The Synoptic Organization of the Brain

slum channels with 4-AP totally blocks the ramp-like depolarization, whether it is given
alone or in the presence of TTX. In addition, however, the early part of the response
to depolarizing current is enhanced by 4-AP, and a distinct sag in the response is ob-
served (see Fig. 9.8). There are at least three voltage-dependent potassium conduc-
tances contributing to the subthreshold response of spiny neurons to depolarizing
currents (Nisenbaum et al., 1996). They differ in their voltage dependence and also in
their time courses. One of the most important differences is their rate of inactivation.
Two of the conductances, called gAS and gAf, are transient in nature due to inactivation.
These two differ in the rate of inactivation, with gAf inactivating rapidly (tens of milli-
seconds) and gAs inactivating slowly (hundreds of milliseconds). The other conduc-
tances (called gKpersistent) are persistent, either not inactivating or inactivating with a
time course of several seconds. As a group they activate during depolarization, and they
work together to cause the membrane resistance to decrease again as the cell approaches
spike threshold. The currents flowing through each of the conductances in response to
a constant current pulse (as seen in computer simulations) are shown at the bottom
right in Fig. 9.8. Because some of these conductances inactivate, the membrane resis-
tance decreases gradually over time after the cell is depolarized. This inactivation causes
the gradual ramp-like depolarization seen with depolarizing current pulses. Thus the
inactivation of the potassium conductance is the cause of the ramp depolarization, but
most of the charge is carried by the sodium current, which is beginning to turn on in
this same voltage range. Thus the rectification in the depolarizing direction is not ap-
parent immediately after the onset of the current injection but increases with time. In
fact, the responses in the depolarizing direction do not really achieve steady state but
grow gradually until the neuron fires an action potential. In the hyperpolarizing direc-
tion, the onset of anomalous rectification in neostriatal spiny neurons is fast relative to
the time constant of the neuron, so it affects the entire time course of the charging
curve. (Anomalous rectification is not really an anomaly. It is actually quite common.
It is called anomalous because it was not expected on the basis of an early biophysi-
cal theory of membranes.)

It is difficult to apply the linear cable theory to such a nonlinear cell. Certainly, the
time constant of the cell cannot be a constant if the membrane resistivity is altered by
any shift in membrane potential. It is therefore perhaps not surprising that there has
been some disagreement about the time constants of the cells. Experiments in tissue
slices using small current pulses (to minimize the effects of anomalous rectification)
have yielded values near 5 ms for the time constant under these circumstances. It is
quite possible to increase the time constant to 10 or 15 ms by depolarizing the cells
slightly (Nisenbaum and Wilson, 1995), and longer time constants have been obtained
with small changes in the extracellular potassium concentration (Bargas et al., 1988).

Again using small current pulses in cells recorded in vitro, the electrotonic length
of the equivalent cylinder of the dendrites has been measured to be about 1.5-1.8 length
constants. This electrotonic length seems very long, and it is especially surprising in
view of the relatively short dendrites of these cells (about 200 /mi). However, this re-
sult is predicted by cable theory, because of the spiny nature of the dendrites. The den-
dritic spines create a very large surface area. Measurement of this area is made difficult
by the small dimensions of the spines. These structures cannot be accurately measured
in the light microscope (remember that the resolution of the light microscope allows
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measurements to the nearest 0.25 ^im or thereabouts, while the stalks of dendritic spines
can be as small as 0.1 /Am).

Estimation of the surface areas of neostriatal spiny neurons has been accomplished
using a combination of reconstruction of serial sections from electron micrographs and
high-voltage electron microscopy (HVEM) of thick (5-/Am) sections (Wilson, 1992).
These measurements have shown that the dendritic field of spiny neurons cannot be
approximated as a cylinder, or even a tapered cylinder. Its surface area is dominated
by the dendritic spines, being greatest at about 80 jam from the soma, where the den-
dritic spine density is highest, and tapering off slowly to the tips of the dendrites. This
distribution of surface area is shown in Fig. 9.9. Because the dendritic diameter does
not change in proportion to the surface area, the leakage of current from the dendrites
of the spiny neuron and thus the low pass filtering effect of the dendrites are both in-
creased dramatically by the presence of spines. After this is taken into account for the
neostriatal spiny neurons, the measurements of time constant (t), electrotonic length
(L), and input resistance (RN) of the cells can be seen to agree on a membrane resis-
tivity (RM) ranging from about 5,000 to 15,000 ohm-cm2, depending upon the state of
the anomalous rectification (which itself depends upon membrane potential).

We are now in a position to pull together these considerations of dendritic proper-
ties and understand how they contribute to the input-output operations of the spiny
neuron. The small amplitudes of individual synaptic responses on spiny neurons are
probably due to their placement on dendritic spines and on the electrotonically long
dendrites. The electrotonic length of the dendrites is actually not constant, but variable
due to the action of the voltage-sensitive conductances. When the cell is very hyper-
polarized, the membrane conductance is dominated by the fast inwardly rectifying
potassium conductance giRK- The membrane resistance is low due to this conductance,
and as a result the electrotonic length of the dendrites is long. In computer simulations
of the spiny neuron, isolated synaptic inputs have little effect at the soma under these
circumstances (Wilson, 1992). This is called the Down state of the spiny neuron

Fig. 9.9. The distribution of membrane on the neostriatal spiny neuron as a function of distance
from the soma. The total somatic membrane is represented by the diameter of the circle marked
soma. The remaining membrane area is shown as a density (/^m^/Am of linear distance from the
soma), and the contributions of the spines and dendrites are indicated. [From Wilson, 1986b.]
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(Wilson and Kawaguchi, 1996). When large numbers of synapses depolarize the neu-
ron, the hyperpolarization-activated potassium current turns off, raising the membrane
resistance. The effect of this will be to shorten the dendrites electrotonically and to
make the cell more sensitive to subsequent inputs, which will cooperate to depolarize
the cell more, until the cell membrane escapes the influence of the hyperpolarization-
activated potassium current by depolarizing beyond its activation range. As the mem-
brane potential leaves the range dominated by giRK, it enters the membrane potential
range in which the depolarization-activated potassium conductances turn on. The elec-
trotonic length of the dendrites will increase again as the membrane potential ap-
proaches threshold, and the effects of individual synapses decrease. This depolarized
high conductance state of the neuron is called the Up state (Wilson and Kawaguchi,
1996).

These changes in electrotonic length and membrane potential during an episode of
synaptic excitation are shown schematically in Fig. 9.10. Near the resting potential
(Down state), the cell is dominated by a hyperpolarization-activated potassium chan-
nel. The dendrites are electrotonically long, but the neurons are extremely sensitive to

Fig. 9.10. Electrotonic expansion and contraction of the spiny cell dendritic tree during the course
of synaptic excitation. During periods of relative synaptic quiescence, the electrotonic structure
of the cell is extended due to the action of anomalous rectification. In the course of excitatory
input, depolarization deactivates the rectification, causing an electrotonic collapse of the cell and
a resulting increase in synaptic effectiveness. As the cell depolarizes rapidly, depolarization-
activated potassium conductances cause the electrotonic structure of the cell to expand, and the
cell achieves a relatively constant membrane potential at a level determined by the equilibrium
between synaptic currents and the resulting potassium currents. This equilibrium point is on av-
erage below the spike threshold.
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depolarizing inputs if they are large and sustained enough to overcome the low mem-
brane resistance and short length constant and escape the effects of the potassium con-
ductance. Because of the electrotonic contraction that results from depolarization in
this membrane potential range, all synaptic inputs placed more distal to a powerful in-
put will be enhanced in importance. However, once the membrane potential begins to
approach the spike threshold, depolarization-activated potassium conductances will be
engaged, which cause another electrotonic expansion and tend to stabilize the mem-
brane potential in the Up state. In that state, synaptic current is balanced by the potas-
sium current, and the membrane potential is determined by the voltage sensitivity and
strength of the potassium conductance and by the strength of the synaptic excitation.

Cholinergic Interneurons. The small number of these cells impeded physiological stud-
ies of all striatal interneurons for many years. Intracellular recording studies both in
vivo and in slices long depended upon chance encounters between the microelectrode
and a cell, and so the chances of obtaining an intracellular recording of a striatal in-
terneuron were less that 10%, even assuming all the cells were equally resistant to the
damaging effects of microelectrode impalement. The chances of recording from stri-
atal interneurons were reduced further because the numerous spiny cells are especially
hardy, and experimenters setting out to record from interneurons were almost always
distracted by a particularly nice recording from a spiny cell that could not be resisted.
Despite two decades of intracellular recording in the striatum, there were practically
no intracellular recording studies of the cholinergic interneurons before 1990. With the
advent of visualized recording in slices, which allows visual targeting of neurons on
the basis of their somatic sizes and shapes, this situation changed rapidly. Because they
are so large, the cholinergic interneurons are the most identifiable cells in the striatum
in the slice. There has been an explosion of new information about their properties,
starting with the work of Kawaguchi (1993), who demonstrated that cholinergic cells
could be reliably identified by their appearance in slices and described their basic phys-
iological properties.

An example showing the appearance of a cholinergic cell in a visualized slice, and
typical characteristics of the cell in intracellular recordings are shown in Fig. 9.11.
Characteristic features of the neurons are their long-duration action potential and spon-
taneous activity. Unlike the spiny neurons, which require large numbers of convergent
synaptic inputs to bring them to threshold for action potential, the cholinergic in-
terneurons fire action potentials all the time, even in the absence of any synaptic input
(Bennett and Wilson, 1999). Many of the cells fire in a simple rhythmic single spik-
ing pattern, but other cholinergic interneurons exhibit rhythmic bursting, or even ir-
regular and aperiodic activity in the absence of synaptic input. This puts the cells in
the category of pacemaker neurons (see Chap. 2). The ionic conductances responsible
for simple rhythmic pace making by cholinergic interneurons have been described (Ben-
nett et al., 2000). Pacemaking in cholinergic interneurons is ensured by the presence
of a negative conductance region in the cell's steady-state voltage-current relationship
in the subthreshold range. What this means is that the cell has no stable resting mem-
brane potential. Regardless of the starting voltage, the intrinsic properties of the cell
will tend to move the membrane potential toward the action potential threshold, lead-
ing to an action potential. The sequence of ionic currents giving rise to pacemaking
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Fig. 9.11. Striatal cholinergic interneurons. At the left is the appearance of the cholinergic neu-
ron at the time of visualization for intracellular recording, showing identification of the cell in
slices by its size (top), and the appearance of the dendritic and axonal tree after staining with
biocytin (bottom). At the right are recordings from the cell. At the top, passing depolarizing and
hyperpolarizing currents shows the nonlinearity of the cholinergic neuron. Note the prominent
sag in the response to hyperpolarizing current, caused primarily by the activation of 7H. The mid-
dle trace shows an action potential waveform, demonstrating the long duration of the action po-
tential. At the bottom right is spontaneous rhythmic single spiking activity recorded in the slice,
in the absence of synaptic input.

in cholinergic cells is shown in Fig. 9.12. During the action potential, high-voltage-
activated calcium currents are activated, which cause the action potential to be pro-
longed and which cause an influx of calcium into the cell. Calcium currents are slow
to turn off, so they continue to flow for a short time after the action potential is over.
Calcium enters the cell during this current and builds up in the cytoplasm, where it can

lasting spike afterhyperpolarization. At the hyperpolarized potential that is enforced by
the calcium-dependent potassium current, the hyperpolarization-activated cation cur-
rent (7H, Chap. 2) is activated. As the cell disposes of the calcium that entered during

the cell. In the voltage range between this and spike threshold, the cell has a negative
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interact with calcium-dependent potassium current (7AHp), which produces a long-interact with calcium-dependent potassium current (7AHp), which produces a long-

to depolarize the cell. As 7H is turning off (around -60 mV), persistent sodium cur-to depolarize the cell. As 7H is turning off (around -60 mV), persistent sodium cur-
rent (7Na,p, see Chap. 2) begins to be activated, which continues the depolarization of

slope conductance because depolarization of the cell causes increased activation of 7Nap

the action potential, the calcium-dependent potassium current is reduced, and 7H tends
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Fig. 9.12. Mechanism of pacemaking by cholinergic neurons. A and B: Voltage-clamp demon-
stration of the presence of a persistent sodium conductance in cholinergic cells in slices. [Mod-
ified from Bennett et al., 2000.] A: In control solution, a small depolarizing voltage step from
—60 mV evokes an inward current that lasts for the duration of the voltage pulse. Blockade of
sodium currents with TTX abolishes the inward current and reveals a small outward current
in its place. B: Repeating the experiment in A with a range of voltage steps reveals a TTX-
sensitive noninactivating inward current starting at about —65 and increasing up to spike thresh-
old, which is near —50 mV. The negative slope of the current-voltage curve indicates that the
cell will undergo regenerative depolarization above —65 mV and will have no stable membrane
potential (which would be indicated by a crossing of the abcissa). After TTX treatment, this neg-
ative slope region is gone and a stable resting potential occurs at about —60 mV. C: Simulation
of rhythmic spiking in a cholinergic cell and its underlying currents. The persistent sodium cur-
rent (/Na,p) increases gradually during the depolarizing cycle of the oscillation and is abruptly
terminated by the afterhyperpolarization that follows each action potential. Action potentials trig-
ger a calcium current (/ca) that results in an increase in calcium concentration [Ca2+] and pro-
duces a powerful and long-lasting potassium current (/AHP) that must wear off before the sodium
current can again depolarize the neuron to threshold.

which depolarizes the cell further. Thus the slope of the voltage-current curve is neg-
ative, and the cell is under the influence of depolarizing positive feedback. This pro-
ceeds slowly because the net inward current is small, and the slow explosion of
membrane potential is terminated when the cell reaches spike threshold, upon which
it begins the cycle again.

Although this mechanism is sufficient to explain the rhythmic single spiking mode
of the cholinergic interneuron, it does not explain the irregular and rhythmic bursting
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firing modes of the cell, which are also seen in synaptically isolated cells in slices (as
well as in the intact animal, see later). The mechanism of irregular activity is especially
interesting, because it gives rise to a firing pattern that has the appearance of noise.

GABA/Parvalbumin Fast Spiking Interneurons. The fast spiking interneuron in the
striatum is similar to the GABAergic, parvalbumin-positive basket cells in the hip-
pocampus and cerebral cortex (Chaps. 11 and 12). They are characterized by their
very short-duration action potentials, short spike afterhyperpolarizations, and abil-
ity to maintain firing at high rates (up to about 200 spikes/sec) without much adap-
tation (Kawaguchi, 1993; Koos and Tepper, 1999). The ionic currents in the fast
spiking interneurons have not been studied in detail, but these cells express a kind
of potassium current with a high threshold and rapid activation and deactivation,
needed for high-frequency sustained firing. These cells do not fire spontaneously in
slices and have relatively linear responses to current over the voltage range between
the resting membrane potential and spike threshold (Fig. 9.13). With stimuli just
above threshold, they fire intermittently (Fig. 9.13) and sometimes in short episodes,
interrupted with periods of silence.

Fig. 9.13. Fast-spiking interneuron. A: Intracellularly stained fast-spiking neuron filled with bio-
cytin in vivo. [Contributed by Ed Stern.] The region around the soma and dendritic tree are
crowded with fine axonal branches. B: Responses of a fast-spiking neuron to current pulses,
showing the relatively linear current-voltage relationship. C: Response to a large current pulse
showing high-frequency firing with little spike-frequency adaptation. [Modified from Bennett
and Wilson, 1998K]
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GABA/SOM/NO Interneurons. The interneurons containing GABA and SOM, NO, and
neuropeptide Y have been resistant to physiological study in slices because they are
difficult to identify by their somatic appearance. In the most thorough report on these
cells, Kawaguchi (1993) used immunocytochemical identification of the neurons after
intracellular staining. These cells exhibited powerful postinhibitory rebounds that were
self-sustaining. That is, after a prolonged inhibition, the rebound depolarizations and
associated firing of the cells could long outlast the stimulus.

SYNAPTIC ACTIONS

INPUT FIBERS

A variety of evidence indicates that the neurotransmitter in the corticostriatal pathway
is glutamate (e.g., McGeer et al., 1977). The thalamostriatal pathway is less clear but
is likely to be glutamate as well, because virtually all excitatory responses evoked in
spiny neurons by local stimulation are abolished by application of excitatory amino
acid receptor blockers (Jiang and North, 1991, Kita, 1996). The nigrostriatal projec-
tion is almost entirely dopaminergic, and the input from the raphe contains serotonin.

Because the neostriatum is a central structure, several synaptic relays removed from
the direct sensory input pathways, it is not possible to analyze its synaptic actions by
natural stimulation, as in so many other regions considered in this book. Analysis of
synaptic actions therefore must rely on activation of neostriatal input and output path-
ways by electrical stimulation. We shall summarize the evidence for the main types of
excitatory and inhibitory actions that control the activity of the striatal neurons as re-
vealed by this experimental approach.

ACTIONS OF CORTICAL AND THALAMIC INPUTS

Stimulation of the cerebral cortex in intact animals sets up a synchronous volley of im-
pulses in a subset of the corticostriatal axons, which evokes large-amplitude EPSPs in
the spiny neurons of the neostriatum (e.g., Wilson, 1986). The latency of this EPSP
matches that of the fastest corticostriatal axons and shows a constant latency despite
changes in stimulus intensity or frequency, as expected for a monosynaptic EPSP. The
behavior of this EPSP suggests that it represents the action of many synapses, each of
whose effect at the soma is very weak. Its amplitude is finely graded with stimulus in-
tensity. That is, very small changes in stimulus intensity produce correspondingly small
changes in EPSP amplitude. Likewise, the EPSP shows no minimal threshold ampli-
tude. Thus the synaptic potential components contributed by individual axons are too
small to detect in a conventional intracellular recording, and the EPSP that is recorded
must be composed of many such small EPSPs.

This initial EPSP is followed by a long-lasting hyperpolarization and, upon its ter-
mination, by a period of depolarization and increased synaptic conductance. These com-
ponents of the response are illustrated in Fig. 9.14Aa. Among these late components
of the response we should find the effects of recurrent collaterals of the spiny neurons
that fired action potentials in response to the initial EPSP and the effects of interneu-
rons excited by the stimulus.

Stimulation of the thalamus in intact animals produces effects that are very similar
to those of cortical stimulation (e.g., Wilson et al., 1983a). It is important to note in
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Fig. 9.14. Synaptic potentials evoked in spiny neurons by stimulation of the cerebral cortex and
the thalamus, and their interpretation. A: Synaptic potentials in three different preparations. The
trace shown in a shows the response evoked by stimulation of the cortex or thalamus (the re-
sponse is the same for either site) in an intact animal. There is an initial large EPSP, which can
trigger an action potential, followed by a long period of membrane hyperpolarization and inhi-
bition of synaptic responses. This period is followed by a period of rebound excitation. The trace
labeled (b) shows the response evoked by local stimulation in neostriatal slices, part of which is
probably due to stimulation of cortical and thalamic afferents. The trace labeled (c) shows the
response to cortical or thalamic stimulation in an animal in which the polysynaptic pathways
shown in B have been interrupted experimentally. B: A diagram showing some of the synaptic
connections between the cerebral cortex, thalamus, and neostriatum that contribute to the long-
lasting inhibition and rebound excitation observed in spiny neostriatal neurons after cortical or
thalamic stimulation. Typical responses of a cortical, striatal, and thalamic neuron upon stimu-
lation of the thalamus are illustrated at the right. Stimulation of the cortex produces similar re-
sponses, due to activation of the same circuits.

such experiments that when stimulating one area, we are often engaging the activ-
ity of many structures indirectly. This is illustrated for the thalamo-cortico-striatal
system in Fig. 9.14B. One cannot stimulate thalamostriatal cells without also stim-
ulating thalamic neurons that project to cortex, and the stimulation of these thala-
mocortical fibers has profound effects on cortical activity. Also, some cortical
neurons projecting to the thalamus are stimulated antidromically, and their recur-
rent collaterals in the cortex are activated. It is important to attempt to separate these
polysynaptic effects from the direct response to stimulation by experimentally in-
terrupting the polysynaptic pathways. When such experiments are performed, the
cortical and thalamic responses are greatly simplified and display almost identical
EPSPs. Although it is usually assumed that the corticostriatal input is more power-
ful than the thalamic one, there is no indication of this in a comparison of the sizes
of the responses that can be produced by stimulation of the two structures. Their
maximal EPSP amplitudes are approximately equal.
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The results of the experiments described here indicate that the late components of
the responses seen in intact animals are not due to the action of intrastriatal circuits.
If the long-lasting hyperpolarization and late depolarization components of the response
are not due to intrastriatal circuitry, then to what could they be due?

Measurement of the effect of hyperpolarizing and depolarizing currents, and of
conductance changes that accompany the membrane potential change, can help to
provide an answer. The long-lasting hyperpolarization is slightly increased in am-
plitude when the cell is hyperpolarized and decreased with membrane depolariza-
tion. The effect is approximately equal in magnitude to the effect of the same
manipulation on the EPSP. This suggests that the ionic currents responsible for the
long-lasting hyperpolarization resemble those responsible for the EPSP. In addition,
measurement of whole cell input resistance (RN) during the long-lasting hyperpo-
larization shows that the cell has a net increase in resistance during this time. This
measurement is difficult because of the large anomalous rectification of spiny neu-
rons in this voltage range (see later) that has to be compensated out of the analy-
sis. When this is done, the long-lasting hyperpolarization is seen to be accompanied
by a decrease in conductance (increase in the resistance) of the cell. This is what
would be expected if the long-lasting hyperpolarization were a disfacilitation, that
is, the removal of an excitatory input.

This interpretation is strengthened by examination of the behavior of neurons in the
cerebral cortex and thalamus after stimulation of either structure. It has long been known
that stimulation of the thalamus produces an initial excitatory effect in the cerebral cor-
tex, which is followed by a long-lasting inhibitory period. The inhibitory period is it-
self followed by a "rebound" excitation (see Chaps. 8 and 12). A similar pattern of
excitation and inhibition is observed in both the cortex and the thalamus after the ap-
plication of a stimulus to the cortex. This pattern is precisely what is required if the
long-lasting hyperpolarization and subsequent excitatory period in the neostriatum were
due to a removal and subsequent reassertion of tonic excitatory influences from the
cortex and thalamus.

The complexity of the response observed in the in vivo preparation suggests that it
would be useful to carry out further analysis in a simplified preparation, such as slices
of neostriatum. Such experiments have not usually been performed using cortical stim-
ulation because it is difficult to get any significant piece of the corticostriatal pathway
intact in a slice. They have instead used intrastriatal stimulation or stimulation of the
subcortical white matter. Because of the nature of current spread from stimulation sites,
these two kinds of stimulation are probably the same thing. They stimulate not only
the corticostriatal fibers but also all afferent fibers, the axons of spiny neurons, and
striatal interneurons. Nonetheless, the response to this kind of stimulation is very in-
formative. As shown in Fig. 9.14Ab, excitatory inputs in vitro never produce the pro-
nounced long-lasting inhibition or rebound excitation seen in the intact animal. Instead,
the EPSP, which looks similar to that observed in vivo, is followed by only a small and
short-lasting IPSP. Similar results have been obtained using cortical stimulation in a
slice prepared to maintain the integrity of a portion of the corticostriatal projection
(Kawaguchi et al., 1989). The IPSP component seen after cortical or local stimulation
in slices probably is not due to recurrent axon collaterals of the spiny neurons but rather
to inhibitory interneurons excited by the stimulus (Kita, 1993).
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The short-duration monosynaptic component of the corticostriatal EPSP to a single
stimulus is mediated by glutamate, and primarily by glutamate acting at non-NMDA
receptors (e.g., Calabresi et al., 1996; Kita, 1996). However, neostriatal spiny neurons
possess NMDA receptors in abundance, but in most experimental preparations their
contribution to evoked EPSPs is prevented by the voltage-dependent magnesium block
of the NMDA ion channel. When spiny neurons are depolarized by passage of trans-
membrane current or the block is relieved by removal of extracellular magnesium or
the stimulus is repeated at high frequencies, an NMDA component of the EPSP is read-
ily demonstrated (Kita, 1996).

SYNAPTIC PLASTICITY

Like most glutamate-mediated synapses, those on neostriatal spiny neurons can un-
dergo long-lasting changes in effectiveness after tetanic stimulation. Tetanic local stim-
ulation in striatal slices under experimental conditions that minimize NMDA receptor
activation lead to long-term depression (LTD) of glutamatergic synaptic transmission.
The same stimulation, applied in the absence of extracellular Mg2+, so that the block
of NMDA receptors is removed, will give rise to long-term potentiation (LTP) (Cal-
abresi et al., 1992b). Because reliable induction of LTP in slices often requires un-
physiologically low extracellular Mg2+, it might be considered an artifact of the
experimental treatment, but LTP has been observed in vivo using cortical stimulation
at physiological frequencies (Charpier et al., 1999; Reynolds and Wickens, 2000). This
relative ease at inducing LTP in vivo may result from the background of depolarizing
synaptic activity seen in the spiny neurons in vivo. That background activity can de-
polarize the cells to the point of relief of the Mg2+ block of the NMDA channel. Thus
both LTP and LTD should be considered mechanisms present at corticostriatal synapses
under normal conditions. Both LTP and LTD are induced by trains of high-frequency
stimulation, so it is worth asking what might normally determine whether use would
increase or decrease the strength of glutamate synapses on spiny neurons. This has been
a very fruitful line of research, and it has revealed a complex dependency on striatal
neuromodulators.

The neuromodulatory conditions important for induction of LTP and LTD are shown
in Fig. 9.15. Induction of LTD in the striatum depends upon the presence of dopamine,
being prevented by blockade of either Dl or D2 receptors (Calabresi et al., 1992a). In
addition, LTD requires activation of group I metabotropic glutamate receptors (Sung
et al., 2001). AMPA receptor activation is not necessary, but depolarization is required,
and normally AMPA receptor activation is mainly responsible for the depolarizing syn-
aptic potential at striatal glutamatergic synapses. The effect of depolarization is prob-
ably to trigger calcium influx through L-type channels, as LTD induction is also
prevented by L-type calcium channel blockers (Choi and Lovinger, 1997). Finally,
it is prevented by the inhibition of nitric oxide synthesis or by inhibition of soluble
guanylyl cyclase, a cGMP-synthesizing enzyme whose activation is promoted by NO
(Calabresi et al., 1999a). Thus LTD requires a large number of conditions for its in-
duction in the striatum, including dopaminergic activation, release of NO (presumably
by the GABA/SOM/NO interneurons), postsynaptic depolarization and activation of
L-channels, and release of glutamate by axons to act at metabotropic glutamate re-
ceptors. Once established, LTD reduces the probability of release of glutamate by pre-
synaptic terminals on the spiny neuron (Choi and Lovinger, 1997).



Chapter 9. Basal Ganglia 395

Fig. 9.15. Conditions for induction of LTD and LTP in striatal spiny neurons. The postsynaptic
spiny neuron is represented by the dendritic spine, upon which a modifiable glutamatergic synapse
is made. For repetitive stimulation of the synapse to induce LTD, depolarization and calcium en-
try through L-type Ca2+ channels are required and occur via activation of AMPA receptors. In
addition, glutamate activation of metabotropic glutamate receptors and dopaminergic activation
of both Dl and D2 receptors are required, as is release of nitric oxide. Similar stimulation can
produce LTP if it is accompanied by activation of NMDA receptors and activation of ml acetyl-
choline receptors. Dl, but not D2, dopaminergic activation is required for LTP induction.

LTP of glutamatergic synapses on spiny neurons likewise requires much more than
simply conjunction of presynaptic and postsynaptic activity and NMDA receptor acti-
vation, although those are necessary. Release of dopamine is also necessary, although
only Dl receptors are apparently involved (Kerr and Wickens, 2001). Although NO re-
lease from interneurons is not involved, acetylcholine acting on ml muscarinic recep-
tors is required for induction of LTP (Calabresi, 1999b). LTP induction is favored when
dopamine is applied directly to the cell under study at the time of tetanic stimulation,
even under conditions that would otherwise produce LTD instead (Wickens et al., 1996).

It is important to recognize that the sites of action of some of the modulators are not
known. It is tempting to assume that the dopamine and ml-acetylcholine receptors in-
volved are on dendritic spines of the spiny cells, but this has not yet been established
and there are other possibilities.

These results highlight the conditional nature of synaptic plasticity on the striatal
neuron. Synaptic connections from excitatory inputs are not simply strengthened or
weakened according to their ability to evoke action potentials in the spiny cells. The
determination of which synapses are made stronger and weaker also depends upon the
timing of dopamine release and on the activity of striatal interneurons at the time of
their activation. It also helps us to understand the function of neuromodulators in the
striatum. Dopamine, NO, and acetylcholine are all released in the striatum at synapses
on the spiny neuron but do not evoke synaptic potentials there (see later). The role of
these substances in creating the context for synaptic plasticity may help to explain their
presence in striatal neurons and synapses on spiny cells. The dependence of both LTP
and LTD on dopamine emphasizes the importance of that substance in synaptic plas-
ticity in the striatum.
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It should also be noted that the glutamate synapses undergoing LTD and LTP in
the experiments described earlier may arise from more than one source. Most au-
thors have claimed to be studying plasticity of corticostriatal synapses but have used
stimuli that would excite activity in more than one afferent pathway. Many experi-
ments have employed local stimulation in the striatum, which of course directly stim-
ulates every kind of element in the tissue. However, stimuli placed in the white matter
overlying the striatum, and even in the cerebral cortex itself, will not evoke specifi-
cally corticostriatal responses. Thalamic axons that make up the thalamostriatal path-
way often also make large arborizations in the cortex, and the stimulation of their
synapses is included in all studies of plasticity at glutamatergic synapses. Likewise,
it should be kept in mind that in electrical stimulation experiments, cholinergic neu-
rons and other interneurons, and dopaminergic axons, are almost always excited by
the stimulus used to evoke glutamatergic responses. This can happen simply because
they are included within the (usually unknown) region of action of the electrical stim-
ulus or because they are stimulated synaptically by some axon that is directly stim-
ulated. Under more natural conditions of stimulation, some kinds of interneurons may
be activated while others are not, so the balance of neuromodulators responsible for
LTP and LTD may be sculpted in subtle ways to build up the strength of some synapses
while reducing that of others.

Cortical and Thalamic Inputs to Striatal Interneurons. Although most of the synapses
formed by cortical and thalamic axons are on spiny neurons, most interneurons receive
synapses from afferent fibers. The physiological effects of these inputs are of increas-
ing interest because of the roles of interneurons in synaptic plasticity in the striatum,
as well as for their classic role in the circuit.

Giant aspiny cholinergic cells are directly excited by cortical and thalamic stimula-
tion (Wilson et al., 1990) and fast EPSCs in response to local stimulation in slices
(Kawaguchi, 1993; Bennett and Wilson, 1998). These cells exhibit simple EPSPs, with
fast rise times and little or no late response components. The maximal amplitudes of
the EPSPs are much smaller than they are for the spiny neurons (see later). It is pos-
sible, however, to detect discrete components in the EPSPs in these neurons, especially
with low-intensity stimuli. Thus the EPSPs evoked in the aspiny neurons appear to con-
sist of the action of fewer axons than those in the spiny neurons, with each synaptic
contact creating a larger EPSP as observed from the soma. These properties are con-
sistent with there being relatively fewer excitatory afferent synapses on these neurons
and (for thalamic inputs) their placement on relatively proximal dendritic shafts and
even somata.

In vivo intracellular recordings of the responses of a cell that is probably the
GABA/parvalbumin neuron have been reported by Kita (1993). These cells responded
to cortical stimulation with a very powerful EPSP that gave rise to a burst of action
potentials. In slices, GABA/parvalbumin neurons respond with an EPSP capable of
evoking one or a burst of action potentials (Kawaguchi, 1993).

Synaptic activation of the SOM/NOS neurons by local stimulation in slices can trig-
ger a regenerative calcium-dependent low-threshold response (LTS), which can develop
into a self-sustained plateau potential, greatly out-lasting the synaptic conductance.
During the plateau potential, the cells are capable of generating repetitive fast action
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potentials. Thus, unlike any of the other neostriatal cells, these neurons have the ca-
pacity to set up a long-lasting response to relatively brief synaptic inputs (Kawaguchi,
1993).

ACTIONS OF SUBSTANTIA NIGRA INPUTS

Responses of spiny neurons to stimulation of the nigrostriatal afferents have been dif-
ficult to characterize. The nigrostriatal fibers are notoriously resistant to electrical stim-
ulation, and they lie very close to other fiber systems that can produce large excitatory
responses in the neostriatum (e.g., cortical efferent fibers in the cerebral peduncle and
internal capsule). Simple stimulation of the nigrostriatal pathway therefore produces
results that are difficult to interpret.

Early studies employing stimulation of substantia nigra yielded mixed results. In ex-
tracellular recordings, both excitatory and inhibitory responses were observed. It was
difficult to prove in these studies that the responses observed in extracellular record-
ing experiments were really due to the direct effect of the nigrostriatal axons rather
than indirect polysynaptic pathways within the neostriatum and between the neostria-
tum and related structures. Intracellular recordings were more consistent in showing
excitation (see review in Kitai, 1981). Intracellular recordings provide a more direct
measurement of the effect of stimulation, because they allow visualization of sub-
threshold responses and a more direct view of the response to synaptic activation. The
latency of the responses is also more accurately measured, because the synaptic re-
sponses are directly visible rather than inferred from the latency of action potentials
that may follow them by a variable additional delay. In these ways the results of the
intracellular recording experiments were more reliable, but when the antidromic con-
duction time of nigrostriatal neurons was measured, it was discovered to be much longer
than the latency of the EPSP observed in striatal neurons after stimulation of the sub-
stantia nigra. Further analysis of the EPSPs observed in the intracellular recordings of
nigrostriatal responses revealed that a large proportion of these were actually due to
activation of fibers of passage (Wilson et al., 1982). This is shown schematically in
Fig. 9.16A and B. Stimulation of the substantia nigra excites cortical axons passing
through and near that region. Some of these give off collaterals in the striatum, pro-
ducing a monosynaptic excitation when excited, and they can also excite other corti-
costriatal neurons, giving rise to a polysynaptic excitation of the neostriatal neurons.
The polysynaptic excitation is removed if the cortex is removed acutely, but the direct
axon collateral remains. Thus one can get a very simple monosynaptic response in the
neostriatum upon substantia nigra stimulation in the acutely decorticate animal, but it
is caused by corticostriatal, rather than nigrostriatal, axons. Chronic decortication, al-
lowing several days for all cortical axons to degenerate, allows stimulation of the ni-
grostriatal axons without the complication of cortical axons. Under these conditions
(Fig. 9.16Cc), usually no clear synaptic response is seen. Thus a synaptic response due
purely to the nigrostriatal pathway is difficult to demonstrate in an unambiguous way,
even after removal of the confounding fibers of passage.

In parallel with these efforts to understand the nigrostriatal input, other investigators
were performing experiments using iontophoretic application of dopamine and dopa-
mine agonists to neostriatal neurons in vivo. These likewise produced mixed results. In
most experiments, changes in firing rate due to dopamine application were recorded
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Fig. 9.16. Synaptic potentials evoked in spiny neurons by stimulation of the substantia nigra. A:
Synaptic potentials in three different preparations. The trace in (a) shows the response evoked
in intact animals, which resembles the response to cortical or thalamic stimulation. Immediately
after removal or deactivation of cortical polysynaptic circuits, substantia nigra stimulation no
longer evokes the late components of the response. After loss of cortical axons by degeneration
after chronic cortical lesions, no reliable PSP response to substantia nigra stimulation is seen.
B: The arrangement of cortical axons explains the responses in B. Substantia nigra stimulation
evokes a monosynaptic excitation via axon collaterals of cortical neurons projecting to the brain-
stem and inadvertently excited by substantia nigra stimulation. These cells also evoke polysy-
naptic responses via their intracortical connections. The nigrostriatal projection axons, while
present, produce no PSP in the striatal spiny neurons.

extracellularly, and the effect of dopamine on the cell was inferred from the firing rate
changes. In these studies, some neurons increased their firing rate, whereas others de-
creased. In a small number of experiments, the effects of dopamine were observed more
directly by intracellular recording. These experiments (Kitai et al., 1976b; Herrling and
Hull, 1980) usually revealed depolarizations, but they were often accompanied by a
decrease in neuronal excitability and a decrease in firing rate. Understanding such un-
usual responses requires an analysis of the ionic mechanisms underlying them, and this
analysis cannot be performed in the in vivo preparation.

For this reason, studies of the effects of the nigrostriatal input onto neostriatal neu-
rons have become concentrated on the direct application of dopamine or dopaminer-
gic agonists onto striatal neurons in vitro. These studies have not revealed an ionic
conductance in spiny neurons that can be directly gated by dopamine. Even the D2 re-
ceptor, which in dopaminergic neurons of the substantia nigra can be shown to medi-
ate a fast IPSP due to a potassium conductance increase (Lacey et al., 1987), has no
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such direct effects on spiny neurons (of the indirect pathway), which possess the D2
receptor. Instead, dopamine receptors, like muscarinic receptors on spiny neurons, act
indirectly by altering the voltage-gated ion channels that are responsible for action po-
tentials and for the dendritic properties of the cells. These effects do not lead to fast
changes in membrane potential (hence the absence of PSPs in response to substantia
nigra stimulation), and they are often not easily categorized as either excitatory or in-
hibitory. For example, Dl receptor activation raises the threshold for action potentials
on spiny neurons (of the direct pathway) that possess this receptor by altering the avail-
abilit of sodium channels responsible for action potentials (Surmeier et al., 1992). Be-
cause this will cause the cell to be less likely to fire action potentials, it could be
considered to be a kind of inhibition. Similarly, Dl agonists suppress several P-, N-,
and Q-type high-voltage-activated calcium currents. However, Dl agonists also en-
hance L-type calcium currents and so should have a net excitatory effect (for a review,
see Nicola et al., 2000). D2 receptor agonists can enhance or depress voltage-depen-
dent sodium channels (through different intracellular pathways) and suppress N-, P-,
and Q-type calcium channels (Nicola et al., 2000).

This diversity of effects is quite different from the direct effects of neurotransmit-
ter-gated conductances that are generally thought to be associated with fast synaptic
transmission. Two general points about these neuromodulatory effects of dopamine
should be emphasized. First, the diversity of the neuromodulatory effects of dopamine
produces a computationally rich kind of intercellular communication. There is no re-
quirement that all of the effects of any one dopamine receptor should combine to cre-
ate a simple net increase or decrease in excitability. Instead, this mechanism is capable
of producing conditional changes in excitability that depend upon the presence of an-
other input or the past history of synaptic excitation and inhibition. Second, it should
be noted that this diversity is possible because these effects of dopamine are indirect,
being mediated by intracellular signaling pathways (e.g., cyclic AMP and phospholi-
pase C) that can interact with a variety of ion channels and other molecules, including
the receptors for other neurotransmitters (Nicola et al., 2000).

These effects of dopamine on striatal spiny neurons are not consistent with the of-
ten-stated view that dopamine excites direct pathway spiny neurons via Dl receptors
and inhibits indirect pathway cells via D2 receptors. Although that view of dopamine's
effects seems helpful in explaining some of the behavioral effects of dopamine deple-
tion and Parkinson's disease, it is not supported by studies of dopamine's actions at
the cellular level. Resolution of the views of dopamine action developed at these two
different levels remains a task for the future.

Dopaminergic synapses are also formed on striatal interneurons. The inhibitory ef-
fects of dopamine on acetylcholine turnover in the striatum have been studied for
decades. More recent studies have shown that the inhibitory effect of dopamine on
acetylcholine release is mediated by D2 receptors (see Abercrombie and DeBoer, 1997).
D2 receptors may exert their effects on cholinergic neurons by means of modulation
of high-voltage-activated calcium channels, which control the release of acetylcholine
at the axon terminals (Yan and Surmeier, 1996). In addition to D2 receptors, choliner-
gic neurons express a Dl-class receptor that has been reported to cause slow depolar-
izations of the cholinergic cell (Aosaki et al., 1998). The Dl class receptor has been
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suggested to affect spike afterhyperpolarizations in cholinergic cells (Bennett and
Wilson, 1998). Dopamine also affects the excitability of cholinergic neurons by alter-
ing the effectiveness of synaptic inhibition, primarily from the GABAergic interneurons
of the striatum.

Dopaminergic axons also make synapses on GABA/parvalbumin fast-spiking neu-
rons, and their effects have been studied indirectly, from changes in inhibition of other
striatal neurons. Dopamine, acting via D2 receptors linked to N-type calcium channels,
reduced the amplitudes of GABAergic IPSCs recorded from cholinergic cells
(Momiyama and Koga, 2000; Pisani et al., 2000). More direct measurements from the
fast-spiking neurons themselves indicate Dl-class receptor-mediated depolarization as-
sociated with a decrease in membrane conductance (Bracci et al., 2002). Fast spiking
neurons inhibit each other, and that inhibition is also reduced by the Dl-mediated
mechanism described for their effects on cholinergic interneurons. This suggests that
the effect on GABA/parvalbumin cell-mediated inhibition via N-type calcium current
modulation may be located at the axon terminals of the GABAergic interneurons.

INTRINSIC CONNECTIONS

Spiny Neuron. The neurotransmitter of the spiny neuron has long been believed to be
GABA. At their target neurons in the substantia nigra and GP, the spiny neurons have
a powerful inhibitory effect, mediated by GABA acting mainly at GABAA receptors
(e.g., Precht and Yoshida, 1971). By analogy, it has long been assumed that the spiny
neurons powerfully inhibit each other. A large proportion of the synapses made by the
collaterals of spiny neurons is made on dendritic spines or can otherwise be identified
as having a spiny neuron as the postsynaptic element (Wilson and Groves, 1980; Yung
et al., 1996). Thus the network of the spiny neurons and their recurrent collaterals has
the appearance of a mutually inhibitory network of principal neurons, and many in-
fluential theories of the neostriatum have been based upon the assumption that the spiny
cells exert a powerful mutual inhibition.

It was thus surprising when attempts to demonstrate a powerful mutual inhibition
among spiny neurons failed (Jaeger et al., 1994). This test used two different tech-
niques. In the first, spiny neurons were antidromically activated, by electrical stimula-
tion of either the substantia nigra or the GPe. The stimulation was set near the threshold
for antidromic action potential generation for a single neuron recorded intracellularly.
This means that there was an antidromic action potential in response to the stimulus
about half of the time, and about half of the time the stimulus failed to evoke an an-
tidromic action potential. Under these circumstances, it is expected that about half of
the spiny neurons are antidromically activated in response to any stimulus presenta-
tion. Even on the trials in which there was no antidromic activation of the recorded
neuron, about half of the neighboring spiny neurons can be expected to respond to the
stimulus. If the spiny neurons strongly inhibited their neighbors, a powerful (half-
maximal) IPSP should be generated in the recorded neuron in response to this stimu-
lus, even upon those stimulus presentations in which there was no antidromic action
potential to mask the synaptic response. This is the method that was used to demon-
strate the powerful Renshaw inhibition of motoneurons in the spinal cord (see Chap. 3).
When used in the neostriatum, no IPSP could be detected. In the second method, pairs
of nearby spiny neurons were recorded intracellularly in slices. In no case could
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action potentials generated in one of the neurons by the injection of depolarizing cur-
rent produce any detectable synaptic potential in the other spiny cell.

These experiments do not rule out synaptic inhibition among spiny neurons. In fact,
a weak IPSP evoked by action potentials in nearby spiny neurons has been detected,
using paired recording in slices but averaging hundreds of trials to reveal the small ef-
fect of the spiny neurons on each other (Tunstall et al., 2002). These results point out
a weakness in qualitative approaches to the study of synaptic circuitry. Because synapses
could be observed to occur among spiny neurons and because the axon collaterals of
spiny neurons are a prominent feature of their morphology, it was assumed that mu-
tual inhibition was much stronger than it proved to be. Nothing in the morphological
literature allowed an estimate of the number of synapses formed by a spiny neuron
upon its neighbors, and even now there is no quantitative estimate of the connectivity
of spiny neurons. However, despite these negative results, GABAergic inhibition is
demonstrable in the neostriatum, and the weakness of feedback inhibition via the out-
put neurons has drawn attention to the role of feedforward interneurons.

Interneurons. With the exception of the cholinergic interneuron, all of the well-
studied interneurons in the neostriatum contain GABA and presumably release it as
a synaptic neurotransmitter. Like the subtypes of spiny neurons, the various in-
terneuron subtypes can be distinguished by the presence or absence of peptides also
believed to be involved in neurotransmission. One class of aspiny interneurons that
has not been shown to contain any co-transmitter is the GABA/parvalbumin neuron.
These neurons are easily distinguished from the spiny cells by their especially high
concentration of GABA, which causes them to stand out from other GABAergic neu-
rons in immunocytochemical studies (Bolam et al., 1983), and their content of the
calcium-buffering protein parvalbumin (Cowan et al., 1990; Kita et al., 1990). Par-
valbumin is present in some, but not all, classes of GABAergic neurons in various
parts of the brain, including the cerebral cortex, hippocampus, and thalamus. In the
basal ganglia, it is found in the GABAergic principal cells of the substantia nigra
and GP, as well as in the strongly GABA-positive aspiny interneurons in the neo-
striatum. In all cases, it appears to be concentrated in cells that are capable of main-
taining high rates of firing.

The GABA/parvalbumin interneurons receive powerful excitation from the cerebral
cortex (Kita, 1993). Paired recording studies by Koos and Tepper (1999) allowed direct
visualization of the IPSPs generated in spiny projection neurons by these cells. Single
action potentials in a single interneuron produced large IPSPs in 25% of projection neu-
rons located within 250 yam of the interneuron and were strong enough to delay action
potential generation in a spiny cell made to fire repetitively by current injection. The
IPSPs were mediated by GABAA receptors. The dendritic and axonal fields of these
neurons are compact, but the presence of gap junctions connecting these neurons to-
gether suggests the possibility that the inhibitory effects of these cells may spread over
a wider area than that of the excitation. Koos and Tepper (1999) were able to directly
demonstrate the electrical connections between fast-spiking interneurons in paired
recordings. As already described, these interneurons also make synapses with each other
and with cholinergic interneurons. Much of the inhibition observed in the aftermath of
cortical excitation in the neostriatum is probably attributable to these neurons.
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The SOM/NOS interneuron likewise contains (and presumably releases) GABA, but
unlike the GABA/parvalbumin neuron, its soma does not stain heavily for GABA or
its synthetic enzyme, GAD. This neuron has been thought not to be GABAergic, in
fact, which set it apart from similar neurons in the cerebral cortex and hippocampus
that were known to contain GABA as well as SOM. After treatment of the neostria-
tum with colchicine, which blocks axonal transport, SOM-containing striatal interneu-
rons were shown to become GABA and GAD positive, suggesting that these substances
may not be present in the soma and dendrites because they are efficiently transported
into the axons of the cells (Kubota et al., 1993). However, the possibility that this treat-
ment was actually inducing expression of GAD could not be eliminated. Subsequently,
electron microscopic immunocytochemical studies of the axon terminals of these neu-
rons have shown that they contain GABA as well as SOM in the absence of any colchicine
treatment (Kawaguchi et al., 1995). These cells probably represent another GABAergic
interneuron in the neostriatum. These cells also release SOM, neuropeptide Y, and NO.
The effects of these substances on striatal neurons can be expected to attract intense
study in the next few years. NO, which can diffuse across cell membranes, has already
been shown to have profound effects on the release of glutamate, GABA, acetylcholine,
and dopamine by axons in the neostriatum (Kawaguchi et al., 1995) and is essential for
LTD at glutamatergic synapses in the striatum (see earlier).

Although cholinergic neurons are few in number, their axonal arborizations are
very large and dense, and they provide a very rich cholinergic innervation to the
neostriatum. This is another good example of the error that is committed if we judge
the importance of a cell type purely by its number. The cholinergic neurons of the
neostriatum and the system of cholinergic synapses that they give rise to in the neos-
triatal neuropil are known to exert a powerful influence on the firing of the spiny
neurons and the final output of the neostriatum. Pharmacological treatments
for many human disorders, including Huntington's disease, Parkinson's disease, and
even schizophrenia, often rely upon manipulation of transmission at cholinergic
synapses in the neostriatum.

Multiple acetylcholine receptors are known to exist in the neostriatum. Nicotinic re-
ceptors are located primarily on the axons of dopaminergic inputs to the striatum and
on the GABA/parvalbumin fast-spiking interneurons. Nicotinic agonists excite these
neurons directly (Koos and Tepper, 2002), presumably at synapses formed by cholin-
ergic interneurons on the axodendritic membrane of the interneuron. At dopaminergic
axons, nicotinic receptors enhance dopamine release (Zhou et al., 2001). In this situa-
tion, the acetylcholine is acting at extrasynaptic receptors, as these axons are not post-
synaptic to cholinergic neurons (Jones et al., 2001).

On spiny neurons, the effects of cholinergic synapses are mediated by muscarinic
receptors with neuromodulatory effects. Like dopaminergic receptors, muscarinic re-
ceptors are categorized into two major classes: the ml and m2 classes. This terminol-
ogy is somewhat confusing, because ml is also the name of one of the ml class receptors
and likewise for the m2 class. The receptors within each class have signaling pathways
in common. The ml class receptors stimulate phospholipase C, whereas m2 class re-
ceptors inhibit adenylate cyclase. Spiny neurons express one of the ml class receptors
(ml itself) and one of the m2 class receptors (m4) (Bernard et al., 1992; Yan et al.,
2001). Although ml receptors are present on nearly all spiny neurons, m2 class re-
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ceptors are common only on cells of the indirect pathway. M2 receptors are especially
enriched on cholinergic interneurons themselves (Thomas et al., 2000).

In spiny neurons in slices, ml receptor activation results in an increase in input re-
sistance and depolarization due to closure of potassium channels open at the normal
resting membrane potentials of these cells (Hsu et al., 1996; Galarraga et al., 1999).
This is a direct effect and not due to changes in tonic synaptic inputs, as it is unaf-
fected by treatment with TTX. The potassium current inhibited in these studies is al-
most certainly the inwardly rectifying one that makes striatal neurons insensitive to
small and unsustained inputs (see earlier), so its blockade, although not a classic trans-
mitter action, will make the cells much less selective and more easily excited. The other
key set of potassium currents governing the subthreshold sensitivity of spiny neurons
is also modulated by muscarinic agonists. Muscarinic stimulation enhances inactiva-
tion of slowly inactivating potassium currents that are critical in determining the po-
tential of the Up state of the striatal neurons (Gabel and Nisenbaum, 1999), and the
inactivating potassium current IAp that is critical in the transition between the Down
and Up state (Adkins et al., 1990).

Muscarinic receptors also mediate effects of ACh on high voltage activate calcium
channels of striatal spiny neurons. Ml receptors inhibit N-, P-, and L-type calcium
channels in spiny cells (Howe and Surmeier, 1995), which may make them less ex-
citable but may also indirectly increase their responsiveness by reducing calcium en-
try, and so the spike afterhyperpolarizations of striatal spiny cells (Pineta et al., 1992).

In addition to these diverse effects on ion channels, acetylcholine increases the re-
sponses of spiny neurons to glutamatergic excitation, specifically by enhancing NMDA
receptor sensitivity (Calabresi et al., 1998) and is important in the mechanism of LTP
at glutamatergic synapses (as already described).

M2 muscarinic mechanisms produce a decrease in synaptic transmission at gluta-
mate and GAB A synapses, due to action of acetylcholine at extrasynaptic receptors on
axon terminals (e.g., Koos and Tepper, 2002).

FUNCTIONAL OPERATIONS

NATURAL FIRING PATTERNS

Neostriatal spiny neurons exhibit a very characteristic firing pattern. Even in unanes-
thetized and behaving animals, the cells are usually silent. Occasionally, the cells fire
a train of several action potentials that lasts from 0.1 to 2.0 sec and then become silent
once again. The train of action potentials is not really stereotyped enough to be called
a burst. The discharge rate during the episode of firing usually does not become greater
than 40/sec, and the cells usually do not fire rhythmically during the episode (sug-
gesting that firing rate is not limited by spike afterpotentials). In behaving animals,
these episodes of firing are sometimes locked to the onset of movements (e.g., De-
Long, 1973; Kimura et al., 1984). An example showing an intracellular recording of a
spiny neuron in an anesthetized rat and the task-related firing of a presumed spiny neu-
ron during a learned movement is shown in Fig. 9.17.

Why are the cells silent so much of the time? The answer to this question evaded
investigators using extracellular recording but was readily obtained when intracellular
recordings in vivo became routinely available. Intracellular recording experiments show
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Fig. 9.17. Representative firing patterns of projection neurons and cholinergic interneurons. In-
tracellular recordings from rats are on the left. On the right are typical data collected during ex-
tracellular recording in awake primates. For each neuron, there is a peri-event time histogram
(top), a spike raster (middle), and measure of the movement. Each line of the raster represents
one trial during the task. The horizontal axis is time, and each dot represents one action poten-
tial in the neuron. Activity to the left of the vertical line marked trigger stimulus is spontaneous
activity of the neuron. The trigger stimulus is the instruction to the animal to move. The phasi-
cally active neurons, which are the spiny cells, show an episode of activity during the task. [From
Kimura, 1990, with permission.] This activity is more closely locked to the time of the move-
ment than to presentation of the trigger stimulus. The dark spots labeled Movement Onset indi-
cate the time of movement onset for each trial. The peri-event histogram represents the cumulative
firing rate across all trials. The low spontaneous activity and episodic nature of the response
match the spontaneous firing pattern of the spiny neuron. The cholinergic neuron (from Aosaki
et al., 1995, with permission), in contrast, shows tonic spontaneous firing due to its pacemaker
properties. Its response during a learned movement usually consists of a pause in firing that is
best aligned to the trigger stimulus rather than to the movement onset. Movement onset is not
shown in the figure. In some cholinergic cells, the pause in firing is preceded by a brief period
of increased firing probability (not shown).

that when spiny neurons do fire, the train of action potentials arises from a prolonged
episode of depolarization (the Up state) accompanied by an increased synaptic noise
(Wilson and Groves, 1981). The depolarizing episodes also show several other reveal-
ing characteristics. They cannot be triggered by depolarizing current pulses; they can-
not be terminated by hyperpolarizing current pulses; and they do not disappear when

The Synaptic Organization of the Brain
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the cell is hyperpolarized below spike threshold by passage of current into the soma.
In anesthetized animals, and perhaps also in waking animals, there must be episodes
of local corticostriatal and thalamostriatal synchrony, that is, correlations in firing of
small converging subsets of corticostriatal and thalamostriatal neurons that may be im-
portant for shaping the firing patterns of the cells.

In vivo intracellular recording experiments have revealed that the membrane potential
achieved during the Up state of the depolarizing episodes is not simply the envelope
of converging synaptic input (Wilson and Kawaguchi, 1996). Blocking depolarization-
activated potassium channels by intracellular injection of cesium caused the membrane
potential during the depolarizing episodes to approach 0 mV (near the reversal poten-
tial for corticostriatal synapses). The membrane potential in the Down state was almost
unaffected. Of course, it was necessary to poison both sodium and calcium currents in
the recorded neuron using intracellularly applied blockers, to prevent action potentials
from interfering with the measurements. These treatments did not prevent the occur-
rence of Up states. In the absence of subthreshold voltage-dependent potassium cur-
rents, it was possible to measure the decrease in input resistance due to synaptic input
during the depolarizing episodes. This showed that the Up state was due to a very pow-
erful synaptic input and that the Down states were periods of little or no synaptic in-
put (either excitation or inhibition). The membrane potential during the Up state is held
below spike threshold (on the average) by the potassium currents generated by synap-
tic excitation, rather than by synaptic inhibition. The mean subthreshold value of the
membrane potential explains why the spiny neurons do not fire rhythmically during
the depolarizations. Action potentials occur due to threshold crossings that occur at un-
predictable times during the depolarizations, and so interspike intervals in the depo-
larized state are highly variable. Still, although the membrane potential achieved and
the firing rate maintained during the episodes of excitation do not accurately reflect
the strength of the synaptic input, the timing and duration of the episodes of excitation
are determined almost totally by the pattern of converging synaptic excitation on the
spiny neurons.

Most neostriatal neurons are spiny cells, and nearly all recordings of single neurons
that are obtained from the neostriatum are from spiny cells. It is therefore not always
necessary to obtain anatomical verification of the cell type associated with responses
that are common to most neurons. On the other hand, identification of firing patterns
and synaptic responses of interneurons requires intracellular staining for the determi-
nation of cell type. The firing patterns of cholinergic neurons have been studied in anes-
thetized animals and slices using intracellular recording (Wilson et al., 1990; Bennett
et al., 2000) and using extracellular recording in awake behaving animals (e.g., Aosaki
et al., 1995). They are pacemaker cells that fire sometimes regularly, sometimes irreg-
ularly, with average rates less than 20 Hz. Synaptic potentials superimposed on the
pacemaker activity act by perturbing the pacemaker mechanism, rather than by sum-
ming to cause a spike threshold crossing, as in more linear neurons (e.g., Bennett and
Wilson, 1998). In extracellular recordings from the motor regions of the striatum of
behaving monkeys, neurons with firing patterns like that of the giant aspiny neuron
have been reported to show a unique kind of response during execution of learned
movements. Unlike the spiny neurons, which fire in relation to execution of the move-
ment, tonically firing neurons fire in relation to the sensory cue that triggers the move-
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ment (Kimura et al., 1984). This is not to say that the tonically active neurons are sen-
sory cells. They do not respond to the same stimulus when it is not a signal for initi-
ation of a movement, and the responses of these cells develop gradually during the
acquisition of a learned movement (Graybiel et al., 1994). This firing pattern is also
largely determined by the membrane properties of the neuron. Cholinergic neurons
have resting membrane potentials (in the absence of input) within a few millivolts of
the action potential threshold (Jiang and North, 1991; Kawaguchi, 1992). The firing
pattern of a cholinergic interneuron and the firing of a tonically active neuron during
a learned movement are shown in Fig. 9.17.

Data on the firing patterns of the other interneurons in vivo are sparse. In slices, the
GABA/parvalbumin interneuron has been shown to fire short-duration action poten-
tials, to have powerful but short-lasting spike afterhyperpolarizations, and to fire at high
frequencies with little spike frequency adaptation in response to depolarization
(Kawaguchi, 1993). The other interneuron, the SOM/NOS neuron, has not been stud-
ied in vivo. The identification of these cells in in vivo recordings and the description
of their natural firing patterns, especially in behaving animals, are challenges for fu-
ture work.

The end result of activity in the neostriatum must be expressed as a change in the
activity of neurons in the GP and substantia nigra that receive an input from the neo-
striatum. Although the spiny neurons contain many peptides and other substances, phys-
iological studies indicate that the primary fast effect of activity in spiny neurons is a
GABAergic inhibition of the target cells. The cells in GP and in SNr that are the tar-
get of this inhibition have very high rates of tonic activity. These cells are also pace-
makers and usually fire rhythmically at a rate determined primarily by their own
membrane characteristics (Nakanishi et al., 1991; Nambu and Llinas, 1994; Cooper
and Stanford, 2000). They are driven by pacemaker cells in the subthalamic nucleus
(Bevan and Wilson, 1999), so the neurons of the output nuclei are almost all sponta-
neously active pacemakers that can maintain an output of the basal ganglia, even in the
absence of any input from the cortex or thalamus (Terman et al., 2002).

COMPLEX INTEGRATIVE TASKS

In the past two decades, our understanding even of difficult regions of the brain like
the striatum has increased enormously. Research on the anatomical, physiological, and
pharmacological details of the operation of the basal ganglia has led to new concepts
of their function, not only in disease but also in the healthy brain. One idea that arose
from anatomical considerations, and which may be obvious to the reader, is that the
basal ganglia is part of a loop that supports thalamocortical interactions by positive
feedback. This idea is based on the disinhibition hypothesis advanced by Deniau and
Chevalier (1985). It was already embedded in the influential review by Penney and
Young (1983) and has been elaborated by anatomical studies of parallel pathways
through the striatum forming separate loops for various functionally distinguished cor-
tical systems (Alexander et al., 1986). The basis of the idea as currently advanced is
that striatal neurons are detectors of specific distributed patterns of cortical activity that
represent candidate movements, goals, strategies, or interpretations of sensory patterns
(e.g., Graybiel, 1998). As seen from the study of their cellular properties (see earlier),
striatal spiny neurons fire rarely, and an episode of firing in those neurons signals con-
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vergent input of many cells distributed in a variety of distant but functionally related
regions of the cortex and thalamus. When a group of striatal neurons projecting to the
same cells in the GP and substantia nigra undergo an episode of firing, they should in-
hibit the pallidal cells to which they project. Pallidal and nigral basal ganglia output
neurons fire spontaneously at high rates, so the result of activity in the striatum is ex-
pected to be a pause in the otherwise constant inhibition exerted in the thalamus by
these cells. The net effect (in this hypothetical scheme) is cortico-striato-pallido-
thalamic disinhibition. When the striatal cells fire, they release some thalamocortical
interaction from inhibition. These ideas have emerged from the bottom up. That is, they
arise from the study of the anatomy and physiology of the neurons and circuits with-
out any a priori knowledge of the psychological functions of the basal ganglia. They
present an image of the corticobasal ganglia-thalamic loop as a kind of filter, in which
the basal ganglia identify some cellular activity patterns in the cortex and release some
other (or the same) pattern of activity in the cortex via the thalamus.

The problem with testing this idea is that one does not know the specific nature of
the pattern of activity in the corticostriatal pathway, or the thalamocortical pattern that
it releases. Must we know how the thalamocortical system works in detail before we
can understand the function of the basal ganglia? Perhaps not, as another output of the
basal ganglia, to the superior colliculus, is analogous in nearly every way but controls
a different pathway whose function is much better understood. The superior colliculus
is a central point of integration of signals from the retina, cerebral cortex, and brain-
stem pathways that have information about the position of the head and eyes relative
to visual stimuli. The main pathway for generating eye movements does not involve
the basal ganglia. Basal ganglia output neurons in the SNr exert a tonic inhibition on
the neurons of the deep layers of the superior colliculus that carry the output of the
that structure to the cells that perform eye movements. When the substantia nigra cells
pause, it does not cause an eye movement, but it favors movement of the eyes to the
particular target associated with the disinhibited neurons (Hikosaka et al., 2000). Stud-
ies of the activity of neurons projecting from the substantia nigra to the superior col-
liculus have shown those cells acquire both increases and decreases in activity during
various phases of eye movement as predicted by the disinhibition hypothesis.

What kinds of patterns are identified by the basal ganglia, and what does it con-
tribute to eye movements or anything else? The convergence of cortical and thalamic
inputs from widespread areas in a pattern based upon functional similarity rather than
spatial proximity suggests that the striatum is looking for the convergence of poly-
sensory, motor, and cognitive streams of processing. How do these get associated in
the striatum? Perhaps the striatum is a kind of adaptive neural network, which associ-
ates streams of processing all over the cortex, and uses a learning rule of some kind to
form the associations. If it followed a simple Hebb associative learning rule, as has
been proposed for the hippocampus (see Chap. 11), then patterns of cortical neurons
would come to be encoded by the striatum according to how often they occurred. The
statistical structure of cortical patterns would be represented in the striatum. This might
allow a more efficient receding of the cortical pattern, but it would not really add any-
thing, and it is hard to understand why that would be useful as feedback to enhance
activity in the cortex. A breakthrough in our understanding of the nature of the asso-
ciations that might form in the striatum occurred with the combination of two discov-
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cries. One was the discovery that LTP and LTD in the striatum were dependent upon
dopamine (as already described). The second was the discovery that dopaminergic neu-
rons fire in a very special way during learning.

Early studies of dopaminergic neuron firing in animals during performance of learned
tasks suggested that firing of those cells was not closely related to any phase of a
learned task. This was disappointing, because direct stimulation of the dopaminergic
pathway acts as a powerful reinforcer of behavior, so it seemed possible that they may
play an important role in operant behavior (see review in Berridge and Robinson, 1998).
However, experiments that followed the responses of dopaminergic cells throughout
the learning process produced a very different result. The fundamental discovery, made
in the laboratory of Wolfram Schultz (for a review, see Schultz, 1998), is that dopa-
minergic neurons fire in response to the resolution of uncertainty about the prospects
for reward. That is, they fire at the moment when the animal recognizes the opportu-
nity to begin a behavioral sequence that will end with a reward. Experimental exami-
nation of these responses of the dopaminergic neuron showed that they were encoding
a kind of error signal, representing a change in expectation of reward. Examples of ex-
perimental data from Schultz and his collaborators are shown in Fig. 9.18. For exam-

Fig. 9.18. Reward-prediction-related responses of dopaminergic neurons. A: Histograms of re-
sponses of a single dopaminergic neuron collected across a set of trials. When a rewarding stim-
ulus is presented unpredictably (in the absence of a predictive conditioned stimulus), the cell
responds with a brief increase in firing rate. When the rewarding stimulus has been paired with
presentation of a CS, the dopaminergic neuron fires in relation to the reward predictor, and not
to the subsequent reward. If the reward is withheld unexpectedly, the dopaminergic neuron re-
sponds to the CS, and a pause occurs at the moment when the reward was expected to occur.
[Reproduced from Schultz et al., 1997, with permission.] B: Transfer of the dopamine cell's re-
sponse to an earlier predictor. In this figure, the histograms are represent the collective responses
of a sample of neurons (indicated by n). Presentation of a light that has not yet been paired to
a reward evokes no response from dopaminergic cells, but the cells do respond to the unexpected
reward (no task). A trigger stimulus that has been paired with the reward acquires the response
of the dopaminergic cells, and its presence as a predictor suppresses the response to the reward
(task 1). Subsequently, repeated presentation of the light before the trigger stimulus and reward
causes the light to acquire the response, and the previous CS becomes ineffective. The dopamine
cells' response occurs to the earliest stimulus that is a reliable predictor of the reward. [From
Schultz et al., 1995, with permission.]
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pie, an unexpected reward is a good stimulus for dopaminergic neurons and will elicit
a brief period of higher-than-normal firing rate. The absence of a reward at the time
one was expected (e.g., an unrewarded trial in a learned behavioral task that normally
ends with reward) results in a pause in the ongoing pacemaker activity of the dopami-
nergic neuron (Fig. 9.18A). This sounds a lot like simply a neural representation of re-
ward, until one notices that if the reward was expected (e.g., at the end of a rewarded
trial in a learned task that normally ends in reward), there is no response from the do-
paminergic cell. Sometime between the first trial during learning (when the reward was
unexpected and the subject accidentally did the right thing and received the reward)
and the time that the task is fully learned, the dopaminergic cells' activity disappeared.
What happened to it? Schultz's work showed that the response of the dopaminergic
neuron was gradually transferred to earlier and earlier phases of the learned task. Stim-
uli that were not intrinsically rewarding but were good predictors of an upcoming re-
ward acquired the ability to evoke an increase in firing of the dopaminergic cells. This
process shifts the dopaminergic cell's response earlier and earlier in time, correspond-
ing to the animal's increasing knowledge about the nature of the rewarded sequence of
events. This process is demonstrated in Fig. 9.18B. The existence of neurons that en-
code reward-prediction error is required for a kind of learning process called rein-
forcement learning.

Reinforcement learning is different from the usual control theory-inspired notions
of motor learning that dominate most of the motor systems field. In those, a feedback
signal not only evaluates performance of the task but also instructs the controller on
the direction and degree of alteration required to improve performance. Likewise, it
differs from the usual supervised learning ideas in neural networks, in which evalua-
tion of performance of the network has specific suggestions for improvement of the
network embedded within it. In reinforcement learning, behavior is simply rewarded
to the extent that it succeeds. There is no instruction on how to make it better. Intrin-
sic variations in behavior lead to chance improvements, and the reinforcement signal
acts to increase the probability of recurrence of whatever behavior preceded success.
Thus, like evolution, it operates on a principle of selection rather than instruction.

A simple reward pathway, which when activated increased the synaptic strengths of
neurons firing just before the reward, might sound sufficient for the operation of this
process, but it is not. Such a system would increase the probability of the last step in
a behavior that leads to reward but nothing more. Interesting and useful behavior pat-
terns usually involve a sequence of unrewarded steps that lead to a reward at the end.
One way to teach a network the entire sequence would be to move the neural repre-
sentation of the reward to earlier and earlier steps in the sequence over trials. For ex-
ample, once one learns that a particular final move in chess will win the game, it should
become rewarding to see that there is a move that will put the board in the configura-
tion that allows that final move. Success at chess requires learning to place a value on
all possible configurations of the pieces. That is, the player must be able to estimate
the probability of a successful outcome from any arrangement of the chessboard. One
then may play the early phases of the game for the reward of seeing an improvement
in the value placed on the board. For this to occur, the value of the board must be
learned over trials from the end of the game (where primary rewards occur) toward the
beginning. A neural representation of reward must move backward in time toward the
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beginning of the rewarded sequence. The firing of dopaminergic neurons, in the ex-
periments by Schultz and coworkers, does exactly that. As learning proceeds, the do-
paminergic neurons fire earlier in the sequence, so that activity is detected at the earliest
time that the animal recognizes the opportunity to complete a sequence of behavior as-
sociated with the reward. This explains why the response is acquired by earlier phases
in the sequence, but why should the dopaminergic neuron quit firing at the later stages
of the sequence? The sensory, motor, and internal synaptic signals associated with the
last step in the sequence of events leading to reward need be rewarded only if they are
part of the step in the rewarded sequence currently being acquired. Imagine a situation
in which some simple behavior led immediately to firing of neurons representing re-
ward. An animal or a human operating on the reinforcement learning principle would
simply repeat that simple behavior over and over at the expense of all others. The cel-
lular mechanisms that inhibit the dopamine cells' response to the primary reward pre-
vent this automatic repetition of simple appetitive behaviors and allow them to be
incorporated into more complex sequences. The reader will recognize that when sim-
ple behaviors are made capable of directly stimulating dopamine release, e.g., self-
stimulation of the dopaminergic pathway or self-administration of indirect dopamine
agonists like amphetamine or cocaine, this can cause repetition of those acts at the ex-
pense of more complex and useful behavioral sequences.

What does this view of the basal ganglia predict for the striatum? Because striatal
neurons undergo synaptic plasticity conditional on the release of dopamine, some in-
vestigators have speculated that the striatum is an associative network in which each
neuron is learning to recognize the conjoint activation of a number of its inputs using
a synaptic strength-altering learning rule (Houk et al., 1995; Wickens and Kb'tter, 1995).
If the learning is only permitted when dopaminergic neurons projecting to that neuron
fire, what will the striatal cells learn? They will learn which combinations of their in-
puts are associated with an unexpected improvement in the predicted success of on-
going behavior. Thus the dopaminergic neurons teach the striatal neurons to filter
cortical and thalamic input patterns on the basis of their value in behavior. If this is
true, the striatum is learning to predict the value of various patterns of cortical activ-
ity for success in sequences of actions that may not be rewarded until some future time.
This advice on future success is then integrated into corticothalamic interactions, or to
specific neurons of the superior colliculus, to increase the likelihood of the highest
valued strategy.

This idea is an exciting one, but it raises a number of questions that have not yet
been answered. For example, if the prediction proves wrong, then the advice of the last
set of striatal neurons in the process should be devalued. In this situation, the studies
of dopaminergic cell activity say that dopaminergic neurons will respond with a pause
in activity at the time the reward should occur. This will place the blame on the neu-
rons representing the last phase of the sequence, not those predicting reward at the be-
ginning (when dopaminergic cells fired as if a reward was coming). It would be
interesting to see if during extinction of a learned sequence, the pause response would
propagate back to the beginning of the sequence, as the increase in firing does. But
even if it does, how can the pause in dopaminergic neurons devalue the association
of synaptic activity that precedes it, given that reduction in dopamine release in the
striatum does not lead to LTD but rather to disabling of both LTD and LTP? The
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dopamine-contingent learning rule in the striatum seems to leave no room for learning
from failure, only success.

What can be the contribution of the striatal interneurons in this scheme? The
GABA/parvalbumin interneuron seems to have a traditional circuit role in the basal
ganglia, but the cholinergic interneuron and the GABA/SOM/NO cells do not. We do
not know what the GABA/SOM/NO cells do during learning, but we do know about
the cholinergic cells because they are recognizable by their tonic activity in extracel-
lular recording experiments. Cholinergic interneurons do not respond in relation to
learned tasks in the beginning but acquire a response during the acquisition of learned
behavior. Like the dopaminergic neuron, their response moves to earlier and earlier
stages in the sequence (Apicella et al., 1998). The pause responses of cholinergic neu-
rons are also dependent upon dopamine, as loss of dopaminergic input blocks the ac-
quired pauses to trigger stimuli (Aosaki et al., 1994a). However, their responses are
not as related to reward, because cholinergic cells also respond to noxious stimuli and
to unexpected stimuli regardless of their reward value. Also, their response usually does
not consist of an increase but rather of a decrease in firing rate. As we have already
noted, cholinergic neurons are pacemaker cells that fire continuously even in the ab-
sence of synaptic input. Most cells respond with a pause in activity, often followed by
a rebound increase in firing. However, some cells also exhibit a brief increase in fir-
ing just before the pause (Aosaki et al., 1994b, 1995). The pause responses for a learned
task are shown in Fig. 9.17. We should also note that unlike dopamine, which is re-
quired for both LTP and LTD, acetylcholine is required only for LTP. If dopamine and
acetylcholine are both present, LTP is enabled, whereas if dopamine is present and
acetylcholine is not, the balance in synaptic plasticity is shifted in favor of LTD (Cent-
zone et al., 1999). A background level of dopamine and acetylcholine is maintained by
the spontaneous tonic activity of these two cell types. During the acquisition of a new
task, dopaminergic and some cholinergic cells will respond together, and over the course
of learning, more cholinergic cells will be recruited in the task, until pause responses
are observed in widespread regions of the striatum (Aosaki et al., 1995). In the vicin-
ity of many fewer cholinergic cells that respond with an initial increase in firing (fol-
lowed by a pause), synaptic strengths of active cortical and perhaps thalamic inputs
may be increased by LTP, whereas in the regions innervated by the much larger group
of cholinergic cells responding with only a pause in firing, associations among con-
currently firing afferents may be weakened by LTD. This mechanism may act to limit
the extent of the striatum that is engaged in the learning of a specific task.

This scheme puts a lot of responsibility on the dopaminergic neurons. How do they
come to be able to predict the reward value of events at a particular moment? There
are a number of possible avenues. Some authors think that connections from the amyg-
dala or frontal cortex may carry this information, and the dopaminergic neurons may
be only relays for these structures. These ideas pass the responsibility onto other brain
areas. One especially clever idea of this kind is that of Houk and his associates (Houk
et al., 1995). It is based upon the observation that spiny striatal projection neurons in
the striosomes project specifically to the dopaminergic neurons, rather than to the ba-
sal ganglia output nuclei. Remember that the cellular organization of the striosomes
was the same as that of the matrix, but its input and output were different, with strio-
somes receiving input from associational and limbic regions that had corticostriatal
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neurons in deeper layers. According to Houk et al., these inputs may contain the
fragments of cortical information required to make a reward prediction, and they are
associated by striatal neurons, which learn to predict rewards using the same
dopamine-dependent learning rule used in the matrix. While in the matrix, striatal neu-
rons are learning to identify which strategies, goals, movements, or sensory interpre-
tations have been most associated with rewarded behavioral sequences in the past, the
striosomes are learning which cortical inputs have been best able to predict the value
of particular situations. The striatal neurons in striosomes use dopaminergic signals
based on current knowledge to learn how to make more accurately predicting dopa-
minergic signals. This idea, which is illustrated in Fig. 9.19, has the advantage of ap-
plying the same mechanism to controlling the dopaminergic neuron, and it is based on
known anatomical and physiological relationships. It has not been subjected to direct
experimental test, so it remains only an attractive idea. One prediction is that striatal
spiny neurons in the striosomes would not fire in relation to execution, like most spiny
cells, but would show reward, and reward-predicting signals somehow related to those

Fig. 9.19. Diagram of the actor critic model, as applied to the striatum by Houk et al. (1995).
Striatal neurons are of two kinds—one labeled actor units and one labeled prediction units. These
receive modifiable synaptic connections, whose modification is dependent upon dopamine re-
lease from the dopaminergic cells, labeled Effective Reinforcement. The learning rule is the same
in both sets of units, but the actor units receive inputs related to movements, goals, or interpre-
tations of sensory information, whereas the prediction units receive inputs that may be useful in
predicting future reinforcement. The role of the predictor unit is to improve the prediction of re-
wards, improving the usefulness of the effective reinforcement signal. [Modified from Barto,
1995, with permission.]
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of the dopaminergic cells. Although identifying striosomal vs. matrix neurons has not
been possible in experiments on behaving animals so far, there are reports of a mi-
nority of spiny neurons that show reward-related responses (Hassani et al., 2001;
Takikawa et al., 2002).

A thorough test for these ideas may not first come from studies of mammals. Rep-
tiles and birds also have basal ganglia, and studies of bird song learning have helped
elucidate the role of the basal ganglia in learning complex sequential tasks (e.g.,
Brainard and Doupe, 2000). The song of a songbird is a complex sequence of sylla-
bles, each of which must be enunciated and which have to be placed in order. Song-
birds are not born knowing their species-specific song but must learn it by copying the
song of an adult bird. Lesions of the basal ganglia in songbirds disrupt the learning
process and prevent a juvenile bird from learning its correct song, even when the au-
ditory and motor cortical pathways are intact. If the same lesion is produced in an adult
who has learned the song, there is no immediate effect on performance of the song. If
a bird is deafened in adulthood, its song will gradually deteriorate. If the basal ganglia
are destroyed in a deafened adult, the song will not deteriorate but will remain stable.
Thus the deterioration of the song of the deaf bird is interpreted as an active process.
The adult bird varies its motor patterns but cannot correctly evaluate the value of those
alterations because sensory feedback is disrupted. The accumulating errors associated
with these alterations are responsible for the deterioration of the behavior sequence.
This suggests that the basal ganglia may be required not only for the evaluation of can-
didate modifications to operant tasks but also for the generation of the variations in be-
havior required for reinforcement learning to work.
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OLFACTORY CORTEX

KEVIN R. NEVILLE AND LEWIS B. HABERLY

Three different types of cerebral cortex can be distinguished: the neocortex, which
forms the large convoluted mantle of the human brain, and two phylogenetically older
types, the olfactory cortex, or paleocortex, and the hippocampal formation, or archi-
cortex. Although the olfactory cortex and hippocampus have a simpler architecture than
the neocortex and are usually described in terms of three layers rather than six, all three
types of cortex display many common features at the level of synaptic organization. In
the following chapters it will become apparent that there are striking similarities in
cellular morphology, physiology, neurochemistry, synaptic relationships, and local cir-
cuitry. These similarities have allowed the phylogenetically old types of cortex, with
their easily analyzed, precise laminar organizations, to serve as model systems for the
analysis of questions of general interest regarding cortical function. The olfactory cor-
tex, with which our account of cerebral cortex begins, is well suited for the analysis
of questions related to mechanisms of sensory discrimination, including learning-
related plasticity. With a comparatively simple structure, it is able to process the com-
plex spatial and temporal patterns of neuronal activity that constitute the olfactory code
(see Chap. 5). The olfactory system is also unusual in its shallow processing depth—
information from receptors reaches central structures such as the entorhinal cortex, pre-
frontal cortex, and amygdala in relatively few synapses without an obligatory relay in
the thalamus. Other aspects of the olfactory cortex that have attracted interest are
its similarity in architecture and other features to artificial "neural networks" with
brain-like capabilities, the presence of prominent oscillations, and its susceptibility to
epileptogenesis.

Olfactory cortex is usually defined as those areas that receive direct synaptic input
from the olfactory bulb (Fig. 10.1 A) (Price, 1973). As in other types of cerebral cor-
tex, many different olfactory cortical areas can be distinguished on the basis of ana-
tomical differences (Switzer et al., 1985; Price, 1987; Carmichael et al., 1994; Ekstrand
et al., 2001a; Haberly, 2001). The largest olfactory area, on which this chapter will fo-
cus, is the piriform cortex (also termed the pyriform or prepiriform cortex). Other cor-
tical regions that receive direct olfactory bulb input include the olfactory tubercle,
entorhinal cortex, and agranular insula, cortical areas associated with the amygdala,
and small cortical areas within the olfactory peduncle (anterior olfactory "nucleus,"
tenia tecta, and dorsal peduncular cortex). Because the traditional designation of the

415
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Fig. 10.1. Olfactory cortical areas and connections. A: Ventrolateral view of rat brain. The
hatched area is the lateral olfactory tract (LOT), which carries afferents from the olfactory bulb
to piriform cortex and other olfactory cortical areas. Scale bar: 2 mm. B: Areas that receive af-
ferent input from the olfactory bulb. AOC, anterior olfactory cortex (equivalent to the misnamed
anterior olfactory "nucleus"). C: Associational (corticocortical) connections of piriform cortex.
Note the direct reciprocal connections with high order cortical areas and unidirectional projec-
tion to the olfactory tubercle (olfac tub). D: Parallel projections from piriform cortex to two re-
gions of prefrontal cortex: agranular insula (AI) and orbitofrontal cortex (OF). There are heavy
direct associational (corticocortical) projections to prefrontal cortex from pyramidal cells in pir-
iform cortex and a sparse projection from deep multipolar cells that relays in two "high order"
thalamic nuclei, the mediodorsal (MD) and submedial (SM).

anterior olfactory nucleus is misleading (it is actually pyramidal cell-based cortex), we
will refer to this region as the anterior olfactory cortex (AOC in Fig. 10.1). Also note
that although the agranular insula and entorhinal cortex are olfactory cortex by virtue
of olfactory bulb input, these areas are not paleocortex. They have a more highly lam-
inated structure and are considered to be transitional in form between neocortex and
paleocortex (Krettek and Price, 1977).

NEURONAL ELEMENTS

CYTOARCHITECTURE

The laminar organization and prominent cell types are illustrated for piriform cortex
in Figs. 10.2 and 10.3.

Layer I is a superficial plexiform layer that contains dendrites, fiber systems, and a
small number of neurons. It has been divided into a superficial part, layer la, that re-
ceives afferent fibers from the olfactory bulb by way of the lateral olfactory tract (LOT)
(Fig. 10.1 A) and a deep part, layer Ib, that receives association (corticocortical) fibers
from other parts of the piriform cortex and other olfactory cortical areas (Figs. 10.1C
see later) (Price, 1973).
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Fig. 10.2. Cytoarchitecture and major cell types of piriform cortex. Excitatory neurons include
superficial pyramidal cells (SP), deep pyramidal cells (DP), semilunar cells (S) (pyramidal-type
neurons without basal dendrites), multipolar cell with spiny dendrites (MSp) in deep layer III and
the endopiriform nucleus (En). Inhibitory GABAergic cells include large multipolar cells with
long, sparsely spiny dendrites (ML); small multipolar cells with thin dendrites (Ms); small bipo-
lar/bitufted cells with long, thin ascending and descending dendrites (B); and large horizontal
cells in layer I (H).

Layer II is a compact layer of cell bodies. It can be divided into a superficial part,
layer Ha, in which semilunar cells (cell S in Fig. 10.2) are concentrated, and a more
densely packed deep part, layer lib, which is dominated by cell bodies of superficial
pyramidal cells (SP in Fig. 10.2) (Haberly and Price, 1978a).

Layer HI displays a gradient in structure from superficial to deep (Cajal, 1955;
Valverde, 1965; Haberly, 1983). Its superficial part contains a moderately high density
of deep pyramidal cells (DP in Fig. 10.2; Fig. 10.3) and a much lower density of large
multipolar cells (ML in Fig. 10.2). With increasing depth, cell density falls and the pro-
portion of nonpyramidal cells increases. Like layer Ib, layer III contains a high den-
sity of associational axons that synapse on pyramidal cell dendrites and other neuronal
elements.

Deep to layer III is the endopiriform nucleus, which is interconnected with the over-
lying cortex (Behan and Haberly, 1999). This nucleus has also been termed layer IV
of the piriform cortex (O'Leary, 1937; Valverde, 1965). The predominant cell type in
the endopiriform nucleus is a spiny multipolar neuron (Ms? in Fig. 10.2), also found
in smaller numbers in the deep part of layer III (Tseng and Haberly, 1989a).

SUBDIVISIONS OF PIRIFORM CORTEX

Although the entire piriform cortex has the same basic three-layer organization, it is
not homogeneous in structure. Many differences in both axonal connections and cy-
toarchitecture of different regions of piriform cortex have been described (Rose, 1928;
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Fig. 10.3. Deep pyramidal cell in layer III of rat piriform cortex stained by intracellular dye in-
jection. Fine processes are axon collaterals. Inset at left is segment of apical dendrite showing
dendritic spines. Insets at right show synaptic relationships revealed by electron microscopy. Ab-
breviations: D, dendritic shaft; S, dendritic spine. Scale bar: 100 /^m. [Modified from Tseng and
Haberly, 1989a, with permission.]

Haberly, 1973; Price, 1973; Haberly and Price, 1978a; Carmichael et al., 1994; Behan
et al., 1995; Ekstrand et al., 2001a). Although six or more regions could be differenti-
ated on anatomical grounds, for the present account it will be divided into two primary
divisions, the anterior piriform cortex (APC) and posterior piriform cortex (PPC), and
the APC will be divided into dorsal (APCD) and ventral (APCV) subdivisions (Fig. 10.4).

PPC is posterior to the LOT and recognizable by a well-developed layer III, APCy is
deep to the LOT and has a thick layer la and thin layer III, and APCo is dorsal to the
LOT with a cytoarchitecture that is somewhat intermediate between APCy and PPC.
These differences in structure are believed to reflect differences in functional roles
(Kaas, 1990; Ekstrand et al., 2001 a).
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Fig. 10.4. Subdivisions of piriform cortex and their connections with the olfactory bulb and an-
terior olfactory cortex (AOC). A: Posterior piriform cortex (PPC), and ventral and dorsal sub-
divisions of anterior piriform cortex (APCV and APCo). The crosshatched regions of AOC and
APCo are buried in the rhinal sulcus. B: Afferent and associational fiber systems that constitute
the "forward" pathway that extends from the olfactory bulb (OB) through the AOC and subdi-
visions of piriform cortex. C: Backprojections from subdivisions of piriform cortex that extend
directly, and indirectly via the AOC, to the olfactory bulb where they contact granule cells that
are inhibitory onto mitral and tufted cells (the principal neurons that project to olfactory cortex).
The dashed lines are comparatively weak projections.

AFFERENT INPUT

Mitral cells in the olfactory bulb are the primary source of afferent input to the piri-
form cortex (see Chap. 5). Cortical areas in the olfactory peduncle and the olfactory
tubercle also receive heavy projections from tufted cells in the olfactory bulb, but this
projection extends to only a small region in the anteroventral part of piriform cortex
(Haberly and Price, 1977; Skeen and Hall, 1977; Wouterlood and Hartig, 1995; Ek-
strand et al., 2001a). Axons of mitral and tufted cells reach the piriform cortex and
other olfactory areas by way of the LOT, which extends over the surface of the APCV

(hatched area in Fig. 10.1 A). Axons in this tract are predominantly myelinated but small
in diameter (mean of 1.3 /xm in the rat) (Price and Sprich, 1975). Each LOT axon gives
rise to many thin collaterals. These leave the LOT throughout its length and spread
obliquely across the entire surface of the piriform cortex and all other olfactory areas
(see Fig. 10.IB) (Devor, 1976). This mode of afferent input via tangentially spreading
superficial fibers is shared by portions of the hippocampal formation but contrasts with
the mammalian neocortex where axons from thalamic relay nuclei enter from the deep
white matter and ascend vertically to terminate within "columns" (see Chap. 12). How-
ever, in the dorsal cortex of reptiles, which may be homologous to the neocortex of
mammals, afferent input fibers spread tangentially in a superficial subzone of layer I,
just as in the olfactory cortex (Hall and Ebner, 1970; Haberly, 1989).

NEUROMODULATORY INPUTS

Like other parts of the cerebral cortex, the piriform cortex receives diffusely distrib-
uted neuromodulatory inputs from cholinergic, noradrenergic, serotonergic, dopami-
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nergic, and histaminergic cells. These cell groups are located in the basal forebrain,
brainstem, and hypothalamus (see Neurotransmitters).

CONNECTIONS BETWEEN OLFACTORY CORTICAL AREAS

As detailed below (see Basic Circuit), there are extensive connections between olfac-
tory cortical areas on the ipsilateral side that will be termed associational (see Fig.
10.1C). The olfactory tubercle is the only olfactory cortical area that does not give rise
to associational projections (Haberly and Price, 1978a). Commissural connections be-
tween olfactory areas on opposite sides are lighter and involve fewer areas than asso-
ciational connections (de Olmos et al., 1978; Haberly and Price, 1978a,b; Luskin and
Price, 1983b) but are sufficient to allow odors to drive unitary activity in the piriform
cortex on the contralateral side (Wilson, 1997). A potential functional role for these
commissural projections was recently demonstrated in the human: olfactory learning
acquired from stimuli delivered to a single nostril generalizes to stimulation through
the contralateral nostril (Mainland et al., 2002).

RETURN PROJECTIONS FROM OLFACTORY CORTEX TO OLFACTORY BULB

The piriform cortex and other olfactory cortical areas send projections back to the ol-
factory bulb (Fig. 10.4C) (de Olmos et al., 1978; Haberly and Price, 1978a,b; Luskin
and Price, 1983b). Numbers are not available, but like the return projections from sen-
sory neocortex to thalamic relay nuclei (see Chap. 8), the projection from piriform
cortex back to the olfactory bulb is much heavier than the forward projection. This pro-
jection terminates on granule cells that are inhibitory to mitral and tufted cells (see
Chap. 5). Reversible cryogenic blockade of the peduncle, which blocks this centrifu-
gal system, alters the form of oscillatory activity in the olfactory bulb (Gray and Skin-
ner, 1988), but the functional role of this system is unknown.

OUTPUTS

Many output pathways from the piriform cortex have been identified (Tanabe et al.,
1975; Luskin and Price, 1983b; Price, 1985; Switzer et al., 1985; Takagi, 1986; Price
et al., 1991; Carmichael et al., 1994; Shipley et al., 1995; Shipley and Ennis, 1996). The
dominant pathways are direct projections from pyramidal cells to other cortical areas
(see Fig. 10.1C). Cortical targets of these projections can be loosely grouped as areas
implicated in associative memory (entorhinal cortex and perirhinal cortex) (see Chap.
11), prefrontal areas thought to be involved in mediating complex discriminative/
behavioral processes (orbital and insular cortex) (Schoenbaum and Eichenbaum, 1995),
amygdaloid areas that play a central role in emotion and visceral functions (Schoen-
baum et al., 1999), and the olfactory tubercle that is considered to be part of the ven-
tral striatum (Switzer et al., 1982). The piriform cortex and other olfactory cortical
areas also project to the hypothalamus (Price et al., 1991) and indirectly to other areas
associated with autonomic and endocrine functions (Shipley et al., 1995).

Although afferent input to olfactory cortex does not relay in the thalamus as in other
sensory systems, olfactory cortical areas do project to the thalamus (see Fig. 10.ID).
Input to the thalamus originates from a relatively small number of cells in a loosely
defined band that extends through deep layers in the piriform cortex, olfactory tuber-
cle, and anterior olfactory cortex (Price, 1985, 1987). An intriguing feature is that
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piriform cortex projects by way of "high order" thalamic nuclei (mediodorsal and sub-
medial) to the same prefrontal areas to which it projects directly (Ray and Price, 1992;
Ekstrand et al., 200la). This pathway may be analogous to connections between areas
in neocortex that are both direct by way of corticocortical projections and indirect by
way of high order thalamic nuclei (see Chap. 8) (Sherman and Guillery, 2001). A light
return projection from the thalamus originates in nucleus reuniens (Datiche et al., 1995).

PRINCIPAL NEURON

Pyramidal cells are considered to be the principal neurons in all three types of cerebral
cortex by virtue of their extensive dendritic trees and axons that project to other areas.
As in the neocortex (see Chap. 12) and hippocampus (see Chap. 11), pyramidal cells in
the piriform cortex and other olfactory cortical areas have several distinctive features,
as shown in Fig. 10.3 (Haberly, 1983; Haberly and Feig, 1983; Tseng and Haberly,
1989a). At the light microscopic level, these include an apical dendritic tree that is di-
rected toward the cortical surface, a basal tree that radiates from the cell body, a pro-
fusion of small dendritic spines (inset at left in Fig. 10.3), and a myelinated axon that
is deep-directed at its point of origin. Pyramidal cells in all three types of cerebral cor-
tex also display similar synaptic relationships, pharmacology, and physiological features.

Two populations of pyramidal cells can be distinguished in the piriform cortex:
superficial pyramidal cells, whose cell bodies are tightly packed in layer lib, and deep
pyramidal cells, whose cell bodies are found in layer III at progressively lower den-
sity with increasing depth from layer II (see Fig. 10.2). Morphologically, these two
populations are virtually indistinguishable except for the lengths of their apical den-
dritic trunks. Physiologically, however, they display differences in membrane proper-
ties and synaptic responses (see Synaptic Actions).

The apical dendrites of most superficial and deep pyramidal cells arborize into sec-
ondary branches near the border between layers I and II and extend through the affer-
ent fiber termination zone in layer la. Most deep pyramidal cells have single long apical
trunks (cell DP in Fig. 10.2; see also Fig. 10.3), whereas superficial pyramidal cells
have short apical trunks or secondary dendrites that extend directly from cell bodies
(cell SP in Fig. 10.2), as in layer II of the neocortex (Peters and Kaiserman-Abramof,
1970; Ghosh et al., 1988). Basal dendrites of both superficial and deep pyramidal cells
have long deep-directed branches. The primary axons of pyramidal cells give rise to
thin collaterals that synapse in the vicinity of parent cells as well as at greater distances
(Figs. 10.3 and 10.6) (Johnson et al., 2000).

At the superficial border of layer II, there is a population of "pyramidal-type" neu-
rons that resemble granule cells in the dentate gyrus (see Chap. 11) and phylogeneti-
cally primitive pyramidal cells (Sanides and Sanides, 1972) by virtue of apical but no
basal dendrites (Calleja, 1893). Somata of these semilunar cells are concentrated in
layer Ha (see Fig. 10.2) (Haberly and Price, 1978a). Ultrastructurally, these neurons
resemble pyramidal cells (Haberly and Feig, 1983), and like pyramidal cells they have
spiny dendrites and deep-directed axons. Also in common with pyramidal cells, semi-
lunar cells give rise to extensive associational projections, but in marked contrast to
pyramidal cells, they do not project back to the olfactory bulb (Haberly and Price,
1978a). An intriguing feature is that they die within 24 hours following removal of the
olfactory bulb (Heimer and Kalil, 1978).
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NONPYRAMIDAL NEURONS

Before the development of methods that now allow the full extents of axons to be vi-
sualized, the term interneuron or intrinsic neuron was applied to cells in the cerebral
cortex whose axons were believed to arborize exclusively within the area of origin. In
recent years, however, it has become apparent that many neurons that were once thought
to be of this form actually have long axon branches in addition to local arbors
(Zaborszky et al., 1986). Furthermore, many pyramidal cells have axons that arborize
extensively within the area of origin (see Fig. 10.6). As a result, we will follow the
now-common convention of grouping all neurons that lack the distinctive soma-
dendritic features of pyramidal cells as nonpyramidal cells.

As in all parts of the cerebral cortex, studies with Golgi, immunocytochemical, and
intracellularly injected stains in the piriform cortex have revealed many different mor-
phologically distinguishable types of nonpyramidal neurons (see Fig. 10.2) (O'Leary,
1937; Cajal, 1955; Valverde, 1965; Haberly, 1983; Ekstrand et al., 2001; Frassoni et
al., 2002; Protopapas and Bower, 2002). Although nonpyramidal neurons in piriform
cortex have received much less study than those in the neocortex or hippocampus, many
of the distinctive forms previously defined by morphology and neurochemical mark-
ers in these other areas (see Freund and Buzsaki, 1996) also can be recognized in
piriform cortex.

Most nonpyramidal cells in the piriform cortex, as in the hippocampus and neocortex,
use GABA as neurotransmitter and are inhibitory in action. These are considered in some
detail later (see Inhibitory Circuitry and Synaptic Actions). A prominent exception is a
population of large multipolar cells with pyramidal-like spiny dendrites (cell MSP in Fig.
10.2) to which physiological studies have attributed an excitatory action with glutamate
as neurotransmitter (Hoffman and Haberly, 1993). These neurons are the predominant
cell type in the endopiriform nucleus but are also found in the deep part of layer III
(Tseng and Haberly, 1989a). There are also nonpyramidal neurons in layer II of piriform
cortex that stain for the calcium binding protein calretinin but not for GABA and there-
fore may mediate an excitatory action (Frassoni et al., 1998).

NUMBERS
The number of pyramidal cells in the piriform cortex has not been determined but
clearly exceeds the number of mitral cells (~5 X 104), from which they receive affer-
ent sensory input, by at least an order of magnitude. In view of the highly branched
nature of mitral cell axons (Scott, 1981; Luskin and Price, 1982; Ojima et al., 1984),
each mitral cell provides synaptic input to a very large number of pyramidal cells, al-
though, again, there has been no quantitative analysis. This situation contrasts sharply
with the olfactory receptor input to the olfactory bulb where large numbers of recep-
tor neurons converge onto a much smaller number of principal cells (see Functional
Operations and Chap. 5).

SYNAPTIC CONNECTIONS

In general, synaptic relationships in the piriform cortex (see Fig. 10.3) resemble those
in both the hippocampus and neocortex. As in these other areas, two major categories
of synapses can be distinguished: those with asymmetrical contacts with associated
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spherical vesicles, many of which use glutamate as an excitatory neurotransmitter (af-
ferent and association fiber terminals in Fig. 10.3), and those with symmetrical con-
tacts with associated pleomorphic vesicles, many of which mediate inhibition (basket
and axo-axonic terminals in Fig. 10.3). On pyramidal cells, asymmetrical synapses are
concentrated on dendritic spines (S in Fig. 10.3) and excluded from cell bodies and
axon initial segments (Haberly and Feig, 1983; Haberly and Presto, 1986). Symmetri-
cal synapses are found at high density on axon initial segments and at lower densities
on cell bodies and the shafts of dendrites out to their distal ends (Westrum, 1970;
Haberly and Feig, 1983; Haberly and Presto, 1986). Despite the relatively low density
of symmetrical synapses on dendritic membrane, the total number on dendrites is much
higher than on cell bodies and initial segments.

BASIC CIRCUIT

EXCITATORY CIRCUITRY

Laminar Organization. A feature of piriform cortex that is largely responsible for the
relative ease with which its circuitry can be analyzed is a segregation of fiber systems
and postsynaptic elements over depth. This is especially apparent in layer I where af-
ferent fibers and different association fiber systems terminate in different sublayers
(Fig. 10.5). Afferent axons arriving in the LOT synapse exclusively in layer la; asso-
ciation fiber systems from the piriform cortex synapse exclusively in layer Ib (Price,
1973). The sharply defined boundary between these two sublayers can be visualized
with the Timm stain, which stains zinc in synaptic terminals of association fibers (Fried-
man and Price, 1984).

Afferent axons excite superficial and deep pyramidal cells through synapses on dis-
tal segments of their apical dendrites, and association axons excite the same pyrami-
dal cells through synapses on proximal and middle segments (Fig. 10.5) (Haberly and
Bower, 1984; Haberly, 1985; Tseng and Haberly, 1989a). Both afferent and associa-
tion fibers also excite GABAergic cells in layer I, as well as certain GABAergic cells

Fig. 10.5. Organization of excitatory inputs to pyramidal cell apical dendrites. Each schematic
cell (P) represents the entire population of superficial pyramidal cells in the three subdivisions
defined in Fig. 10.4. Half-circles represent excitatory synapses; the dashed line is a compara-
tively weak projection.
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in layer III that have long ascending dendrites (ML in Fig. 10.2) (see Inhibitory Cir-
cuitry). Semilunar cells are excited by afferent and associational inputs to their apical
dendrites (J. J. Ekstrand and L. B. Haberly, unpublished observations).

Within layer Ib there is a further laminar organization: association fibers from
pyramidal cells in different parts of the piriform cortex synapse at different depths
(Fig. 10.5) (Luskin and Price, 1983a,b). These association fibers also synapse in layer
III and, to a lesser extent, layer II. Projections to piriform cortex from outside areas
also have distinctive laminar patterns of termination (Luskin and Price, 1983a,b). Un-
like the intrinsic associational connections of piriform cortex that are all concentrated
in layers Ib and III, these projections can extend across the layer la-Ib border or be
concentrated in layer II.

The myelinated axons of pyramidal cells in piriform cortex typically give rise to
many unmyelinated collaterals within a few hundred microns of their origin (Fig. 10.6).
These collaterals radiate through layer III, establishing a large number of synapses in
the vicinity of the parent neuron. Electron microscopic observations on intracellularly
stained neurons have revealed that these synapses are on dendritic spines of pyramidal
cells, particularly in the superficial part of layer III, and on dendritic shafts of non-
pyramidal neurons (Fig. 10.3) (Haberly and Presto, 1986).

Semilunar cells (S in Fig. 10.2) also give rise to long associational projections
(Haberly and Price, 1978a), but they do not project to the opposite hemisphere or to
the olfactory bulb.

Fig. 10.6. Pyramidal cells in posterior piriform cortex give rise to axons that branch into fine
unmyelinated collaterals that synapse extensively in the subdivision of origin, other subdivisions
of piriform cortex, the olfactory bulb, anterior olfactory cortex, and multiple high order cortical
areas. The illustrated axons originated from two nearby superficial pyramidal cells (open arrow)
in posterior piriform cortex (PPC) whose cell bodies were injected with dye. [Modified from
Johnson et al., 2001, with permission.]
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Horizontal Organization of Afferent System. In contrast to their precise restriction over
depth in layer I, afferent fibers are highly distributed in the horizontal dimension (par-
allel to the cortical surface). Rather than a systematic point to point topographical or-
dering as observed in the afferent input to sensory areas of neocortex (see Chap. 12),
single mitral cells in the olfactory bulb project to broad regions of the olfactory cor-
tex. However, the distribution of afferents is not uniform as revealed by studies with
injected axonal tracers (Haberly and Price, 1977; Scott et al., 1980; Ojima et al., 1984;
Buonviso et al., 1991) and a new "genetic tracing" method (Zou et al., 2001). The new
method allows label to be visualized in pyramidal cells in piriform cortex that has been
transneuronally transported through the olfactory bulb from the olfactory receptor neu-
rons expressing a particular olfactory receptor gene. Although this method has thus far
been applied to only two receptors, the results, together with findings from studies with
conventional tracers, provide evidence that projections from single "receptor qualities"
(see Chap. 5) are concentrated in well-defined patches in the APC (Fig. 10.7). How-
ever, in marked contrast to primary visual cortex (see Chap. 12) where different stim-
ulus features are represented in very large numbers of patches with little overlap, the
patches observed in APC are sufficiently large (—5% of total area) that input from the
full complement of olfactory receptors (—1000) must be highly overlapping. Although
input to the PPC as visualized by conventional and genetic tracing techniques is not
spatially uniform, it is much more broadly distributed than that to APC (Fig. 10.7).

Horizontal Organization of Association Fiber Systems. Like afferent fibers from the
olfactory bulb, associational fiber systems in piriform cortex are segregated in depth
but remarkably distributed in the horizontal dimension (see Fig. 10.6). Small injections
of anterogradely transported axon tracers placed at any location in piriform cortex stain
axons and synaptic terminals over broad areas (Luskin and Price, 1983b; Johnson et
al., 2000) with no hint of a systematic point-to-point "mapping" like that observed in
certain areas in the neocortex (see Chap. 12). However, as in the case of the afferent
input, there appears to be a broadly defined order in these systems. Although the dis-
tribution of associational connections within individual subdivisions does appear to be
rather uniform, those between subdivisions are not (Haberly and Price, 1978a,b; Luskin
and Price, 1983a,b; Datiche et al., 1996; Ekstrand et al., 2001). Projections from dif-
ferent subdivisions are concentrated in different areas and at different depths, and dis-

Fig. 10.7. Patterns of afferent fiber distribution to piriform cortex as revealed by "genetic trac-
ing." This new technique allows label that is selectively introduced into the olfactory receptor
neurons that express particular olfactory receptors to be traced transneuronally to the olfactory
cortex where it is taken up by pyramidal cells. Label from the two receptors that were studied
(OR1, OR2) was concentrated in well-defined but comparatively large patches in APC but widely
distributed in PPC. [Modified from Zou et al., 2001, with permission.]
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play different laminar patterns of termination. Although many details are lacking and
some of the supporting evidence is preliminary, the following principles of organiza-
tion can be tentatively proposed:

First, the extent over depth in layer I that is occupied by association fibers (layer Ib)
relative to afferent fibers (layer la) differs substantially in different parts of the piri-
form cortex (Schwob and Price, 1978; Friedman and Price, 1984). The thickness of
layer Ib relative to la increases from anterior to posterior divisions of piriform cortex,
and from ventral to dorsal subdivisions of APC.

Second, the laminar pattern of termination of association fibers in piriform cortex re-
flects the area of origin, not the area of termination. For example, the associational pro-
jection from APCy is concentrated in the superficial part of layer Ib throughout APCy ,
APCp, PPC, and all other olfactory cortical areas to which it projects (Behan et al., 1995).

Third, there is an intriguing order in the depth of termination from the different
subdivisions (Haberly and Price, 1978a; Luskin and Price, 1983a; Haberly, 2001). This
order appears to follow the sequence of activation. As summarized in Fig. 10.5, asso-
ciational fibers from APCV—the area that is activated first—synapse in a superficial
subzone of layer Ib, adjacent to the afferent input in layer la. The associational input
from APCD, which is activated immediately following APCy, is concentrated in a mid-
dle zone in layer Ib, with a lighter component in layer III. Finally, association fibers
from PPC terminate even further from the afferent zone: they are concentrated in layer
III with a lighter component in deep Ib. From the laminar arrangement of pyramidal
cell dendrites and findings from current source-density analysis (see Synaptic Actions),
it appears that successively activated subdivisions provide input to dendritic segments
that are progressively further removed from the site of afferent input on the distalmost
apical segments (see Fig. 10.5).

Fourth, associational connections between the subdivisions of piriform cortex dis-
play a marked asymmetry. Although all three subdivisions have extensive intrinsic as-
sociational connections (i.e., projections to "themselves"), the associational projections
from APC to PPC and from APCy to APCp are predominantly one-way projections
(see Figs. 10.4 and 10.5). Commissural connections in piriform cortex also exhibit a
marked asymmetry: the PPC receives commissural input from the opposite APC,
and the APC receives commissural input from the opposite anterior olfactory cortex
(Haberly and Price, 1978a).

Finally, individual pyramidal cells in piriform cortex project to many widely sepa-
rated olfactory and nonolfactory areas. Studies with extracellularly injected anatomical
tracers and direct visualization by intracellular injection have revealed that individual
cells can give rise to both associational and commissural fibers (Haberly and Price,
1978a) and that associational projections from single cells can extend in both anterior
and posterior directions and terminate in piriform cortex, other olfactory cortical areas,
and the olfactory bulb (see Fig. 10.6) (Johnson et al., 2000). Particularly intriguing
from a functional standpoint is the presence of direct projections, as well as return pro-
jections, to many high order areas (see Comparisons With Other Cortical Systems).

INHIBITORY CIRCUITRY

Physiological studies have shown that synaptically mediated inhibitory processes in the
piriform cortex, as in the other types of cerebral cortex, are complex and diverse (see
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Synaptic Actions). This state of affairs stems both from the diverse actions of GAB A
by way of different receptors and different postsynaptic locations and from a large
repertoire of inhibitory neurons that can be distinguished by morphological features,
particularly as revealed by immunocytochemically detected markers.

Of particular importance from a functional standpoint are the synaptic relationships
of inhibitory cells to principal cells: feedforward inhibitory neurons are directly excited
by afferent fibers in parallel with principal cells, whereas feedback neurons inhibit the
principal cells that excite them (Fig. 10.8). A feedforward relationship allows inhibi-
tion to be mediated at the shortest-possible latency and with an independence from
principal cell firing (output). This configuration provides the potential for inhibitory
shaping of the timecourse and other characteristics of EPSPs (see later). In contrast,

Fig. 10.8. Basic inhibitory circuitry in piriform cortex. A: Feedforward (FF) inhibition onto py-
ramidal cell (P) dendrite from superficial GABAergic cell (cell 1), and feedback (FB) inhibition
onto cell body of pyramidal neuron from basket endings of deep GABAergic neuron (cell 2).
Solid half-circles are inhibitory synapses; open are excitatory. B: Deep GABAergic cell with
long ascending axon (cell 1} that mediates feedback inhibition onto pyramidal cell apical den-
drite; bipolar/bitufted basket cell (cell 2) in both feedback and feedforward relationship to a py-
ramidal cell; and axo-axonic input to axon initial segments (IS) of pyramidal cells from
unidentified neurons (cell 3). C: Two pathways for lateral inhibition: by way of long axon branch
from basket cell (cell 1} that also mediates local FB inhibition, and through long axon branch
from pyramidal cell that terminate on basket cell (cell 2).
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inhibition mediated by feedback neurons appears only when principal cells fire. This
configuration allows pyramidal cells to be extensively interconnected by excitatory as-
sociational fibers without being subject to regenerative positive feedback (seizure ac-
tivity) that would otherwise develop. Such excitatory interconnections are thought to
provide the substrate for complex discrimination and learning processes in piriform
cortex and other cortical areas (see Role in Olfactory Discrimination and Memory).

An intriguing feature of inhibitory cells in piriform cortex as in other types of cere-
bral cortex is the exceedingly large number of structurally distinguishable forms. Al-
though a few well-defined populations can be distinguished on the basis of individual
structural features (e.g., shapes of dendritic trees), attempts to categorize inhibitory
cells on the basis of all available structural features have been foiled by a "combina-
torial explosion" that results from the relative lack of correlation between different fea-
tures. A long-standing explanation for this phenomenon is that structural phenotypes
of inhibitory neurons are highly variable and only loosely related to function and that
the number of functionally distinguishable forms is comparatively small. However, at-
tempts to incorporate physiological features into categorization schemes have resulted
in a further explosion rather than the reduction that would be expected from the tradi-
tional explanation (Parra et al., 1998). The profusion of forms may actually reflect a
very large number of functional roles for inhibition in the cerebral cortex—a conclu-
sion that has been reached by modelers attempting realistic computer simulations of
cortical processes (see Ekstrand et al., 200Ib). Rather subtle differences in structural
features such as dendritic specializations, or in the repertoire of membrane channels
expressed at different locations, may serve to optimize the neuronal substrate to meet
these many needs.

Studies with antisera to GABA and GAD (synthetic enzyme for GABA) have re-
vealed diverse populations of inhibitory cells in the piriform cortex despite a restric-
tion of staining to the somatic region and synaptic terminals (Haberly et al., 1987;
Westenbroek et al., 1987; Frassoni et al., 1998; Kubota and Jones, 1992; Ekstrand et
al., 2001b). However, for an increasing number of these populations, it has been pos-
sible to visualize dendritic and axonal details by staining for certain calcium binding
proteins and neuropeptides that co-localize with GABA (Sanides-Kohlrausch and
Wahle, 1990; Cho and Takagi, 1993; Ekstrand et al., 2001b). Neuronal structure visu-
alized in this fashion can be sufficiently detailed to provide insight into functional roles
(see Fig. 10.8).

Four populations of morphologically distinct GABAergic neurons that have been dis-
tinguished in piriform cortex are illustrated in Fig. 10.2. Most numerous are large multi-
polar cells that are found in layer II and all depths in layer III but concentrated in
superficial III (ML in Fig. 10.2). These cells have long sparsely spiny dendrites and
myelinated axons that branch into widespread arbors. Many of these neurons are bas-
ket cells, i.e., their axons terminate in basket-like arbors around cell bodies of pyra-
midal cells and other neuron populations including GABAergic cells. Large multipolar
cells are believed to be the primary source of the strong feedback inhibition that has
been widely demonstrated in pyramidal cells in piriform cortex (Biedenbach and
Stevens, 1969; Scholfield, 1978; Satou et al., 1983; Tseng and Haberly, 1988; Gellman
and Aghajanian, 1993) and may correspond to the monoamine-response cells that have
been extensively studied by Aghajanian and colleagues (see Neurotransmitters). Axons
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from these cells can give rise to long branches that span subdivisions (Ekstrand et al.,
1998), providing a potential substrate for the lateral inhibition (see Fig. 10.8) for which
evidence has been obtained by imaging with an activity-inducible immediate early gene
(Illig and Haberly, 2002).

A recent finding is that much smaller neurons, termed bipolar or bitufted cells,
that have long thin surface- and deep-directed dendrites are an additional source
of basket endings on pyramidal cells (Sanides-Kohlrausch and Wahle, 1990; Cho
and Takagi, 1993; Ekstrand et al., 2001a). An important feature of these small cells
(Sanides-Kohlrausch and Wahle, 1990; Cho and Takagi, 1993; Ekstrand et al.,
200la), that also has been demonstrated for large multipolar cells (Cho and Tak-
agi, 1993), is the presence of dendritic branches that extend into layer la. This
would allow these cells to function in both feedback and feedforward capacities.
This configuration would be expected provide a fast-onset component whose
strength is proportional to the strength of both afferent and association fiber in-
puts, as well as a component whose strength is tied to pyramidal cell firing (see
Fig. 10.8B).

From evidence from Golgi staining (Somogyi et al., 1982), electron microscopy
(Haberly and Presto, 1986), and immunocytochemical staining (Ekstrand et al., 2001b),
it is now clear that GABAergic inhibition is also generated in the axon initial segments
of pyramidal cells in piriform cortex. Two features of these axo-axonic terminals with
potential functional consequences are the presence of GAT-1, a GAB A transporter that
is not observed in basket endings, and GAD-67 rather than GAD-65, which is found
in basket endings (see Ekstrand et al., 2001a). Based on morphological parallels these
endings are believed to originate from chandelier cells like those in the neocortex and
hippocampus (Somogyi et al., 1982), but the cell bodies of origin have not been iden-
tified in piriform cortex. The functional roles of this inhibitory system remain a mat-
ter of speculation (see Ekstrand et al., 200la).

Although inhibitory input to pyramidal cells was long thought to be largely restricted
to the somatic region, it is now clear that there is also extensive inhibitory input to den-
drites. A striking feature of piriform cortex is the very high density of GABAergic syn-
aptic terminals in layer I, particularly layer la. Electron microscopic observations
suggest that many of these synapses are on distal dendrites of pyramidal cells (Haberly
and Feig, 1983; unpublished observations). Preliminary morphological and physiolog-
ical evidence (Haberly et al., 1987; Ekstrand and Haberly, 1995; Ekstrand et al., 1996)
suggests that the large horizontal and small multipolar cells in layer I (see Fig. 10.2)
are one source of these synapses. Dendrites of many of these cells are concentrated in
layer la, suggesting that they contribute to the feedforward inhibition that has been ob-
served in pyramidal cells (Tseng and Haberly, 1988). However, because these cells can
have dendrites that extend into deeper layers and large numbers of GABA-positive
axons ascend from layer III and arborize in layer I (M. E. Domroese and L. B. Haberly,
unpublished observations), dendritic inhibition must have both feedforward and feed-
back components.

Finally, physiological evidence indicates that inhibitory interneurons synapse on
other inhibitory interneurons in addition to pyramidal cells (Satou et al., 1982). Sym-
metrical synapses and GABA-containing boutons also have been observed on somata
and proximal dendrites of GABAergic cells (Haberly et al., 1987).
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SYNAPTIC ACTIONS

SYNAPTIC POTENTIALS AND CURRENTS

In all three types of cerebral cortex, shock stimulation of excitatory pathways evokes
an excitatory postsynaptic potential (EPSP) followed by Cl^-mediated and slow
K+-mediated inhibitory postsynaptic potentials (IPSPs) in pyramidal cells. Figure 10.9
illustrates this sequence for an SP cell in the piriform cortex. Because the Cl~-
mediated IPSP is depolarizing at resting membrane potential in superficial pyramidal cells
(Scholfield, 1978b; Tseng and Haberly, 1988), it cannot be distinguished from the EPSP
in intracellularly recorded voltage records under resting conditions (Fig. 10.9A, upper
trace). However, its presence can be revealed by reversing the driving force on Cl~ by
shifting the cell's membrane potential in the depolarizing direction (Fig. 10.9A, lower
trace) or by measuring input resistance to reveal its associated conductance increase (Fig.
10.9B). This depolarizing IPSP opposes spike generation by a concomitantly occurring
EPSP (Scholfield, 1978b). This is a consequence of the increased conductance to Cl~,
which has an equilibrium potential below the threshold for spike generation. Thus, an in-
ward current, which would otherwise depolarize the membrane potential to threshold, will
be opposed by an inward flow of Cl~ ions—a phenomenon known as shunting inhibition.
In DP and multipolar cells, the resting membrane potential is more depolarized than in
SP cells, and the Cl~-mediated IPSP is hyperpolarizing at rest (Tseng and Haberly, 1989a).
The EPSP, Cr-mediated IPSP, and slow K+-mediated IPSP can be evoked by stimula-
tion of either the afferent or association fiber systems.

The slow K+-mediated IPSP is generated in dendrites by the action of GABA on
GABAB receptors (Tseng and Haberly, 1988). The Cr-mediated IPSP is generated in

Fig. 10.9. Intracellularly recorded responses of a superficial pyramidal cell in a slice prepara-
tion of piriform cortex to current pulse stimulation of association fibers. A: Response at resting
membrane potential (upper trace) and at a depolarized membrane potential induced by current
injection (lower trace). S, stimulus artifact. B: Approximate timecourse of the change in input
resistance that accompanied the response in A. The response consists of an EPSP followed by a
Cl~-mediated IPSP that is depolarizing at resting potential and a slow K+-mediated IPSP. [Mod-
ified from Tseng and Haberly, 1988, with permission.]
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both cell bodies and dendrites by GABAA receptors (see Fig. 10.8; Kanter et al., 1996;
Kapur et al. 1997a). Studies with voltage-clamp recordings have demonstrated that, as
in the hippocampus (Pearce, 1993), GABAA-mediated inhibitory postsynaptic currents
(IPSCs) in piriform cortex have fast and slow components, termed GABAAjast and
GABA^siw, with time constants of decay on the order of 10 and 50 ms (Kapur et al.,
1997a). The GABA A-mediated IPSC is slower in the distal apical dendrites than in the
cell body as a consequence of a higher proportion of GABAA,siow

VISUALIZATION OF DENDRITIC PROCESSES BY CURRENT

SOURCE-DENSITY ANALYSIS

A problem with the direct recording of membrane potentials and currents is that, for
most neurons, whole-cell and intracellular recordings can be made only at cell bodies
and proximal dendrites. As a result, the power of direct recording is rather limited for
the study of dendritic processes. Fortunately, in highly ordered neuronal systems such
as the piriform cortex, a technique termed current source-density (CSD) analysis al-
lows spatial and temporal sequences of membrane currents in dendrites to be visual-
ized (Mitzdorf, 1985). This information can be combined with data derived from direct
recordings in the somatic region to generate a detailed picture of the operation of in-
tegrative processes in dendrites.

CSD analysis begins with a set of extracellular field potential recordings, spaced
over depth at small increments. Figure 10.10A illustrates the field potentials evoked in

Fig. 10.10. Current source-density (CSD) method used in subsequent figures. A: CSD analysis
was carried out on sets of shock-evoked field potentials recorded at small increments through
the depth of piriform cortex. The illustrated responses were evoked by pulse stimulation of af-
ferent fibers in vivo; note that responses invert over depth. B: Current flow during an excitatory
postsynaptic current (EPSC) evoked in a distal apical dendrite. C: Voltage as a function of depth
at a series of latencies that correspond to major response components (see Fig. 10.11). D: Net
membrane current as a function of depth, computed as the unsealed second derivative (curva-
ture) of the potential profiles in C. [Modified from Ketchum and Haberly, 1993a.]

(
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PPC by current pulse stimulation of the LOT. These potentials are generated by cur-
rent passing through the extracellular space that links "active" current through mem-
brane channels with passive "return" current (Fig. 10.10B). At each time point, the
voltage is plotted as a function of recording depth (Fig. 10. IOC). In systems like piri-
form cortex where current flow is largely constrained to the vertical dimension, the net
membrane current is computed from the second derivative of this function and plotted
as a function of depth (Fig. 10.10D) (see Mitzdorf, 1985). This process is repeated for
each time point to compute the net membrane current as a function of depth and time
(Fig. 10.11). In the piriform cortex, where different neuronal elements are segregated
in depth, these net membrane currents can be interpreted in terms of sequences of
synaptically mediated processes in specific dendritic segments and cell bodies of py-
ramidal cells (Haberly and Shepherd, 1973; Ketchum and Haberly, 1993a,b; Biella and
de Curtis, 1995).

Fig. 10.11. Synaptic events evoked by afferent-fiber stimulation in rat piriform cortex in vivo as
revealed by CSD analysis. A: Surface plot of net membrane current as a function of time and
depth in PPC; inward current is upward. B: Same response as a contour plot with net inward
current indicated by solid lines. Cortical lamination is indicated at the right; superficial pyram-
idal cell is aligned in depth. Response components are identified by the layers in which they are
maximal (la, superficial Ib, deep Ib, and II) and by the underlying synaptic events (e.g., mono-
synaptic EPSC). C: Response evoked in APC by paired stimulation of afferent fibers. The re-
sponse to the second shock (82) is an isolated monosynaptic EPSC (disynaptic components are
blocked when the IPSC evoked by Si prevents generation of action potentials by 82). [Modified
from Ketchum and Haberly, 1993a, with permission.]
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AFFERENT STIMULATION EVOKES AN ORDERED

SERIES OF POSTSYNAPTIC CURRENTS

Figure 10.11 illustrates the net membrane currents derived by CSD analysis in the PPC
in response to current pulse stimulation of the LOT. Inward current is represented as
upward deflections in the surface plots (Fig. 10.11A,C) and as solid lines in the con-
tour plot (Fig. 10.1 IB). The response includes three peaks of inward current that have
been identified as excitatory postsynaptic currents (EPSCs): the large peak in layer la
is the monosynaptic EPSC in distal apical dendrites, the large peak in superficial Ib is
the disynaptic EPSC in mid-apical segments mediated by association fibers from APCy,
and the small peak in deep Ib is the disynaptic EPSC in proximal dendritic segments
mediated by association fibers that originate in APCo and other areas (see Fig. 10.5).
In the APC, an EPSC in basal dendrites in layer III can also be visualized (Fig. 10.11C).
This EPSC is obscured in the PPC by the outward return currents (downward deflec-
tions and dashed lines in Fig. 10.11A,B) associated with the large EPSCs in layer I.

Current associated with inhibitory processes overlaps in time with EPSCs and con-
tributes comparatively little to net membrane current in responses to strong afferent
stimulation. The portion of the Cl~-mediated IPSC that remains following decay of the
monosynaptic and disynaptic EPSCs can be seen as a small net inward current focused
in layer II (II in Fig. 10.1 IB) that is coupled with outward current in layer I.

As illustrated in Fig. 10.11C, monosynaptic and disynaptic EPSCs can be separated
by delivering a pair of shocks. The GABAA-mediated IPSC evoked by the first shock
blocks the generation of action potentials in response to the second shock, thereby pre-
venting disynaptic EPSCs and resulting in an isolation of the monosynaptic EPSC.

Following LOT stimulation, the APC is activated nearly synchronously. This is a
consequence of the high conduction velocity of the myelinated LOT fibers that pass
over its surface. By contrast, the PPC, which receives its afferent input via long col-
laterals from the LOT, is activated from rostral to caudal at a rate that is slow relative
to synaptic processes (Ketchum and Haberly, 1993a,b). This is clearly seen when the
isolated monosynaptic EPSC is recorded at a series of distances from the caudal end
of the LOT (Fig. 10.12). The monosynaptic EPSC in the PPC also increases in dura-
tion with increasing distance from the LOT (Fig. 10.12). This is due to a spectrum of
axon diameters that disperses the arrival times of action potentials (Fig. 10.12, inset).

TEMPORAL PATTERNS OF ACTIVITY IN PIRIFORM CORTEX

Neural activity in the olfactory system is structured into distinct temporal patterns.
In the piriform cortex, these patterns take the form of fast oscillations and slower
respiratory-linked modulations of firing rate. The temporal structure of activity has
implications for the integration of neural signals and the plasticity of synaptic
connections.

Respiratory Modulation and Odor-Induced Slow Temporal Patterning of Afferent
Input. A 3- to 8-Hz wave is apparent in field potential recordings in piriform cortex,
corresponding to the respiration of the animal (Fig. 10.13A) (Freeman, 1959). Obser-
vations in olfactory bulb indicate that the firing rate of many mitral and tufted cells is
modulated over the respiratory cycle (Macrides and Chorover, 1972; Chaput et al.,
1992). When an odor is present, many mitral and tufted cells change their pattern of
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Fig. 10.12. "Dispersive propagation" of afferent-evoked response in PPC that results from a dis-
tribution in conduction velocity of afferent axons. Illustrated responses are surface plots of net
membrane current as a function of time, at three locations at the indicated distances from the
caudal end of the LOT. Amplitudes are normalized to emphasize the slowing of time course over
distance. Inset, distribution of conduction velocities that allowed a computer simulation
to reproduce the experimental data. [Reproduced from Ketchum and Haberly, 1993b, with
permission.]

modulation in a way that depends on the identity and concentration of the odorant
(Macrides and Chorover, 1972; Wellis et al., 1989; Chaput et al., 1992). Thus, the en-
semble of active mitral cells evolves over the course of a few hundred milliseconds
during an odor response. In the zebrafish olfactory bulb, similar odorants initially ac-
tivate largely overlapping ensembles of mitral cells. However, as ensemble activity
evolves over the course of the odor response, the degree of overlap becomes much less
(Friedrich and Laurent, 2001). If a similar process occurs in the mammals, the slow
temporal patterning of mitral cell responses may serve to decorrelate the inputs to ol-
factory cortex. This is especially intriguing in light of the hypothesis that piriform cor-
tex acts as an associative memory system, with parallels to artificial neural networks
designed for pattern storage and recognition (Haberly, 2001). Such artificial networks
often perform poorly when presented with highly correlated input patterns (Hertz et
al., 1991). It is thus tempting to speculate that the olfactory bulb is "preprocessing" the
input signal by decorrelating the patterns of afferent activity, in a way that will im-
prove the associative memory capabilities of the olfactory cortex.
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Fig. 10.13. Fast and slow oscillatory rhythms evoked by odor. A: Airflow through the nasal cav-
ity of a rat during sniffing behavior elicited by odor. Note the slow (4-8 Hz) oscillatory rhythm.
[Modified from Youngentob et al., 1987, with permission.] B: Field potential recorded from pir-
iform cortex of an unanesthetized rat during odor-evoked sniffing. Each inspiratory cycle evokes
an envelope of gamma frequency (50 Hz) oscillation. [Modified from Woolley and Timiras, 1965,
with permission.] C: Illustration of hypothesis, derived from the results of CSD analysis, that
monosynaptic and disynaptic EPSPs generated in adjacent dendritic segments are repetitively
paired at 50 Hz during the gamma oscillation. The hatched area represents the time period when
EPSPs overlap before onset of the IPSC.

In some circumstances, sniffing is synchronized with the hippocampal theta oscilla-
tion (Macrides et al., 1982). This may serve to coordinate stimulus acquisition with
limbic processing.

The Gamma Oscillation (50-100 Hz). Early descriptions of field potentials in olfac-
tory cortex emphasized a fast oscillation associated with general behavioral arousal,
which occurs in bursts at the crest of the inspiratory phase of the respiratory cycle (see
Fig. 10.13B) (Freeman, 1959, 1960). This fast oscillation has a typical frequency of
40 Hz in cats and 50 Hz or faster in rabbits and smaller mammals including rats (Bressler
and Freeman, 1980), and thus has been designated a gamma oscillation. It can be ob-
served in both the olfactory bulb and olfactory cortex, with a high degree of coherence
both within and between these structures (Freeman, 1978; Bressler, 1984; Boeijinga
and Lopes da Silva, 1988; Kay and Freeman, 1998). The gamma oscillation appears to
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originate in the olfactory bulb (see Chap. 5)—it is abolished in the piriform cortex fol-
lowing removal of the olfactory bulb (Becker and Freeman, 1968) and preserved in the
olfactory bulb when transmission through the olfactory peduncle is blocked (Gray and
Skinner, 1988) or the LOT is surgically interrupted (Neville and Haberly, in prepara-
tion). The amplitude is much reduced in PPC compared with APC (Freeman, 1959;
Boejinga and Lopes da Silva, 1988).

Unit activity in both the olfactory bulb and piriform cortex is restricted to a partic-
ular phase of the gamma oscillation (Eeckman and Freeman, 1990). The observation
that mitral cell action potentials arrive as a series of synchronous volleys has led to
the hypothesis that the sequence of synaptic events which results from strong shock
stimulation of the LOT may be repeated within each cycle of the gamma oscillation
(Ketchum and Haberly, 1993c). In particular, afferent and associative EPSCs would
occur with the temporal relationship described previously, followed by fast GABAA-
mediated inhibition (Fig. 10.13C). This hypothesis has not yet been tested for the odor-
evoked gamma oscillation. However, a single weak shock delivered to the LOT in an
anesthetized rat results in a ~50-Hz damped oscillatory response (Fig. 10.14A). The

Fig. 10.14. CSD analysis of gamma oscillation evoked by afferent fiber stimulation in piriform
cortex. A: Oscillatory field potentials recorded at surface and deep sites in PPC in vivo in re-
sponse to weak shock stimulation of afferent fibers. B: Contour plot of net membrane currents
derived by CSD analysis of the nonoscillatory response to a strong current pulse (comparable to
Fig. 10.1 IB). C: CSD of oscillatory response to weak pulse, illustrated in A, reveals that a se-
ries of synaptic events repeats within each cycle of the gamma oscillation. Note that the events
within each cycle resemble those in the response to the strong stimulus. Also note that the mono-
synaptic EPSC (solid contours in layer la) is paired with the disynaptic association fiber evoked
EPSC (solid contours in layer Ib) within each cycle of the oscillation. Each cycle ends with an
inward current in layer II that is believed to be the Cl~-mediated IPSC. [Reproduced from
Ketchum and Haberly, 1993c, with permission.]
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frequency of this evoked oscillatory potential suggests that the weak shock may initi-
ate the same reverberatory circuitry that sustains the gamma oscillation. CSD analysis
reveals that within each cycle of the fast oscillation initiated by a single weak shock,
there is a monosynaptic EPSC in layer la, followed by a large disynaptic EPSC in layer
Ib, as observed in response to strong shocks (compare B and C in Fig. 10.14). These
EPSCs are followed by an inward membrane current in layer II that has been tenta-
tively identified as the IPSC that generates the depolarizing, Cl~-mediated IPSP (II in
Fig. 10.14). The results of this experiment suggest that there is a stereotyped spatial
and temporal ordering of synaptic input to pyramidal cells during each cycle of the
gamma oscillation. The repetitive pairing of EPSCs at this frequency might contribute
to the induction of long-term potentiation (see later). The Cl~-mediated IPSC might
limit the integration of monosynaptic and disynaptic EPSCs to a recurring time win-
dow as illustrated in Fig. 10.13C.

The Beta Oscillation (15-40 Hz). Early recordings from piriform cortex note the pres-
ence of an oscillation at approximately half the frequency of the gamma oscillation
(Freeman, 1959). A 14- to 20-Hz oscillation was observed following the surgical iso-
lation of piriform cortex in cats (Becker and Freeman, 1968). A 15- to 35-Hz compo-
nent of the EEG was noted to be more prevalent in the piriform cortex than the olfactory
bulb (Bressler, 1984). More recently, specific odorants, including some organic sol-
vents and components of predator secretions, have been shown to elicit a 15- to 35-Hz
oscillation in the olfactory bulb, piriform cortex, entorhinal cortex, and dentate gyrus
(Vanderwolf, 1992; Zibrowski and Vanderwolf, 1997; Chapman et al., 1998; Zibrowski
et at, 1998).

The mechanism of generation of this beta oscillation is unclear. Some reports sug-
gest that it may originate in piriform cortex or entorhinal cortex and propagate cen-
trifugally to the olfactory bulb (Bressler, 1984; Kay and Freeman, 1998). Other authors,
however, report that the oscillation propagates caudally from the olfactory bulb, through
piriform cortex, and to entorhinal cortex with a velocity that matches that of electri-
cally evoked responses (Chapman et al., 1998). In urethane-anesthetized rats, it is abol-
ished in the olfactory bulb by surgical interruption of the LOT, implicating cortex in
its generation (Neville and Haberly, unpublished observations). It is also abolished by
scopolamine, suggesting a role for cholinergic modulation in supporting its generation
(Heale and Vanderwolf, 1995).

The functional significance of the beta oscillation is also unclear. Considering the
coherence of beta waves throughout the olfactory system and extending to the dentate
gyrus (Chapman et al., 1998), this population rhythm may serve to organize olfactory
information for processing by hippocampal circuitry.

SYNAPTIC PLASTICITY AND ITS REGULATION IN PIRIFORM CORTEX

NMDA-Dependent Homosynaptic LTP. A key question with regard to the operation of
piriform cortex is whether it is involved in the learning of olfactory discriminations
and associations and, if it is, what are the underlying mechanisms. There is growing
evidence from behavioral studies that a form of activity-induced synaptic plasticity that
requires the activation of NMDA receptors, termed NMDA-dependent long-term po-
tentiation (LTP), plays a role in a number of different learning processes including the
acquisition of olfactory discriminations (Staubli et al., 1989). Demonstrations of this
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form of synaptic plasticity in piriform cortex therefore support the involvement of this
system in olfactory learning. NMDA-dependent LTP has been demonstrated in both af-
ferent and association fiber systems in slices of piriform cortex (Fig. 10.15) (Jung et
al., 1990a; Kanter and Haberly, 1990; Carpenter et al., 1994; Collins, 1994). As in the
CA1 region of hippocampus, expression is primarily in the AMPA component of the
EPSP (Jung and Larson, 1994), protein kinases are required for both induction and
maintenance (Collins, 1994), and activation of metabotropic glutamate receptors in ad-
dition to NMDA receptors may be required for induction (Collins, 1994). This LTP can
be induced by the "theta-burst" paradigm that consists of brief, high-frequency trains
of shock stimuli repeated at the frequency of the theta rhythm (4-8 Hz). Because odor-
induced sniffing in the rat occurs in the same frequency range as the theta rhythm (see
Fig. 10.13A) and a burst of gamma-frequency oscillatory activity is evoked during each
sniff cycle (Fig. 10.13B), this paradigm resembles naturally patterned activity in the
olfactory system.

In contrast to these results in vitro, homosynaptic LTP of afferent synapses has been
difficult to demonstrate in anesthetized animals. Potentiation of these synapses occurs

Fig. 10.15. Long-term potentiation (LTP) in a slice preparation of piriform cortex. A: Schematic
showing positions of stimulating (Stim) and recording (Rec) electrodes in afferent (Aff) and as-
sociation (Assoc) fiber layers. B: Slope of the rising phase of the extracellularly recorded "pop-
ulation EPSP" evoked by stimulation of afferent fibers. At the arrow, a strong "theta-burst"
stimulus applied to afferent fibers elicited a sustained potentiation. C: Same as B but from stim-
ulation of association fibers. [Modified from Kanter and Haberly, 1990, with permission.]
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but decays quickly (Kapur and Haberly, 1998). A different phenomenon is seen fol-
lowing high-frequency stimulation of the association fiber system. A late component
of the field potential response is potentiated in both olfactory bulb and piriform cortex
(Stripling et al., 1988, 1991; Stripling and Patneau, 1999). Potential contributors to this
effect include LTP at association fiber synapses, a persistent potentiation that has been
observed following epileptiform activity (Racine et al., 1991; Kapur and Haberly, 1998),
and increased excitability and bursting in deep cells of layer III and the endopiriform
nucleus (Hoffman and Haberly, 1989, 1991).

In awake-behaving animals, an innovative set of experiments has demonstrated the
link between olfactory learning and LTP. Rats were trained on a series of two-odor dis-
criminations, after which patterned electrical stimulation of the LOT was used as the
discriminative cue. Following learning, the evoked response in piriform cortex was po-
tentiated for stimulation delivered through an electrode that had been used as the "pos-
itive" or "negative" cue, but not through a control electrode (Roman et al., 1987). The
patterned electrical stimulation did not induce LTP in a naive animal, outside the con-
text of olfactory learning. Furthermore, the development of potentiation was gradual
and highly correlated with the acquisition of the discrimination (Roman et al., 1987,
1993). These experiments provide some of the most convincing evidence connecting
LTP to behaviorally measured learning.

Associative LTP. An intriguing feature of NMDA-dependent LTP is that it provides a
potential mechanism for various forms of associative learning. This capacity stems from
the requirement of both neurotransmitter release and postsynaptic depolarization for
activation of NMDA-mediated responses. As a result of this requirement, synaptic re-
inforcement can be restricted to simultaneously activated convergent inputs. The evi-
dence that afferent and association fiber-evoked EPSCs are repetitively paired on
adjacent dendritic segments during fast oscillations (see Fig. 10.14) suggests that this
pairing may play a role in the induction of associative LTP. The same process could
allow the reinforcement of simultaneously activated synapses of association fibers that
originate from more than one location in piriform cortex or from other cortical areas.

The hypothesis that NMDA-dependent associative LTP occurs in the piriform cor-
tex has been tested with the "weak-strong" paradigm developed in studies in hip-
pocampus, where a weakly stimulated input is only potentiated during concomitant
strong activation of an independent fiber system that terminates nearby (Levy and Stew-
ard, 1979; Barrionuevo and Brown, 1983). The results of similar experiments in the
piriform cortex have confirmed that NMDA-dependent associative LTP can be induced
in either direction between afferent and association fiber inputs to pyramidal cells (Kan-
ter and Haberly, 1993). The same result has also been obtained when two independent
sets of association fibers are stimulated (Jung and Larson, 1994).

Because spatial proximity of the termination zones of different fiber systems is a
key determinant of the capacity for associative LTP (White et al., 1990), predictions
can be made concerning the extent to which the different excitatory systems in piri-
form cortex can interact in this fashion. As discussed earlier, it would be expected that
the afferent fiber system would strongly interact with the association fiber system that
originates in APCy because these two systems terminate on adjacent apical dendritic
segments, but would interact less with the systems from APCo and PPC that synapse
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at greater distances from the afferent termination zone (see Fig. 10.5). Likewise, asso-
ciation fiber systems that terminate on adjacent segments of pyramidal cells would have
a greater propensity for plastic interaction. For example, association fiber synapses
from APCy in superficial Ib would be expected to strongly interact with those from
APCD in deep Ib but not with those from PPC that are concentrated on basal dendrites
in layer III.

Another form of associative LTP is based on a close temporal relationship be-
tween a synaptic input and the generation of a postsynaptic action potential, a phe-
nomenon termed spike-timing dependent synaptic plasticity. In hippocampus and
neocortex, the timing requirements are quite precise, with potentiation occurring
only when the postsynaptic spike follows the synaptic input within —20 ms (Magee
and Johnston, 1997; Markram et al., 1997; Sjostrom and Nelson, 2002). The abil-
ity of a postsynaptic spike to increase Ca2+ influx through NMDA channels depends
on its "backpropagation" into the dendritic tree, which relies on dendritic ion chan-
nels (Johnston et al., 1999; Neville and Lytton, 1999). In piriform cortex, the fast
oscillations control the arrival times of various inputs (see Fig. 10.14), and the spik-
ing of pyramidal cells is restricted to specific time windows (Eeckman and Free-
man, 1990). Therefore, these temporal patterns can be expected to determine the
nature of associative LTP. The precise timing of these interactions has not yet been
investigated in sufficient detail to make specific predictions about plasticity during
the beta and gamma oscillations.

Regulation of LTP. Given the evidence that LTP plays a role in learning and memory
(Roman et al., 1987, 1993), its occurrence or persistence must be regulated to avoid
saturation of synaptic efficacies. One process that has been shown to regulate LTP in
piriform cortex is the GABAA-mediated IPSC (del Cerro et al., 1992; Kanter and
Haberly, 1993; Collins, 1994). As described earlier (see Synaptic Actions), this IPSC
is mediated in dendritic and somatic regions by different interneurons. Because of its
location and slower time course (Kapur et al., 1997a), the dendritic IPSC has a much
stronger action than the somatic IPSC on the NMDA component of afferent-evoked
EPSCs (Fig. 10.16) (Kanter et al., 1996; Kapur et al., 1997b). If centrifugal fiber sys-
tems were to selectively modulate this dendritic IPSC, synaptic plasticity could be
regulated without compromising the somatic-region IPSC. Preservation of negative
feedback onto the somatic region would allow compensatory adjustments in system
excitability, without which epileptiform bursting can develop.

Consistent with a role for GABAergic regulation of LTP, activation of the muscarinic
cholinergic system with carbachol, which has been shown to reduce the IPSP that fol-
lows association fiber stimulation (Patil et al., 1999), enables associative LTP of an as-
sociation fiber input that is paired with a strong afferent input (Patil et al., 1998). Finally,
slices taken from rats trained in an olfactory discrimination task show reduced sus-
ceptibility to monosynaptic LTP of the association fiber system, compared with naive
or pseudo-trained controls (Lebel et al., 2001). Furthermore, a long train of low-
frequency stimulation leads to a long-term depression (LTD) of this synapse in these
slices. These results suggest that synaptic strength is maintained within a defined range,
and synapses that have been strengthened by learning are more easily depotentiated
than potentiated further.
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Fig. 10.16. The NMDA component of the EPSP evoked by burst stimulation of afferent fibers
is enhanced by blockade of dendritic but not somatic GABAA-mediated inhibition. Responses
are from a superficial pyramidal cell in a slice preparation of piriform cortex with the AMPA
component of the EPSP blocked by DNQX. Traces in the top row are intracellularlly recorded
responses to burst stimulation of afferent fibers. The NMDA component is enhanced after local
application of the GABAA antagonist bicuculline (BIC) to the apical dendrite (top left) but not
to the cell body (top right). Traces in the bottom row are intracellularly recorded responses to a
nearby current pulse stimulus that evokes an IPSP in the somatic region (membrane potential
was depolarized by current injection to make the IPSP hyperpolarizing). This IPSP is blocked
by application of bicuculline to the cell body (bottom right) but not to the apical dendrite (bot-
tom left). [Modified from Kanter et al., 1996, with permission.]

NEUROTRANSMITTERS

GLUTAMATE

Findings with specific antagonists and a variety of other methods (reviewed by Haberly,
1990b) indicate that glutamate is the primary excitatory neurotransmitter in the piri-
form cortex as it is in the hippocampus (see Chap. 11) and neocortex (see Chap. 12).
This is true for afferent and association fiber systems in piriform cortex (Jung et al.,
1990b), as well as for intrinsic connections in the endopiriform nucleus (Hoffman and
Haberly, 1993). As in the hippocampus and neocortex, glutamate mediates EPSCs via
AMPA and NMDA receptors (Jung et al., 1990b). The AMPA receptor mediates a fast
EPSC via a nonspecific increase in cationic conductance with a reversal potential near
0 mV. The NMDA receptor mediates an EPSC with a similar reversal potential, but
with a higher proportion of current carried by Ca2+, a slower time course, and a re-
quirement of postsynaptic depolarization to remove blockade by extracellular Mg2+.
As described earlier, activation of these receptors is required for the induction of LTP
in piriform cortex.

In addition to acting on AMPA and NMDA receptors that have integral channels,
glutamate also acts on metabotropic receptors whose actions are mediated by way of
second-messenger pathways (see Chap. 2). The application of selective agonists for the
metabotropic receptor evokes a long-lasting depolarization with accompanying spike
discharge, and results in a long afterdepolarization following large depolarizing pulses
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(Constant! and Libri, 1992; Libri et al., 1997). Metabotropic agonists have also been
reported to induce a long-lasting increase in the afferent-evoked NMDA component
(Collins, 1993).

GABA

Inhibitory processes in the piriform cortex also closely resemble those in hip-
pocampus (see Chap. 11) and neocortex (see Chap. 12). Studies with a variety of
methods have revealed that GABA is the predominant inhibitory neurotransmitter
(reviewed in Haberly, 1990b). Its action is on postsynaptic GABAA receptors, and
on GABAB receptors on both postsynaptic and presynaptic membranes. As described
earlier (see Synaptic Actions), GABAA receptors mediate an IPSC in pyramidal cell
bodies and dendrites through an increase in Cl~ conductance (see Fig. 10.9). Post-
synaptic GABAB receptors mediate a slowly developing, long-lasting IPSP in den-
drites (Fig. 10.9).

GABAB receptors are also present presynaptically, where they mediate inhibition
of both excitatory (Tang and Hasselmo, 1994) and inhibitory (Kapur and Haberly,
1997a) inputs to pyramidal cells. This effect is much stronger for the association
fiber-mediated EPSP than for the afferent-mediated EPSP (Tang and Hasselmo,
1994), and for the GABAA,siow component of inhibition than for the GABAA,fast
(Kapur and Haberly, 1997a). Because inhibitory synapses onto synaptic terminals
are absent in the piriform cortex (Haberly and Feig, 1983), presynaptic inhibition
is mediated by the action of GABA on extrasynaptic "autoreceptors" located on in-
hibitory synaptic terminals (GABAB receptors on the terminals from which GABA
is released) and by diffusion of GABA through the extracellular space to excitatory
synaptic terminals with GABAB receptors. In other cortical systems, there is evi-
dence that presynaptic GABAB-mediated inhibition of GABA release plays a key
role in the mediation of synaptic plasticity (Davies et al., 1991; Mott and Lewis,
1991).

ACETYLCHOLINE

As in other types of cerebral cortex, the piriform cortex and other olfactory cortical
areas receive input from cholinergic cells in the basal forebrain (Haberly and Price,
1978a; Luskin and Price, 1982; Gaykema et al., 1990). Both nicotinic and muscarinic
receptors are present, although the cellular and dendritic locations of these receptors
are not known (Shipley and Ennis, 1996).

Cholinergic agonists have been shown to exert a number of different actions at the
cellular and synaptic level (reviewed in Linster and Hasselmo, 2001). In pyramidal
cells, these include a depolarization of the membrane potential, which may result in
spike discharge (Tseng and Haberly, 1989b; Constanti et al., 1993; Barkai and Has-
selmo, 1994; Libri et al., 1994), a block of IAHP and suppression of the spike frequency
adaptation to which it contributes (Tseng and Haberly, 1989b; Barkai and Hasselmo,
1994), and a block of IM (Constanti and Sim, 1987a). Excitatory synaptic transmission
is suppressed (Williams and Constanti, 1988; Hasselmo and Bower, 1992; Linster et
al., 1999), as is inhibitory synaptic transmission (Patil and Hasselmo, 1999). At the
same time, LTP is enhanced (Patil et al., 1998).
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These cellular and synaptic changes have been incorporated into network models of
cortical associative memory function, in which the cellular and synaptic effects of acetyl-
choline serve to improve the network's ability to store distributed and overlapping in-
put patterns (see Functional Operations).

MONOAMINES

The piriform cortex receives projections from norepinephrine-, serotonin-, and
dopamine-containing neurons in the brainstem, and histaminergic cells in the hypo-
thalamus, as do most other cortical areas. Evidence includes the presence of axons con-
taining these monoamines (Bjorklund and Lindvall, 1984; Moore and Card, 1984;
Inagaki et al., 1988; Datiche et al., 1996; Datiche and Hasselmo, 1996) and retrogradely
labeled cells in the appropriate cell groups from injections of anatomical tracer in the
piriform cortex and other olfactory cortical areas (Haberly and Price, 1978a; Datiche
and Hasselmo, 1996). Receptor types and their distributions are described by Shipley
and Ennis (1996).

A role for these neurotransmitters is suspected in many different functions; these in-
clude the regulation of learning, sleep, and emotions. In the piriform cortex, as in the
hippocampal formation, much of the analysis of mechanisms of action of monoamines
has focused on their modulatory effects on inhibitory processes. In a series of studies,
Aghajanian and collaborators have examined the actions of monoamines on a popula-
tion of "fast-spiking" cells concentrated in the superficial part of layer III that appear
to mediate GABAergic IPSPs in pyramidal cells; serotonin, norepinephrine, and do-
pamine directly excite many of these interneurons with a concomitant increase in
IPSPs in pyramidal cells (Sheldon and Aghajanian, 1990; Gellman and Aghajanian,
1993; Marek and Aghajanian, 1996). This action of serotonin has been shown to be
mediated by 5-HT2A receptors (Marek and Aghajanian, 1994). This system has been
used to study the mechanism of action of antipsychotic agents (Gellman and
Aghajanian, 1994).

PEPTIDES

Many neuropeptides, mRNAs for their synthesis, and neuropeptide receptors have been
demonstrated in the piriform cortex and other olfactory areas (Shipley and Ennis, 1996).
Most of these neuropeptides are co-localized with GABA, and they have provided a
powerful means of distinguishing and visualizing different populations of inhibitory
neurons in piriform cortex and other cortical areas (see Inhibitory Circuitry). However,
there is little understanding of their functional roles.

MEMBRANE AND DENDRITIC PROPERTIES

ELECTROTONIC STRUCTURE

The only detailed electrotonic analysis in the piriform cortex has been on superficial
pyramidal cells. Parameters obtained by whole-cell patch recording and application of
the method of Holmes and Rail (1992) to these data indicate that these cells are sim-
ilar to pyramidal cells in the CA1 region of the hippocampus (Kapur et al., 1997b).
Both cell types are electrotonically compact with a similar membrane time constant
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(==20 ms), input resistance (^100 MH), and membrane resistivity (~2 X 104 fl-cm2)
(Kapur et al., 1997b).

VOLTAGE-DEPENDENT PROCESSES

Channels whose conductance is determined by voltage play a role in the integration of
EPSCs and IPSCs in all parts of cerebral cortex. As described in Chap. 2, there are
many types of such voltage-dependent channels. To further complicate the analysis of
their functional roles, different neurons display different mixtures of types, and many
types are differentially distributed on the different elements of individual neurons.

As a result of voltage-dependent channels, the relationship between intracellularly
injected current and the resulting voltage (I-V relationship; Fig. 10.17) displays non-
linearities in both depolarizing and hyperpolarizing directions for the three types of
cells that have been examined in the piriform cortex: SP, DP, and deep multipolar cells
(ML in Fig. 10.2) (Scholfield, 1978a; Constanti and Galvan, 1983a; Tseng and Haberly,
1989b; Sciancalepore and Constanti, 1998; Protopapas and Bower, 2000). Voltage-
sensitive Ca2+, Na+, and K+ channels shape these current-voltage curves. In the hy-
perpolarizing direction, at least two currents contribute to the observed nonlinearities:
an M current (/M) (Constanti and Galvan, 1983b) and a fast inward rectifier (7IR) (Con-
stanti and Galvan, 1983a). Although /IR may be of limited significance within the nor-
mal physiological range of potential and extracellular environment, /M is tonically active
at resting membrane potential and may contribute to accommodation of firing. In the
depolarizing direction, transient low-threshold (/T) and long-lasting high-threshold Ca2+

currents and a "slow" Na+ current appear to contribute to current-voltage nonlineari-
ties (Halliwell and Scholfield, 1984; Constanti et al., 1985; Tseng and Haberly, 1989b;
Magistretti and de Curtis, 1998; Magistretti et al., 1999, 2000; Brevi et al., 2001). The

Fig. 10.17. Current-voltage relationship for a deep pyramidal cell in piriform cortex. A: Volt-
age (V) responses to depolarizing (up) and hyperpolarizing (down) square pulses of intracellu-
larly injected current (I). B: Plot of voltage as a function of current at the times indicated by the
solid circle and open triangle in A. The ordinate is potential relative to resting membrane po-
tential; the scale at the right is absolute membrane potential. Note the nonlinear relationship that
results from the opening and closing of voltage-sensitive channels. [Modified from Tseng and
Haberly, 1989b, with permission.]
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low-threshold /T Ca2+ current is preferentially expressed in cells of layer III and the
endopiriform nucleus and contributes to the generation of low-threshold Ca2+ spikes
(Tseng and Haberly, 1989b; Magistretti and de Curtis, 1998).

A transient K+ current (/A) has been identified that appears to contribute to the ob-
served differences in response properties of SP and deep multipolar cells (Banks et al.,
1996). In cells in the endopiriform nucleus, the steady-state inactivation curve for 7A

(degree to which channels are inactivated as a function of membrane potential) is shifted
by 10 mV in the depolarizing direction relative to SP cells. Modeling analysis suggests
that this difference is sufficient to explain the more depolarized membrane potential of
deep cells and results in a 2-fold decrease in latency of the first spike evoked by de-
polarizing steps (Banks et al., 1996). Both of these factors could contribute to the greater
susceptibility of the endopiriform nucleus to epileptogenesis.

There are also channels in pyramidal cells in piriform cortex that are activated by
action potentials. These include fast and slow, and depolarizing and hyperpolarizing
spike afterpotentials (Constanti and Sim, 1987b; Tseng and Haberly, 1988, 1989b). The
most prominent of these is a K+ current activated by Ca2+ influx (/AHP)- This current,
which is substantial in most deep pyramidal and multipolar cells (Tseng and Haberly,
1989b), generates hyperpolarizing potentials that last for several seconds. In deep py-
ramidal and multipolar cells, /AHP contributes to the rapid adaptation of firing that is
observed during sustained depolarization. In SP cells, both /AHP and /M are weak at
resting membrane potential in slices (Tseng and Haberly, 1988) but substantial at more
depolarized potentials (Constanti and Sim, 1987a). The afterhyperpolarization current
in SP cells is reduced in slices taken from rats trained in an olfactory discrimination
task (Saar et al., 1998, 2001), an effect that occludes the normal reduction of /AHP
by application of the muscarinic agonist carbachol (Saar et al., 2001). These results
suggest that high levels of acetylcholine may serve to reduce /AHP during the learning
process.

The analysis of membrane properties of nonpyramidal cells in piriform cortex is
at an early stage (Protopapas and Bower, 2000; Eckstrand and Haberly, unpublished
observations).

INTEGRATIVE PROCESSES

The ease with which synaptically evoked membrane currents can be visualized as a
function of time and depth by CSD analysis has afforded the opportunity for a detailed
analysis of integrative processes in pyramidal cells in piriform cortex. This analysis
has been carried out with a computer model for which the key parameters were well
constrained by available morphological and physiological data (Ketchum and Haberly,
1993b). With this model, the sequence of net membrane current computed by CSD
analysis was dissected into synaptic, capacitative, and resistive components, and mem-
brane potential was computed as a function of time and dendritic location. Results of
this analysis are presented in Fig. 10.18 for the isolated monosynaptic EPSC.

Passive Return Current and the Electrotonic Spread of EPSPs. One of the more in-
triguing findings with this model was the complex nature of the passive components
of the net membrane current. The EPSCs in pyramidal cell dendrites are sufficiently
fast that most of the return current passes through the membrane capacitance rather



446 The Synoptic Organization of the Brain

Fig. 10.18. Membrane current components associated with an afferent fiber-evoked EPSC in
superficial pyramidal cells in piriform cortex. All panels are "side views" of three-dimensional
plots of current or potential as a function of time and depth (compressed in the Z-dimension).
Response components were computed from CSD data using a cable representation of the py-
ramidal cell population. A: Net membrane current determined by CSD analysis of monosynap-
tic component isolated as illustrated in Fig. 10.11C. B: Synaptic current (monosynaptic EPSC).
Note that the EPSC is faster and larger than net membrane current. C: Capacitative component
of the passive "return" current associated with the EPSC. D: Resistive component of return cur-
rent. E: Membrane potential. Depths of selected components are indicated by the arrowheads.
[Modified from Ketchum and Haberly, 1993b, with permission.]

than resistive channels (compare C and D in Fig. 10.18). This outward capacitive cur-
rent is carried by the removal of the hyperpolarizing charge on the resting membrane,
and it accounts for the depolarization of the membrane potential both at the site of syn-
aptic input and at distant locations. As seen in Fig. 10.18C, the outward capacitive cur-
rent falls off over distance so that the electrotonic spread of the EPSP that it drives is
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strongly decremental within the apical dendritic tree (Fig. 10.18E). In simulations with
the full sequence of monosynaptic and disynaptic EPSCs, peak amplitude of the mono-
synaptic EPSP at the cell body was —25% of that in the distal dendrite, compared with
50% and 80% of peak amplitude, respectively, for the disynaptic EPSPs generated in
superficial and deep parts of layer Ib. It follows from this analysis that despite the small
amplitude of the EPSC in deep Ib (see Fig. 10.11), the EPSP it generates has an effect
on output comparable to that from the much larger inputs at more distal sites.

A surprising result was that, as the synaptic current decays over time, the capacita-
tive current becomes inward with a depth profile that approximates that of the synap-
tic current (Fig. 10.18C). This inward current is associated with the equalization of
potential in different parts of the neuron that follows the termination of active currents
(Ketchum and Haberly, 1993b). This redistribution of charge serves to repolarize the
membrane at the site of synaptic input more quickly than would be predicted from the
cell's membrane time constant. Another consequence of this inward tail of capacitative
current, together with the outward capacitative current at a shorter latency, is that the
net inward membrane current computed with the CSD method is substantially slower
and smaller than the synaptic current (compare A and B in Fig. 10.18). The discrep-
ancy in time course between field potentials and the underlying synaptic currents can
be even greater (see Fig. 7 in Ketchum and Haberly, 1993a).

Integration of EPSPs. The time course of electrotonic spread of the monosynaptic
EPSP accounts for the delay of approximately 6 ms between peak depolarization at the
afferent input zone in layer la and peak depolarization at the soma (Fig. 10.18E). The
disynaptic EPSCs occur at a substantial latency following the monosynaptic EPSC in
response to strong shock stimulation of the LOT (see Fig. 10.11) and during each cy-
cle of the fast oscillation evoked by weak shock stimulation of the LOT (see Fig. 10.14).
The CSD-derived model was used to investigate the consequences of this ordering of
synaptic inputs. When all three EPSCs were applied simultaneously, peak potential at
the cell body was only 2% greater than the peak potential generated by the largest
EPSC alone. However, when the three EPSCs were presented in the natural sequence,
peak depolarization at the soma increased to 50% greater than that for the largest in-
dividual EPSC. The delay between the monosynaptic and disynaptic EPSCs thus serves
to increase the extent of summation of the resulting EPSPs at the soma. This increase
in summation is primarily a consequence of the delay in disynaptic EPSCs until the
peak depolarization from the monosynaptic EPSC is achieved at the cell-body layer
(compare Fig. 10.18E with Fig. 10.11). In the isolated in vitro guinea pig brain, si-
multaneous activation of two independent sets of association fibers results in nearly
linear summation of the resulting EPSCs (Biella et al., 1996).

FUNCTIONAL OPERATIONS

RESPONSES TO ODOR STIMULATION

Several experimental techniques have been applied to study the responses of olfactory
cortex to odors. These include visualizing the activity-related spatial patterns in the up-
take of 2-deoxyglucose (2-DG) and the induction of the immediate early gene c-fos,
electrical recording of field potentials and single units, and visualization of blood flow
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with functional magnetic resonance imaging (fMRI). Together, these studies imply that
activity is distributed broadly, odorant stimuli are encoded by overlapping ensembles
of cells, and the activity of many cells is strongly modulated by the animal's behavior.

In the olfactory bulb, visualization of odor-induced activity by 2-DG uptake, in situ
hybridization of c-fos mRNA, or immunocytochemical detection of Fos protein reveals
discreet foci corresponding to specific glomeruli, which are activated in an odor-spe-
cific way (see Chap. 5). In the olfactory cortex, however, activity appears to be much
more widely distributed, as measured by 2-DG uptake (Sharp et al., 1977; Cattarelli et
al., 1988; Hamrick et al., 1993), c-fos mRNA expression (Hess et al., 1995), and Fos
protein expression (Datiche et al., 2001; Illig and Haberly, 2002). Although broad, over-
lapping bands of Fos staining have recently been described in APC, they do not appear
to represent odorant quality and may stem from differences in properties of APC sub-
divisions (Illig and Haberly, 2002). Interestingly, c-fos levels in the piriform cortex of
rats were substantially higher after exploration of a novel environment than after per-
formance of a well-learned olfactory discrimination task (Hess et al., 1995).

As described earlier (see Temporal Patterns of Activity in Piriform Cortex), field
potentials in piriform cortex reflect the respiration of the animal, and also oscillate at
the beta and gamma frequencies. The strength of these fast oscillations is modulated
by the behavior of the animal (Freeman, 1960; Boeijinga and Lopes da Silva, 1989;
Zibrowski and Vanderwolf, 1997; Kay and Freeman 1998; Neville and Haberly, un-
published observations). However, their spatial distribution does not appear to reflect
the olfactory stimulus (Freeman, 1978; Bressler, 1988).

The responses of single units to olfactory stimulation have been recorded in both
anesthetized and awake animals. Common findings include a low baseline firing rate
and a greater proportion of excitatory responses to odor stimulation than inhibitory
ones. In urethane-anesthetized rats, many cells seem to be broadly responsive to mul-
tiple odorants, such that any particular odorant evokes a phasic firing rate increase in
a substantial fraction of the population of cells (Nemitz and Goldberg, 1983; Wilson,
1998a, 2000a, 200la). In intracellular recordings, pyramidal cells commonly had de-
polarizing responses, which could be brief or sustained; hyperpolarizing responses were
also observed, although less frequently (Nemitz and Goldberg, 1983; Wilson, 1998a).

Cortical firing rates decline rapidly when odor is present continuously or when two
second odor pulses are repeatedly presented at 30-second intervals (Wilson, 1998a,
2000a,b; reviewed in Wilson, 200la). This response habituation is greater and more
rapid for cortical cells than for the mitral/tufted cells of the olfactory bulb (Fig. 10.19A)
(Wilson, 1998a, 2000b), a difference that can be at least in part accounted for by de-
pression of the afferent synapses within the piriform (Wilson, 1998b). Habituation is
specific to the presented odor (Wilson, 1998a, 2000a,b, 2001a). The degree of speci-
ficity has been tested and compared with the specificity of habituation in the bulb us-
ing a set of homologous alkanes that differ only in carbon chain length. Remarkably,
habituation was found to be more specific in the cortex than in the bulb; for example,
if pentane was used as the habituating odor, the cortex responded to a test pulse of
heptane or nonane at nearly prehabituation levels, even though the responses of mitral
cells were substantially suppressed by cross-habituation (Fig. 10.19B) (Wilson, 2000b,
200la). Topical application of the muscarinic antagonist scopolamine reduced the speci-
ficity of cortical habituation, such that cortical cross-habituation to alkanes of differ-
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Fig. 10.19. Habituation of single-unit responses to odor in the olfactory bulb and APC of
urethane-anesthetized rats. A: Time course of habituation in the olfactory bulb and APC during
a 50-sec odor presentation. Note that habituation is much stronger in the APC than in the ol-
factory bulb. B: Extent to which habituation to one odorant generalizes to a structurally related
odorant. The rat was exposed to a straight-chain alkane for 50 sec as illustrated in A, and then
tested for responsiveness to the same alkane or an alkane that differed in length by two or four
carbons. The response in APC was significantly reduced only for the habituated odor despite
strong cross-habituation in the olfactory bulb. C: Scopolamine applied to the cortical surface re-
duced the specificity of habituation in the APC to a level comparable to that in the olfactory
bulb. [A and B from Wilson, 2000b; C from Wilson, 2001b; reproduced with permission].

ent lengths resembled that in the bulb (Fig. 10.19C) (Wilson, 2001b). The rapid
habituation of the cortical response may allow the cortex to filter out maintained back-
ground stimuli, whereas the specificity of this habituation would preserve responsive-
ness to similar, novel odors or change (Wilson 2000b, 2001a).

In awake animals, many cells in piriform cortex are responsive to odorant presenta-
tion (Tanabe et al., 1975; McCollum et al., 1991; Schoenbaum and Eichenbaum, 1995;
Zinyuk et al., 2001). In controlled behavioral experiments in which the animal per-
formed a stereotyped sequence of actions, the firing of many cells could also be re-
lated to other components of the trial, such as entry into an odor port or a reward port,
or consumption of the reward (Schoenbaum and Eichenbaum, 1995; Zinyuk et al.,
2001). Cells in piriform cortex responded to all of the trial events to which orbitofrontal
cells responded, with only modest differences between the two areas in the fraction of
cells in each class (Schoenbaum and Eichenbaum, 1995). It remains to be determined,
however, to what extent this altered activity represents the encoding of these nonol-
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factory events, and to what extent it is a consequence of altered respiratory/sniffing ac-
tivity (and therefore altered afferent input) associated with the performance of differ-
ent motor actions.

Most recently, fMRI has been applied to humans during olfactory stimulation
(Sobel et al., 1998, 2000). These studies confirm the rapid adaptation of odor responses
in piriform cortex (Sobel et al., 2000) and also suggest that the somatosensory stimu-
lation associated with sniffing may cause increased activity in piriform cortex (Sobel
et al., 1998).

The different experimental approaches described above all address the question of
the nature of the "olfactory code" within the piriform cortex. An abundance of recent
research has greatly clarified our understanding of the manner in which odors are rep-
resented at the level of the olfactory receptor neurons and the olfactory bulb (Fig. 10.20)
(see Chap. 5). A typical odorant activates a large number of olfactory receptors, and
the olfactory receptor neurons (ORNs) expressing a particular receptor converge onto
a few specific glomeruli in the bulb. Thus, an odor is represented by a "spot code,"
consisting of the subset of activated glomeruli. Mitral cells are excited by input from
a single glomerulus, but their output to olfactory cortex is also shaped by inhibitory
processes (Yokoi et al., 1995), and their firing is constrained to specific time windows
by the gamma oscillation (Eeckman and Freeman, 1990). Within the APC, some broad
topography exists in the distribution of afferent inputs (Buonviso et al., 1991; Zou et
al., 2001). However, markers of cellular activity and analysis of oscillatory field po-
tentials suggest that the excitatory response to an odor in piriform cortex is highly dis-
tributed spatially. This result is consistent with the large size of the afferent patches,
the activation of many olfactory receptors by typical odorants, and the extensive exci-
tatory interconnections between pyramidal cells in piriform cortex. The odorant speci-
ficity of individual cells has also been studied with single-unit recordings. Most of
these studies have concluded that cortical cells are broadly tuned (i.e., responsive to a
variety of odorants). The principal exception is the study of McCollum et al. (1991),
in which most cells responded to the first few presentations of an odorant but only a

Fig. 10.20. Patterns of connectivity in the olfactory system. Olfactory receptor neurons ex-
pressing a particular receptor are widely distributed in one of four zones of the olfactory ep-
ithelium. Their axons converge to a few discrete glomeruli in the olfactory bulb. An odor is thus
represented by a combinatorial "spot code" in the olfactory bulb according to the olfactory re-
ceptors that it activates. Recent evidence suggests that axons from the mitral cells that receive
input from a glomerulus have terminations that are concentrated in large patches in APC but
broadly distributed in PPC. [Reproduced from Haberly, 2001, with permission.]
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small fraction of cells maintained their responsiveness over repeated trials. The rea-
sons for this discrepancy are unclear but may include differences in recording site (sub-
division) or in the definition of a "response." The lack of responses on later trials may
also reflect habituation due to the short intertrial interval used in this study. Collec-
tively, studies of the patterns of cellular activity and oscillatory field potentials, together
with studies of the response properties of single cells, suggest that piriform cortex uses
spatially distributed overlapping ensembles of active cells to represent odors.

ROLE IN OLFACTORY DISCRIMINATION AND MEMORY

Sensory discrimination and memory processes cannot be easily dissociated—a dis-
crimination task presumes memory for the stimuli to be discriminated, whereas a mem-
ory task presumes the ability to discriminate between stimuli. Olfactory cortex is an
excellent system in which to study cortical mechanisms of discrimination and mem-
ory. Not only does it possess comparatively simple circuitry and cytoarchitecture, and
direct interconnections with high-order brain areas, but also olfaction seems to be a
preferred sensory modality for rodents, the mammals of choice for many researchers.
Rats learn olfactory discriminations very rapidly, remember them for long periods of
time, and are capable of using olfactory information flexibly and in complex tasks (Otto
and Eichenbaum, 1992).

Studies of the effects of lesions have confirmed that the piriform cortex participates
in the discrimination and learning of odorants. In general, rats with piriform cortex le-
sions or transections of the posterior LOT are able to learn and perform odor discrim-
inations, but they show deficits in the initial acquisition of the task (Staubli et al., 1987)
or fail to learn discriminations involving complex odor cues (Staubli et al., 1987) or
long intertrial intervals (Thanos and Slotnick, 1997).

Two types of artificial "neural network" models have influenced ideas about the na-
ture of computation in olfactory cortex. First, feedforward networks (also called per-
ceptrons) can be used to learn and recognize input patterns (Fig. 10.21A) (Hertz et al.,
1991). When these networks contain multiple layers, the response properties of units
in successive layers can become increasingly complex. This type of network architec-
ture, in which information flows in one direction and units are described by their re-
sponse properties, has been very influential in theories of the visual system. This model
leads to a description of the olfactory system in which each olfactory receptor responds
to a particular "feature" of odorant molecules. An odor is represented at the level of
the olfactory bulb by the set of glomeruli responsive to the features of that odor. Cor-
tical cells then respond, not to individual features but rather to collections of features,
as represented by patterns of active mitral cells. This view of olfactory processing is a
prominent feature of a computer simulation of piriform cortex (Ambros-Ingerson et al.,
1990) and has been used to account for the greater specificity of habituation in piri-
form cortex, compared with olfactory bulb (Wilson, 2000b).

Second, recurrent networks (of which the Hopfield network is the best known) can
store input patterns by strengthening the connections between simultaneously active
units (Hertz et al., 1991). When the network is then presented with a degraded version
of one of these patterns, these strengthened connections serve to recruit the appropri-
ate units to complete the stored pattern (Fig. 10.21B). In olfactory cortex, this type of
pattern completion could be used to correctly identify and recall an odor when activa-
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Fig. 10.21. Artificial "neural networks" that can learn and recognize patterns. A: A multilayer
feedforward network. Filled circles and solid lines represent active "neurons," whereas open cir-
cles and dotted lines represent inactive units. Filled terminals represent connections that have
been previously strengthened. Thresholds are set so that each neuron in the middle and output
layers becomes active if two or more strengthened synapses onto it are active. Connection
strengths are set so that the activation of three input cells by the rose (7) leads to activation of
one of the output cells, whereas activation of an overlapping set of inputs by the book (2) leads
to activation of the other output cell. Note that individual neurons and connections participate
in the coding of multiple patterns; one neuron in the middle layer is activated by both input pat-
terns. B: A recurrent network with connectivity reminiscent of piriform cortex. Filled cells and
solid lines represent active cells, whereas open cells and dotted lines represent inactive cells.
Open terminals are inactive; filled terminals are active. During learning, associative connections
between active cells are strengthened (+). When a degraded or altered version of the learned
pattern is presented in the recall phase, only a subset of the cells from the full pattern are ini-
tially activated. The associative connections that were strengthened in the learning phase serve
to recruit the remaining cells and restore the original output. Networks such as this are capable
of storing and recalling multiple overlapping patterns (i.e., where the same synapses and neurons
participate in the storage of many patterns). [Modified from Haberly, 2001, with permission.]

tion of the olfactory bulb is weak or noisy. Associations between olfactory cues and
nonolfactory information could also be stored and retrieved in this manner. The com-
puter modeling studies of Hasselmo and colleagues (Hasselmo et al., 1990,1992; Barkai
et al., 1994; Hasselmo and Barkai, 1995) are based on this view of olfactory cortex as
a recurrent network. They demonstrate that biologically inspired models can store and
recall multiple input patterns. They also highlight the importance of suppression of the
strength of associative synapses (e.g., by cholinergic mechanisms) during learning.
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Without this regulation, inappropriate connections become strengthened, and the ca-
pacity of the network to store multiple patterns is diminished (Fig. 10.22). A computer
model by Chover and colleagues (2001) further suggests that sparsely interconnected
networks may perform better if they employ a set of unpotentiated (possibly NMDA
receptor-mediated) associative synapses during learning and then switch to the poten-
tiated (presumably AMPA receptor-mediated) synapses during recall.

In fact, the architecture of the olfactory cortex suggests that a combination of feed-
forward and recurrent processing may be employed (Haberly, 2001; see also Chap. 1).
Anterior olfactory cortex, the subdivisions of piriform cortex, and some cortical areas
to which piriform cortex projects are connected in series and parallel along the affer-
ent pathway from the olfactory bulb. Each of these structure receives feedforward in-
put from the olfactory bulb and preceding cortical areas and a varying amount of recurrent
input (local association fibers) and backprojections from downstream areas (see Fig.
10.5). Thus, olfactory information is processed in both a feedforward manner, as it is
relayed from area to area, and in a recurrent manner, through activation of the associ-
ation fiber systems within each area.

COMPARISONS WITH OTHER CORTICAL SYSTEMS

Piriform cortex has been compared with the hippocampus for its circuitry and to in-
ferotemporal visual cortex for its extrinsic connectivity. Findings from these other sys-
tems may contribute to our understanding of olfactory cortical function, and vice versa
(Haberly, 2001; see also Chap. 1).

Fig. 10.22. Performance of a recurrent network model of piriform cortex is improved by sup-
pression of association fiber synapses during the learning phase. A network of 30 "neurons" was
trained on a set of five overlapping patterns. Performance was assessed by the overlap between
the model output and the learned patterns, when degraded versions of those patterns were pre-
sented as input. Without suppression of associative connections during the learning phase, net-
work performance initially improved but then became very poor. This occurred because overlap
between the stored patterns and the currently presented pattern caused cells from those stored
patterns to become active, and thus a large number of connections were strengthened inappro-
priately. With a 70% reduction in the strength of the association connections during learning
(presumed to be by a cholinergic mechanism; see Neurotransmitters), the network was able to
store the overlapping patterns in a stable manner. [Reproduced from Hasselmo et al., 1992, with
permission.]
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Fig. 10.23. Comparisons between the olfactory system and other cortical systems. A: Similarities
in the neuronal circuitry of olfactory cortex and the hippocampal formation. Note the parallels in
both the horizontal dimension (connections between subdivisions) and the vertical dimension (lam-
inar organization of fiber systems according to their areas of origin). B: Comparison of olfactory
and visual cortical pathways. Note that the piriform cortex resembles inferotemporal cortex by virtue
of direct connections with "high order" cortical areas involved in emotion, cognition, associative
learning, and movement. [Reproduced from Haberly, 2001, with permission.]

The neuronal circuitry of the olfactory system has strong parallels with that of the
entorhinal-hippocampal system (Fig. 10.23A). Both three-layer cortical systems con-
sist of multiple divisions and subdivisions, which are interconnected by feedforward,
recurrent, and backprojecting connections. Afferent input (from the olfactory bulb and
entorhinal cortex) reaches all areas of the respective systems and is confined to the
most superficial sublayer. Additional parallels are apparent in the organization of as-
sociation fiber systems, both in the pattern of connections between subdivisions and in
the laminar arrangement of fiber systems according to their areas of origin. These in-
triguing similarities in neuronal circuitry suggest that the two systems operate on sim-
ilar functional principles (see Haberly, 2001, and Chap. 11 for further discussion).

The olfactory system has also been compared with the visual system (see Fig.
10.23B). Although the term primary olfactory cortex is applied to all cortical areas that
receive afferent input from the olfactory bulb, piriform cortex more closely resembles
inferotemporal cortex, a high-order "association" area, on the basis of its extrinsic con-
nections (Johnson et al., 2000; Haberly, 2001). Like inferotemporal cortex, piriform
cortex has direct bidirectional connections with entorhinal, perirhinal, amygdaloid, and
prefrontal cortical areas and unidirectional projections to the striatum. Under this com-
parison, the olfactory bulb and AOC fulfill the roles of primary and secondary sensory
cortex, respectively. It is also intriguing to note that faces (Rolls, 2000) and complex
objects (Ishai et al., 1999) appear to be represented by spatially distributed overlapping
ensembles in inferotemporal cortex, as odors are in piriform cortex.
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HIPPOCAMPUS

DANIEL JOHNSTON AND DAVID G. AMARAL

The hippocampus is one of the most thoroughly studied areas of the mammalian cen-
tral nervous system. There are two main reasons for this. First, it has a distinctive and
readily identifiable structure at both the gross and histological levels. The unusual shape
of the human hippocampus resembles that of a sea horse, which is what led to its most
common name (in Greek, hippo means "horse" and kampos means "sea monster"). The
hippocampus is also sometimes called Ammon's horn due to its resemblance to a ram's
horn (the Egyptian god Ammon had ram's horns). It is the histology of the hippocam-
pus, however, that makes it so seductive to neuroscientists. The hippocampus is beau-
tifully laminated; both the neuronal cell bodies and the zones of connectivity are
arranged in orderly layers. The hippocampus is one of a group of structures within the
limbic system typically called the hippocampal formation, which includes the dentate
gyrus, hippocampus, subiculum, presubiculum and parasubiculum, and entorhinal
cortex. The dentate gyrus, hippocampus, and subiculum have a single cell layer with
less-cellular or acellular layers located above and below it. The other parts of the hip-
pocampal formation have several cellular layers. The highly laminar nature of the den-
tate gyrus and hippocampus lends them to neuroanatomical and electrophysiological
studies.

A second reason for the interest in the hippocampus is that since the early 1950s, it
has been recognized to play a fundamental role in some forms of learning and mem-
ory. In a landmark paper, Scoville and Milner (1957) reported the neuropsychological
findings from a patient known by his initials, H.M., who underwent bilateral hippo-
campal removal for the treatment of intractable epilepsy. H.M., who is probably the
most thoroughly studied neuropsychological subject in memory research, experienced
a permanent loss of the ability to encode new information into long-term memory. This
anterograde memory impairment has been seen in other patients with bilateral damage
restricted to the hippocampus (Zola-Morgan et al., 1986). The intense interest in un-
derstanding the brain mechanisms involved in learning and memory have helped fos-
ter research at the neuroanatomical, physiological, and behavior levels of analysis in
the hippocampus. These studies have forged a strong theoretical link between the hip-
pocampus and certain forms of memory (see Functional Synthesis). The hippocampal
formation is also of interest because of its high seizure susceptibility. It has the low-
est seizure threshold of any brain region (Green, 1964). Most patients with epilepsy
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have seizures that involve the hippocampus, and these seizures are often the most dif-
ficult to control medically. Portions of the hippocampal formation, particularly the en-
torhinal cortex, also appear to be prime targets for the pathology associated with
Alzheimer's disease, and the hippocampus is very vulnerable to the effects of ischemia
and anoxia.

The anatomical and functional organization of the hippocampus is of particular rel-
evance to this text on the synaptic organization of the brain because in many ways the
hippocampus has become a model system for studies of other cortical structures. Much
of what is currently known about the physiology and pharmacology of synaptic trans-
mission in the central nervous system has come from studies of the hippocampus, al-
though such studies using tissue from neocortical areas have increased dramatically
during the past 5 years (see Chap. 12). Because the largest portion of the physiologi-
cal literature on the hippocampal formation deals with either the dentate gyrus or the

Fig. 11.1. Line drawing of a lateral cutaway view of the rat brain showing the location of the
hippocampal formation (rostral is to the left and caudal is to the right). The hippocampus is a
banana-shaped structure that extends from the septal nuclei rostrally to the temporal cortex, cau-
dally. The long axis is called the septotemporal axis (indicated by S-T) and the orthogonal axis
is the transverse axis (TRANS). A slice cut perpendicular to the long axis of the hippocampus
(above left) shows several fields of the hippocampal formation and several of the intrinsic con-
nections. Slices of this type are typically used for in vitro electrophysiological analyses of the
hippocampus. Abbreviations: DG, dentate gyrus; CAS, CA1, fields of the hippocampus; S,
subiculum; pp, perforant path fibers from the entorhinal cortex; mf, mossy fibers from the gran-
ule cells; sc, Schaffer collateral connections from CAS to CA1. [From Amaral and Witter, 1989,
with permission.]
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hippocampus, we devote most of our coverage to these structures and focus mainly on
the organization of the rat hippocampus.

NEURONAL ELEMENTS

THREE-DIMENSIONAL POSITION AND LAYERS OF THE RAT HIPPOCAMPUS

The three-dimensional position of the rat hippocampal formation in the brain is shown
in Fig. 11.1. It appears grossly as an elongated, banana-shaped structure with its long
axis extending in a "C"-shaped fashion from the septal nuclei rostrally, over and be-
hind the diencephalon, into the temporal lobe caudally and ventrally. The long axis of
the hippocampus is referred to as the septotemporal axis, and the orthogonal axis is
referred to as the transverse axis.

The various fields and layers of the hippocampal formation are shown in Fig. 11.2.
The dentate gyrus consists of three layers: the principal, or granule cell, layer; the
largely acellular molecular layer that is located above the granule cell layer; and the

Fig. 11.2. A Nissl-stained horizontal section through the rat hippocampal formation showing all
of its cytoarchitectonic divisions. (Caudal is to the right, rostral is to the left, and lateral is to
the top.) The dark layers contain stained cell bodies. The acellular regions contain dendrites of
the hippocampal neurons and axons from intrinsic and extrinsic sources. The dentate gyrus (DG)
has three layers: the molecular layer (m); the granule cell layer (g) and the polymorphic cell
layer (pi). The hippocampus is divided into CA3, CA2, and CA1 regions. In all hippocampal
fields, the surface is formed by the alveus, a thin sheet of outgoing and incoming fibers. The
layer occupied by basal dendrites of the pyramidal cells is stratum oriens (o) followed by the
pyramidal cell layer (p) where the cell bodies of the pyramidal cells are located. Superficial to
the pyramidal cell layer is stratum radiatum (r) and stratum lacunosum-moleculare (1-m) where
the apical dendrites of the pyramidal cells are located. The subiculum (S), presubiculum (PrS),
parasubiculum (PaS) and entorhinal cortex (EC) are also illustrated. A major input-output fiber
bundle is the fimbria (f). The angular bundle (ab) is a fiber region in which the perforant path
fibers travel from the entorhinal cortex to the other fields of the hippocampal formation.
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diffusely cellular polymorphic cell layer (also called the hilus) that is located below
the granule cell layer. The hippocampus also has a principal cell layer called the
pyramidal cell layer. The regions above and below the pyramidal cell layer are divided
into a number of strata that we describe in due course.

PRINCIPAL NEURONS

The principal neurons in the dentate gyrus are the granule cells, and in the hippocam-
pus they are the pyramidal neurons. The pyramidal cell layer of the hippocampus has
been divided into three regions designated CA1, CA2, and CAS (Lorente de No, 1934)
based on the size and appearance of the neurons.

The granule cells have small (about 10 mm in diameter), spherical cell bodies that
are arranged four to six cells thick in the granule cell layer. In rodents, the granule cell
layer is shaped like the letter "V" or "U," depending on the septotemporal level (Fig.
11.3). The granule cell dendrites extend perpendicularly to the granule cell layer, into
the overlying molecular layer where they receive synaptic connections from several
sources. Because the dendrites emerge only from the top or apical portion of the cell
body, granule cells are considered to be monopolar neurons. The axons of the granule
cells are called mossy fibers because of the peculiar appearance of their synaptic ter-

Fig. 11.3. Line drawing showing the shape and size of the principal neurons in the dentate gyrus
(DG) and hippocampus (CAS and CA1). Numbers indicate the total dendritic length of granule
cells and of the portions of the dendritic trees located in stratum lacunosum-molecular, radia-
tum, and oriens of the hippocampus. For the hippocampal cells, the total dendritic lengths are
also given.
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minals. They typically originate from the basal portion of the cell body, i.e., opposite
to where the dendrites originate, and extend into the polymorphic cell layer (also called
the hilus). The mossy fibers synapse onto some of the neurons, such as mossy cells,
in the polymorphic cell layer before coalescing into a bundle of fibers that exits the
hilus and enters stratum lucidum of CA3. The polymorphic cells are, as the name im-
plies, of various types but they only project to other parts of the dentate gyrus.

The cell bodies of the hippocampal pyramidal neurons are arranged, three to six cells
deep, in an orderly layer called the pyramidal cell layer. These neurons have elaborate
dendritic trees extending perpendicularly to the cell layer in both directions and are
thus considered to be multipolar neurons but more typically called pyramidal cells. The
apical dendrites are longer than the basal and extend from the apex of the pyramidal
cell body toward the center of the hippocampus, i.e., toward the dentate gyrus (see
Fig. 11.3). The apical dendrites of CA3 pyramidal cells traverse three strata: stratum
lucidum, strata radiatum, and stratum lacunosum-moleculare. The dendrites receive dif-
ferent types of synaptic contacts in each one of these strata. The basal dendrites ex-
tend from the base of the pyramidal cell body into stratum oriens.

The hippocampus can clearly be divided into two major regions: a large-celled re-
gion closer to the dentate gyrus and a smaller-celled distal region. Ramon y Cajal (1911)
called these two regions regio inferior and regio superior, respectively. However, as
noted earlier, Lorente de No (1934) divided the hippocampus into three fields (CA3,
CA2, and CA1). He also used the term CA4, although this referred to the region oc-

Cajal and his CA1 is equivalent to regio superior. In addition to differences in the size
of the pyramidal cells in CA3 and CA1, there is a clear-cut connectional difference.
The CA3 pyramidal cells receive a mossy fiber input from the dentate gyrus and the
CA2 and CA1 pyramidal cells do not.

The CA2 field has been a matter of some controversy. As originally defined by
Lorente de No, it was a narrow zone of cells interposed between CA3 and CA1, which
had large cell bodies like CA3 but did not receive mossy fiber innervation like CA1
cells. The bulk of available evidence indicates that there is, indeed, a narrow CA2 that
has both connectional and perhaps even functional differences with the other hip-
pocampal fields. CA2, for example, appears to be more resistant to epileptic cell death
than CA3 or CA1 and is sometimes referred to as the resistant sector (Corsellis and
Bruton, 1983).

The dendrites of the pyramidal neurons are covered with spines onto which most ex-
citatory synapses terminate. Some of the largest spines in the nervous system are the
thorny excrescences, which are located on the proximal dendrites of CA3 and receive
the synapses of the mossy fibers. The thorny excrescences are complex branched spines
engulfed by a single mossy fiber bouton (Hamlyn, 1962; see later). The remainder of
the dendritic tree of CA3 pyramidal cells and the entire CA1 pyramidal cell dendritic
tree have standard "cortical-like" spines on which excitatory, asymmetrical synapses
are formed.

Quantitative analyses of the dendritic organization of hippocampal pyramidal cells
indicate that the CA3 neurons have quite variable dendritic lengths (Ishizuka et al.,
1995). Those located closer to the dentate gyrus tend to have shorter total dendritic

cupied by the polymorphic layer of the dentate gyrus; CA4 is typically no longer used.
His CA3 and CA2 fields are equivalent to teh large-celled regio inferior of Ramon y



460 The Synaptic Organization of the Brain

lengths, whereas those located closer to CA1 have longer dendrites. The dendritic trees
of CA1 neurons, in contrast, are quite regular and the total dendritic length averages
approximately 12,000-13,000 ju,m (Ishizuka et al., 1995; Megias et al., 2001). Megias
et al. (2001) estimated that a typical CA1 pyramidal neuron may have as many as
30,000 excitatory inputs and 1700 inhibitory inputs. The proximal apical dendritic shaft
is heavily innervated by inhibitory synapses (Papp et al., 2001).

Although neurons located in layers other than the pyramidal cell layers are presumed
to be forms of interneurons, this may not always be the case. Gulyas et al. (1998), for
example, observed a very large neuronal cell type in stratum radiatum of the CA1 field
that had spiny dendrites characteristic of principal neurons and a thick, myleninated
axon that was directed toward the fimbria. They concluded that this "stratum radiatum
giant cell" was actually a projection neuron rather than an interneuron.

INTERNEURONS

Intrinsic neurons, or interneurons, have traditionally been defined as neurons with a lo-
cally restricted axon plexus that lack spines and release y-aminobutyric acid (GABA).
With advances in cell labeling, staining, and recording, interneurons have been found
to be much more diverse than previously thought, and exceptions to all of these tradi-
tional views have been described (Buckmaster and Soltesz, 1996).

The vast majority of interneurons in the dentate gyrus and hippocampus (Fig. 11.4)
do indeed have locally restricted target regions, lack spines, and are GABAergic
(Freund and Buzsaki, 1996). In the dentate gyrus, the most prominent class of in-
terneurons is called the pyramidal basket cell, and the cell bodies of these neurons are
typically located at the border between the granule cell layer and the polymorphic cell
layer. Axons from these neurons innervate the cell bodies of granule cells. There are
at least five different types of these basket cells (Ribak and Seress, 1983). There are
also interneurons in the molecular layer. Perhaps the most interesting of these is an
axo-axonic cell that terminates on the axon initial segments of granule cells (Kosaka,
1983; Freund and Buzsaki, 1996). There also is a variety of interneurons located in the
polymorphic cell layer. Some of these have axons that remain within the polymorphic
cell layer while others innervate the granule and molecular layers (Freund and Buzsaki,
1996). There is a class of neurons in the polymorphic layer that are called mossy cells
(Amaral, 1978). These are excitatory neurons that nonetheless project only to the mo-
lecular layer of the dentate gyrus both ipsilaterally and contralaterally. Although some
investigators have called these excitatory interneurons, the fact that they project their
axons for long distances on both sides of the hippocampus would seem to preclude the
use of the term interneuron. In fact, these neurons tend not to project locally but rather
to distant septotemporal levels of the dentate gyrus. These types of neurons would then
form an exception to the traditional definitions of interneurons and principal neurons.

Hippocampal interneurons with cell bodies in or near the pyramidal cell layer can
be classified into three groups on the basis of their synaptic targets: axo-axonic cells,
basket cells, and bistratified cells. As the name implies, axo-axonic cells synapse onto
the initial segments of pyramidal neurons and thus exert a strong control over action
potential initiation. Basket cells synapse onto the somata of pyramidal neurons. Each
basket cell can make multiple contacts onto a pyramidal neuron, forming what looks
like a "basket" into which the soma sits. Finally, bistratified cells make synaptic



Fig. 11.4. A summary diagram of the various interneurons in the hippocampus and dentate gyrus.
Most of the interneurons use GABA as their transmitter. Light profiles in the background show py-
ramidal cells (in the hippocampus) and granule cells (in the dentate gyrus). The interneurons in-
nervate different portions of these principal neurons. For the interneurons, the locations of the cell
bodies are marked with circles. The dark lines emanating from the circles represent the orientation
and the laminar location of the major dendrites. The hatched area marks the regions where the ax-
ons from each interneuron typically arborizes. The laminar distribution of several of the excitatory
inputs to these fields are indicated at right. [From Freund and Buzsaki, 1996, with permission.]
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contacts onto apical and basal dendrites of pyramidal neurons. Although there is very
little overlap among their target regions, the dendrites of all three cell types project
into stratum radiatum and stratum oriens and thus may receive excitatory inputs from
Schaffer collaterals, commissural-associational fibers, and feedback synapses from py-
ramidal neurons in the local region of the interneurons (Buhl et al., 1996; Halasy et
al., 1996). There are also mutual inhibitory connections among these interneurons. The
mutual inhibitory connections are thought to synchronize the interneurons producing
oscillations at various frequencies, including theta (5 Hz) and gamma (40 Hz) fre-
quencies (Jefferys et al., 1996). Many GABAergic interneurons also contain and re-
lease neuroactive peptides (see Freund and Buzsaki, 1996, for review).

There are also GABAergic interneurons in stratum radiatum and stratum lacunosum-
moleculare that receive excitatory inputs from Schaffer collaterals and perforant path
fibers, respectively, and synapse onto pyramidal neuron dendrites in various regions.
Among interneurons whose properties and connections are less well known are puta-
tive excitatory interneurons in stratum lucidum that receive input from mossy fibers
and synapse onto CA3 pyramidal neurons (Soriano and Frotscher, 1993) and inter-
neurons whose postsynaptic targets are exclusively other interneurons (Freund and
Buzsaki, 1996).

BASIC CIRCUITS

The basic circuitry of the hippocampal formation has been known since the time of
Ramon y Cajal (1911), although details worked out by modern neuroanatomists have
contributed to our current understanding, which is illustrated schematically in Fig. 11.5.

Fig. 11.5. Summary diagram of the major intrinsic connections of the rat hippocampal formation
and several of the extrinsic cortical inputs. This diagram emphasizes the serial and parallel aspects
of the intrinsic hippocampal circuitry. See text. Abbreviations: DG, dentate gyrus; CAS, CA1 fields
of the hippocampus; EC, entorhinal cortex; PR, perirhinal; FOR, postrhinal; PrS, presubiculum;
PaS, parasubiculum; Par/Oc Ctx, parietal occipital cortices; RSP Ctx, retrosplenial cortex.
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Andersen and colleagues (1971) emphasized the unique unidirectional progression of
excitatory pathways that linked each region of the hippocampal formation and coined
the term trisynaptic circuit. For simplicity, the entorhinal cortex is considered to be the
starting point of the circuit because much of the sensory information that reaches
the hippocampus enters through the entorhinal cortex. Most of the sensory information
to the hippocampal formation arises in two adjacent cortical areas: the perirhinal and
postrhinal (parahippocampal in the primate) cortices. These relay high-level, poly-
sensory information to the entorhinal cortex (Burwell, 2000). This input to the en-
torhinal cortex is generally excitatory (Martina et al., 2001). The other major source
of sensory information is the retrosplenial cortex (van Groen and Wyss, 1992; Wyss
and van Groen, 1992).

Neurons located in layer II of the entorhinal cortex give rise to a pathway, the per-
forant path, that projects through (perforates) the subiculum and terminates both in the
dentate gyrus and in the CA3 field of the hippocampus. Cells in the medial entorhinal
cortex contribute axons that terminate in a highly restricted fashion within the middle
portion of the molecular layer of the dentate gyrus, and those from the lateral entorhi-
nal cortex terminate in the outer third of the molecular layer. These two components of
the perforant path also end in a laminar pattern in the stratum lacunosum-moleculare
of CAS and CA2. Neurons located in layer III of the entorhinal cortex do not project to
the dentate gyrus or CA3 but do project to CA1 and the subiculum. In this case, the
projection is not organized in a laminar fashion but rather in a topographic fashion.
Axons originating from neurons in the lateral entorhinal cortex terminate in that portion
of stratum lacunosum-moleculare located at the border of CA1 with the subiculum. Pro-
jections arising from the medial entorhinal cortex terminate in that portion of stratum
lacunosum-moleculare of CA1 that is located close to CA3 and in the molecular layer
of the subiculum located close to the presubiculum.

The dentate gyrus is the next step in the progression of connections, and it gives
rise to the mossy fibers that terminate on the proximal dendrites of the CA3 py-
ramidal cells. The granule cells also synapse on cells of the polymorphic layer, the
mossy cells, which provides associational connections to other levels of the dentate
gyrus. The CA3 pyramidal cells, in turn, project heavily to other levels of CA3 as
well as to CA1. The projection to CA1 is typically called the Schaffer collateral
projection. CA1 pyramidal cells give rise to connections both to the subiculum and
to the deep layers of the entorhinal cortex. The subiculum also originates a projec-
tion to the deep layers of the entorhinal cortex. The deep layers of the entorhinal
cortex, in turn, originate projections to many of the same cortical areas that origi-
nally projected to the entorhinal cortex. Thus, information entering the entorhinal
cortex from a particular cortical area can traverse the entire hippocampal circuit
through the excitatory pathways just described and ultimately be returned to the cor-
tical area from which it originated. The transformations that take place through this
traversal are presumably essential for enabling the information to be stored as long-
term memories.

Now that the basic framework of the connectivity of the hippocampal formation has
been laid out, we delve more deeply into the synaptic organization of the dentate gyrus
and hippocampus.
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SYNAPTIC CONNECTIONS

SYNAPTIC CONNECTIONS OF THE DENTATE GYRUS

The dentate granule cells give rise to the distinctive unmyelinated axons called mossy
fibers (Fig. 11.6). Each mossy fiber gives rise to about seven thinner collaterals within
the polymorphic layer before entering the CAS field of the hippocampus (Claiborne et
al., 1986). Within the polymorphic layer, the mossy fiber collaterals have two types of
synaptic varicosities. There are about 160 small (0.5-2 />tm) varicosities that form con-
tacts on spines and dendritic shafts of polymorphic layer neurons (Claiborne et al.,
1986). At the ends of each of the collateral branches there are usually single, larger
(3-5 ^im), irregularly shaped varicosities that resemble the mossy fiber terminals found
in the CA3 field. These large mossy fiber terminals in the polymorphic layer establish
contacts with the proximal dendrites of the mossy cells, the basal dendrites of the py-
ramidal basket cells, and other polymorphic layer cells (Ribak and Seress, 1983; Ribak
et al., 1985; Scharfman et al., 1990a). Acsady and colleagues (1998) demonstrated that
single mossy fiber axons innervate 7-12 mossy cells. More striking was the finding
that the vast majority of the smaller synapses that arise from the filipodia associated
with mossy fiber boutons or from thin collateral fibers preferentially synapse on in-
terneurons! Thus, a typical mossy fiber axon synapses on more inhibitory neurons than
excitatory neurons. In fact, as many as 95% of the excitatory synapses to the parval-
bumin immunoreactive interneurons in the dentate gyrus and CA3 field of the hip-
pocampus come from granule cell axons (Seress et al., 2001).

Fig. 11.6. Line drawing of a dentate granule cell and its mossy fiber axonal plexus. The axon orig-
inates from the cell body and descends into the polymorphic layer (pi) where it collateralizes. Each
collateral has many small synaptic varicosities (small dots) and usually one larger presynaptic ter-
minal (circles) that resemble the mossy fiber expansions found in stratum lucidum. The main mossy
fiber axon enters CAS and demonstrates several en passant and very large (3-8 /im) expansions
(boxes) as it transverses the entire CA3 field before entering stratum lucidium. Abbreviations: m,
molecular layer; g, granule cell layer; p, pyramidal cell layer, pi, polymorphic layer.
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As noted previously, there is a variety of basket cells located close to the granule
cell layer. These all appear to contribute to the very dense terminal plexus that is con-
fined to the granule cell layer. The terminals in this basket plexus are GABAergic and
form symmetric, presumably inhibitory, contacts primarily on the cell bodies and shafts
of apical dendrites of the granule cells (Kosaka et al., 1984). GABAergic neurons in
the polymorphic layer are themselves innervated by GABAergic terminals (Misgeld
and Frotscher, 1986). How widespread is the influence of a single basket cell? Analy-
sis of Golgi-stained axonal plexuses from single basket cells (Struble et al., 1978) in-
dicates that they extend on average 400 fjim in the transverse axis and at least 1.1 jam
in the septotemporal axis. It is conceivable, therefore, that a single basket cell has in-
fluence over a very large number of granule cells.

A second inhibitory input to granule cells originates from the axo-axonic or "chan-
delier-type" cells located in the molecular layer (Kosaka, 1983; Soriano and Frotscher,
1989). These form symmetrical contacts exclusively with the axon initial segment of
granule cells. Another intrinsic projection within the dentate gyrus arises from a pop-
ulation of somatostatin immunoreactive neurons scattered throughout the polymorphic
layer (Morrison et al., 1982; Bakst et al., 1986). These somatostatin cells, located in
the polymorphic layer, colocalize GABA and contribute a plexus of fibers and termi-
nals to the outer portions of the molecular layer. This system of fibers, which forms
contacts on the distal dendrites of the granule cells, provides a third means for in-
hibitory control over granule cell activity (Freund and Buzsaki, 1996). The somato-
statin-positive neurons of the dentate gyrus appear to terminate on a variety of cell
types that include principal cells (76%) and many other forms of interneurons (Katona
et al., 1999).

The inner third of the molecular layer of the dentate gyrus receives a projection that
originates exclusively from cells in the polymorphic layer (Blackstad, 1956; Laurberg
and Sorensen, 1981). Because this projection originates on both the ipsilateral and con-
tralateral sides, it has been called the ipsilateral associational-commissural projection.
The ipsilateral associational and commissural projections appear to originate as col-
laterals from axons of the mossy cells of the hilus (Laurberg and Sorensen, 1981). Most
terminals of this pathway form asymmetrical, presumably excitatory synaptic termi-
nals on spines of the granule cell dendrites (Laatsch and Cowan, 1967; Kishi et al.,
1980). Because the mossy cells are immunoreactive for glutamate (Soriano and
Frotscher, 1993), it is likely that they release this excitatory transmitter substance at
their terminals within the ipsilateral associational-commissural zone of the molecular
layer.

Because the mossy cells are densely innervated by the granule cells, they provide
the substrate for a potential feedback loop via their axons to the proximal dendrites of
the granule cells. A few facts temper the way in which we think about this feedback
loop, however. The granule cells innervate mossy cells at the same septotemporal level
at which their cell bodies are located. Further, the mossy cells project not to the same
level that their cell bodies are located but rather to distant levels located both septally
and temporally from the level of the cell body. Thus, it would appear that the mossy
cells pass on the collective output of granule cells from one septotemporal level to
granule cells located at distant levels of the dentate gyrus. The functional significance
of the longitudinal distribution of the associational projection cannot be fully appreci-
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ated without one further piece of information. In addition to contacting the spines
of dentate granule cells, the associational fibers also contact the dendritic shafts of
GABAergic basket cells (Frotscher and Zimmer, 1983; Seress and Ribak, 1984). Thus,
the associational and commissural projections may function both as a feedforward ex-
citatory pathway and as a disynaptic feedforward inhibitory pathway. A final fact that
contributes to this discussion is that the somatostatin/GABA pathway described earlier
(which originates from cells in the polymorphic layer) has a more local and limited
terminal distribution. Thus, mossy fiber collaterals terminating on GABA/somatostatin
cells in the polymorphic layer may lead predominantly to direct inhibition of granule
cells at the same septotemporal level and to either inhibition or excitation (via the ipsi-
lateral associational connection) at more distant levels of the dentate gyrus. The fact
that the ipsilateral associational connection appears to be organized primarily to influ-
ence cells some distance away from the cell bodies of origin is a significant contra-
diction to the notion that the hippocampus processes information exclusively in a
lamellar fashion, i.e., within slices of the hippocampal banana (Amaral and Witter,
1989).

Synaptic Connections From the Entorhinal Cortex. The major input to the dentate gyrus
is from the entorhinal cortex. The major organizational features of this projection have
already been described. The projection to the dentate gyrus arises mainly from layer
II of the entorhinal cortex (Steward and Scoville, 1976; Schwartz and Coleman, 1981;
Ruth et al., 1982, 1988). A minor component of the projection also comes from the
deep layers (IV-VI) of the entorhinal cortex (Kohler, 1985). In the molecular layer of
the dentate gyrus, the terminals of the perforant path fibers are strictly confined to the
outer or superficial two-thirds, where they form asymmetrical synapses (Nafstad, 1967).
These occur most frequently on the dendritic spines of dentate granule cells, although
a small proportion of perforant path fibers terminate on the basket pyramidal in-
terneurons (Zipp et al., 1989). Within the outer two-thirds of the molecular layer, per-
forant path synapses make up at least 85% of the total synaptic population (Nafstad,
1967). The perforant path is most likely glutamatergic (Fonnum et al., 1979). At least
for the projection to the dentate gyrus, the terminals of the lateral perforant pathway
are enkephalin immunoreactive, whereas those of the medial pathway are immuno-
reactive for CCK (Fredens et al., 1984).

Extrinsic Inputs to the Dentate Gyrus. The remainder of this section will deal with the
subcortical inputs to the dentate gyrus, which originate mainly from the septal nuclei,
supramamillary region of the posterior hypothalamus, and several monoaminergic nu-
clei in the brainstem, especially the locus coeruleus and raphe nuclei.

The septal projection arises from cells of the medial septal nucleus and the nucleus
of the diagonal band of Broca and travels to the hippocampal formation via four routes—
the fimbria, dorsal fornix, supracallosal stria—and via a ventral route through and
around the amygdaloid complex (Mosko et al., 1973; Swanson, 1978; Amaral and Kurz,
1985). Septal fibers heavily innervate the polymorphic layer, particularly in a narrow
band just below the granule cell layer and terminate more lightly in the molecular layer.
From 30% to 50% of the cells in the medial septal nucleus and 50%-75% of the cells
in the nucleus of the diagonal band that project to the hippocampal formation are cholin-
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ergic (Amaral and Kurz, 1985; Wainer et al., 1985). A number of cell types are pre-
sumed to receive cholinergic innervation from these cells, although electron micro-
scopic verification of this is still limited. Deller et al. (1999) have demonstrated that
mossy cells are innervated by cholinergic terminals, however. Many of the other sep-
tal cells that project to the dentate gyrus, however, contain glutamic acid decarboxy-
lase and are presumably GABAergic (Kohler et al., 1984); they terminate in the dentate
gyrus and have an apparent preference for terminating on the GABAergic nonpyrami-
dal cells (Freund and Antal, 1988). The septal GABAergic projection provides a strik-
ing example of long, projection neurons (not interneurons) that use GABA as their
transmitter.

There is only one major hypothalamic projection to the dentate gyrus and this arises
from the supramammillary area (Wyss et al., 1979a,b; Dent et al., 1983; Haglund et
al., 1984). The supramammillary projection terminates heavily in a narrow zone of the
molecular layer located just superficial to the granule cell layer; there is only light in-
nervation of the polymorphic or molecular layers.

The dentate gyrus receives a particularly prominent noradrenergic input primarily
from the locus coeruleus (Pickel et al., 1974; Swanson and Hartman, 1975), and the
noradrenergic fibers terminate mainly in the polymorphic layer of the dentate gyrus.
The serotonergic projection, which originates from the raphe nuclei, also terminates
most heavily in the polymorphic layer, but the projection tends to be limited to an im-
mediately subgranular portion of the layer (Conrad et al., 1974). Freund and colleagues
(Halasy et al., 1991) have shown that the serotonergic fibers preferentially terminate
on a class of interneurons in the dentate gyrus that primarily innervate the distal den-
drites of the granule cells. As with the cholinergic projection, many of the cells in the
raphe nuclei that project to the hippocampal formation appear to be nonserotonergic
(Kohler and Steinbusch, 1982). The dentate gyrus receives a lighter and diffusely dis-
tributed dopaminergic projection that arises mainly from cells located in the ventral
tegmental area (Swanson, 1982).

Outputs of the Dentate Gyrus. The dentate gyrus does not project to other brain re-
gions. Within the hippocampal formation, it only projects to CA3 via the mossy fibers.
Once the mossy fibers leave the hilus and enter the CA3 region, they have few collat-
erals. The mossy fibers tend to fasciculate as they extend in stratum lucidum through-
out the CA3 field, where they demonstrate the large (3-6 /urn in diameter), presynaptic
varicosities characteristic of mossy fiber-CA3 pyramidal cell contacts (Claiborne
et al., 1986). These large, presynaptic expansions are distributed at approximately
140-jiim intervals along the course of the mossy fiber axons. In the part of CA3 lo-
cated closest to the dentate gyrus, some mossy fibers extend deep to the pyramidal cell
layer in what has been called the infrapyramidal bundle. In this region, the mossy fibers
terminate on large thorny excrescences that are located both on the proximal apical and
basal dendrites of the pyramidal cells.

The mossy fiber presynaptic expansion forms a unique synaptic complex with an
equally intricate postsynaptic process called the thorny excrescence (Fig. 11.7). These
spine-like processes are large, multilobulated entities (with as many as 16 branches)
that are surrounded by a single mossy fiber expansion. A single mossy fiber expansion
can make as many as 37 synaptic contacts with a single CA3 pyramidal-cell dendrite
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Fig. 11.7. Electron micrograph of a mossy fiber expansion (MF) that makes contact with a py-
ramidal cell dendrite (DEN). A large, complex thorny excrescence (S) is shown penetrating the
expansion. There are several symmetrical contacts between the dendritic shaft and the expan-
sion (arrowheads) which are nonsynaptic puncta adhearentia. There are also several asymmetric
synapses between the expansions and the complex spine (arrows). Note that the small, round
synaptic vesicles are only associated with the spine specializations. [From Amaral and Dent,
1981, with permission.]

(Chicurel and Harris, 1992). Because of the large size and proximal dendritic location
of the mossy fiber synapse, the granule cells are in a unique position to influence the
activity of hippocampal pyramidal cells. However, mossy fibers contact relatively few
pyramidal cells, perhaps no more than 14 throughout their entire trajectory (Claiborne
et al., 1986; Acsady et al., 1998). Each pyramidal cell receives contacts from approx-
imately 50 dentate granule cells.

The mossy fibers remain at approximately the same septotemporal level as their cells
of origin (Gaarskjaer, 1978a,b; Swanson et al., 1978; Claiborne et al., 1986). In this
respect, they are different from the organization of the ipsilateral associational con-
nection in the dentate gyrus and the connections of the hippocampus, which tend to
have much more extensive septotemporal distributions. Near the CA3-CA2 border,
however, the mossy fibers make an abrupt turn temporally and extend for 1 mm or
more toward the temporal pole of the hippocampus. The functional significance of this
component of the mossy fibers has never been understood.

The mossy fibers are thought to use glutamate (Storm-Mathisen and Fonnum, 1972)
as their primary transmitter substance, but some mossy fibers harbor opiate peptides
such as dynorphin and enkephalin (Gall et al., 1981; Gall, 1984; van Daal et al., 1989).
More recently, mossy fibers have also been shown to be immunoreactive for GABA
(Sloviter et al., 1996). However, it is not clear whether this is involved in synaptic trans-
mission or has a more general metabolic role.
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SYNAPTIC CONNECTIONS OF CAS

The CA3 pyramidal cells give rise to highly collateralized axons that distribute fibers
both within the hippocampus (to CA3, CA2, and CA1), to the same fields in the con-
tralateral hippocampus (the commissural projections), and subcortically to the lateral
septal nucleus. CA3 cells, especially those located proximally in the field, and CA2
cells contribute a small number of collaterals that innervate the polymorphic layer of
the dentate gyrus.

All of the CA3 and CA2 pyramidal cells give rise to highly divergent projections to
all portions of the hippocampus (Ishizuka et al., 1990). The projections to CA3 and
CA2 are typically called the associational connections, and the CA3 projections to the
CA1 field are called the Schaffer collaterals. There is a highly ordered and spatially
distributed pattern of projections from CA3 to CA3 and from CA3 to CA1 (Ishizuka
et al., 1990). The essential elements of the organization of these connections include
the following.

All portions of CA3 and CA2 project to CA1, but the distribution of terminations in
CA1 depends on the transverse location of the CA3/CA2 cells of origin. The older no-
tion that a typical CA3 pyramidal cell sends a single axon to CA1 that extends linearly
through the field with equal contact probability at all regions within CA1 is clearly in-
correct. The topographic organization of projections from CA3 to CA1 determines a
network in which certain CA3 cells are more likely to contact certain CA1 cells. CA3
cells located close to the dentate gyrus, while projecting both septally and temporally
for substantial distances, tend to project more heavily to levels of CA1 located septal
to their location. CA3 cells located closer to CA1, in contrast, project more heavily to
levels of CA1 located temporally. At or close to the septotemporal level of the cells of
origin, those cells located proximally in CA3 give rise to collaterals that tend to ter-
minate superficially in stratum radiatum. Conversely, cells of origin located more dis-
tally in CA3 give rise to projections that terminate deeper in stratum radiatum and in
stratum oriens. At or close to the septotemporal level of origin, CA3 pyramidal cells
located near the dentate gyrus tend to project somewhat more heavily to distal portions
of CA1 (near the subicular border), whereas CA3 projections arising from cells located
distally in CA3 terminate more heavily in portions of CA1 located closer to the CA2
border.

Regardless of the septotemporal or transverse origin of a projection, the highest den-
sity of terminal and fiber labeling in CA1 shifts to deeper parts of stratum radiatum
and stratum oriens at levels septal to the cells of origin and shifts out of stratum oriens
and into superficial parts of stratum radiatum at levels temporal to the origin. More-
over, the highest density of fiber and terminal labeling in CA1 shifts proximally (to-
ward CA3) at levels septal to the origin and distally (toward the subiculum) at levels
temporal to the origin. Although Schaffer collaterals are often illustrated as extending
only through stratum radiatum, it should be emphasized that both stratum radiatum and
stratum oriens of CA1 are heavily innervated by CA3 axons. Thus, the Schaffer col-
laterals are as highly associated with the apical dendrites of CA1 cells in stratum ra-
diatum as they are with the basal dendrites in stratum oriens. Moreover, some Schaffer
collaterals that are initially in stratum radiatum ultimately extend into stratum oriens,
and thus these axons may terminate on the apical dendrites of some pyramidal cells
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and the basal dendrites of other pyramidal cells. Although it has been implicit in our
discussion of these connections, it should be emphasized that each CAS neuron makes
contacts with many CA1 pyramidal cells. It has been estimated, for example, that a
single CA1 neuron may be innervated by more than 5,000 ipsilateral CAS pyramidal
cells (Amaral et al., 1990). The projections from CAS to CA1 terminate as asymmet-
rical, axospinous synapses located on the apical and basal dendrites of the CA1 py-
ramidal cells (Fig. 11.8). The sizes and shapes of the spines and presynaptic profiles
in this region are quite variable and may be related to the physiological efficacy of the
synapses in CA1. Shepherd and Harris (1998) have carried out the laborious task of
analyzing 75 segments of Shaffer collaterals with electron microscopy. They found that
synapses occur at intervals of approximately 2.7 /JLHI. Most of these synapses (68%)
had one postsynaptic density, whereas 19% had two to four and 13% had none (the
synapse was defined as having an accumulation of synaptic vesicles).

The associational projections from CAS to CAS are also organized in a highly sys-
tematic fashion and again terminate throughout stratum radiatum and oriens. One some-
what idiosyncratic facet of this projection is that cells located proximally in CAS
communicate only with other cells in the proximal portion of CAS of the same and ad-
jacent septotemporal levels. Associational projections arising from mid and distal por-
tions of CAS, however, project throughout much of the transverse extent of CAS and
also project much more extensively along the septotemporal axis.

An important feature of the CA3-to-CA3 associational and CA3-to-CAl Schaffer
collateral projections is that they are both divergently distributed along the septotem-
poral axis. Single CAS and CA2 pyramidal cells give rise to highly arborized axonal
plexuses that distribute to as much as 75% of the septotemporal extent of the ipsilat-
eral and contralateral CA1 fields (Tamamaki et al., 1984, 1988). Using intracellular
techniques, Li et al. (1994) have found that the total length of the axonal plexus from
single CAS neurons can be as long as 150-300 mm and that a single CAS cell may
contact as many as 30,000-60,000 neurons in the ipsilateral hippocampus!

In the rat, but not in the monkey (Amaral et al., 1984; Demeter et al., 1985), the
CAS pyramidal cells give rise to commissural projections to the CAS, CA2, and CA1
regions of the contralateral hippocampal formation (Swanson et al., 1978). The same
CAS cells give rise both to ipsilateral and commissural projections (Swanson et al.,
1980). Although the commissural projections roughly follow the same topographic
organization and generally terminate in homologous regions on both sides, there are
minor differences in the distribution of terminals. If a projection is heavier to stratum
oriens on the ipsilateral side, for example, it may be heavier in stratum radiatum on
the contralateral side (Swanson et al., 1978). As with the commissural projections from
the dentate gyrus, CAS fibers to the contralateral hippocampus form asymmetrical
synapses on the spines of pyramidal cells in CAS and CA1 (Gottlieb and Cowan, 1972)
but also terminate on the smooth dendrites of interneurons (Frotscher and Zimmer,
1983).

Projections to Other Brain Regions. Until the mid-1970s, it was commonly assumed
that the hippocampal fields (CA1-CA3) gave rise to all of the subcortical connections
to the basal forebrain and diencephalon. Swanson and Cowan (1975), however, dem-
onstrated that most of these projections actually originate from the subiculum. The only



Fig. 11.8. Electron micrographs of axospinous synapses in the CA1 region of the rat hippo-
campus. A: A stubby spine (20) is identified and shows a postsynaptic density (psd). A cistern
of smooth endoplasmic reticulum (ser) is in the spine. B: A typical thin spine with asymmetri-
cal synapse on its head. C: Spine with large spine head making contact with axonal terminal.
D: Perforated synapse. The spinule (large arrow) perforates the postsynaptic density which forms
two patches (small arrows). E: Two very thin spine necks (10 and 11). [From Harris and Stevens,
1989, with permission.]
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sizable subcortical projection from CA3 is to the lateral septal nucleus (Swanson and
Cowan, 1977). The CAS projection to the septal complex is distinct from other hip-
pocampal projections to the septal region in that it is bilateral. Some CAS fibers cross
in the ventral hippocampal commissure to innervate the homologous region of the con-
tralateral lateral septal nucleus. Interestingly, essentially all of the CAS cells give rise
to projections both to CA1 and to the lateral septal nucleus (Swanson et al., 1980). It
should be noted that at least some of the hippocampal neurons that project to the sep-
tal region are GABAergic (Toth and Freund, 1992).

The septal nucleus also provides the major subcortical input to CAS. As with the
dentate gyrus, the septal projection originates mainly in the medial septal nucleus and
nucleus of the diagonal band of Broca. The projection appears to terminate most heav-
ily in stratum oriens and, to a lesser extent, in stratum radiatum (Nyakas et al., 1987;
Gaykema et al., 1990). As in the dentate gyrus, the GABAergic component of the sep-
tal projection to the CAS field terminates mainly on GABAergic interneurons (Freund
and Antal, 1988; Gulyas et al., 1990).

The CAS field also receives inputs from the noradrenergic nucleus locus coeruleus.
Noradrenergic fibers and terminals are most densely distributed in the stratum lucidum
and in the most superficial portion of stratum lacunosum-moleculare. A much thinner
plexus of noradrenergic axons is distributed throughout the other layers of CAS. Sero-
tonergic fibers are diffusely and sparsely distributed in CAS, and there are few, if any,
dopaminergic fibers in this field (Swanson et al., 1987). As in the dentate gyrus, the
serotonergic fibers, although diffusely distributed, nonetheless appear to terminate pref-
erentially on interneurons (Freund et al., 1990) with axons that innervate the distal den-
drites of pyramidal cells.

SYNAPTIC CONNECTIONS OF CA2

The CA2 field is relatively narrow and is located distal to the end of the mossy fiber
projection; it is typically no wider than approximately 250 /mm. It is made up of large,
darkly staining pyramidal cells, like those of CAS. However, the CA2 pyramidal cells
lack the thorny excrescences that are characteristic of CAS pyramidal cells (Lorente
de No, 1934; Tamamaki et al., 1988). A number of immunohistochemical studies have
also demonstrated differential labeling of CA2. This region demonstrates denser acetyl-
cholinesterase staining and much denser labeling for the calcium-binding protein par-
valbumin than adjacent regions of CAS or CA1 (Bainbridge and Miller, 1982). This is
of interest because the calcium-binding proteins are considered to be protective of isch-
emic or excitotoxic cell death, and the CA2 region is purported to be the "resistant sec-
tor" described in the human epilepsy literature (Corsellis and Bruton, 1983).

The intrahippocampal connections of CA2 resemble, in part, those of the distal
portions of CAS, but there are also some distinguishing characteristics. Like CAS,
the CA2 cells give rise to a projection to CA1 (Ishizuka et al., 1990). The projec-
tion is rather sparse and diffuse, however, and does not clearly follow the gradient
rules established by the CA3-to-CAl projection. Interestingly, more collaterals from
CA2 are distributed to the polymorphic layer of the dentate gyrus than from any
portion of CAS.

There has been little work dealing specifically with the extrinsic inputs and outputs
of CA2. In general, CA2 appears to share the connections of CAS. However, CA2 ap-
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pears to receive a particularly prominent innervation from the supramammillary area
(Haglund et al., 1984) and from the tuberomammillary nucleus (Kohler et al., 1985).

SYNAPTIC CONNECTIONS OF CA1

Unlike the CAS field, pyramidal cells in CA1 do not appear to give rise to a major set
of collaterals that distribute within CA1 (Tamamaki et al., 1987; Amaral et al., 1991),
i.e., they have few associational connections. As the CA1 axons extend in the alveus
or in stratum oriens toward the subiculum, occasional collaterals do arise and appear
to enter stratum oriens and the pyramidal cell layer. It is likely that these collaterals
terminate on the basal dendrites of other CA1 cells (Deuchars and Thomson, 1996).
What is clear, however, is that the massive associational network that is so apparent in
CA3 is largely missing in CA1. It was thought that the CA1 field gave rise to no com-
missural connections (Swanson et al., 1978), but it now appears that a small number
of CA1 neurons may project to the contralateral CA1 (van Groen and Wyss, 1990).

The CA1 field receives a similar but substantially lighter septal projection than CA3
(Nyakas et al., 1987). As with CA3, the CA1 field receives light noradrenergic and
serotonergic projections. The distal portion of CA1 receives a fairly substantial input
from the amygdaloid complex (Krettek and Price, 1977b; Pitkanen et al., 2000). Fibers
originating in the basolateral nucleus terminate in stratum lacunosum-moleculare of
the CA1 field; this input from the amygdala appears to be restricted to the temporal
third of CA1.

The thalamic inputs to the hippocampal formation have received relatively little at-
tention. It has been known for some time that the anterior thalamic complex is inti-
mately interconnected with the subiculum and the presubiculum. Herkenham (1978)
demonstrated fairly prominent projections from midline (or nonspecific) regions of thal-
amus to several fields of the hippocampal formation. In particular, the small midline
nucleus reuniens gives rise to a prominent projection to the stratum lacunosum-
moleculare of CA1. Wouterlood and colleagues (1990; Dolleman-Van der Weel and
Witter, 1992) found that the nucleus reuniens projections travel to the CA1 field via
the internal capsule and cingulum bundle rather than through the fimbria/fornix. The
nucleus reuniens projection terminates massively in stratum lacunosum-moleculare and
innervates all septotemporal fields. Electron microscopic analysis indicates that the nu-
cleus reuniens fibers terminate with asymmetric synapses on spines and thin dendritic
shafts in stratum lacunosum-moleculare.

The CA1 field gives rise to two intrahippocampal projections. The first is a topo-
graphically organized projection to the adjacent subiculum (Amaral et al., 1991). The
second is to the deep layers of the entorhinal cortex (Naber et al., 2001).

Axons of CA1 pyramidal cells descend into stratum oriens or the alveus and bend
sharply toward the subiculum (Finch et al., 1983; Tamamaki et al., 1988; Amaral et al.,
1991). The fibers re-enter the pyramidal cell layer of the subiculum and ramify pro-
fusely in the pyramidal cell layer and in the deep portion of the molecular layer. Un-
like the CA3 to CA1 projection, which distributes throughout CA1 in a gradient fashion,
the CA1 projection ends in a columnar fashion in the subiculum. CA1 cells located
proximally in the field project to the distal third of the subiculum, whereas CA1 cells
located distally in the field project just across the border into the proximal portion of
the subiculum; the mid-portion of CA1 projects to the mid-portion of the subiculum



474 The Synaptic Organization of the Brain

(Amaral et al., 1991). Tamamaki et al. (1988) injected single CA1 pyramidal cells with
horseradish peroxidase and demonstrated that individual axonal plexuses distribute to
about one-third the width of the subicular pyramidal cell layer. Thus, the CAl-to-subicu-
lum projection segments these structures roughly into thirds.

CA1 is the first hippocampal field that originates a return projection to the entorhi-
nal cortex and thus is different from the dentate gyrus and fields, CA3/CA2 in this
respect. Projections from CA1 to the entorhinal cortex originate from the full septo-
temporal and transverse extent of CA1 and appear to terminate most densely in the
medial entorhinal cortex, although projections also reach the lateral entorhinal cortex.
The CA1 projections to the entorhinal cortex terminate predominantly in layer V (Swan-
son and Cowan, 1977; Finch and Babb, 1980, 1981; van Groen and Wyss, 1990).

SYNAPTIC CONNECTIONS OF THE SUBICULUM

Although the main regions of interest in this chapter are the dentate gyrus and hip-
pocampus, because the subiculum is such an important component of the output of the
hippocampal formation, it is prudent to at least highlight some recent research on this
region. There is far less known about the principal neurons of the subiculum, the py-
ramidal cells (Harris et al., 2001). It appears that their axons form a dense local col-
lateral plexus that nonetheless retains the columnar organization of the subiculum. The
subiculum projects to several subcortical regions, including the nucleus accumbens, the
anterior thalamic nuclei, the medial mammillary nucleus, and the lateral septal nucleus,
as well as the presubiculum and entorhinal cortex. As noted earlier, the CA1 projec-
tions to the subiculum appear to produce a transversely oriented columnar organiza-
tion. Interestingly, the outputs to the various cortical and subcortical regions appear to
respect this organization (Naber and Witter, 1998; Ishizuka, 2001), although the exact
organization of these columns is still being worked out. Ishizuka (2001) has demon-
strated that the neurons that give rise to different subcortical regions have different so-
mal diameters: those projecting to the anterior thalamus are smallest, those to the
nucleus accumbens are intermediate, and those to the medial mammillary nucleus are
largest. The synaptic organization of the subiculum and adjacent presubiculum and
parasubiculum will undoubtedly be areas of increased interest in the years to come.

PHYSIOLOGICAL AND PHARMACOLOGICAL PROPERTIES

GENERAL PROPERTIES

Basic Response. As mentioned in previous sections, the highly structured and organ-
ized arrangement of synaptic pathways makes the hippocampus ideal for studying syn-
aptic actions in vivo or in vitro (Andersen et al., 1971). Single-shock electrical
stimulations to the perforant path, mossy fibers, or Schaffer collaterals result in a char-
acteristic sequence of excitation followed by inhibition in the appropriate target neu-
rons. The excitation typically precedes the inhibition by a few milliseconds but
otherwise they overlap in time (Barrionuevo et al., 1986). The inhibition arises from
the feedforward and feedback (recurrent) connections described earlier and often has
two phases: a fast and a slow phase (see later). Some of the first recordings of synap-
tic actions in the hippocampus were made by Andersen and colleagues using electri-
cal field recordings in vivo (see Langmoen and Andersen, 1981).
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Extracellular Responses. Electrical field recordings represent the summed responses
from a number of neurons in the vicinity of the recording electrode. Because of the or-
derly arrangement of pyramidal neurons and their dendrites, the electrical fields gen-
erated by active neurons have symmetry along the septal-temporal and cell-layer
dimensions and asymmetry along the dendritic-somatic axis. This two-dimensional
symmetry and one-dimensional asymmetry make electrical field recordings in hip-
pocampus quite informative. For example, it can be shown that under appropriate con-
ditions, the time course of the field potential is approximately equal to the time course
of the underlying synaptic current (see Johnston and Wu, 1995). Furthermore, if mul-
tiple recordings are made at different sites along the dendritic axis, it is possible to lo-
calize the approximate site of generation of the electrical response using a technique
called CSD analysis (Haberly and Shepherd, 1973; Richardson et al., 1987).

Because current flows into the dendrites during excitatory synaptic activity, a field-
recording electrode in stratum radiatum records, first, a brief negative-going transient
that results from the volley of action potentials in the presynaptic fibers (called the
fiber volley}, followed by a slower negative-going potential with a time course similar
to that of the underlying excitatory synaptic currents (Fig. 11.9). This latter waveform
is called a population excitatory postsynaptic potential, or pEPSP, to signify that the
measured potential results from the summed activity across a population of neurons.
The current flowing into the dendrites during this pEPSP will exit the neurons near the
cell body layer so that a field electrode in stratum pyramidale will record a positive-
going potential during this same synaptic event. If the intensity of the synaptic input
is sufficient to evoke action potentials in the neurons, then the field electrode in stra-
tum pyramidale will also record a negative-going potential (called a pspike} resulting

Fig. 11.9. Synaptic responses in hippocampus. A: Extracellular recordings from stratum pyra-
midale (SP) and stratum radiatum (SR) of CA1 in response to stimulation of Schaffer collater-
als. The initial positivity from stratum pyramidale corresponds to the large negativity in stratum
radiatum and results from synaptic current into the dendrites. This is the pEPSP and can be mea-
sured in either stratum pyramidale or stratum radiatum. The large negativity in stratum pyrami-
dale is the pspike. It can be seen as a small positivity in stratum radiatum. The arrow in the
stratum radiatum recording indicates the fiber volley. See text. [Modified from Alger et al., 1984,
with permission.] B: Intracellular response in a CA1 neuron to Schaffer collateral stimulation.
The initial EPSP triggers an action potential. The EPSP is followed by an IPSP with fast (GABAA)
and slow (GABAB) phases. [Modified from Schwartzkroin, 1986, with permission.]
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from the inward current during the postsynaptic action potentials. Measurements of the
initial slope of the pEPSP measured in either stratum radiatum or stratum pyramidale
provide a reliable estimate of the intensity of synaptic activity, whereas a measure of
the amplitude of the pspike provides an estimate of the number of neurons reaching
threshold from this synaptic input. The amplitude of the fiber volley is proportional to
the number of presynaptic axons being activated by the electrical stimulus. These field
potentials can be easily recorded from in vitro preparations for many hours and have
provided a wealth of information about the physiology and pharmacology of synaptic
transmission in the hippocampus.

Intracellular Responses. The electrophysiological behavior of the different neurons in
the hippocampus is variable. Dentate granule and CA1 pyramidal neurons can fire
repetitively at up to several hundred Hertz (Schwartzkroin, 1975, 1977), whereas CA3
pyramidal neurons tend to fire in short bursts of 5-10 action potentials (Wong and
Prince, 1978; Hablitz and Johnston, 1981) (Fig. 11.10). The bursting properties of CA3
were first noticed by Kandel and Spencer (196la) in their landmark study of hip-
pocampal neurons in vivo and are thought to be important for explaining the seizure
susceptibility of the hippocampus (Kandel and Spencer, 1961b; Traub and Llinas, 1979;
Traub and Wong, 1981). Another prominent feature of hippocampal neurons firing
repetitively is that the frequency of action potentials declines or accomodates during
the train, and there is a slow afterhyperpolarization (AHP) at the end of the train. Both
the frequency accommodation and the slow AHP result in part from the activation of
potassium channels by the influx of calcium ions during the train.

Intracellular recordings during electrical stimulation of an afferent pathway reveal
the excitation-inhibition (EPSP-IPSP) sequence illustrated in Fig. 11.9B. These record-
ings can be made with sharp microelectrodes or with whole-cell patch electrodes. With
advances in the visualization of single neurons in brain slices using infrared video-

Fig. 11.10. Firing properties of CA1 and CAS pyramidal neurons. CA1 neurons fire repetitively
but show accomodation and fast and slow afterhyperpolarizations. CA3 neurons tend to fire in
bursts of action potentials with declining amplitudes. [From Johnston and Wu, 1995; Johnston
and Brown, 1984b.]



microscopy (Stuart et al., 1993), the whole-cell patch method is the technique of choice
for most studies. The amplitudes of the electrically evoked EPSPs can range from less
than 1 mV to several 10s of mV, whereas the IPSPs, if present, are in the range of
1-10 mV. The EPSP rise times (usually measured from 10% to 90% of the peak) are
on the order of 5 ms, and if not accompanied by an IPSP, the EPSP decays as a func-
tion of the membrane time constant, which is about 50 ms (Spruston and Johnston,
1992). IPSPs evoked by stimulation of afferent pathways are typically much slower
than EPSPs and are characterized by two components. The fast component peaks in
about 20-50 ms from the stimulus and decays nonexponentially in 100-500 ms. The
slow component peaks in about 100 ms and can take more than 1 sec to decay. Den-
dritic IPSPs are typically slower than somatic IPSPs and more closely follow the time
course of NMDA receptor-mediated responses (see later; Pearce, 1993).

If the afferent stimulation is of sufficient intensity, the EPSP will evoke one or more
action potentials. These action potentials are usually initiated first in the axon and then
propagate into the soma and dendrites as well as down the axon to the synaptic ter-
minals. The threshold for initiating an action potential in the soma of CA1 pyramidal
cells is about 20-25 mV depolarized from the usual resting potential of —65 mV. The
threshold, however, is not a fixed value and will vary according to the prior history of
the membrane potential. For example, threshold will be lowered following a prolonged
(>100 ms) hyperpolarization. In addition to evoked synaptic activity, there is a high
rate of spontaneous synaptic potentials that can be recorded from hippocampal neu-
rons both in vivo and in vitro. These spontaneous synaptic potentials result from ran-
dom firings of presynaptic neurons and from the quantal release of neurotransmitter
from synaptic terminals (Brown et al., 1979; Brown and Johnston, 1984a; Cossart et
al., 2002).

Physiology and Biophysics of Synaptic Actions. Many of the basic hypotheses for syn-
aptic transmission that were first derived from studies of invertebrate preparations have
been tested in hippocampal neurons. Presynaptic mechanisms, including the quantal
hypothesis for transmitter release and the role of presynaptic calcium, have been stud-
ied directly at both mossy fiber and Schaffer collateral synapses (Jonas et al., 1993;
Stevens and Wang, 1994; Xiang et al., 1994; Bekkers and Stevens, 1995; Strieker et
al., 1996; see also Johnston and Wu, 1995). As for postsynaptic mechanisms, the prop-
erties of conductance-increase and conductance-decrease PSPs have been explored in
hippocampal neurons (Barrionuevo et al., 1986; Magee and Cook, 2000). Because ex-
citatory synapses and some inhibitory synapses terminate on the dendrites, the study
of the physiology and biophysics of synaptic transmission is complicated by the prop-
erties of dendrites, and thus an entire section is devoted here to dendritic properties.

The basic sequence of synaptic transmission begins with an action potential in the
presynaptic axon that elicits Ca2+ influx into the bouton, and neurotransmitter is then
released into the cleft from transmitter-containing vesicles in the presynaptic terminal
(see Chaps. 1 and 2). The transmitter molecules diffuse across the synaptic cleft and
bind to specific receptors on the postsynaptic neuron opening ion channels. The unit
response from a single vesicle is called a quantum. Single boutons may have as few
as one active zone in some Schaffer collateral boutons to as many as 37 active zones
on some of the largest mossy fiber terminals (Chicurel and Harris, 1992). A prominent
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theory is that one vesicle per action potential is released at each active zone with a
mean probability of about one release every fourth action potential (Korn and Faber,
1991; Allen and Stevens, 1994; Stevens and Wang, 1994). Recent results, however,
strongly suggest that multiquantal release can occur from at least mossy fiber hip-
pocampal synapses (Henze et al., 2002).

INHIBITORY SYNAPSES

Although in general less is known about transmission at inhibitory synapses in the hip-
pocampus, this situation is changing rapidly. Much new information about inhibitory
synaptic transmission is available (Lambert and Wilson, 1994; McMahon and Kauer,
1997; Ouardouz and Lacaille, 1997; Bartos et al., 2001; Bertrand and Lacaille, 2001;
McBain and Fisahn, 2001). The quantal nature of transmission at inhibitory synapses
appears similar except that each synapse may have multiple release sites and a high
probability of release (Kraushaar and Jonas, 2000; see also Miles and Wong, 1984;
Miles, 1990; Ropert et al., 1990). Another important difference is that inhibitory neu-
rons can fire repetitively at rates much higher than is typical for excitatory neurons
(Schwartzkroin and Mathers, 1978). This means that excitatory input to inhibitory in-
terneurons may trigger a high-frequency train of action potentials in the interneurons,
leading to longer-lasting transmitter release and a longer-lasting inhibition of the post-
synaptic neuron than from the excitatory response. Examples of firing patterns of some
hippocampal interneurons are illustrated in Fig. 11.11.

NEUROTRANSMITTER RECEPTORS

EXCITATORY NEUROTRANSMITTERS

The major excitatory neurotransmitter in the hippocampus is glutamate (Storm-
Mathison, 1977; Roberts et al., 1981). Glutamate is released from the perforant path,
mossy fibers, commissural-associational fibers, Schaffer collaterals, and the several
types of excitatory interneurons described elsewhere. The action of glutamate is on
two main types of receptors: ionotropic and metabotropic (Hicks et al., 1987). The

Fig. 11.11. Spontaneous firing patterns of hippocampal interneurons. Interneurons located in
stratum radiatum, stratum oriens, and stratum lacunosum-moleculare can fire in regular, irregu-
lar, or clustered patterns. There is no particular classification or correlation of interneurons based
on location and firing pattern. Interneurons with these firing patterns can be found in all loca-
tions. [From Parra et al., 1998.]
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ionotropic receptors directly gate ion channels that are part of the receptor-molecule
complex, whereas the metabotropic receptors mediate their actions through intermedi-
ary G-proteins that either gate ion channels or activate second messenger molecules.
There are large families of receptor molecules within each of these classes (Hollmann
and Heineman, 1994) (see Chap. 2). The ionotropic glutamate receptors consist pri-
marily of AMPA, kainate, and NMDA receptors, all named for the particular ligand
used to characterize them. AMPA and kainate receptors mediate fast EPSPs, whereas
NMDA receptors mediate slower-rising and slower-decaying EPSPs. The molecular
components of these receptors have been cloned (Jonas and Monyer 1999; Hollmann
and Heineman 1994). AMPA receptors consist of subunits GluRl-GluR4; KA recep-
tors contain subunits GluR5-GluR7 and KA1-KA2; and NMDA receptors contain sub-
units NMDAR1 and NMDAR2A-NMDAR2D. Each of the receptors is thought to be
composed of four subunits from a given class in either a homomeric or heteromeric
complex (Hollman, 1999).

Various combinations of AMPA, kainate, and NMDA receptors are present at all of
the excitatory pathways of the hippocampus, although there may be variations at indi-
vidual synapses. For example, there are fewer NMDA receptors at mossy fiber synapses
(Monaghan et al., 1983). Also, it has been proposed that some Schaffer collateral
synapses, especially at early stages of development, contain only NMDA receptors
(Isaac et al., 1995; Liao et al., 1995).

The metabotropic glutamate receptors are also present at glutamatergic synapses, at
both the presynaptic and postsynaptic side of the synapse (Shigemoto et al., 1997).
They coexist in different combinations with ionotropic receptors postsynaptically and
modulate transmitter release presynaptically (Schoepp and Conn, 1993). The molecu-
lar subunits of metabotropic receptors are mGluRl-mGluRS, and these are further sub-
divided into group I (mGluRl and mGluRS), group II (mGluR2 and mGluR3), and
group III (mGluR4 and mGluR6-mGluR8). The classification is based on sequence
homology, coupling to second messenger systems, and agonist selectivity (Conn and
Pin, 1997). Group I mGluRs increase phosphoinositide and can lead to activation of
protein kinase C; group II mGluRs inhibit adenylyl-cyclase and can lead to a decrease
in cAMP and protein kinase A activity; and group III mGluRs also negatively couple
to adenylyl-cyclase. Group I receptors are primarily postsynaptic, whereas groups II
and III are primarily presynaptic (Alagarsamy et al., 2001).

All of the ionotropic glutamate receptors open channels that are nonselective for the
monovalent cations Na+ and K+ (Mayer and Westbrook, 1987). Some of the AMPA
and kainate receptors and all of the NMDA receptors are also permeable to Ca2+ (Mac-
Dermott et al., 1986). In addition to Ca2+ permeability, the NMDA receptors have a
unique voltage dependency. At membrane potentials near rest, the channel is blocked
by Mg2+ from the extracellular side but becomes unblocked at more depolarized po-
tentials (Mayer et al., 1984). The NMDA receptor plays an important role in the in-
duction of certain forms of long-term plasticity (Collingridge and Watkins, 1994) (see
later).

The AMPA-mediated response to glutamate is fast in comparison to that for NMDA
(Fig. 11.12). Synapses containing both AMPA and NMDA receptors will have a mix-
ture of fast and slow responses, depending on the membrane potential and whether the
NMDA receptors are blocked by Mg2+.
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Fig. 11.12. AMPA and NMDA components of synaptic responses. A: The time courses of in-
dividual AMPA and NMDA currents are indicated and compared. The AMPA current has rela-
tively fast rise and decay times compared with those of the NMDA current. B: Mixed AMPA/
NMDA EPSPs. The EPSPs recorded at —40 mV are composed of a fast-rising AMPA compo-
nent and a slow-decaying NMDA component. At —80 mV, the NMDA component is much
smaller so the EPSP is primarily due to the AMPA component. [Modified from Johnston and
Wu, 1995, with permission.]

Another prominent excitatory transmitter in the hippocampus is acetylcholine (ACh).
As with glutamate, ACh acts on both ionotropic and metabotropic receptors. The
ionotropic receptors are the nicotinic receptors, whereas the metabotropic receptors are
muscarinic. Nicotinic receptors are present presynaptically and can modulate glutamate
release from excitatory synapses (Gray et al., 1996; McGehee and Role, 1996; Mac-
Dermott et al., 1999). They are also on inhibitory interneurons and can modulate in-
hibition. Muscarinic receptors have been described at both presynaptic and postsynaptic
sites in the hippocampus (Williams and Johnston, 1993). Their presynaptic effects are
to decrease glutamate release and thus could be considered inhibitory. Their postsy-
naptic effects are to decrease a potassium conductance (Brown and Adams, 1980; Brown
et al., 1990; Storm, 1990), which in turn produces a depolarization of the postsynap-
tic neuron, making it more likely to fire an action potential (Halliwell and Adams,
1982). Muscarinic receptor activation also reduces the slow, potassium-mediated
AHP following a train of action potentials (Madison et al., 1987) (see the sAHP in
Fig. 11.10). These latter two actions are strongly excitatory, because not only is the
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neuron depolarized by the action of ACh on muscarinic receptors, but also the decrease
in potassium conductances increases the input resistance, making other concomitant
excitatory inputs more likely to fire the neuron.

There are also many other putative excitatory neurotransmitters (see Frotscher et al.,
1988), but so far most are believed to be metabotropic and act indirectly through
G-proteins; these include norepinephrine, dopamine, serotonin, and a number of neuro-
active peptides. With their indirect actions through G-proteins, it is sometimes difficult
to classify them as excitatory or inhibitory because their actions often depend on the
state of the neuron. They may thus be more accurately described as neuromodulatory
(Kaczmarek and Levitan, 1987).

INHIBITORY NEUROTRANSMITTERS

The major inhibitory neurotransmitter in the hippocampus is GABA (Roberts et al.,
1976). Although glycine is a prominent inhibitory neurotransmitter in the spinal cord
and in some brain regions (see Chaps. 3 and 5), it plays little role as a classic neuro-
transmitter in the hippocampus. It does act as a coagonist at the NMDA receptor, how-
ever (Johnson and Ascher, 1987).

Once again, GABA receptors can be divided into ionotropic and metabotropic. The
ionotropic receptors (GABAA) open channels permeable to Cl~ and are blocked by pi-
crotoxin and bicuculline. Because the Nernst potential for Cl~ in most adult hip-
pocampal neurons is negative to the resting potential, the opening of these channels
results in a hyperpolarization. The opening of these GABA-gated channels also de-
creases the input resistance of the postsynaptic neurons and can thus reduce the effec-
tiveness of concomitant excitatory inputs. The action of GABA on ionotropic receptors
is therefore both a hyperpolarization and a reduction of excitation, each of which can
be considered inhibitory.

The metabotropic GABA receptor is called the GABAB receptor, and its action is
mediated through G-proteins that open K+ channels on both the presynaptic and post-
synaptic sides of the synapse (Dutar and Nicoll, 1988a,b; Thalmann, 1988). In the
postsynaptic cell, this also leads to a hyperpolarization of the membrane potential, but
the hyperpolarization has a slower onset and slower decay than the GABAA response
(see Fig. 11.9B). In the presynaptic terminal, activation of GABAB receptors reduces
transmitter release at both glutamatergic and GABAergic synapses.

It was once believed that inhibitory synapses were primarily on the cell bodies of
pyramidal neurons (Andersen et al., 1964). There is much evidence that GABAergic
synapses occur both on the cell bodies and throughout the dendritic tree. The GABAB

responses are primarily dendritic in origin (Miles et al., 1996), but the GABAA re-
sponses are distributed throughout the neuron. Whether GABAA and GABAB recep-
tors coexist at the same synapses is not clear, and some have proposed that the responses
are mediated through different interneurons and that GABAB receptors are outside the
active zone of the synapse (Mody et al. 1994).

Another ionotropic neurotransmitter in the hippocampus is serotonin acting through
5-HT3 receptors (Jackson and Yakel, 1995). These receptors directly gate nonselective
cation channels and produce a depolarization. They often occur on inhibitory neurons,
however, so that their overall effect is mostly inhibitory. There are also neuromodula-
tory neurotransmitters acting presynaptically and/or postsynaptically that under some
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conditions can be considered inhibitory. These include norepinephrine, serotonin
(through non-5-HTs receptors), dopamine, and neuroactive peptides (Frotscher et al.,
1988).

SPECIFIC PATHWAYS

Perforant Pathway. As described previously, the perforant pathway can be separated
into two groups of fibers—the lateral and medial perforant paths—depending on the
neurons of origin in the entorhinal cortex and the termination zone in the different tar-
get regions (Steward, 1976; Yeckel and Berger, 1990, 1995). Both pathways produce
glutamatergic EPSPs in the dendrites, although the lateral perforant path also co-
releases opioid peptides when there is high-frequency activity of the presynaptic neu-
rons (Gall et al., 1981). It has been reported that opioid peptides influence the induc-
tion of long-term potentiation (see later) in the lateral perforant path (Bramham et al.,
1988; Breindl et al., 1994; Xie and Lewis, 1995).

Hilar Pathways. The physiology of the hilar region is poorly understood, compared
with the rest of the hippocampus. As with other regions, there are inhibitory inter-
neurons or basket cells forming feedforward and feedback inhibition to dentate gran-
ule cells. The mossy cells (Scharfman and Schwartzkroin, 1988) receive excitatory
inputs from the mossy fibers (see later) and send feedback excitation via glutamater-
gic synapses to the granule cells (Scharfman, 1995; Jackson and Scharfman, 1996).
The functional significance of this pathway is not clear, although it seems to be promi-
nently involved in certain seizure models (Scharfman, 1994).

Mossy Fibers. Mossy fiber boutons are among the largest synapses of the mammalian
central nervous system, surpassed only by certain synapses in the cochlear nucleus (see
Chap. 4). At each bouton, there are multiple active zones (up to 37) resulting in multi-
ple release sites for neurotransmitter (Chicurel and Harris, 1992). The boutons contain
large amounts of Zn2+ and opioid peptides that are co-released with the main neuro-
transmitter glutamate (Stengaard-Pedersen et al., 1981; Howell et al., 1984; Aniksztejn
et al., 1987). As with most peptides, the opioids are generally co-released only with high-
frequency stimulation (McGinty et al., 1983; Hokfelt et al., 1989). It has been suggested
that the mossy fibers also co-release GABA (Walker et al., 2001). As summarized pre-
viously, the mossy fibers terminate on the proximal dendrites of CA3 pyramidal cells.
This proximal termination site has important practical and functional significance.

Despite these idiosyncratic features, the physiology of mossy-fiber synaptic trans-
mission is nonetheless conventional in many respects. Mossy fiber activity produces
fast glutamatergic EPSPs in CA3 neurons. Because of the multiple release sites, how-
ever, the EPSPs produced by a single mossy fiber are larger than, for example, those
from a single Schaffer collateral. Furthermore, because of the proximal location of the
synapses on the dendrites, the EPSPs are less attenuated by the dendrites (see Den-
dritic Properties). It thus takes fewer active mossy fibers to fire a CA3 neuron than for
other types of synapses. The function of the co-released Zn2+ and opioid peptides (and
perhaps GABA) is not clear, but in part the opioids may play a role in the induction
of long-term potentiation at mossy fiber synapses (Derrick and Martinez, 1996;
Williams and Johnston, 1996).
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One of the practical advantages for the proximal location of the mossy fibers is that
better voltage control of the subsynaptic membrane can be achieved from a voltage
clamp applied to the soma than for synapses more distally located on the dendritic tree
(Johnston and Brown, 1983). Rather detailed studies of synaptic currents and the under-
lying conductances have been made for mossy fiber synapses (Brown and Johnston,
1983; Jonas et al., 1993). These studies reveal unitary synaptic conductances of around
1 nS and quantal conductances of 100-200 nS. This suggests that each bouton nor-
mally releases about 5-10 quanta. The quantal events, when measured with a voltage
clamp, have rise times of <1 ms and decay time constants of about 5 ms. These val-
ues are close to those derived from the kinetics of the underlying glutamate channels,
which suggests that the voltage-clamp measurements are fairly accurate.

The large size of the mossy fiber synapses has also permitted patch clamping and
Ca2+ imaging of single synapses (Geiger and Jonas, 2000; Bischofberger et al., 2002;
Liang et al., 2002; Regehr et al., 1994). Jonas and colleagues have characterized the
types of Ca2+ and other channels present in the boutons and the activity-dependent
changes in action potential waveform that could alter neurotransmitter release (Bischof-
berger et al., 2002). In addition to Ca2+ influx through voltage-gated Ca2+ channels,
there may also be Ca2+-induced release of Ca2+ from internal stores under certain con-
ditions (Liang et al., 2002).

Along with the mossy fibers, stratum lucidum also contains interneurons (Spruston
et al., 1997) that receive input from the mossy fibers and come in two varieties: spiny
and aspiny. The aspiny neurons are believed to be GABAergic and mediate feedforward
inhibition to the pyramidal neurons. In contrast, the spiny neurons are thought to be glu-
tamatergic and mediate feedforward excitation to pyramidal neurons and thus represent
another type of excitatory interneuron. The function of these neurons is not known.

Recurrent Pathways. One of the hallmarks of the CA3 region is the prominent, recur-
rent excitatory connections among the pyramidal neurons (MacVicar and Dudek, 1980;
Miles and Wong, 1986). This recurrent pathway is glutamatergic and excitatory and
represents a form of positive feedback that makes the CA3 region inherently unstable.
In combination with the intrinsic bursting properties of CA3 neurons, subtle increases
in the ratio of excitation to inhibition in this region can result in epileptiform activity,
which is characterized by spontaneous and synchronous, rhythmic firing among large
numbers of neurons (Traub and Miles, 1991). The epileptiform activity in the CA3 re-
gion can then spread into CA1 and beyond. Many forms of epilepsy are believed to
develop in this manner—that is, from subtle alterations in the balance between excita-
tion and inhibition in areas like CA3 where there is strong, positive synaptic feedback
among neurons.

The recurrent connections are also responsible for the "sharp wave" activity (see
Functional Synthesis), which is probably the result of a synchronous burst of a small
group of CA3 neurons. These sharp waves occur during quiet wakefulness and slow-
wave sleep and may be associated with memory formation (Buzsaki, 1989). In fact,
the feedback nature of the recurrent pathways has been suggested to provide the sub-
strate for autoassociative memories (see Kohonen, 1978). Direct support for the "pat-
tern completion" hypothesis for the recurrent collaterals came from a recent study in
which NMDA receptors were genetically deleted specifically from CA3 pyramidal neu-
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rons. The resulting animals were found to have very specific memory deficits, as pre-
dicted by this hypothesis and the autoassociative memory function of the CA3 region
(Nakazawa et al., 2002).

Schaffer Collaterals. The Schaffer collaterals are probably the best-studied synaptic
pathway in the hippocampus. Each Schaffer collateral axon synapses onto thousands
of CA1 pyramidal neurons but usually with only one or two synaptic contacts per neu-
ron (Sorra and Harris, 1993). The Schaffer collateral pathway has been studied exten-
sively because of interest in the various forms of synaptic plasticity occurring at this
synapse. Electrical stimulation of the Schaffer collaterals in stratum radiatum results
in the sequence of excitation-inhibition described earlier. The axons of the CA1 py-
ramidal neurons also form a recurrent excitatory pathway that synapses back onto other
CA1 neurons (Radpour and Thomson, 1991), although it is much sparser and weaker
than that in CAS.

SYNAPTIC PLASTICITY

Most of the excitatory synapses in the hippocampus exhibit various forms of use- or
activity-dependent synaptic plasticity. These are generally defined as changes in the
amplitudes of synaptic potentials that are dependent on the prior activity of the synapse.
The different forms are generally distinguished on the basis of their duration or time
course and are briefly described below.

SHORT-TERM PLASTICITIES

The short-term plasticities are facilitation, post-tetanic potentiation (FTP), and depres-
sion. They range in duration from hundreds of milliseconds to several minutes.

FACILITATION

Facilitation was first described at the frog neuromuscular junction by Bernard Katz and
colleagues (del Castillo and Katz, 1954), but it has also been studied in some detail in
the motoneuron (see Chap. 3) and hippocampus (McNaughton, 1982; Debanne et al.,
1996; Dittman et al., 2000; Kim and Alger, 2001). It is more commonly referred to as
paired-pulse facilitation (PPF), because it is usually studied by giving a pair of pulses
(stimuli) to a synaptic pathway and comparing the amplitude of the second EPSP in
the pair with that of the first EPSP (Schulz et al., 1994; Kim and Alger, 2001). The
amount of PPF depends on the interval between stimuli. At intervals of about 50 ms,
PPF can produce a several hundred percent increase in the EPSP. PPF decreases with
increasing intervals between stimuli. This decay in PPF with time between the pair of
pulses is roughly exponential, with a time constant of 100-200 ms.

POST-TETANIC POTENTIATION

PTP represents a transient increase in the amplitude of a synaptic response after a brief
train of stimuli. The increase in amplitude can again be several hundred percent im-
mediately following the train and decay over the time course of several minutes after
the train. PTP often has two components—a component with a decay time of 5-10 sec,
called augmentation, and a slower-decaying component, called PTP (see Johnston and
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Wu, 1995). PPF and both phases of FTP result from increases in the probability of
transmitter release from the presynaptic terminal triggered by an increase in intra-
terminal Ca2+. They represent important forms of synaptic plasticity and are highly re-
producible from trial to trial and preparation to preparation.

DEPRESSION

Depression of a synaptic response can have many forms. After repetitive activity of a
synapse, there can be a short-term depression due to depletion of readily releasable
transmitter from the presynaptic terminal. The duration of this depression can be quite
variable depending on the amount of transmitter released, but it can range from hun-
dreds of milliseconds to a few minutes. Depression can also occur on a very short time-
scale (< 10 ms), but this is due to desensitization of the postsynaptic transmitter receptor
molecules after repeatedly binding neurotransmitter (Stevens and Wang, 1995; Wang
and Kelly, 1996).

LONG-TERM PLASTICITIES

There are several forms of synaptic plasticities at glutamatergic, excitatory synapses in
hippocampus that have durations from 30 min to hours, days, or weeks. They typically
occur after repetitive trains of synaptic activity, or with specific pairings of presynap-
tic and postsynaptic firings, and are thought to contribute to the learning and memory
functions of the hippocampus (see later). They are collectively called long-term po-
tentiation and depression (LTP and LTD), terms that each encompass several mecha-
nistically separate processes.

LONG-TERM POTENTIATION

LTP was first described by Bliss and colleagues (Bliss and Gardner-Medwin, 1973;
Bliss and L0mo, 1973) and is probably the most intensely studied of all the synaptic
plasticities because of its presumed role in learning and memory (Bliss and Collin-
gridge, 1993; Malenka and Nicoll, 1999; Bennett, 2000; Martin et al., 2000). Although
details of the mechanisms underlying LTP are hotly debated and are far from certain,
there are a number of general features of LTP that can be described. LTP can be in-
duced by giving one or more high-frequency (25-200 Hz) stimulus trains to a synap-
tic pathway, such as the perforant path, mossy fibers, or Schaffer collaterals. This period
of high-frequency stimulation is called the induction phase. Following the induction
phase is the expression phase and during this period, the amplitude of the EPSP from
a test stimulus is increased some 50%-200% above control. One of the characteristics
of LTP is that the expression phase lasts much longer than the induction phase. For ex-
ample, the induction phase can be a few seconds to 1 min in duration, whereas the ex-
pression phase may last up to several days. The maximum duration of expression is
difficult to study, but LTP in hippocampus is unlikely to be permanent.

LTP can also be induced by giving short, repetitive trains of synaptic stimulation.
The hippocampus of awake-behaving animals exhibits a rhythmic EEC pattern called
theta, which is in the range of 5-10 Hz. LTP can be induced by giving brief trains or
a burst of synaptic stimulation within this same frequency range (usually 5 Hz) in what
is called theta burst stimulation or theta burst pairing (Magee and Johnston, 1997;
Thomas et al., 1998) (Fig. 11.13). The latter refers to specific pairing of presynaptic
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Fig. 11.13. LTP induced with a theta-burst pairing paradigm, a: Schematic of a hippocampal
slice showing stimulating and recording sites, b: A sample of the theta burst pairing protocol.
c: Representative traces of subthreshold EPSPs (train of 5 at 100 Hz) and two postsynaptic ac-
tion potentials timed to occur on the last two EPSPs in the train, d: Time course and magnitude
of the test EPSP before and after the theta burst pairing (TBP) procedure (arrow) and for simi-
lar but unpaired stimulation. [From Watanabe et al., 2002.]

and postsynaptic stimulation at theta frequencies. The use of theta-like stimulation to
induce LTP is thought to be more physiological, because it falls within activity pat-
terns that are known to occur in a behaving animal.

Finally, research has shown that repetitive pairing of single presynaptic and post-
synaptic action potentials can induce either LTP or LTD depending on the relative
timing between the two. For example, if the postsynaptic action potential precedes
the presynaptic action potential within the interval of about 0-100 ms, LTD is in-
duced. If instead the postsynaptic action potential follows the presynatic action po-
tential within the interval of about 0-20 ms, LTP is induced. This paradigm has
been called spike timing dependent plasticity (STDP) (reviewed in Bi and Poo, 2001)
(Fig. 11.14).

An important feature of LTP (and all of the long-term plasticities described in this
section) is that they are generally synapse specific (see also Hoffman et al., 2002). In
other words, the changes in the synaptic response are usually confined to the synapses
receiving the high-frequency, theta burst, or paired stimulation. LTP also has so-called
associative properties in that synapses may exhibit LTP only when they are active at
the same time as other synapses. These and other properties (see reviews in Bliss and
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Fig. 11.14. Spike-timing dependent plasticity. LTP/LTD were induced depending on the relative
timing of presynaptic and postsynaptic action potentials (APs). LTP is represented by a positive
synaptic chance on the ordinate; LTD by a negative synaptic change. Negative time on the ab-
scissa is when the postsynaptic AP preceded the presynaptic AP, whereas positive time is when
the presynaptic AP preceded the postsynaptic AP. [From Bi and Poo 2001.]

Lynch, 1988; Madison et al., 1991; Teyler et al., 1994; Brown et al., 2002) make LTP
an attractive candidate mnemonic device.

LONG-TERM DEPRESSION

The flip side of LTP is LTD. LTD represents a long-term depression of a synaptic re-
sponse (Dudek and Bear, 1992; Mulkey and Malenka, 1992; Bear and Abraham, 1996;
Christie et al., 1994, 1996; Goda and Stevens, 1996). It is often induced by giving low-
frequency stimulation (1-5 Hz) to a synaptic pathway for several minutes or by using
the STDP paradigm described earlier; the expression of LTD can last from 30 min to
1 hour or more. A similar, but perhaps mechanistically separate, phenomenon called
depotentiation occurs when low-frequency stimulation is given to a synaptic pathway
that has already been potentiated and is expressing LTP (Levy and Steward, 1979; Wag-
ner and Alger, 1996; Zhuo et al., 1999). Most theories for learning involve strength-
ening of specific synaptic pathways at the expense of others, and thus the existence of
an LTD-like phenomenon has long been theorized.

At many synapses, LTP and LTD are dependent on the activation of NMDA recep-
tors. A requirement for the induction of LTP is that there must be a sufficient increase
in the intracellular Ca2+ concentration near the stimulated synapses. This occurs by the
influx of Ca2+ ions through NMDA receptors and/or voltage-gated Ca2+ channels
(Johnston et al., 1992; Teyler et al., 1994; Morgan and Teyler, 1999). At mossy fiber



488 The Synaptic Organization of the Brain

synapses, LTP is not dependent on the activation of NMDA receptors, and thus many
of the features of LTP at this synapse are different from those at other synapses in the
hippocampus. For a variety of reasons this synapse has been difficult to study, and
therefore some of the mechanisms for LTP remain controversial (Nicoll and Malenka,
1995; Yeckel et al., 1999).

DENDRITIC PROPERTIES

Hippocampal dendrites are beautiful, tree-like structures that receive all of the excita-
tory and much of the inhibitory synaptic input to the neuron. Approximately 90%-95%
of the total surface area of a neuron (excluding the axon) is made up of dendrites. A
neuron therefore expends a tremendous amount of energy growing and maintaining its
dendritic tree. Nevertheless, the function of dendrites has always been somewhat of an
enigma. The size and complexity of the dendritic arbor appear to increase during de-
velopment (Rihn and Claiborne, 1990) and, in particular, when animals are reared in
complex sensory environments (Greenough, 1975). These data suggest that dendritic
size and branching patterns are important features of normal development and normal
function. This conclusion is further supported by data in which dendritic structure was
found altered in specific ways in patients with certain neurological and psychiatric dis-
orders (Scheibel and Scheibel, 1973; Purpura, 1974; Mehraein et al., 1975; Abede et
al., 1991; Scheibel and Conrad, 1993).

A typical CA3 hippocampal pyramidal neuron has a total dendritic length of ap-
proximately 16 mm (see Fig. 11.3) and receives approximately 25,000 excitatory
synapses and fewer inhibitory synapses (Ishizuka et al., 1995). Most of these
synapses terminate on dendrites, and it is assumed that dendrites somehow integrate
(i.e., coordinate and blend into a unified whole) these myriad inputs to produce an
output of the neuron in a process called synaptic integration. The output of the neu-
ron is usually, but not always, in the form of an action potential. The properties of
dendrites that provide this integrative function, as well as the nature of the integra-
tion itself, are poorly understood. For many years there have been two somewhat
conflicting opinions about dendritic properties: dendrites were considered to be
either passive or active.

This distinction concerns the manner in which electrical potentials spread from one
point to another in the dendrites. Passive propagation of electrical potentials means that
there is no involvement of voltage-gated ion channels and that electrical potentials
decrement as they spread because of the so-called cable or electrotonic properties of
the neuron (reviewed in Jack et al., 1975; Johnston and Wu, 1995; Segev et al., 1995).
The active propagation of signals involves the opening of voltage-gated channels to
help propel potentials from one point to another with little or no attenuation. For ex-
ample, the action potential traveling down an axon results from the active properties
of the axon. Hippocampal dendrites function in a combined way that includes both pas-
sive and active spread of potentials. Some of the functional consequences of this will
be presented in the sections below (see also Spruston et al., 1994; Johnston and Wu,
1995; Johnston et al., 1996; Yuste and Tauk, 1996; Stuart et al., 1997, 1999; Magee et
al., 1998).
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PASSIVE PROPERTIES

A number of studies have explored the passive electrotonic properties of hippocampal
neurons, including dentate granule cells, CA1 and CA3 pyramidal neurons, and in-
terneurons (Brown et al., 1981; Spruston and Johnston, 1992; Thurbon et al., 1994).
The overall conclusions from these studies is that the length constants are quite long
(about 2 mm), and the membrane time constants are slow (about 50 ms). The long
length constant suggests that there is very little decay of steady-state potentials through
the dendrites, whereas the time constants determine the rate of decay of synaptic po-
tentials with time and the amount of attenuation of the peak amplitude of synaptic
potentials with distance. For example, EPSPs at their site of origin decay approximately
monoexponentially with a time constant of about 50 ms. At sites distant from the
synapse, however, the EPSP has a much longer total duration and the peak amplitude
is less. In other words, the EPSP gets "filtered" by the dendrites in accordance with
the membrane time constant and geometrical factors associated with the shape and
branching of the dendritic tree. In fact, an EPSP spreading to the soma from the dis-
tal half of the dendritic tree may attenuate to one-fifth or less of its original peak
amplitude.

Action potentials are also "filtered" by the passive properties of dendrites to an even
greater extent than EPSPs. Action potentials spreading into dendrites that do not have
active properties decay in amplitude very quickly with distance. One of the functions
of active properties (see later) may be to reduce the filtering of EPSPs and to permit
active propagation of action potentials in dendrites.

Because of this strong filtering and attenuation of EPSPs as they spread from the
dendrites to the soma, it has been a mystery as to how distal synapses could have much
affect on the firing properties of a neuron (which they do). At least a piece of this puz-
zle was found when it was discovered that the local strength of distal synapses is greater
than proximal ones, probably because of a higher density of AMPA receptors at the
distal inputs (Andrasfalvy and Magee, 2001). This has been called synaptic scaling or
synaptic normalization (Magee and Cook, 2000) (Fig. 11.15). Briefly, the local syn-
aptic signal (EPSP) is larger for distal vs. proximal synapses so that when the distal
EPSP decays as it spreads to the soma it ends up with a very similar amplitude as the
more proximal EPSP. This is a rather remarkable biological compensation for the pas-
sive properties of the dendrites.

ACTIVE PROPERTIES

It has been known for some time that action potentials can propagate at least part way
into the dendrites of hippocampal neurons and perhaps, under certain conditions, even
be initiated in the dendrites (Wong et al., 1979; Golding and Spruston, 1998; also see
Johnston et al., 1996). Dendrites therefore must contain certain voltage-gated ion chan-
nels such as Na+, Ca2+, and K+ channels. The types, distribution, and function of these
channels in dendrites, however, have only recently been explored, and in so doing, the
full complexity of dendritic integration of synaptic potentials is just beginning to be
appreciated.

Voltage-gated Na+ channels have been recorded in the axon, soma, and distal den-
drites of CA1 pyramidal neurons (Magee and Johnston, 1995 a; Colbert and Johnston
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Fig. 11.15. [From Magee and Cook, 2000.]

1996). The density of these channels is approximately the same throughout the den-
drites, soma, and the first 30 pm of the axon (Fig. 11.16). Beyond this point in the
axon, perhaps at the first node of Ranvier, there is a high density of Na+ channels, and
it is believed that the action potential is normally initiated here (Colbert and Johnston,
1996). Once initiated, however, it actively propagates into the soma and at least part
way into the dendrites by way of these Na+ channels. This is an extremely important
difference from the classic view, which stated that action potentials propagate only in
the orthograde (from soma to synapse) direction. In fact, we now know that action po-
tentials, once initiated in the axon, also propagate in the retrograde direction through
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Fig. 11.16. Hypothesized distribution of voltage-gated Na+ and Ca2+ channels in CA1 pyram-
idal neurons. The bar graphs represent the approximate relative density of the channels in the
soma and proximal and distal apical dendrites based on fluorescence imaging and dendritic patch
clamping. L, N, P, Q, R, and T represent the different types of Ca2+ channels that occur in these
neurons. [From Johnston et al., 1996, with permission.]

the soma and into the dendrites (Fig. 11.17). This has been called back-propagation
and is an important new concept for the functioning of hippocampal neurons (Stuart
et al., 1997) (see Chap. 1). This back-propagating action potential is not "all or none,"
like an action potential in an axon. The amplitude of the action potential decrements
as it propagates into the dendrites (Turner et al., 1991; Yuan et al., 2002). This decrease
in amplitude appears to be due to an increasing density of transient K+ channels so
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Fig. 11.17. Back-propagation of action potentials. At the top is a diagram of a CA1 neuron with
two whole-cell recordings, one in the soma and one in the dendrites about 250 urn from the
soma. An action potential is initiated by current injection in the soma. It begins in the axon and
then propagates into the soma and dendrites. The action potential in the dendrites is smaller than
in the soma because of a high density of A-type K+ channels. It is delayed from that in the soma
because of the conduction time (the conduction velocity of back-propagation is about 0.3 m/sec).
The bottom part of the diagram shows the response in the soma and dendrites to a train of ac-
tion potentials. The action potentials in the soma are all approximately the same amplitude,
whereas those in the dendrites undergo a frequency-dependent decline in amplitude because of
slow inactivation of Na+ channels and the high density of K+ channels. See text.

that the action potential is not able to reach its full height in the dendrites (Hoffman
et al., 1997). Also, the amplitudes of back-propagating action potentials decrease suc-
cessively during a train (Spruston et al., 1995; Callaway and Ross, 1995). For exam-
ple, in the middle of stratum radiatum, a single action potential may be 60 mV in
amplitude compared with 100 mV in the soma (Fig. 11.17). For a train of about 10 ac-
tion potentials, however, the last one in the train might be 30 mV compared with
60 mV for the first. This decline in amplitude during a train is both frequency and
distance-from-the-soma dependent and is due, in part, to a slow inactivation of Na+
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channels (Colbert et al., 1997; Mickus et al., 1999). At dendritic branch points, action
potentials may fail to invade one or the other of the branches. This is particularly true
for the more distal locations where the action potential at the branch point is small
(Spruston et al., 1995; Magee and Johnston, 1997; Magee et al., 1998). EPSPs that are
too small to trigger a full action potential in the axon may also open some Na+ chan-
nels in the dendrites (Magee and Johnston, 1995b). The opening of these channels pro-
vides additional inward current that helps overcome the normal filtering of EPSPs by
the passive properties. In this way, EPSPs originating on distal branches may be am-
plified or boosted by Na+ channels during their spread to the soma.

In addition to Na+ channels, voltage-gated Ca2+ channels have also been described
in hippocampal dendrites (Christie et al., 1995; Magee and Johnston, 1995a). There
are many different types of Ca2+ channels, some that open with small depolarizations
from rest and others that require large depolarizations before opening (Tsien et al.,
1988). The distribution of these different Ca2+ channels is not homogeneous through-
out the neuron (Westenbroek et al., 1990) (see Fig. 11.16). There are different chan-
nels in dendrites from the soma. For example, the Ca2+ channels that open near the
resting potential appear to have a higher density in dendrites than in the cell body.

When a back-propagating action potential invades the dendrites, many of these volt-
age-gated Ca2+ channels are activated and produce a significant rise in the concentra-
tion of intracellular Ca2+ (Jaffe et al., 1992; Miyakawa et al., 1992; Regehr and Tank,
1992; Christie et al., 1995). The change in [Ca2+]i contributes to the induction of some
of the long-term forms of synaptic plasticity discussed earlier. Furthermore, changes
in [Ca2+]j can activate a number of second-messenger systems that can have myriad
effects on the neuron (Kennedy, 1989). Increases in [Ca2+]j also occur with EPSPs
that are too small to trigger action potentials (Magee et al., 1995, 1996). These sub-
threshold EPSPs activate the Ca2+ channels that are opened near the resting potential.
This rise in [Ca2+]i from small EPSPs may also contribute to various forms of synap-
tic plasticity.

DENDRITIC INTEGRATION OF SYNAPTIC AND ACTION POTENTIALS

The active properties of dendrites can produce highly nonlinear interactions among
EPSPs, IPSPs, and action potentials and have powerful influences over neuronal func-
tion. The two principal functions of neurons are, first, to decode incoming synaptic in-
put and produce an appropriate output, and, second, to alter the weights or strengths
of specific synaptic connections so that certain inputs will, in the future, have more or
less control over the neuron's output.

As mentioned earlier, the opening of Na+ and Ca2+ channels by EPSPs may, under
certain conditions, lead to an amplification or boosting of distal synaptic events. This
would reduce the location-dependent variability among inputs spread across the den-
drites in terms of their ability to influence neuronal firing (Cook and Johnston, 1997).
This has important consequences for increasing the memory storage ability of the hip-
pocampus and is an example of how active dendrites may play a role in processing
synaptic information.

In 1949, neuropsychologist Donald Hebb proposed what has become Hebb's postu-
late for learning (Stent, 1973). It states that "when an axon of cell A is near enough
to excite cell B or repeatedly or consistently takes part in firing it, some growth pro-
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cess or metabolic changes take place in one or both cells such that A's efficiency, as
one of the cells firing B, is increased." Hebb's postulate is really a synaptic modifica-
tion rule-relating strengthening of a synaptic connection to some type of correlated fir-
ing of presynaptic and postsynaptic elements (see Brown et al., 1990). It is one of the
most influential learning theories in all of neuroscience.

LTP (see earlier) is considered to be the synaptic implementation of Hebb's postu-
late. A number of studies have shown that simultaneous presynaptic activity and post-
synaptic depolarization are required for the induction of LTP (Kelso et al., 1986;
Malinow and Miller, 1986; Wigstrom et al., 1986). Under physiological conditions, the
postsynaptic depolarization may be the back-propagating action potential (Magee and
Johnston, 1997; Markram et al., 1997) (see Fig. 11.18). It thus can provide the feed-
back signal from the axon to the synaptic input region that an output of the neuron has
occurred. The signal may be the amplitude of the action potential that unblocks NMDA
receptors or opens Ca2+ channels. Either way, an increase in [Ca2+]j in the spine and
dendrites occurs and leads to LTP of the active synapses. The amplitude of the back-
propagating action potential is controlled by local IPSPs and EPSPs (Tsubokawa and
Ross, 1996). IPSPs on specific dendritic branches will either reduce the amplitude of
the action potential or prevent it from fully propagating into those dendrites. On the
other hand, EPSPs will increase the amplitude of back-propagating action potentials
and facilitate the propagation of the action potential into specific branches (Hoffman
et al., 1997; Magee and Johnston, 1997). In this way, local EPSPs and IPSPs can con-
trol and guide the back-propagating action potential into different regions of the den-
drites and thus controlHebbian learning. None of this would be possible without the
active properties of dendrites.

FUNCTIONAL SYNTHESIS

LEARNING AND MEMORY

Perhaps the most widely accepted and long-lived proposal about hippocampal function
relates to its role in memory (Eichenbaum, 1994, 2000; Milner et al., 1998). It has been
known for nearly a century that damage to certain brain regions can result in an en-
during amnesic syndrome that is characterized by a complete, or near-complete, antero-
grade amnesia. Affected patients are incapable of recreating a record of everyday events
and facts. It is now clear that damage isolated to the human hippocampal formation is
sufficient to produce this form of memory impairment.

The most famous example of this is the patient mentioned earlier, H.M. As a young
man, H.M. experienced epilepsy that was so severe that it was life threatening. In 1953,
H.M. underwent a neurosurgical procedure in which the hippocampal formation and
surrounding brain tissue on both sides of his brain were removed. Although this sur-
gery substantially reduced his seizures, there was a dramatic side effect. From the time
of his surgery until the present day, H.M. has not been able to store any new informa-
tion into his long-term memory. In all other respects, however, H.M.'s cognitive func-
tions appear normal.

More recently, a number of other patients with bilateral damage confined to the hip-
pocampus have been described. Patient R.B. was reported by Zola-Morgan and col-
leagues (1986). R.B. became ischemic following coronary bypass surgery and was



Fig. 11.18. Back-propagating action potentials paired with EPSPs induce LTP. A: Fura-filled
CA1 pyramidal neuron with somatic electrode. Approximate area of TTX application shown by
oval. B: Superimposed optical recordings of changes in fura-2 fluorescence from regions of the
neuron delimited by the boxes in A. An increase in [Ca2+]i is represented by an increase in AF/F.
Traces are from progressively more proximal regions moving down the column in B. Dashed
lines are average AF/F during pairing protocol given along with a transient application of 10 /jM
TTX to the dendrite. Solid lines are average AF/F during pairing protocol given without TTX
application (approximately 11 min later). The rise in [Ca2+]; is similar in regions of the neuron
proximal to the TTX application and significantly reduced in those regions distal to TTX appli-
cation site. Lower trace is somatic voltage during paired train. C: Expanded somatic voltage
recordings during the first burst of paired stimuli for trains with the TTX application and with-
out it. No appreciable differences are observable. First current injection was subthreshold in
all traces, so only two action potentials were evoked during each individual burst. D: Plot of
EPSP amplitude for the same neuron showing that paired stimuli without back-propagating ac-
tion potentials do not modify EPSP amplitude, whereas subsequent paired stimuli with back-
propagating action potentials do result in a long-term, large-magnitude increase in EPSP
amplitude. Average EPSPs for last 2 min of each period shown in inset (control, +TTX, —TTX).
E: Grouped data showing normalized EPSP amplitude after paired stimulation with and with-
out TTX application. F: Summary of mean LTP amplitude under various experimental condi-
tions. Plot shows the amount of EPSP potentiation, plotted as percent of control, for all cells
under each condition. Potentiation was calculated by dividing the average EPSP amplitude at
10-15 min poststimulation by the average control EPSP amplitude. [From Magee and Johnston,
1997, with permission.]
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neuropsychologically evaluated for 5 years after the incident. Like H.M., R.B. dem-
onstrated a substantial anterograde memory impairment with little or no loss of mem-
ories formed before his surgery. R.B.'s brain was subjected to postmortem analysis,
and the only pathology that could be associated with his memory defect was a bilat-
eral, complete loss of the CA1 field of the hippocampus. Because his amnesia was less
severe than that of H.M., it has been proposed that the severity of the memory im-
pairment may depend on the amount of the hippocampal formation or adjacent cortex
that is included in the lesion. It is clear, however, that damage confined to the human
hippocampus is sufficient to produce a clinically significant amnesic syndrome.

Although the types of tasks that are used to assess memory in animal models are
typically quite different from those used in humans, like in humans, damage confined
to the hippocampal formation of rats produces a severe memory impairment. One stan-
dard task of spatial memory is called the Morris water maze. In this task, rats are placed
to swim in a small pool of milky water. Somewhere in the pool is a submerged plat-
form that the animals cannot see but that provides a means for them to get out of the
water. The rat ultimately learns the location of the platform through its position rela-
tive to spatial cues that exist in the testing room and exhibits rapid swimming from the
starting point to the platform. Animals with lesions of the hippocampus are dramati-
cally impaired in this task and never really learn the position of the platform.

Other tasks that have come into increasing favor among experimentalists interested
in the memory function of the hippocampus include contextual fear conditioning, de-
lay non-match to sample (DNMS), and spatial alternation T-maze (Eichenbaum, 2000;
Sweatt, 2003). Contextual fear conditioning is a pavlovian or classic conditioning par-
adigm in which an animal learns to associate contextual or environmental cues with a
mild aversive shock. This is a very simple task that may have less behavioral variables
than the swim test (for example, swimming ability or motivation to swim). The DNMS
task requires the subject to remember a stimulus such as a particular object or odor
over a variable delay period and has been used effectively to asses memory function
across a wide range of species, including humans. The T-maze has been used to assess
sequential events in a memory by requiring an animal to alternate left-right choices in
the maze and measuring the activity of neurons that precede the left-right choice. All
of these behavioral tasks require the hippocampus, and, in particular, the DNMS and
T-maze tasks have demonstrated that the hippocampus is critical for remembering the
sequence of events (Lisman, 1999; Fortin et al., 2002).

Electrophysiological studies have demonstrated that neurons in the hippocampus are
preferentially activated by certain stimuli located in the environment. If one records
the neural activity of single hippocampal cells while a rat is running around in a maze,
for example, the cell might be activated when the rat travels through a certain location
of the maze (called place cells). Data of this type have prompted the suggestion that
the hippocampus can form a "cognitive map" of the outside world (Okeefe, 1979). In
a more general sense, it might be thought that the neurons of the hippocampal forma-
tion, acting as an assembly of differentially activated units, can form a representation
of ongoing experience. Perhaps the interaction of this hippocampal representation
of experience with the more detailed information of the experience located in the
neocortex is the route through which long-term memories are formed (Wilson and Mc-
Naughton, 1993, 1994; McHugh et al., 1996). One implication of the electrophysio-
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logical data is that neurons in the hippocampal formation are not uniquely sensitive to
certain types of information. Rather, neurons in the hippocampal formation may act as
a short-term memory buffer that records a representation of all behavioral events. This
representation can then be replayed later to facilitate the longer-term and slower mem-
ory formation in the neocortex (Eichenbaum, 2001; Haist et al., 2001). The replay of
behavioral events by the hippocampus has been suggested to occur during slow-wave
sleep (Hoffman and McNaughton, 2002).

The hippocampus displays very characteristic brain-wave activity that may be asso-
ciated with learning and memory. When animals are exploring their environment, elec-
troencephalographic (EEG) activity of 5- to 10-Hz frequencies (theta) are recorded
(O'Keefe, 1979; Buzsaki, 1989, 2002). When the animal stops exploring and is in a
period of quiet wakefulness, the theta frequencies cease and are replaced by sharp-
wave activity consisting of large-amplitude, irregularly occurring waveforms. These
two types of EEG patterns are mutually exclusive. One theory holds that during theta
(exploratory) activity, the hippocampus is acquiring a new representation of its envi-
ronment (Huerta et al., 2000; Mehta et al., 2000), whereas during sharp-wave (quiet)
activity (and also during slow-wave sleep), the hippocampus is facilitating the consol-
idation of this information in the form of long-term memories elsewhere in the cortex
(Sutherland and McNaughton, 2000; Jarosiewicz et al., 2002).

DISEASES OF THE HIPPOCAMPUS

The hippocampus has been implicated in a number of neurological and psychiatric dis-
orders, including epilepsy, Alzheimer's disease, and schizophrenia. As mentioned at the
beginning of this chapter, the hippocampus has the lowest seizure threshold in the brain.
In animal models of epilepsy, much of the electrical activity associated with seizures
can be recorded from the hippocampus either in vivo or in vitro (Traub et al., 1989)
(see Fig. 11.19). The epileptiform activity so recorded is characterized by large, syn-
chronous discharges that occur rhythmically and are often initiated in the CA2 or CA3
regions (Johnston and Brown, 1981, 1984, 1986). The propensity for the hippocampus
to exhibit this epileptiform activity has been attributed to the recurrent excitatory con-
nections among pyramidal neurons and the tendency for CA3 neurons to fire in bursts
of action potentials. Under normal conditions, the strong inhibition mediated by the
various GABAergic interneurons described above prevents this abnormal activity from
manifesting itself. Subtle changes in the firing properties of neurons or in the balance
between excitation and inhibition, however, can permit a breakthrough of this hyper-
excitable state leading to seizures.

An early and devastating feature of the onset of Alzheimer's disease is the inability
to form new memories. Ultimately, even old memories weaken and fail. Because of the
important role of the hippocampus in learning and memory, it is not surprising that the
hippocampus is heavily damaged in Alzheimer's disease. In fact, it has been suggested
that the hippocampus is functionally disconnected from the rest of the brain in this dis-
ease (Hyman et al., 1984). Moreover, there is evidence that the entorhinal cortex may
be one of the first brain regions in which Alzheimer's pathology becomes apparent. Al-
though other parts of the brain are also affected, the ability of the hippocampus to pro-
cess new information is seriously impaired in Alzheimer's disease. The hippocampus
is also particularly vulnerable to ischemia and anoxia. In many patients who sustain
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Fig. 11.19. Relationship between (a) cortical EEG and (b) extracellular and (c) intracellular dis-
charges from a penicillin-induced, spontaneous epileptiform discharge in a cat. [From Ayala et
al., 1970, with permission.]

these conditions, the hippocampus is one of only a few brain regions in which neu-
ronal loss is observed. It appears that this loss is due to an excitotoxicity that may be
mediated through the NMDA receptor. Some have proposed that the price the hip-
pocampus pays for being able to rapidly encode new information is that it is inherently
unstable and thus prone to a number of metabolic stressors. Finally, the link between
schizophrenia and the hippocampus is not so clear. The principal finding is that the
hippocampus is significantly smaller and has altered morphology in patients with schiz-
ophrenia (Luchins, 1990). Why these alterations should lead to the hallucinations and
other altered mentation associated with schizophrenia is not known.
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Many of the brain regions discussed in this volume are examples of cortical ("bark-
like") structures. Taking its place alongside the archicortex (hippocampus) and paleo-
cortex (olfactory bulb and olfactory cortex) is the neocortex, which is the most recent
arrival in evolutionary history and arguably the most impressive example of the genre.
It has certainly impressed paleontologists, whose research on the fossil record of hom-
inids has demonstrated that the size of the hominid brain has trebled over the past
3 million years. Endocasts of the fossil hominid skulls indicate that this increase in
size is largely due to the expansion of the neocortex and its connections. The massive
and rapid changes in the size of the neocortex are paralleled in the phylogenetic dif-
ferences we see in contemporary mammalian brains (Fig. 12.1). Of land mammals, the
primates have the largest brains in proportion to their body weight. However, the hu-
man brain is three times as large as might be expected for a primate of equivalent
weight (Passingham, 1982). Furthermore, the human brain is not simply a scaled-up
version of our closest primate relatives, i.e., the chimpanzee. The greatest expansion is
in the cortical structures, particularly the cerebellum and neocortex. Within the neo-
cortex itself, the expansion is uneven. In comparison with nonhuman primates of equiv-
alent body weight, the association and premotor areas have expanded relative to the
sensory areas. When added together, the neocortex and its connections form a massive
80% by volume of the human brain (Passingham, 1982).

In all mammals, the neocortex consists of a sheet of cells, about 2 mm thick. Con-
ventionally it is divided into six layers, but in many regions more than six laminae are
in evidence (Fig. 12.2). Each cubic millimeter of cortex contains approximately 50,000
neurons. The study of the laminar organization of these cells in the neocortex began
in the early part of the 20th century and became known as cytoarchitectonics. In con-
junction with studies of the organization of myelinated fibers, called myeloarchitec-
tonics, cytoarchitectonics was applied by Campbell in England and by Vogt and
Brodmann in Germany, to divide the neocortex into about 20 different regions. Al-
though many more areas have since been identified, there are three major cytoarchi-
tectural divisions of the neocortex. The koniocortex, or granular cortex, of the sensory
areas contains small densely packed neurons in the middle layers. These small neurons
are largely absent in the agranular cortex of the motor and premotor cortical areas.
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Fig. 12.1. Brains of modern vertebrates: goldfish (G), rat (R), cat (C), and Old World monkey (M).
Scaled to body weight, the neocortex and its connections form an increasingly greater proportion of
the brain volume. The neocortex in monkey completely envelops all other brain structures.

Fig. 12.2. The laminar organization of neurons in different cortical areas of the macaque mon-
key cortex (inset). A: Area 17 (seriate visual cortex). B: Area 18 (extrastriate cortex). C: Area 4
(motor cortex). D: Area 9 (frontal cortex). A basic six-layer structure can be identified in all areas.
The pia covers layer 1; the white matter is below layer 6. Note the marked difference in cell size
and density among the different areas, but additional layers are apparent in some areas (e.g., area
17). The giant neurons in layer 5 of area 4 are the Betz cells. (Celloidin-embedded brain, cut in
40-^m-thick parasagittal sections, stained for Nissl substance, uncorrected for shrinkage.)
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The third type of cortex has varying populations of granule cells and is called eulam-
inate, or homotypical, cortex. It includes much of "association cortex," which is a con-
venient description for cortex whose function has yet to be discovered (Fig. 12.2).
Within each of these areas are many subdivisions, both functional and anatomical. Some
are clearly delimited by their cytoarchitectonic structure, as in the case of area 17, the
primary visual cortex, or by myeloarchitectonics, as in the case of the middle tempo-
ral visual area (MT). Other areas, such as area 18 in the monkey, can only be sub-
divided by more elaborate immunochemical, histological, or physiological methods.

In a planar view, the map of these architectonically defined areas looks like a patch-
work quilt. The functional properties and subdivisions of these have been mapped most
extensively in the monkey cortical areas concerned with vision. The exponential growth
of functional imaging studies in humans means that increasingly more is becoming
known about the equivalent subdivisions of the human brain. In addition to the basic
sensory and motor functions, the cortex appears to be particularly involved in high-
level functions, such as speech production and comprehension. Indeed, the concept of
cortical localization of function derives from studies in the early 1900s that correlated
damage of specific areas of human cortex with specific deficits in speed production.
Similar modern case studies of aphasias have become celebrated in the popular culture
of books, television, and films. With the advent of functional imaging studies with
positron emission tomography (PET), functional magnetic resonance imaging (fMRI),
and electroencephalography (EEC), there has been a rapid increase in our knowledge
of the functional and anatomical map of human cortex. These techniques do not at-
tempt to identify the mechanisms or neuronal circuits responsible for these functions.
Thus, the challenge is to discover what is actually happening when different regions
of the cortex are activated under different sensory or behavioral tasks. Fundamental to
this central endeavor is an understanding of the structure and function of the micro-
circuits of the neocortex and their components.

EMBRYONIC DEVELOPMENT

The cerebral cortex develops in the walls of the telencephalic vesicles of the reptilian
and mammalian forebrain (Fig. 12.3). It develops from the cortical plate that is itself
embedded in the primordial cortical preplate. The preplate "pioneer" neurons regulate
neuronal migration of the cortical plate neurons, and form the first axonal connections.
As the cortical plate expands, it splits the preplate into a superficial layer or marginal
zone, and a subplate that lies beneath the cortical plate at its boundary with the white
matter. Eventually, the cortical plate differentiates into cortical layers II-VI. The mar-
ginal zone becomes layer I, and the subplate transforms into layer VIb, or vanishes (see
Super and Uylings, 2001).

Most postmitotic neurons are generated by the neuroblasts of the ventricular zone
(VZ) beneath the region of the cortical plate they will finally occupy. However, some
fraction of the GABAergic neurons are generated in the subventricular zone (SVZ), or
in the ganglionic eminence, which lies some distance from their final location in the
cortical plate.

The ventricular cells have two modes of division. Symmetrical division gives rise to
two daughter cells that both maintain their proliferative properties, and so increases the
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Fig. 12.3. The embryonic cerebral cortex develops in the wall of the bilateral telenephalic vesicles
(one vesicle, with shaded ventricle, is shown in the schematic anatomical coronal cross section at
top left). The construction sequence of increasing cortical organization in a typical region of the te-
lencephalic wall (dashed rectangle) is shown for the early, middle, and late phases of embryonic de-
velopment. All the spiny neurons and some smooth neurons arise (radial arrow in anatomical cross
section) from the neuroblasts of the ventricular zone (VZ, light filled circles in cross section, cross-
hatched circles in diagrams below). The majority of GABAergic neurons arise in the VZ of the gan-
glionic eminences (GE) and then migrate tangentially (tangential arrow in anatomical cross section)
along the telencephalic wall at about the level of the intermediate zone (IZ), before taking up posi-
tion in the cortical plate (CP) where they complete their differentiation (dark vertical bipolar cells
in "Late" phase). The preplate (PP, "Early" phase) is the earliest structure generated by the neurob-
lasts of the ventricular zone. Postmitotic neurons migrate vertically (black vertically elongated cells
in "Middle" phase) into the PP guided by a scaffolding of radial glial cells (dark vertical lines with
elongated somata in "Middle" phase), which extend from the ventricular wall to the outer surface
of the telencephalon. These neurons form the cortical plate (CP) within the preplate, so splitting the
preplate into a superficial marginal zone (MZ) and a deep subplate (SP). The cortical plate neurons
are assembled in inside-out order. During this phase afferent axons advance tangentially in the in-
termediate zone, before turning vertically to make contact with their targets in the CP. Cortical plate
neurons, derived from radial migration from VZ and tangential migration from GE, differentiate into
the spiny and smooth neurons that compose layers 2-6 of neocortex ("Late" phase. [From Par-
navelas, 2000.]

pool of neuroblasts. Asymmetrical division gives rise to one proliferative cell (so con-
serving the pool of neuroblasts) and one postmitotic cell. The postmitotic cells migrate
radially upward through the subplate, into the neocortical plate (Rakic, 1971). The mi-
gration is an inside-out stacking process, whereby the earliest migrators settle in the
deepest layers and subsequent migrators pass through the previously settled layers and
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finally come to rest in the outer layers. This radial migration of cortical neurons is sup-
ported by a transient scaffolding of radial glial cells; it is controlled by preplate pio-
neer cells, such as the Cajal-Retzius cells (Ogawa et al., 1995). Radial migration has
two phases. Initially, the entire neuron migrates. Later, migration is dominated by
translocation of the nucleus within the radially extended cell to the layer location where
the soma will finally be established.

Afferents growing into the mammalian neocortex advance tangentially beneath the
cortical plate in the subplate and intermediate zone. Then they turn radially and ascend
vertically through the subplate to reach their target neurons within the plate. The sub-
plate plays a major role in the organization of the afferent connections with the newly
settled cortical neurons. Its thickness is proportional to the complexity of the mam-
mal's behavior. It is always very thin in rodents, but in humans it transiently attains a
thickness nearly six times that of the cortical plate it serves (Super and Uylings, 2001).

This uniform two-dimensional radial construction mechanism could provide a sim-
ple explanation for the more than 1000-fold increase in the cortical area without a com-
parable increase in its thickness. A simple mutation of a regulatory gene (or genes) that
control the rate and duration and the mode (symmetrical/asymmetrical) of cell division
in the proliferative zone, coupled with constraints in the radial distribution of migrating
neurons, could create an expanded cortical plate with enhanced capacity for establish-
ing new patterns of connectivity that are validated through natural selection (Rakic,
1995). This simple picture has been complicated by the discovery that significant num-
bers (at least 75% in mice) of the GABAergic neurons migrate along distinct pathways
from the ganglionic eminence, probably along corticofugal fibres (Parnavelas, 2000).
They travel close to the VZ and then turn to migrate radially. They appear first in the
marginal zone, some in the form of Cajal-Retzius cells, which are thought to influence
the migration of pyramidal neurons generated in the VZ. Later, they appear in the in-
termediate zone and cortical plate. The second population of GABAergic neurons, gen-
erated in the SVZ, form themselves into chains, which they use as a scaffold for their
own radial migration. The GABAergic neurons exhibit a great morphological diversity,
which may also be due to their exposure to different differentiating factors in the course
of their various migrations from different sources. One of the major fascinations of cor-
tical anatomists has been to discover how the different pieces of the cortical jigsaw fit
together to form functional circuits of such evident sophistication.

NEURONAL ELEMENTS

Nearly 100 years ago, Ramon y Cajal outlined the basic approach to studying the el-
ementary organization of cortical connectivity (Cajal, 1911). The method is to reveal
the complete structure of neurons, including their axons, and then piece together these
components in a jigsaw puzzle fashion to produce circuits. He, and many since, stud-
ied the morphology and circuitry of the neocortex with the silver impregnation tech-
nique discovered by Golgi. Although this technique has been superseded by much more
sophisticated modern techniques, the basic classes of neurons revealed by the Golgi
technique used by Ramon y Cajal have remained largely unaltered. All three cytoar-
chitectural divisions of the neocortex contain the same two basic types of neurons:
those whose dendrites bear spines (the stellate and pyramidal neurons, e.g., see Fig.
12.5) and those whose dendrites are smooth (smooth cells, e.g., see Fig. 12.7). Occa-
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sionally, "sparsely" spiny cells have been described, but these neurons form a very
small subclass of cortical neurons.

The proximal shafts of the dendrites of the spiny cell types are nearly devoid of
spines. The spine density varies considerably between different types of neurons. At
one extreme is the "sparsely spiny" neuron, which may bear fewer than 100 spines over
the entire dendritic tree. These neurons form a small subclass of the inhibitory neuron
population. At another extreme are neurons such as the Betz cell, a large pyramidal
neuron that is found in the motor cortex (area 4) and bears about 10,000 spines. Each
spine forms a Type 1 (see later and Chap. 1) synapse with a presynaptic bouton. Thus,
simply counting spines gives a lower limit on the number of Type 1 synapses. How-
ever, because not all type 1 synapses are formed on spines, the degree of underesti-
mation can only be determined by quantitative electron microscopy of the dendrites of
identified neurons. Due to this methodological bottleneck, accurate estimates of the
number and positions of synapses onto particular neuronal types are, unfortunately, ex-
tremely rare.

Modern electron microscopic and immunochemical techniques have been used to
determine the proportion of the different types in the different regions of cortex. These
studies have shown that although the different types may be differentially distributed
between laminae within a single cortical area, the overall proportions of a given neu-
ronal type remain approximately constant between different areas. The pyramidal neu-
rons form about 70% of the neurons (Sloper et al., 1979; Powell, 1981) and the smooth
cells form about 20% of the neurons (Gabbott and Somogyi, 1986) in all cortical areas.
These morphological differences in the dendritic structure are only one of many dif-
ferences between these two basic types. For example, the spiny neurons are excitatory,
whereas the smooth neurons are inhibitory. Spiny neurons use quite different neuro-
transmitters from smooth neurons; their respective synapses are associated with a quite
different set of receptors, and this is reflected in the morphology of the synapses.

SPINY NEURONS

Spiny neurons are called such because their dendrites bear small processes called spines.
Spines are usually club-shaped, with a head of about 1 />tm diameter and a shaft or
"neck" of about 0.1 /mm diameter (see electron micrograph in Fig. 1.7). The length of
the neck varies greatly, from virtually nothing as in "stubby" spines, in which the head
attaches directly to the dendritic shaft, to necks that are several micrometers long (Jones
and Powell, 1969). At the high magnifications achieved with the electron microscope,
spines can be distinguished from other dendritic elements in the neuropil by the pres-
ence of a characteristic "spine apparatus," composed of calcium-binding proteins, and
this has been an important marker for spines in quantitative electron microscopic stud-
ies (cf., for example, Chap. 7, Fig. 7.5A).

Spiny neurons are usually defined according to the lamina in which their soma is
located. However, many types can be distinguished on the basis of their dendritic mor-
phology. The clearest distinction is that some spiny neurons have an apical dendrite
(pyramidal neurons) and some do not (spiny stellate cells).

Pyramidal Neurons. The major subtype of spiny neuron is the pyramidal neurons (Figs.
12.4 and 12.5), which constitute about two-thirds of the neurons in the neocortex. Pyra-
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Fig. 12.4. Pyramidal neuron of layer 3. Note characteristic apical dendrite extending to layer 1.
Many collateral branches arise from the main axon before it leaves the cortex. Labeled intra-
cellularly in vivo with horseradish peroxidase. Cortical layers are as indicated. Bars =100 /u,m.

midal neurons are found in all cortical layers except layer 1. Their most prominent fea-
ture is an apical dendrite that may extend through all the layers of the cortex above the
soma. Pyramidal cells are the major output neurons of the neocortex. They participate
both in connections between the different cortical areas and to subcortical structures
such as the thalamus and superior colliculus. However, they are also a major provider
of excitatory input to the area in which they are found: each pyramidal neuron has a
rich collateral network that forms part of the local cortical circuitry.

Many subgroups of the pyramidal neurons can be distinguished on the basis of their
morphology or functional characteristics, and in each layer pyramidal neurons can be
found whose morphology and axonal projections are exclusive to that layer. For ex-
ample, in layer 4, Lorente de No identified "star" pyramids, which are so-called be-
cause of their symmetrical and radially orientated basal dendrites. The most prominent
pyramidal neurons in the neocortex are the Betz cells of area 4, the "motor" cortex.
The Betz cells are very large pyramidal neurons located in layer 5 (see Fig. 12.5). Their
axons form part of the pyramidal tract that descends to the spinal cord. The primary
visual cortex also has a distinct set of exceptionally large pyramidal neurons, called
the solitary cells of Meynert. These pyramidal neurons, which are found in the deep
layers (5 or 6 depending on the species), project to other cortical areas and down to
the midbrain structures such as the superior colliculus and the pons.



506 The Synaptic Organization of the Brain

Fig. 12.5. Pyramidal neuron of layer 5. Note the very rich axon collateral arbor in the superfi-
cial layers. This neuron did not project out of area 17. Labeled intracellularly in vivo with horse-
radish peroxidase. Cortical layers are as indicated. Bars = 100 ̂ m.

Within layer 5 in the visual cortex, two distinct types of pyramidal cells have been dis-
tinguished on the basis of a correlated structure-function relationship. One type has a thick
apical dendrite that ascends to layer 1, where it forms a terminal tuft. These neurons have
a bursting discharge of action potentials in response to a depolarizing current. The other
type has a regular discharge, and their apical dendrite is thin and terminates without branch-
ing in layer 2 (Chagnac-Amitai et al., 1990; Mason and Larkman, 1990). This observa-
tion has led to theoretical work suggesting that the shape of the dendritic tree itself is a
major factor in controlling the pattern of spike output from the neurons (Mainen and Se-
jnowski, 1996). Of course, the distribution of ion channels over the surface of the neu-
ronal membrane also is a significant factor in determining the biophysical responses of
the neuron, especially in the case of the tufted layer 5 pyramidal neuron (see later).

Pyramidal neurons can also be distinguished by their extra-areal efferent connec-
tions. For example, the thin untufted pyramids of layer 5 tend to project to the oppo-
site hemisphere, whereas the thick tufted pyramids provide most of the output to
subcortical areas. The thick tufted pyramids can be further subdivided according to the
precise subcortical structure to which they project (Rumberger et al., 1998).

Spiny Stellate Neurons. A second group of spiny neurons, the spiny stellate neurons
(Fig. 12.6, are found exclusively in layer 4 of the granular cortex (Cajal 1911). These
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Fig. 12.6. Spiny stellate neurons of layer 4 from cat visual cortex. Labeled intracellularly in vivo
with horseradish peroxidase. Cortical layers are as indicated. Bars = 100 fjim.

also have spiny dendrites, but they do not have the apical dendrite that is characteris-
tic of the pyramidal neurons. Instead, dendrites of approximately equal lengths radiate
out from the soma and give these neurons a star-like appearance—hence their name.
Occasionally, these neurons project to other areas, but most have axonal projections
confined to the area in which they occur. It has been proposed that these neurons are
simply pyramidal neurons without an apical dendrite. However, they differ in a num-
ber of important respects from pyramidal neurons, e.g., they have much lower spine
densities and many more excitatory synapses on their dendritic tree. They should be
considered as a distinct cell type confined to layer 4 of sensory cortex. Previously, the
spiny stellate cells were thought to be the sole recipients of the thalamic input to the
sensory cortices, but it is clear that although they probably are the major recipient, thal-
amic neurons also connect to the pyramidal neurons and smooth cells (Hersch and
White, 1981; Hornung and Garey, 1981; Freund et al., 1985; Ahmed et al., 1994).

SMOOTH NEURONS

The class of neurons with spine-free dendrites is frequently referred to as smooth stel-
lates, but because their dendritic morphology is rarely stellate, a more accurate term is
simply smooth neurons. They tend to have elongated dendritic trees, in both the radial
and the tangential dimension. Their dendritic morphologies have been described as
multipolar, bipolar, bitufted, and stellate, but the most useful discriminator of the dif-
ferent types has been the axonal arbor. At least 19 different types of smooth neurons
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have been described (Szentagothai, 1978; Peters and Regidor, 1981). These smooth
neurons do not just have morphologically distinct axonal arbors; they also form quite
specific synaptic connections, as described later.

The most prominent smooth neuron is the cortical basket cell, which was first de-
scribed by Ramon y Cajal. As with basket cells in the cerebellum (see Chap. 7) and
hippocampus (see Chap. 11), the convergence of multiple axons of the basket cells
forms nests or baskets around the somata of their targets, usually pyramidal cells.
Modern studies, however, have shown that basket cell boutons form most of their
synapses on the dendrites and spines of pyramidal neurons. In superficial and deep
layers, the main feature of the basket cell axonal arborization is the lateral extension
of the axon (Fig. 12.7). However, deep basket cells often also have an arborization
in the superficial layers vertically above their soma (Kisvarday et al., 1987). Simi-
larly, superficial basket cells can have an arborization in deep layers beneath their
soma.

Fig. 12.7. Large basket smooth neuron from cat visual cortex. Cortical layers are as indicated.
Bar = 100 /*m.



Chapter 12. Neocortex 509

In the middle layers, the basket cells have much more compact axonal arbors (Fig.
12.8). As with the well-studied pattern of thalamic afferents to the visual cortex (see
later), which underlie the functional ocular dominance columns, these differences in
the axonal arborizations most probably relate to the functional architecture of the piece
of cortex in which they are located.

As with the spiny cells, some morphological types of smooth neurons are found only
in particular layers. Layer 1, for example, has two types that are not found in other lay-

Fig. 12.8. Small basket smooth neuron from layer 4 of cat visual cortex. The major portion of
the axon arbor is confined to layer 4. Cortical layers are as indicated. Bar =100 /Am.



510 The Synoptic Organization of the Brain

ers: the Retzius-Cajal neuron, which has a horizontally elongated dendritic tree, and the
small neuron of layer 1, which has a highly localized dendritic and axonal arbor. Many
of the smooth types have descending or ascending axon collaterals in addition to their
lateral extensions. Most notable of these is the double bouquet cell of Ramon y Cajal
(Fig. 12.9), which is characterized by elongated dendrites extending radially above and
below the somata and an axon that forms a cascade of vertically oriented collaterals. An-
other neuron with a vertical organization is the Martinotti cell. Originally, the Martinotti
cell was described as a multipolar or bitufted neuron, with compact dendrite, that is lo-
cated mainly in the deep cortical layers and whose defining axon arose from the upper

Fig. 12.9. Double bouquet smooth neuron from layer 4 of cat visual cortex. The axon collater-
als run vertically. Cortical layers are as indicated. Bar = 100 ^im.
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cell body or dendrites and ran vertically to layer 1, where it arborized (Fairen et al., 1984).
More recently, the arborization is thought to span all layers (Fairen et al., 1984; Wahle,
1993). Martinotti cells are frequently observed in immature animals, but many degener-
ate during the early early postnatal period (Wahle, 1993).

Perhaps the most evocative description of a smooth cell was given by Szentagothai
to the chandelier cell, so-named because its axonal boutons are arranged in a series of
vertical "candles" that give the whole axonal arborization the appearance of a chande-
lier (Fig. 12.10).

Fig. 12.10. Chandelier smooth neuron from cat visual cortex. Cortical layers are as indicated.
Bar = 100 jiim.
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Histochemical methods have revealed the existence of an additional smooth neuronal
type, which is sparse in the gray matter but forms a distinct monolayer at the border
of the gray and white matter. These neurons stain positively for the enzyme NADPH-
diaphorase, which is a synthetic enzyme for nitric oxide gas. Although they are few in
number, their axonal ramifications are immense and provide a rich plexus of axons
throughout the gray matter.

There is a striking variety of smooth neuron morphological types by comparison
with stellate neurons (Wang et al., 2002). The functional significance of this difference
is not clear. However, the various types do show some preference for forming synapses
on particular regions of their postsynaptic targets. Some types target the proximal soma
and dendrite (e.g., basket cells), mid-field dendrites (e.g., bitufted, double bouquet,
bipolar, neurogliaform), and distal denditic inhibition (e.g., Martinotti cells), yet oth-
ers target the axon initial segment (e.g., chandelier cells). This distinction in target re-
gions suggests that the various inhibitory cell types might participate in different
functional subsystems. For example, distal inhibition could influence local dendritic
integration and modulate local synaptic modification for learning; more proximal in-
hibition is well placed to control overall neuronal signal gain and thresholding, and in-
hibition of the axon initial segment could affect the detailed timing of action potentials.
Similar considerations apply to a variety of inhibitory interneurons in other regions
(see especially hippocampus, Chap. 11).

AFFERENTS

Thalamus. The thalamus projects to all cortical areas and provides input to most layers
of the cortex. The densest projections are to the middle layers, where they form about
5%-10% of the synapses in those layers (LeVay and Gilbert, 1976; White, 1989; Ahmed
et al., 1994). The main feature of this input is that it is highly ordered. The sensory in-
puts are represented centrally in a way that their topographic arrangement in the pe-
riphery is preserved. This mapping is achieved by preserving the nearest-neighbor
relationships of the arrangements of the sensory or motor elements in the periphery.
Such topographic projections are a ubiquitous feature of the cortex. The precision of the
mapping does vary between areas, however. The primary sensory and motor areas usu-
ally preserve the highest detail of the topography, which degrades progressively through
secondary and tertiary and higher order areas of cortex.

An important transform in the topography from the periphery to the center is that
the regions of highest sensory receptor density have the largest representation in the
cortex. This transformation is described as the magnification factor of the projection
(Daniel and Whitteridge, 1961). In the visual system of the primate, the fovea of the
retina contains the highest density of photoreceptors, and the primary visual cortex rep-
resents this by devoting cortex in the ratio of 30 mm/degree of visual field to this
representation. In the far periphery of the visual field, the ratio falls off to about
0.01 mm/degree of visual field. In the somatosensory system, the hand and face have
high densities of touch receptors, and these parts have a magnified representation in
the primary somatosensory cortex. One of the most remarkable cortical representations
is that of the whiskers of rats and mice. Each whisker has a separate representation in
the cortex, which has a barrel-like form when viewed in a tangential section of the so-
matosensory cortex (Woolsey and Van der Loos, 1970). The centers of the barrels are
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formed by clusters of thalamic afferents that convey input from each whisker. The cor-
tical map of the whiskers forms a representation that is topologically equivalent to the
arrangement of whiskers on the face of the rat or mouse. This whisker map dominates
the representation of the sensory surface of the rodent.

In the cat visual cortex, the terminal arbors of each individual thalamic afferent may
extend over 1-5 mm of the cortical surface (Fig. 12.11) so that each point in layer 4
is covered by the arbors of at least 1000 separate thalamic relay cells. Thus, the den-
dritic tree of an average layer 4 neuron, which extends for 200-300 /urn, could receive
input from many more thalamic afferents. However, the connections are not made ran-
domly between the geniculate afferents and the cortical neurons. Selectivity is expressed
in several ways. For example, there is a high degree of precision in the visuotopic map
recorded in the first-order cortical neurons in the input layer, i.e., those receiving mono-
synaptic activation by the thalamic afferents. This clustering is made according to the
eye preference of the arbors. The afferents of those thalamic relay neurons that are
driven by the right eye cluster together in regions about 0.5 mm in diameter and are
partially segregated from the afferents that are driven by the left eye. This segregation
forms the basis of ocular dominance columns. In addition, there is some clustering of
the afferents according to whether they are ON or OFF center. This clustering of in-
puts forms the basis of the ON and OFF subfields of the simple cells. In the somato-

Fig. 12.11. Y-type thalamic afferent from cat visual cortex. Note extensive but patchy arbor in
layer 4. This axon formed over 8000 boutons. Labeled intracellularly in vivo with horseradish
peroxidase. Cortical layers are as indicated. Bars = 100 jam.
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sensory pathway, there are segregations according to the modality of the sensory in-
formation, e.g., light touch is segregated from deep pressure, and so on.

Other Subcortical Regions. Although the thalamus is a major source of input to the
neocortex, it is not the only one. More than 20 different subcortical structures project-
ing to the neocortex have been identified (Tigges and Tigges, 1985). These structures
include the claustrum, locus coeruleus, basal forebrain, the dorsal and median raphe,
and the pontine reticular system. As has been pointed out in other chapters, these path-
ways have distinct neurochemical signatures, which has made the analysis of their cor-
tical targets more tractable. The contributions of these different pathways vary from
one cortical area to the next and among species for a homologous cortical area. There
are also wide differences in the laminar projections of the terminals of these neurons
between areas, and in very few cases have the synaptic targets of these projections been
identified. Thus, it is as yet not possible to offer a simple schematic of these pathways,
but there are a few whose role in plasticity and development have been examined.

Monoamines. Because of their relative ease of identification, the monoaminergic inner-
vation of the cerebral cortex has been studied most intensively. These systems are gen-
erally thought to be diffuse and nonspecific, both in terms of the information they carry
and in terms of their lack of spatial specificity and anatomical organization. Physiologi-
cal examinations of these neurons are rare, but closer examinations of the anatomy have
generally revealed a higher degree of specificity (Parnevelas and Papadopoulos, 1989).
Three main types of monoamine-containing cortical afferents have been described: the
dopamine-positive axons arising from the rostral mesencephalon, the axons containing
norepinephrine (also called noradrenaline) originating from the locus coeruleus, and the
serotonin (5-hydroxytryptamine [5-HT]) axons that originate from the mesencephalic
raphae nuclei. There has been some doubt as to the mode of release of the transmitter,
because early studies failed to find clear ultrastructural evidence of synapses. This was
consistent with an older concept of the brain as a complex neuroendocrine organ where
neurosecretion was the means by which brain activity was modulated. However, it is now
clear that monoaminergic axons in the neocortex do form conventional synapses and can
show a high degree of anatomical specificity, both for particular cortical areas and for
particular laminae within a single cortical area.

Norepinephrine (Noradrenaline). The projections of the locus coeruleus, which lies in
the dorsal pons, have been relatively well studied. The nucleus is small, but it projects
to most of the neocortex in a roughly topographic arrangement (Waterhouse et al.,
1983). Neurons in the dorsal portion project to posterior regions of the neocortex, such
as the visual regions, whereas neurons in the ventral portion project to frontal cortical
areas. In primates, the strongest projections are to the primary motor and somatosen-
sory cortices and their related association areas in frontal and parietal lobes (Tigges
and Tigges, 1985). The fine, unmyelinated axons ramify horizontally, most prominently
in layer 6, and form synapses with spine shafts and somata (Papadopoulos et al., 1987).
The neurons synthesize norepinephrine, which is thought to be involved in the devel-
opment and plasticity of thalamocortical projections in the visual cortex. These fibers
develop early, and their removal by neurotoxins prevents plasticity of the columns



Chapter 12. Neocortex 515

formed by the thalamic afferents arbors driven by left and right eye (Pettigrew, 1982;
Daw et al., 1983). Activity in locus coeruleus neurons correlate with changes in the
EEG, which suggests that it is involved in the arousal response induced by sensory
stimuli.

Serotonin. The raphe nuclei and pontine reticular formation are a complex of nuclei
that contain the highest density of neurons that synthesize serotonin. These neurons
project to all cortical areas with varying degrees of laminar specificity (Tigges and
Tigges, 1985; Mulligan and Tork, 1988). There are clear differences between projec-
tions to the homologous areas in different species that make generalizations impossi-
ble, e.g., the strongest projections in the monkey are to the thalamorecipient layers of
area 17, whereas these layers are relatively poorly innervated in the adult cat. In the
kitten, however, there is a transient surge of serotonergic innervation of the thalamo-
recipient layer 4, which may indicate a relationship to the critical period (Gu et al.,
1990).

Dopamine. The third monoamine projection to cortex is the dopaminergic pathway. It
has been suggested that a dysfunction of the dopaminergic innervation of the prefrontal
cortex is one of the factors in the pathogenesis of schizophrenia. The dopaminergic
projection to the frontal cortex originates from ventral tegmental area, the rostral mes-
encephalic groups, and the nucleus linearis. They form symmetrical synapses with the
dendrites of pyramidal neurons and with GABAergic smooth neurons. All layers ex-
cept layer 4 receive dopaminergic input. Dopaminergic projections are strongest to the
rostral cortical areas, especially the prefrontal cortex. Here, they target pyramidal neu-
rons, particularly spines, which they share with an excitatory synapse (Goldman-
Rakic et al., 2000).

Acetylcholine. Although there are intrinsic sources of acetylcholine (ACh) from neu-
rons within the cortex, the major sources of the acetylcholinergic fibers in the cortex
are extrinsic. These fibers originate from the nucleus basalis of Meynert and the diag-
onal band of Broca, which constitute the nuclei of the basal forebrain. These cholin-
ergic projections to the neocortex have been of particular interest because of their
possible involvement in the pathology of Alzheimer's disease. The terminals of the
acetylcholinergic fibers distribute through all cortical layers, with the most dense in-
nervation in layer 1 and relatively sparse innervation of the deep layers (De Lima and
Singer, 1986; Aoki and Kabak, 1992). They form synapses with dendritic shaft and
spines but show some bias for the GABAergic neurons.

GABA. Although it was previously thought that all GABAergic synapses were derived
from intrinsic sources in the cortex, it has been demonstrated that there are GABAer-
gic projections from subcortical nuclei to the cortex. These afferents arise from the ba-
sal forebrain, the ventral tegmental area, and the zona incerta. The GABAergic neurons
of the zona incerta project to sensory and motor cortex but not to the frontal cortex.
As with the acetylcholinergic fibers from the same source, the GABAergic neurons of
the visual cortex are a major target of the GABAergic afferents of the basal forebrain
(Beaulieu and Somogyi, 1991).
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Claustrum. The claustrum is also a nucleus of the basal forebrain. It connects recip-
rocally and topographically with the cerebral cortex (LeVay and Sherk, 1981; Tigges
and Tigges, 1985). However, the reciprocal connections do not form a single continu-
ous map but are segregated into function-specific divisions. Thus, the claustrum is not
strictly multimodal, although it contains representations of visual, auditory, somato-
sensory, limbic, and perhaps motor functions. These functions are represented sepa-
rately in the nuclear mass of the claustrum, and there is no evidence of integration of
the different modalities. In this respect, the claustrum follows the principle of separate
representation of these modalities adopted by the neocortex and thalamus. In the case
of the visual system, it is clear that many, perhaps all, of the retinotopically organized
visual areas converge on the claustrum, and it in turn projects divergently back to them.
In the primary visual cortex the projection to the claustrum arises from a subset of the
layer 6 pyramidal neurons. The claustrum sends a sparse projection back to all layers
of visual cortex, where it forms excitatory connections mainly with the spines of ex-
citatory neurons, except in layer 4, where synapses with dendritic shafts form about
half the targets (LeVay and Sherk, 1981).

Corticocortical Connections. Although anatomists have emphasized the long fiber
tracts between the neocortex and their subcortical targets and suppliers, the major in-
put to any cortical area is from other cortical areas. Braitenberg and Schiiz (1991) have
calculated that only 1 in 100 or even 1000 fibers in the white matter is involved in sub-
cortical projection; the majority of the fibers in the white matter are involved in the in-
trahemispheric connections and interhemispheric connections. Since the 1980s, these
connections have been intensively studied, particularly in the primate visual cortex. The
pattern that has emerged is that the pyramidal neurons of the superficial layers project
to the middle layers (principally layer 4) of their cortical target area, whereas the deep
layer pyramids project outside the middle layers to superficial and deep layers. These
patterns have been used to classify connections as feedforward (projecting to layer 4)
or feedback (projecting outside layer 4) (Felleman and Van Essen, 1991). All cortical
areas are reciprocally connected by these "feedforward" and "feedback" pathways. In
the face of multiple parallel pathways projecting to and from cortical and subcortical
areas, such simple classifications of feedforward and feedback may not translate into
functional significance. However, it is clear that the substantial majority of the neu-
ronal targets of these corticocortical connections are pyramidal neurons.

CONSIDERATIONS OF CORTICAL WIRING

One of the most important principles of a cortical circuit is the need to save "wire,"
i.e., to reduce the length of the axons that interconnect neurons (Mead, 1990; Mitchi-
son, 1992). The dimensions of this problem are evident in the statistics of the amount
of wire involved. Each cubic millimeter of white matter contains about 9 m of axon,
and an equal volume of gray matter contains about 3 km of axon. The volume occu-
pied by axons would be greatly increased if each neuron had to connect to every other
neuron in a given area or if every neuron were involved in long distance connections
between cortical areas. Instead, the design principles of cortex are that neurons are
sparsely connected, that most connections are local, and that only restricted subsets of
neurons are involved in long distance connections.



Chapter 12. Neocortex 517

The constraint on volume can also lead to multiple cortical areas. If separate areas
are fused into a single area that preserves the total cortical thickness of 2 mm, then the
components of the original areas must spread over a larger area (Mitchison, 1992). The
original connections between neurons now have to span larger distances and so con-
tribute to a larger volume for the same number of neurons. Mitchison has shown that
fusing 100 cortical areas leads to a 10-fold increase in the cortical volume. Of course,
if all the cortical areas are fused into one area, then much of the white matter can be
eliminated. However, the increase in the volume of the mfra-areal axons far exceeds
the reduction of the mterareal axons. Similar arguments can be raised for the patchi-
ness of connections within a cortical area that are a cardinal feature of cortical orga-
nization. A given cluster of neurons projects to a number of sites within a given cortical
area. These clusters tend to link areas of common functional properties. The size of
the clusters—about 400 /xm—is remarkably uniform between cortical areas. This size
is similar to the spread of the dendritic arbor. Malach (1992) has shown theoretically
that such an organization increased the diversity of sampling across a cortical area that
has a nonuniform distribution of functional properties.

SYNAPTIC CONNECTIONS

TYPES

As discussed in Chap. 1, there are two basic types of synapses in the neocortex, which
Gray called type 1 and type 2 (Gray, 1959). The synapses made by the vast majority
of the cortical spiny neurons and by some of the subcortical projections such as the
thalamic and claustral afferents are type 1. Type 2 synapses are made by smooth neu-
rons and some of the subcortical projections such as the noradrenergic fibers.

Both types of synapses are found throughout the cortex in approximately constant
proportions. In each cubic millimeter of neocortex, there are 2.78 X 108 synapses, of
which 84% are type 1 and 16% are type 2 synapses (Beaulieu and Colonnier, 1985).
Both types are found on all cortical neurons, but their locations on the dendritic trees
of the different types differ (see Fig. 12.12; Gray, 1959; Szentagothai, 1978; White and
Rock, 1980; Beaulieu and Colonnier, 1985; White, 1989). Pyramidal neurons receive
few type 1 synapses on their dendritic shafts and none at all on their somata or initial
segment of the axon. Conversely, type 2 synapses are found on the proximal dendritic
shafts, on the somata, and on the axon initial segment of pyramidal cells. Nearly every
spine of pyramidal neurons forms a type 1 synapse, but only about 7% of spines form
an additional type 2 synapse. Similar distributions have been reported for the spiny
stellate cells of the mouse somatosensory cortex, but the pattern for the spiny stellate
cells in layer 4 of the primary visual cortex is different. About 60% of the type 1
synapses are formed with the proximal and distal dendritic shafts; the remainder are
formed on the heads of the dendritic spines. Type 2 synapses are found on the somata,
but synapses are rarely found on the axon initial segment. Although the type 2 synapses
are clustered in higher density on the proximal dendrites, about 40% of the type 2
synapses are on distal portions of the dendrites (i.e., more than 50 /um from the soma).

The smooth neurons by definition do not bear spines, so both type 1 and type 2
synapses are formed on the beaded dendrites that are a characteristic feature of smooth
neurons (Fig. 12.13). The beads themselves are the sites of clusters of synaptic inputs.
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Fig. 12.12. Synaptic connections in neocortex. Configurations of excitatory and inhibitory con-
nections made onto a typical pyramidal neuron (center). The excitatory (spiny) cells (black, left)
and thalamic afferents (black, bottom) form synapses with the spines of the target pyramidal
neuron. Layer 6 pyramidal neurons (not shown) are the exception to this rule. They form synapses
mainly with the dendritic shafts of target spiny cells. There are a number of different classes of
inhibitory (smooth) cells (gray, right), each with a characteristic pattern of connection to the py-
ramidal neuron. Examples of three of the many classes of inhibitory neurons are shown. Each
inhibitory cell makes multiple contacts with its target. The superficial smooth cell forms synapses
with the apical tuft. The basket cell forms synapses with the soma, dendritic trunk, and dendritic
spines. The chandelier cell forms synapses with the initial segment of the axon.

The pattern of input to the smooth neurons is quite different from that of the spiny neu-
rons: both types of synapses cluster on the proximal dendrites and somata at about 2-3
times the density found for spiny dendrites. The type 2 synapses are rarely found on
the distal regions of the dendritic tree, and the density of type 1 synapses on the dis-
tal dendrites is less than that on the proximal dendrites. The initial segment of the axon
of smooth neurons does not form synapses.

Gap junctions have been observed between smooth neurons in an electron micro-
scope study of primate neocortex (Sloper, 1972). Later electrophysiological studies es-
tablished that there are electrical synapses in the neocortex created by low-resistance
pathways, or gap junctions, between dendrites or between dendrites and somata of par-
ticular GABAergic neurons, which contain parvalbumin or somatostatin (Galarreta and
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Fig. 12.13. Reconstruction of serial electron microscopic sections showing the complete syn-
aptic input to the dendrite of a small basket cell (top) and the proximal dendrite of a spiny stel-
late cell (bottom). The leftmost end is connected to the cell body. Both were located in layer 4
of cat visual cortex. The dark shapes are presynaptic boutons that formed asymmetrical (excita-
tory) synapses, and the open shapes indicate boutons that formed symmetrical (inhibitory)
synapses. Scale bar is 10 /am.

Hestrin, 2001). These voltage-dependent gap junctions are formed by a class of pro-
teins called connexins. The electrical synapses act as low pass filters. However, because
spikes are transmitted through the gap junctions, a spike in one neuron can lead to a
fast depolarization in coupled cells, thus providing a means of synchronizing a net-
work of GABAergic neurons (Galarreta and Hestrin, 1999; Gibson et al., 1999). This
interpretation is supported by experiments showing that electrical coupling is virtually
absent when connexin36 was knocked out, leading to a reduction in gamma frequency
synchronization (Gibson et al., 2001).

SPINY NEURONS

The axons of the spiny neurons form the vast majority of the synapses in the cortex.
The synapses they form are type 1 in morphology, and almost all are on spines
(80%-90% of targets) (Sloper and Powell, 1979a; Martin, 1988). One type of spiny
neuron, a layer 6 pyramidal neuron, is the exception to this general rule: it forms
most of its synapses preferentially with the shafts of spiny neurons in layer 4 (see
White, 1989). The axonal boutons come in two basic types. One is like a bead on
the axon; these are called en passant boutons. The other bouton looks like a small
drumstick and in appearance and dimension closely resembles a dendritic spine. These
are called boutons terminaux. Some synapses of the spiny stellate or pyramidal neu-
rons are formed with dendrites or somata of smooth neurons, but these constitute
only about 10% of their output. A feature of the output of the spiny neurons is that
they contribute only a few synapses to any individual postsynaptic target. Conversely,
any single neuron must receive its excitatory input from the convergence of many
thousands of neurons, most of which are in the same cortical area. The thalamic af-
ferents, which provide the principal sensory input to cortex, form about 10% or less
of the synapses in layer 4, the main thalamorecipient layer (White, 1989; Ahmed et
al., 1994) (Fig. 12.14).
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Fig. 12.14. Fractions of synaptic connections onto spiny stellate neurons in layer 4 of cat stri-
ate cortex. [From Ahmed et al., 1994.] Only about 10% of the excitatory synapses are derived
from the lateral geniculate nucleus. Thirty percent arise from other spiny stellate neurons in layer
4, and an additional 40% arise from the layer 6 pyramidal neurons (not shown). Ninety percent
of the inhibitory inputs arise from layer 4 GABAergic neurons, like the basket cells (gray).

SMOOTH NEURONS

The synaptic connections of the smooth neurons differ in a number of significant re-
spects from the spiny neurons. Their axons are less extensive than the spiny neurons,
and they make multiple synapses on their targets. This means they contact many fewer
targets on average than do spiny neurons. Although the spiny neurons generally form
synapses with dendritic spines and shafts, the smooth neurons target these and the soma
and axon initial segment. In addition, different smooth neuron types form synapses
specifically with different portions of the neuron (see Fig. 12.12). The major output of
the smooth neurons, however, is to spiny neurons. The smooth neurons form no more
than 15% of the targets of the spiny neurons.

These neurons again fall into several characteristic classes: large basket cells, small
basket cells (clutch cells), chandelier cells, double bouquet cells, bipolar cells, neu-
roglialform cells, Martinotti cells, and Cajal Retzius cells. Smooth neurons use GABA
as a transmitter and hence act to inhibit those neurons to which they connect.

Basket cells (see Fig. 12.7) are the most frequently encountered smooth neuron in
Golgi preparations and in intracellular physiological studies in vivo. Kisvarday (1992)
has estimated that they form at least 20% of all GABAergic neurons. They have a very
characteristic axon that forms the most extensive lateral connections of any of the
smooth cell types. The basket cells of the superficial and deep layers have axons that
radiate from the soma up to distances of 1-2 mm. In layer 4, the small basket cell (see
Fig. 12.8) axon is more localized and extends about 0.5 mm laterally in most cases
(Mates and Lund, 1983; Kisvarday et al., 1985). Each basket cell forms multiple
synapses with about 300-500 target neurons and makes about 10 synapses on average
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with each target. Ramon y Cajal originally provided the descriptive name basket cells
because in the Golgi preparations the axons of the basket cells form pericellular nests,
or baskets, around the soma of the pyramidal neurons (Cajal, 1911). Modern light and
electron microscopic studies on the axonal boutons of intracellularly labeled basket
cells has revealed, as noted earlier, that the major targets of the basket cell axons are
the dendritic shafts and spines of pyramidal and spiny stellate cells (Somogyi et al.,
1983; Kisvarday, 1992). The "basket" seen by Ramon y Cajal is formed by the con-
vergence of about 10-30 basket cells, each contributing a twiglet to the perisomatic
nest. Superficial and deep basket cells and clutch cells make about 20%-40% of their
synapses with spines, 20%-40% with dendritic shafts, and the remainder with somata.

Chandelier cells (see Fig. 12.10) are rarely encountered in Golgi preparation and in
intracellular recordings in vitro and in vivo. However, they have been a focus of inter-
est because their sole output is to the initial segment of the axons of pyramidal neu-
rons. Such specificity is not seen with any other neocortical cell, although it is common
elsewhere in the brain (see earlier chapters). The chandelier cells seem to be found
only in the superficial layers and layer 4, but some have a descending axon collateral
that innervates the deep layer pyramidal neurons. Correspondingly, electron micro-
scopic examination of the initial segments of the pyramidal neurons has indicated that
there are about 3 times as many synapses along the initial segment of the axon of su-
perficial layer pyramidal neurons as in deep layer pyramidal cells (Somogyi, 1977;
Sloper et al., 1979; Peters, 1984). In the superficial layers, the axon initial segment
forms about 40 type 2 synapses with the boutons of the chandelier cell. Each pyrami-
dal neuron receives input from three to five chandelier cells, and each chandelier
cell forms synapses with about 300 pyramidal neurons over a surface of about 200-
400 /mi (Somogyi et al., 1982; Peters, 1984).

Double bouquet neurons (see Fig. 12.9) are smooth neurons that are found in the su-
perficial layers and have a "bitufted" axonal system that spans several layers (Cajal,
1911; Somogyi and Cowey, 1981). In contrast to the laterally directed axons of the bas-
ket cell, the predominant orientation of the double bouquet cell's axon is vertical. For
this reason it was originally thought that the vertically oriented apical dendrites of the
pyramidal neurons were the major target of multiple synapses from the pallisades of
double bouquet axons. There is no clear evidence of multiple synapses between dou-
ble bouquet axons and apical dendrites, but the pyramidal neurons are nevertheless ma-
jor targets. In the cat, about 70% of the type 2 synapses of double bouquet cells are
formed with dendritic spines, and most of the remainder are formed with dendritic
shafts (Tamas et al., 1998).

The synaptic connections formed by the axons of layer 1 neurons have been studied
rarely. The small neurons of layer 1 have as their major target the spines and dendritic
shafts of pyramidal neurons apical dendritic tufts that form most of the neuropil of layer
1. The connections made by the Cajal-Retzius cells are unknown. Similarly, the con-
nections made by other smooth neurons of the neocortex have yet to be determined.

Many GABAergic cells are immunoreactive to one or more of the calcium binding
proteins parvalbumin, calbindin, and calretinin, as well as to neuropeptides such as
cholecystokinin, somatostatin (SSt), vasoactive intestinal polypeptide (VIP), neuro-
peptide Y, and corticotropin-releasing factor (Demeulemeester et al., 1988, 1991). The
profile of immunoreactivity expressed by a neuron depends on its laminar location and
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morphological type. There is considerable overlap between cell types, and the profile
also depends on the cortex's state of embryological development. Nevertheless, these
provide a useful basis for the classification of smooth cell subtypes (Wang et al., 2002).
Some spiny neurons also express immunoreactivity for calbindin, cholecystokinin, and
SSt. However, their reactivity for these molecules is weaker, particularly in more ma-
ture animals.

BASIC CIRCUIT

An article of faith among neuroanatomists from the beginning of the study of the cor-
tical circuits was that there was an elementary pattern of cortical organization.
Anatomists studying Golgi-stained material were generally convinced that there were
structural details that remained constant despite variations in cell number, form, size,
and type of neurons. This constant, according to Lorente de No, was the "arrangement
of the plexuses of dendrites and axonal branches," by which he meant the synaptic con-
nections between cortical neurons. However, subsequent examination of the details of
cortical circuitry still leave considerable leeway in interpretation of the pattern of con-
nections. Any attempt to suggest a common basic pattern of connections necessarily
will be open to the criticism that such models are based on the intensive study of a
very small number of areas, mainly primary sensory areas (White, 1989). Neverthe-
less, the great advantage of having some hypothetical circuit is that it focuses ideas
and gives form to otherwise simply descriptive accounts of cells and connections within
a given area that have been the standard works in the anatomical field.

Most modern models of cortical circuits are derived from functional studies. In con-
tradistinction to the great diversity of cell types and interconnections that characterize
the anatomical descriptions, the circuits derived from physiological experiments strip
off all of the embellishment and detail: simple circuits of excitatory cells make up the
core of these models. The Hubel-Wiesel models of the local circuits of visual cortex
are the best known examples (Hubel and Wiesel, 1977). In these circuits, the inhibitory
neurons are added as a means of providing the lateral inhibition that is such a feature
of sensory processing at all levels. Two basic designs have emerged. In the dominant
model, the processing is strictly serial: input arrives in the cortical circuit, it is fed for-
ward through a short chain of two or three neurons within the local area, and then is
transmitted to other areas by the output neurons. This feedforward model follows from
the simple idea that sensory input must pass through several processing stages in the
neocortex before it arrives at a motor output.

An alternative view was first given form by Lorente de No (1949). He supposed that
the rich interconnections between the different cortical layers made the cortical circuit
a unitary system, with no clear basis for a distinction between input, association, and
output layers. In his view, impulses circulate through these recurrent circuits, and the
activity in the cortical circuit is modified by the action of the association fibers arriv-
ing at critical points within the circuit. In turn, the effect of the incoming input de-
pends on the activity in the circuit at that point in time.

Both the feedforward and the recurrent model agree, however, that the processing
that occurs in the neocortex is essentially local and vertical. In this arrangement, the
anatomy and the physiology agree. In most cortical areas, the function being repre-
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sented is laid out topographically, as in the retinotopic maps of the visual cortex or the
motor maps in the motor cortex. For example, portions of the sensory surface that will
receive related input are nearest neighbors in their cortical representation. The vertical
connectivity within the cortex is similarly local. The axons of cortical neurons do not
extend more than a few millimeters laterally in any area; thus, the monosynaptic con-
nections at least are local. This corresponds with the physiological findings of Mount-
castle, Hubel, Wiesel, and others who discovered that neurons with similar functional
properties are organized in "columns" that extend for the cortical surface to the white
matter (Powell and Mountcastle, 1959; Hubel and Wiesel, 1977).

In fact, with few exceptions, most arrangements of neurons are only strictly colum-
nar when viewed with the one-dimensional tool of the microelectrode. The clearest
view arises from optical imaging in which the activity of large numbers of nerve cells
can be viewed by optical imaging (Sengpiel and Bonhoeffer, 2002) and fMRI (Duong
et al., 2001). Such imaging techniques have been used to show that in the lateral di-
mension, the different functional maps take the form of slabs or pin wheels. The widths
of the slabs vary according to the particular property being mapped but are of the or-
der of 0.5 mm in the case of the best-studied system—the ocular dominance system of
the primary visual cortex. In this system, the afferents of the lateral geniculate nucleus
representing the left and right eye map into a series of parallel slabs that look like a
zebra's stripes when viewed from the surface. Such segregation and patchiness are seen
at the level of single axonal arbors and appear to be the means by which the cortex
maps multiple processes into a single area. In the few cases in which it has been ex-
amined, the rule of connectivity between patches is that "like connects to like." For ex-
ample, a number of different functional dimensions are represented within the
retinotopic map of the primary visual cortex of primates. These dimensions are seen
physically in the ocular dominance, the orientation slabs, and the cytochrome oxidase
columns, which are called blobs because of their appearance when viewed in tangen-
tially cut sections of the cortex (Hendrickson et al., 1981; Horton and Hubel, 1981;
Wong-Riley and Carroll, 1984). In each of these systems, neurons of like function
interconnect.

CORTICAL OUTPUT

All projection neurons have recurrent collaterals that participate in local cortical cir-
cuits, so there are no layers that have exclusively output functions. The output neurons
from the cortex are generally pyramidal neurons. These same cells, however, may also
be input neurons in that they may receive direct input from the thalamus. There is a
laminar-specific organization of the output according to the location of their targets. A
simplified view of the laminar organization is provided in the summary diagram in
Fig. 12.15. The general rule of thumb is that corticocortical connections arise mainly
from the superficial cortical layers and the subcortical projections arise from the deep
layers. Within the deep layers, there is an output to regions that have a motor-related
function, e.g., the superior colliculus, basal ganglia, brainstem nuclei, and spinal cord.
These regions receive their cortical output from a relatively small number of layer 5
pyramidal neurons. There is also an output to the subcortical relay nuclei in the thal-
amus, which are the source of the primary sensory input to the cortex. This corti-
cothalamic projection generally arises from the layer 6 pyramidal neurons. However,
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Fig. 12.15. Basic circuit for visual cortex. Smooth, GABAergic neurons and their connections
are indicated in gray. Spiny neurons and their connections are indicated in black. Cortical lay-
ers as indicated.

there are clear exceptions to this rule of thumb. In area 4 the projections that form the
pyramidal tract, which supplies the spinal cord and cerebellum, arise from both layer
5 and layer 3 pyramidal cells. The corticocortical connections may also arise from neu-
rons in the deep layers. However, the simplifications are not extreme and offer a use-
ful constraint on the connections that can be made within the basic circuits. For example,
if a circuit in cat visual cortex requires an output to the eye-movement maps of the su-
perior colliculus, then it necessarily will have to connect to the output pyramidal neu-
rons of layer 5. Although particular laminae are the source of the outputs to these
different cortical and subcortical regions, the set of output neurons within a given lam-
ina may not be uniform. Thus, within layer 6, the pyramidal neurons that give rise to
the corticothalamic projection are morphologically different from those that give rise
to the corticoclaustral projection (Katz, 1987). These two groups of pyramidal neurons
also have different local projection patterns: the corticothalamic pyramidal neurons
have a rich projection to layer 4, whereas the corticoclaustral cells project within layer
6 itself. The receptive fields of the corticothalamic neurons are significantly smaller
than those of the corticoclaustral neurons (Grieve and Sillito, 1995).

As with the local intra-areal connectivity, the output neurons that project to other
cortical areas also appear to be organized in patchy systems. One of the most elabo-
rate discovered so far is the output from primary (VI) to the secondary visual area
(V2), which arises from at least three specific subgroups of neurons in VI. These neu-
rons project to a stripe system in area V2 in the monkey. These pathways may be vi-
sualized by the pattern of cytochrome oxidase staining (Gilbert and Kelly, 1975; Gilbert
and Wiesel, 1979). Neurons located in the cytochrome oxidase blobs in VI project to
a series of thin cytochrome oxidase blobs in V2. The neurons in layer 3 outside the
blobs project to pale stripe (interstripes) in V2, whereas the third group of projection
neurons located in layer 4B of VI project to a series of thick cytochrome stripes in V2.
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The stripes formed by these projections themselves reveal the organization of output
from V2 to other cortical areas: the thin cytochrome stripes project to visual area 4
(V4), the interstripes to V3 and V4, and the thick stripes to area MT.

SYNAPTIC ACTIONS

Release of neurotransmitter at synapses is triggered by the membrane depolarization
associated with the arrival of an action potential. Consequently, the pattern of arrival
of action potentials at the synaptic bouton is one of the fundamental factors governing
the interaction of presynaptic and postsynaptic neurons. It is usually assumed that the
pattern of action potentials seen by the presynaptic terminal is exactly the pattern that
was generated at the beginning of the presynaptic axon. That is, we assume that the
axon acts as a simple transmission line for action potentials and that there are no fac-
tors that selectively alter its transmission characteristics over moderate time intervals.
The presynaptic axon begins at the initial segment, which is also the site at which the
axonal action potential transmission begins. The initial segment is electrotonically close
to the soma, and therefore we assume the electrical events of the initial segment can
be recorded from the soma, which is where most intracellular recordings are made with
patch or sharp pipettes. Most of our knowledge about interneuronal communication
rests on interpretations of electrical events in the soma and in particular on the as-
sumption that the action potentials that we observe in the soma will ultimately affect
postsynaptic targets.

NEURONAL EXCITABILITY

In considering the action of synapses, there are two key issues. One is the effect of the
synapses on the neuron at the site of the synapse; the other, the response of the whole
neuron to these local synaptic actions. The former issue includes the attributes of the
synapse such as the kinetics of a single synaptic response and the dynamics of a se-
ries of synaptic transmissions, whereas the latter includes the attributes of the neuron
such as its membrane properties, the ionic currents involved, and the shape and cable
properties of the neuron.

Sodium Currents. Action potential generation entails regenerative depolarization fol-
lowed by a restorative repolarization. In cortical neurons, as in most other neurons, these
two phases are mediated by a fast, voltage-dependent, inactivating sodium current (Con-
nors et al., 1982) and a delayed, voltage-dependent potassium current (Prince and Hugue-
nard, 1988), respectively. In addition to the inactivating sodium current, cortical neurons
also exhibit a noninactivating, voltage-dependent sodium current (Stafstrom et al., 1982,
1984) similar to that observed in cerebellar Purkinje cells (Llinas and Sugimori, 1980a,b)
(see Chap. 7) and hippocampal pyramidal neurons (Hotson et al., 1979; Connors et al.,
1982) (see Chap. 11) and analogous to the slow inward calcium current (/,-) seen in spi-
nal motoneurons (Schwindt and Crill, 1980) (see Chap. 3). In cortical neurons, this "per-
sistent" sodium current (/Na,p) is activated about 10-20 mV positive to the resting
potential and attains steady state conductance within about 4 ms. It remains persistent
and large up to at least 50 mV above resting potential (Stafstrom et al., 1984). These
properties suggest that 7Na,P can be activated by EPSPs and that /Na,p acts as a current
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amplifier for depolarizing inputs. Indeed, /Na,p can itself provide regenerative depolar-
ization that is able to drive the membrane to the level where the larger spike-generating
sodium current is activated (Stafstrom et al., 1982). The difference in kinetics between
these two regenerative sodium currents is probably responsible for the indistinct transi-
tion between the subthreshold rise of membrane potential and the rapid initial rise of
the action potential (Stafstrom et al., 1984). On the other hand, the deactivation of/Na,p
during an IPSP removes its contribution to regeneration and thereby enhances the ef-
fect of inhibition when the cell is relatively depolarized.

By recording directly from the apical dendrites of the pyramidal neurons (Stuart and
Sakmann, 1994; Stuart et al., 1997), it has been shown that the dendrites contain ac-
tive sodium conductances. This permits the action potential to propagate back along
the apical dendrite. However, the dendritic sodium conductances appear to be at a much
lower density than at the soma or axon initial segment, which has the highest density
and is the main site of initiation of the action potential as was originally proposed from
recordings from the motoneuron (Eccles, 1957; Fuortes et al., 1957) (but see Colbert,
2001) in hippocampus.

One effect of the dendritic sodium conductances is that they support propagation of
the action potential from the soma backward into the dendritic tree. However, because
their concentration is relatively low in the dendrites, the gain for depolarization there
is not necessarily regenerative, and so the back propagation into the dendrites is pas-
sive. This renders the dendritic action potential a graded action potential, the ampli-
tude of which depends on the local input resistance, which can, for example, be reduced
by dendritic inhibition. Such local changes in the gain for depolarization may be cru-
cial for controlling the amount of calcium influx evoked by the action potential into
the dendrites, and thereby scale the degree of synaptic plasticity induced at a synapse
as a function of background dendritic activity.

Potassium Currents. The inward sodium currents that accompany spike depolarization
are opposed by an increase in outward potassium currents, and these currents ultimately
restore the neuronal membrane to its resting level. The classic action potential mech-
anism provides a restorative outward current by just one delayed voltage-dependent
potassium conductance, but the restorative outward current of cortical neurons is en-
hanced by several additional potassium currents. These currents affect the dynamics of
membrane during postspike recovery and also during the subthreshold response to de-
polarizing inputs. Consequently, they affect the neuron's repetitive discharge behavior.

In the simplest case, a suprathreshold sustained depolarizing input current will evoke
a train of action potentials. Each action potential ends with a repolarization that drives
the membrane potential below threshold. The subsequent interspike interval will de-
pend on the rate of postspike depolarization, because this will determine the interval
to the next threshold crossing. If the time constants of the membrane currents are all
short (i.e., of the order of an action potential duration), then the interspike intervals
will be of equal duration and the neuron will exhibit sustained regular discharge. But
some of the potassium conductances have much longer time constants, so their out-
ward currents can be active throughout successive interspike intervals.

Because these outward potassium currents oppose the depolarizing input currents,
they retard threshold crossing and so increase the interspike interval. These interactions
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are the basis of adaptation, often referred to as "spike frequency adaptation," the pro-
gressive lengthening of interspike interval that occurs during a sustained depolarizing
input to some cortical neurons. The process of adaptation in cortical cells is interest-
ing because it imposes an intrinsic restriction on their discharge. It is calcium depen-
dent, it can be modified by neurotransmission, and adaptation characteristics correlate
with morphological cell type.

The outward potassium currents that underly the impulse afterhyperpolarizations
(AHPs) are seen in cortical neurons both in vivo and in vitro (Connors et al., 1982).
Three separate APHs have been identified in layer 5 neurons of sensorimotor cortex:
fast, medium, and slow (Schwindt et al., 1988). The fast AHP has a duration of mil-
liseconds and follows spike repolarization. It is often followed by a transient delayed
afterdepolarization (ADP). The medium AHP follows a brief train of spikes. It has a
duration of tens of milliseconds, and its amplitude and duration are increased by the
frequency and number of spikes in the train. The slow AHP is evoked by sustained dis-
charge and has a duration of seconds. All three hyperpolarizations are sensitive to ex-
tracellular potassium concentration, but they have different sensitivities to divalent ion
substitutions and pharmacological manipulations (Schwindt et al., 1988). This suggests
that they are mediated by at least three distinct potassium conductances. However, the
individual potassium conductances have not been identified completely. This is partly
because of the difficulty in comparing the characteristics of the many potassium con-
ductance types found in various excitable cells, the many different regimens of inves-
tigation, and inconsistent nomenclature.

There is evidence that neocortical cells have at least four potassium conductances:
(7) a delayed rectifier, (2) a fast transient voltage-dependent (A-like) current, (3) a slow
calcium-mediated (APH-like) current, and (4} a slow receptor-modulated voltage-
dependent (M-like, mAHP) current (Connors et al., 1982; Schwindt et al., 1988). Thus,
the potassium currents of neocortical neurons appear qualitatively similar to those re-
ported in hippocampal neurons of archicortex (see Chap. 11). However, the situation
is rather more complicated than this, as the following examples illustrate. The transient
fast current of cortex is TEA sensitive (Schwindt et al., 1988). The mAHP current is
due to a calcium-mediated potassium conductance and so is superficially similar to
AHP currents seen in hippocampal neurons, but the cortical conductance mechanism
is not sensitive to TEA, whereas the hippocampal current is. The cortical conductance
is sensitive to apamin, whereas the hippocampal current is not (Schwindt et al., 1988).
Muscarine and beta-adrenergic agonists abolish the sAHP but have no effect on the
mAHP (Schwindt et al., 1988), whereas in hippocampus acetylcholine affects both the
M and AHP currents (Madison and Nicoll, 1984). These and other conductance dif-
ferences may be due to important functional constraints on the discharge of neocorti-
cal neurons that are different from the discharge requirements of hippocampal neurons.
An alternative view is that the differences have less to do with unique discharge re-
quirements than with the variations of parallel evolution.

Some outward current conductances can be modulated by neurotransmitters (see
Chap. 2). The outward potassium M current of cortical pyramids is reduced by activa-
tion of muscarinic receptors (McCormick and Prince, 1985; Brown, 1988). Because
the outward current is reduced, the effect of depolarizing currents is enhanced. The
slow Ca++-activated potassium (AHP) current of cortical pyramids is also decreased
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by ACh (McCormick and Prince, 1986a). These modulations of slow outward currents
are the means whereby ACh enhances discharge frequency and decreases adaptation.
Similar effects have been noted in hippocampal neurons (Benardo and Prince, 1982;
Cole and Nicoll, 1984; Madison and Nicoll, 1984). Neurotransmitters may also mod-
ulate currents that interact with the slow hyperpolarizing potassium currents. Schwindt
et al. (1988) have shown that low concentrations of muscarine abolish the sAHP, but
at higher concentrations the sAHP is replaced by an sADP that is not potassium sen-
sitive, nor is it sensitive to the sodium channel blocker TTX. The mechanism of the
sADP is unknown.

In addition to these effects, acetylcholine also evokes a transient early inhibition of
pyramidal neurons. However, two findings indicate that this inhibition is probably an
indirect effect of the excitation of inhibitory interneurons. First, the inhibition is me-
diated by a chloride conductance similar to that activated by GABA. Second, ACh has
a rapid excitatory effect on the fast-spiking (presumably GABAergic) cortical neurons
(McCormick and Prince, 1986a,b), and smooth cells are known to have cholinergic af-
ferents (Houser et al., 1985).

Calcium Conductances. Calcium currents also contribute to the dynamics of cortical
neurons. For example, depolarization of the dendrites, by dendritic action potentials,
can evoke calcium influx through multiple calcium channels (Yuste et al., 1994;
Markram et al., 1995; Schiller et al., 1995). These calcium currents may affect the dy-
namics directly by contributing to the electrical behavior of the membrane or indirectly
by changing the internal calcium concentration, which in turn affects potassium con-
ductance (described earlier) and also by regulating multiple intracellular metabolic path-
ways and receptor kinetics, as well as synaptic plasticity.

Somatic recordings from antidromically activated pyramidal tract neurons in vivo in-
dicated the existence of fast prepotentials (Deschenes, 1981). Blocking the sodium
channel blocker with QX-314 left these prepotentials intact, suggesting they were me-
diated by calcium channels in the dendrites (Hirsch et al., 1995). Where calcium cur-
rents are voltage dependent, they operate as sodium currents do and so could contribute
to spike generation. However, the calcium currents appear to be relatively small in cor-
tical neurons and must be unmasked by both blocking the sodium currents and de-
pressing the potassium currents. Under these conditions, a Ca2+ spike can be elicited
from some cortical neurons (Connors et al., 1982; Stafstrom et al., 1985). The thresh-
old for this spike is about 30-40 mV positive to the resting potential and therefore well
above the activation thresholds for the sodium currents, /Na,p and /Na.

Calcium spikes have been observed in hippocampal pyramidal neurons (see Chap.
11) and elsewhere, and in these cases they can be evoked after blockade of the sodium
currents alone (Schwartzkroin and Slawsky, 1977; Wong et al., 1979). To initiate a cal-
cium spike, the conductance for calcium must be much larger than that for potassium.
Presumably, gK is large in cortical cells and must be depressed to obtain a conductance
ratio favorable for calcium spike initiation. Therefore, the need to depress the potas-
sium conductance in cortical cells implies either that gK is larger in cortical neurons
than other calcium-spiking cells or that the calcium conductance is smaller. An alter-
native explanation is that the site of the calcium conductance is located in the den-
drites, electronically distant from the soma. In this case, a depolarization large enough
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to drive the distant site to the activation threshold of the calcium conductance would
also strongly activate the more proximal voltage-dependent potassium conductances.
The resulting increase in potassium conductance would shunt depolarizing current in-
jected into the soma, and so prevent the dendritic membrane from reaching the thresh-
old for calcium current activation.

Stafstrom et al. (1985) suggest that there are two calcium conductances in cortical
neurons and that these are distributed along the soma-dendrite. The somatic calcium
conductance is slow and small and has a high threshold. The dendritic conductance is
both faster and larger than its somatic counterpart. Its threshold is also high, but this
may be partly due to electrotonic distance from the soma, which makes it relatively
difficult to activate from an electrode in the soma. Both somatic and dendritic currents
contribute to the calcium spike. Somatic depolarization activates the somatic calcium
current, and that in turn activates the more distal dendritic calcium conductance that
powers the calcium spike. Both currents are probably persistent, so they require acti-
vation of an outward current to effect the recovery phase of the spike. This outward
current is provided by the slow potassium (AHP) current that is activated by the influx
of calcium in cortical (Hotson and Prince, 1980) and hippocampal (Lancaster and
Adams, 1986; Madison and Nicoll, 1984) neurons.

Direct evidence for the existence of dendritic voltage-sensitive calcium channels has
come from membrane patches of apical dendrites (Huguenard et al., 1989) and by cal-
cium imaging of the dendrites (Yuste et al., 1994). The imaging studies showed that
the dendritic accumulation of calcium took place immediately after calcium spikes were
triggered, followed by a slower diffusion of intracellular calcium. Confocal and two-
photon microscopic imaging of calcium has revealed the sites of calcium channels in
the dendritic shaft (Markram and Sakmann, 1994) and in spine heads (Yuste and Denk,
1995; Holthoff et al., 2002). It appears that calcium channels are distributed over
the whole dendritic tree, but the distribution has hot spots where activation can be re-
generative. For example, in the tuft of the layer 5 pyramidal neurons, the sodium-
dependent action potential can propagate back into the terminal tuft of layer 5 pyram-
idal neurons and evoke a calcium-dependent action potential, which then propagates
forward toward the soma (Schiller et al., 1997). This is due to a spatially restricted low-
threshold zone on the apical dendrite, located 550-900 ^m from the soma, at which
calcium-dependent action potentials can be evoked. This zone appears to be active in
vivo during synaptic stimulation (Larkum and Zhu, 2002).

The issue of the role of spines in the compartmentalization of calcium has also been
addressed by a number of studies. The first studies that used optical methods to image
the spines in hippocampal pyramidal neurons indicated that individual spines could
have quite different calcium dynamics to their parent dendrites (Guthrie et al., 1991;
Muller and Connor, 1991). However, further studies in the hippocampal pyramids in
which two-photon microscopy was used to image the spines of hippocampal pyrami-
dal neurons loaded with a calcium-sensitive dye indicate that individual spines are only
activated under subthreshold conditions. If the neuron fires an action potential, then
calcium enters the spines (Denk et al., 1996). In cortical pyramidal cells, the spine cal-
cium kinetics are controlled by the diameter of the parent dendrites, the length of the
spine neck, and the strength of the spine calcium pumps. The importance of the spine
neck is that it is motile and thus the calcium dynamics of the spine can be regulated
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by rapid spine motility (Majewska et al., 2000). The morphological constraints also
mean that the calcium dynamics of spines depends on their location on the dendritic
tree (Holthoff et al., 2002). Theoretically, the restriction of calcium in the spine dur-
ing subthreshold synaptic activation could serve to segregate the potential that occurs
on spines during coactivation of presynaptic and postsynaptic neuron (Rail, 1974a).

Repetitive Discharge. The repetitive discharge properties of neocortical cells has been
investigated both in vivo (e.g., Calvin and Sypert, 1976) and in vitro (e.g., Ogawa et
al., 1981). McCormick et al. (1985) originally reported three electrophysiological cell
types in neocortex: fast-spiking, regular spiking, and bursting cells. The fast-spiking
cells were sparsely spiny or aspiny neurons. These "smooth cells" are the GABA-
containing, inhibitory neurons of cortex. The regular and bursting cells were both py-
ramidal neurons. "Regular firing," which is somewhat of a misnomer, refers to the
adapting pattern of discharge in response to an injection of constant current into the
soma. This was the predominant behavior of most pyramidal neurons. Only a small
percentage of these pyramidal neurons exhibited a bursting discharge, and they were
located mainly in the deep cortical layers (Connors and Gutnick, 1990). However, it is
now clear that there are exceptions to the general function-structure relationships de-
scribed, and smooth neurons are found that have the adapting pattern that was thought
to be a characteristic of pyramidal neurons. Kawaguchi (1995), for example, has found
chandelier cells, double bouquet cells, and neurogliaform cells with adapting patterns
of discharge that are more commonly associated with spiny neurons.

The discharge of regular spiking neurons showed various degrees of adaptation, and
the presence of both AHP and M currents could be demonstrated in these cells. A tran-
sient fast voltage-dependent (A) current is present in pyramids, and this may contrib-
ute to their adaptation (Schwindt et al., 1988). The structure-function correlations of
the burst/nonburst firing pyramidal neurons of layer 5 have been determined (Chagnac-
Amitai et al., 1990; Connors and Gutnick, 1990; Mason and Larkman, 1990; Kim and
Connors, 1993). The regular firing pyramids have thin apical dendrites that do not
branch extensively in layer 1. The burst-firing pyramids, by contrast, have thick apical
dendrites and an extensive tuft in layer 1. Multipolar and bitufted neurons with burst-
ing patterns have been described by Kawaguchi (1995), who called them "low-
threshold spike" cells. These neurons would respond with a burst of action potentials
when the neuron was depolarized from a hyperpolarized potential. Their dendrites had
few spines.

Bursting neurons (Connors et al., 1982; McCormick et al., 1985; Kawaguchi, 1995)
respond to depolarization by generating a short burst of about three spikes. McCormick
and Gray (1996) have reported another class of bursting cell, which they called a "chat-
tering cell." This fast-spiking spiny cell produces a rhythmic series of high-frequency
bursts during sustained depolarization. The exact mechanism of bursting in cortical
neurons is unknown, but it has been explained by various mechanisms including the
activation of low- and high-threshold calcium currents (McCormick et al., 1985;
Jahnsen, 1986; McCormick, 1996), by a calcium-dependent potassium current (Berman
et al., 1989), and by the distribution of sodium channels in the dendritic tree (Mainen
and Sejnowski, 1996). In theory, it is possible to achieve a short burst in a neuron that
has limited fast outward current and a dominant AHP current (Berman et al., 1989).
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The reduced fast outward current encourages a short interspike interval and conse-
quently a rapid discharge. The discharge would be terminated by the growing AHP cur-
rent. Thus, variations in the parameters of the same outward current conductances could
determine whether a pyramidal neuron discharges in regular or burst mode. In the model
of Mainen and Sejnowski (1996), the dendritic sodium conductances promote propa-
gation of the somatic action potential back into the dendrites. When the soma has re-
polarized, current returns from the dendrites to produce a late depolarization and some
maintained action potential discharge. This effect was enhanced by high-threshold volt-
age-gated Ca2+ channels. Schwindt et al. (1988) have shown that reduction of the tran-
sient fast potassium conductance converts normal firing into burst firing, whereas
specific reduction of mAHP increases the instantaneous discharge rate but does not af-
fect adaptation.

The "fast spiking" cells encompass a variety of smooth neuron types (Kawaguchi,
1995) (Fig. 12.16). The action potentials of fast-spiking cells are brief by compar-
ison with pyramidal neurons. The repolarization phase of the action potential is rapid
and followed by a significant undershoot. This indicates the presence of an unusu-
ally large and fast repolarizing potassium current. Indeed, Hamill et al. (1991) were
able to demonstrate that fast-spiking cells have a higher density of "delayed recti-
fier" potassium currents than do pyramidal neurons. The spike repolarization is fol-

Fig. 12.16. An example of differential facilitation and depression, in a network of three bio-
cytin-labeled cortical neurons (two pyramidal neurons and an interneuron) that were recorded
simultaneously using the whole-cell patch-clamp technique. Trains of action potentials evoked
in the right most pyramidal neuron by direct current injection elicited a facilitating synaptic re-
sponse in the interneuron (upper voltage trace) but a depressing synaptic response in the neigh-
boring pyramidal neuron (lower voltage trace).
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lowed by a transient afterhyperpolarization. These cells showed little adaptation.
The initial slopes of their current-discharge relation were steeper, and their maxi-
mum discharge frequencies were higher than those of pyramidal neurons. There was
no evidence of either the AHP or M potassium currents in these neurons, and the
absence of these longer time-constant outward currents in fast-spiking cells would
explain their lack of adaptation.

Studies have attempted to classify the different electrical properties of interneurons
in more detail. Five main classes have been identified; adapting, nonadapting, stutter-
ing, irregular spiking, and bursting (Kawaguchi and Kubota, 1993; Kawaguchi, 1995;
Porter et al., 1998; Gupta et al., 2000). Different behaviors at the onset of a depolar-
izating pulse have also been reported: delayed discharge, transient bursting, or no spe-
cial onset response.

SYNAPTIC DYNAMICS

The effect of a presynaptic action potential on a particular postsynaptic target is com-
plex, and depends on a functional context in both the presynaptic and postsynaptic
components of the synapse which the action potential excites. This context is governed
by many time-scales, from milliseconds to years.

nal triggers an increase in the intracellular concentration of calcium. This rise in Ca2+

enables a process whereby transmitter-laden vesicles fuse with the synaptic membrane
and release their contents into the synaptic cleft. A precondition for release is that the
vesicles be docked at a restricted number of sites on the presynaptic membrane. How-
ever, not every vesicle releases its contents in response to an action potential. Some
sites are refractory following previous release; of all of the n vesicles that are primed
to release their contents, any particular vesicle will react to a given action potential
with probability P, as discussed in Chap. 1. This probability varies from less than
0.01 at specific pyramidal neuron-interneuron connections (Thomson et al., 1995) to
0.3-0.6 for typical pyramidal-pyramidal neuron connections (Markram et al., 1998;
Thomson and Bannister, 1999). The value for thalamic synapses is even higher, per-
haps as much as 1.0 (Stratford et al., 1996). The value of P depends also on the pre-
vailing synaptic calcium dynamics.

Because the overall amount of transmitter released by an action potential depends
on prevailing n and P and they depend on the evolving state of the synapse, the effect
of a given action potential depends on its temporal relationship to preceding spikes.
Consequently, the precise dynamics of transmission displayed at a synapse depends on
the probability of release, time constants of recovery from synaptic facilitation, and
synaptic depression (Markram et al., 1998).

If P, is high, then the synapse will exhibit depression: The first action potential of a
sufficiently closely spaced train will exhaust the synapse so that subsequent spikes in
a train of action potentials will evoke successively smaller effects. If P is low, then the
synapse will exhibit facilitation: the first action potential will release only a few of the
available vesicles and will prime the others by increasing the intracellular calcium con-
centrations. Subsequent spikes in a train will evoke successively larger effects until a
steady-state effect is reached (Thomson, 2000).

tTransient Changes in Effect. The arrival of an action potential at a presynaptic termi-
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Long-Term Potentiation. Unlike the short time-scale of facilitation and depression,
loner tetanic stimulation potentiates synapses in hippocampal excitatory synapses for
many hours (Bliss and Lomo, 1973). The mechanisms of this process have been in-
tensively studied in the hippocampus (see Chap. 11) and the same processes are found
in neocortical neurons. Homosynaptic (specific to the stimulated pathway) long-term
potentiation (LTP) was first seen in neocortex in vivo, along with the converse phe-
nomenon of heterosynaptic (affecting nonstimulated pathways) long-term depression
(LTD) in which the synapses become weaker (Tsumoto and Suda, 1979). Subsequent
investigation in vitro confirmed the presence of both LTP and LTD in neocortical neu-
rons of young rats and kittens (Komatsu et al., 1981; Artola and Singer, 1987; Bind-
man et al., 1988; Artola et al., 1990; Aroniadou and Teyler, 1992). However, although
LTP could be readily induced in neocortical neurons that showed bursting behavior
(Artola and Singer, 1987), LTP was only induced in other cortical neurons in the pres-
ence of bicuculline, the GABAA antagonist (Artola and Singer, 1987).

Artola et al. (1990) provided evidence that identical stimulations could produce either
LTD or LTP, depending on the level of depolarization of the postsynaptic neurons. They
suggested that if the EPSPs produced a depolarization that exceeds a certain level but
remains below the threshold for activation of the NMDA receptor, then LTD results.
If, however, the threshold for the NMDA receptor is reached, then LTP results. This is
essentially an experimental verification of the theoretical model of Bienenstock et al.
(1982). Kimura et al. (1990) found that tetanic stimulation that would otherwise pro-
duce LTP will produce LTD if postsynaptic calcium ions are chelated. This indicates
that the prevailing calcium concentration may be important for the production of LTP
or LTD.

Kirkwood et al. (1993) showed that one of the most effective means of producing
LTD is by low frequency (1 Hz) stimulation and that the induction of LTD was de-
pendent on NMDA receptors. This suggests that the actual level of calcium might be
critical for determining whether LTP (high postsynaptic calcium) or LTD (low post-
synaptic calcium) is induced.

Recent studies have refined the conditions for inducing LTP/LTD by showing that
relative millisecond timing of presynaptic and postsynaptic activity determines whether
LTP or LTD is induced (Markram et al., 1997a). When the presynaptic input arrives to
assist the postsynaptic neuron to discharge action potentials, LTP is observed, and when
the presynaptic input arrives after the postsynaptic neuron discharges, LTD is induced,
revealing a causal-reward/acausal-punishment. This form of plasticity is referred to as
spike-time-dependent plasticity (STOP) and has also been reported in several other
brain regions, indicating that it is not unique to neocortical synapses (see Abbot, 2001).

Recent studies indicate that the form of modification of synapses between pyrami-
dal neurons in the neocortex, which are typically depressing, is not a uniform change
but rather a redistribution of synaptic efficacy that is caused when the probability of
release is increased (Markram and Tsodyks, 1996). This observation introduces a new
notion of the plasticity of synaptic dynamics, as opposed to the plasticity of simple
synaptic gain.

LTP of inhibitory synapses has also been observed in the visual cortex of develop-
ing rat (Komatsu and Iwakiri, 1993). Tetanic stimulation of an inhibitory pathway onto
layer 5 pyramidal neurons leads to a long (more than 1 hr) potentiation of the IPSPs.
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Weaker stimuli led to a short-term potentiation. The effects were specific to the stim-
ulated pathway. Relative timing of presynaptic and postsynaptic activity determines the
direction of synaptic modification also at inhibitory synapses (Holmgren and Zilberter,
2001).

The precise roles of LTP and LTD in general and plasticity of synaptic gain and syn-
aptic dynamics in particular remain a matter of speculation—the widely held belief that
they have something to do with memory remains the central dogma. The existence of
a clear "critical period" of development in the sensory cortex, in particular, has led to
the obvious hypothesis that these synaptic processes are part of the cascade that leads
to the formation and modification by experience of nerve connections. Investigations
of mouse barrel cortex and rat visual cortex have indicated that LTP, induced without
the aid of GABA antagonists, has a critical period. For example, in barrel cortex, it
was possible to potentiate the thalamocortical synapses during the first week of life but
not the second (Crair and Malenka, 1995). This matches approximately the time course
of structural plasticity of the thalamocortical afferents (Schlaggar et al., 1993). The LTP
was dependent on NMDA-receptor activation and on increases in postsynaptic calcium.

In rat visual cortex, Kirkwood et al. (1995) also demonstrated that there is a critical
period for LTP that corresponds to the falling phase for the plasticity of left and right
eye inputs to cortex (ocular dominance plasticity). LTP was evoked in layer 3 by tetanic
stimulation in the white matter. Unlike in adult rat cortex (described earlier), the LTP
could be induced without blocking the GABAa receptors. LTP could, however, be pre-
served beyond the normal end of the critical period by dark-rearing the pups. This pro-
cedure is known to delay the critical period in cats (Cynader and Mitchell, 1980) and
appears to have some effect in rats. This dark-rearing paradigm has also been used to
study the model of Bienenstock et al. (1982), which predicts that synapses that are used
a lot will be more prone to LTD, whereas synapses that are used less will potentiate
more readily. The history of synapse use therefore is an important factor in deciding
whether a particular stimulation will lead to LTD or LTP. Kirkwood et al. (1996) found
that in dark-reared rats, LTP was enhanced, whereas LTD was hard to evoke. The ef-
fect was reversed after dark-reared rats were exposed to light after just 2 days.

Understanding the function of synaptic plasticity may also require considering dif-
ferences in synapses within local microcircuits, between cortical areas, and between
neocortex and subcortical regions. The processes of LTP and LTD have been studied
in a number of different cortical areas and for thalamocortical fibers. In the motor cor-
tex (area 5a) of young adult cats, brief tetanic stimulation of the same area or area 1
and 2 could evoke LTP (Keller et al., 1990). This study was one of few to examine the
phenomenon in vivo and to identify the neurons being recorded. They found that LTP
could be evoked in both spiny (pyramidal neurons) and smooth neurons. However, LTP
was induced only in those neurons that produced monosynaptic EPSPs in response to
stimulation. Thalamic input to the motor cortex could also be potentiated in vivo by
co-activation with the corticocortical pathway (Iriki et al., 1991). Tetanic stimulation
of the ventrobasal thalamus alone did not produce LTP.

There are, however, some differences in the plasticity seen in rat sensory (granular)
cortex and motor (agranular) cortex in vitro (Castro-Alamancos et al., 1995). Although
both cortical areas could reliably generate homosynaptic LTD, LTP was more reliably
generated in sensory cortex than in motor cortex, unless inhibition was reduced by ap-
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plication of GABA receptor antagonists. In both areas, the application of NMDA an-
tagonists blocked the induction of both LTP and LTD. However, the kainate/AMPA re-
ceptor-mediated responses are also potentiated (Aroniadou and Keller, 1995) in rat
motor cortex in vitro.

Homeostatic Plasticity. Development and learning mold cortical neuronal circuits by
changing the number and strength of synapses. During this process, individual neurons
change their morphology, synapses and the profile of their dendrosomatic ion chan-
nels. Nevertheless, the functional expression of the neurons and networks remain rel-
atively stable.

In cultured cortical neurons, the strength of excitatory synaptic connections between
pyramidal neurons scales as a function of firing rate. The scaling is due to changes in
the quantal amplitude of AMPA receptor-mediated excitatory neurotransmission (Tur-
rigiano et al., 1998). The changes are mediated by brain derived neurotrophic factor
(BDNF), which is produced by pyramidal neurons and acts on a high-affinity recep-
tor, trkB, found on both pyramidal and nonpyramidal neurons. BDNF has opposite
effects on pyramidal neurons and interneurons. It reduces the strength of pyramidal-
pyramidal connections but increases the strength of inhibitory interneuron to pyrami-
dal neuron connections. Thus, increases in network pyramidal activity that enhance
BDNF secretion are followed by a compensatory reduction in interpyramidal connec-
tion strength and increase in pyramidal neuron inhibition (Turrigiano, 1999).

EXCITATORY SYNAPSES

In the neocortex, the main excitatory neurotransmitter is the amino acid glutamate. The
postsynaptic membrane of glutamate synapses contains a collection of different re-
ceptor types. The amino-acid sequences of many of these receptor proteins have now
been identified and specific antibodies have been raised that recognize subunits of the
receptors (see Chap. 2). Although additional species of glutamate receptor may well
be identified, the immediate goal is to discover the role of these different receptor sub-
types in the different cortical circuits.

Glutamate Receptors. As discussed in Chap. 2, the glutamate receptors have been di-
vided into three major types: AMPA/kainate receptor, NMDA receptor, and metabotropic.

In the neocortex, studies of the action of metabotropic receptors in the neocortex are
in their infancy and have mainly addressed issues of development and plasticity. Few
have considered their functional roles. The direct action of the mGluR on pyramidal
neurons, after blocking AMPA and NMDA receptors, was to produce a slow depolar-
ization after evoked spikes (Greene et al., 1994). In burst-firing neurons that project to
the superior colliculus or pons, application of mGluR agonists inhibited the burst fir-
ing and changed the neurons to a tonic mode of firing (McCormick et al., 1993; Wang
and McCormick, 1993). This effect is mediated by a decrease in a potassium conduc-
tance. In isolated neocortical neurons, Sayer et al. (1992) found that mGluR activation
reduced the high-threshold Ca2+ current mediated by L-type calcium channels.

In slices of frontal cortex of immature rats, Burke and Hablitz (1995) provided ev-
idence that mGlu receptors are located on both presynaptic and postsynaptic terminals.
It appeared from their pharmacological dissection that different receptor subtypes
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were localized at the presynaptic and postsynaptic sites. When GABAa receptors were
blocked, mGluR agonists increased epileptiform discharges, whereas the antagonist
^S-a-methyl-4-carboxyphenylglycine (MCPG suppressed epileptiform activity. lono-
tophoretic application of mGluR agonists in rat barrel cortex in vivo produced disin-
hibition in response to natural stimulation of the vibrissae, whereas application of the
antagonists reversed these disinhibitory effects (Wan and Cahusac, 1995). The effect
might be mediated by a presynaptic receptor that depresses the release of GABA.

Locations of Excitatory Synapses. The major fraction (65%-85%) of excitatory
synapses made on pyramidal cells are on their spines, with the remainder being on den-
dritic shafts. No excitatory synapses are made on the somata of pyramidal neurons. It
was previously supposed that spiny stellate cells followed the pattern of innervation of
pyramidal neurons. This is true for spiny stellate cells of the mouse barrel cortex (White,
1989), but it is not true for spiny stellates of layer 4a in area 17 of the cat (Ahmed et
al., 1994). It also may not be true for monkey spiny stellates. In the cat, about 60% of
the excitatory input arrives on shafts of dendrites. The excitatory inputs to smooth neu-
rons are onto both the dendritic shafts and the soma. In the case of the cat, at least
some of the layer 4 smooth neurons form somatic synapses with the thalamic afferents
(see Synaptic Connections).

The strength of the excitatory synaptic coupling between excitatory neurons has been
studied in a variety of cortical areas in rat and cat. Mason et al. (1991) made the first
recordings from pairs of pyramidal neurons in the superficial layers of the rat visual
cortex. They reported that the synapses produced small-amplitude EPSPs, about 0.1-
0.4 mV as recorded in the soma. Thomson et al. (1993) studied the connections be-
tween pyramidal neurons in the deep layers of the rat's motor cortex. They found that
synaptic transmission was mediated by both NMDA and non-NMDA glutamate re-
ceptors. These synapses produce an EPSP with an amplitude of 1-2 mV, recorded in
the soma, which was depressed by repetitive stimulation. Similar findings have been
made by Markram and Tsodyks (1996), recording from pairs of neighboring layer 5
pyramidal neurons in rat somatosensory cortex.

Stratford et al. (1996) examined the excitatory input to spiny stellate neurons in layer
4 of cat visual cortex. The advantage of the spiny stellate neuron for these studies is that
its dendritic tree is symmetrical and electrotonically compact. Thus, variations in ampli-
tude and time course of the epsps are largely due to synaptic properties rather than to the
cable properties of the dendrites. The sources of excitation were spiny stellate neurons
similar to the target, as well as layer 6 pyramidal neurons. These two types of cortical neu-
ron had very different synaptic physiologies. The spiny stellate to spiny stellate synapse
produced EPSPs with an amplitude recorded in the soma of about 1.5 mV, which de-
pressed slightly with repetitive stimulation. The layer 6 pyramid synapses produced com-
paratively small amplitude EPSPs (0.4 mV), which showed strong facilitation with
repetitive stimulation. In addition, they were able to demonstrate large-amplitude (2.0 mV)
EPSPs from putative single thalamic fiber inputs to these same spiny stellate cells. Unlike
the EPSPs of cortical origin, these putative thalamic EPSPs showed remarkably little vari-
ance in amplitude from trial to trial and only slight depression with repetitive stimulation.
Thus, the excitatory synapses formed with a single type of neuron can show a variety of
static and dynamic properties, according to their source.
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INHIBITORY SYNAPSES

The existence of inhibition in the cortex has been demonstrated repeatedly using in-
tracellular recording. The first recordings were made in the Betz cells of the cat mo-
tor cortex in vivo (Phillips, 1959). By antidromically activating the pyramidal tract
neurons, Phillips demonstrated the presence of a recurrent inhibitory pathway in the
cortex. Later studies were made in visual cortex (Li et al., 1960; Creutzfeldt et al.,
1966; Pollen and Lux, 1966; Krnjevic and Schwartz, 1967; Toyama et al., 1974). These
confirmed Phillips' (1959) observation that every neuron received an inhibitory input.
Electrical stimulation of either the subcortical thalamic nuclei or local cortical stimu-
lation produced a long-lasting (100-200 msec) IPSP. The role and mode of operation
of inhibition in generating the stimulus-specific responses of neurons in the visual cor-
tex remain questions of intense interest (Douglas et al., 1995; Somers et al., 1995; Fer-
ster et al., 1996).

A number of chemical substances have inhibitory effects on cortical neurons, but the
most dominant inhibitor appears to be GAB A. Krnjevic and Schwartz (1967) performed
a direct comparison between the membrane effects of GABA and naturally occurring
IPSPs in mammalian cortex. They used surface stimulation to evoke IPSPs in neurons
of pericruciate cortex and recorded IPSPs that reached peaks at about 20-30 ms, had
durations of 200-300 ms, and had amplitudes of about -10 mV at the resting mem-
brane potential. These IPSPs could be reversed by current injection or intracellular
Cl~ injection (Krnjevic and Schwartz, 1967; Dreifuss et al., 1969). Application of
GABA usually hyperpolarized the cells and reduced the amplitude of the IPSPs (Krn-
jevic and Schwartz, 1967). The reduction in IPSP amplitude was dependent on the
GABA ejection current. The highest ejection currents flattened the IPSP (Krnjevic and
Schwartz, 1967) and sometimes slightly inverted them (Dreifuss et al., 1969). The ap-
plied GABA increased the input conductance, whose time course was similar to that
of the IPSP voltage response and decayed with a time constant of about 50 ms. Direct
application of GABA also gave a marked increase in input conductance, together with
hyperpolarization in most instances. The reversal potentials for the direct GABA ef-
fect and the IPSP were similar; Dreifuss et al. (1969) therefore concluded that GABA
was the source of the cortical IPSP. The development of a specific GABA receptor an-
tagonist, bicuculline, confirmed that cortical inhibitory processes were GABA medi-
ated and had an important functional role in shaping cortical responses (Sillito, 1975;
Tsumoto et al., 1979). Subsequent identification of the structure of the GABA recep-
tor (Barnard et al., 1987) has allowed specific antibodies to be developed for the GABA
receptor subunits and so enabled the regional distribution of GABA receptor subunits
to be mapped (Fritschy and Mohler, 1995).

Receptor Types. In their original paper on the heterogeneity of hippocampal responses
to GABA, Alger and Nicoll (1982) proposed that there were two different mechanisms
mediating GABA inhibition and that these two mechanisms were activated by two dif-
ferent GABA receptor types. However, the details of their hypothesis differed consid-
erably from current models of GABA action in hippocampus. Alger and Nicoll (1982)
suggested that there was only one hyperpolarizing mechanism and that it was distrib-
uted throughout both soma and dendrites. This hyperpolarization was Cl~ dependent.
Their second mechanism was depolarizing. They were uncertain of the ion conduc-
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tance involved, but it was slightly sensitive to chloride. However, the presence of both
hyperpolarizing and depolarizing responses on the dendrite, and both sensitive to chlo-
ride, did not seem attractive! A solution to this paradox is the notion that the chloride
transporters (chloride/bicarbonate exchangers, Na+/K+/Cl~ cotransporters, and an
ATP-driven chloride pump) are unevenly distributed between soma and dendrites, re-
sulting in a gradient of chloride concentration (Kara et al., 1992). This gradient would
shift the reversal potential of the GABAA synapse according to its location (Staley,
1995).

GABAA- In early studies it was found that the conductance changes, reversal potential,
and sensitivity to chloride of GABA ionophoresis and IPSPs were similar (Eccles,
1964), suggesting that they were both mediated by chloride channels. The GABA re-
ceptor associated with the chloride conductance is now known as the GABAA recep-
tor. It is the receptor that also binds benzodiazepine and barbiturate (see Matsumoto,
1989). The GABAA receptor is selectively blocked by bicuculline. There are 16 known
GABAA receptor subunits that may assemble in various combinations of 5 (pentamers)
that form the functional chloride channels (Barnard et al., 1987; Nayeem et al., 1994).
The beta subunit contains the GABAA receptor site, whereas the alpha subunit con-
tains the benzodiazepine receptor site. Benzodiazepines increase the effect of GABA
by increasing the frequency of channel opening in the presence of GABA. Picrotoxin
acts by interference with the chloride ionophore (Barker et al., 1983). At low concen-
trations, barbiturates prolong the duration of GABAA channel opening without affect-
ing conductance, and at concentrations of the order 50 /im, they directly activate
chloride channels (Study and Barker, 1981). Alphaxalone has similar effects (Cottrell
et al., 1987). The GABAA receptor sensitivity is reduced in the presence of the raised
intracellular calcium associated with the calcium spike (Inoue et al., 1986).

GABAs- The failure of the specific GABAA-receptor antagonist bicuculline to block
the long-duration IPSP in cortex (Curtis et al., 1970; Godfraind et al., 1970; Curtis and
Felix, 1971) indicated the presence of another GABA-mediated response. Bowery and
colleagues (Hill and Bowery, 1981; Bowery et al., 1987) discovered a second class of
GABA receptor, which was not sensitive to barbiturates or benzodiazepine (Alger and
Nicoll, 1982; Blaxter et al., 1986; Bormann, 1988). These GABAB receptors are acti-
vated by the antispastic drug baclofen, which is ineffective at GABAA receptors (Bow-
ery et al., 1984). The GABAb receptor, which was cloned in 1997 (Kaupmann et al.,
1997), forms part of the G-protein-coupled receptor superfamily (Bowery, 1993). The
GABAB receptor is indirectly coupled to calcium and potassium channels via GTP-
binding proteins and perhaps protein kinase C (Dolphin and Scott, 1986; Dutar and
Nicoll, 1988). In frontal cortex, G-proteins are involved in the postsynaptic response,
and the short latency of the GABAB IPSPs suggests a close coupling between recep-
tor and ionophore (Hablitz and Thalmann, 1987). The GABAB receptors are also found
presynaptically, where they activate potassium channels or inhibit calcium conduc-
tances. This may reduce the GABA released and reduce the overall level of GABA-
mediated inhibition. On excitatory terminals, the GABAB receptors may also reduce
the release of excitatory neurotransmitter (Thomson et al., 1993). Connors et al. (1988)
showed in cortical slices that baclofen, the GABAb agonist, activated a long time course
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hyperpolarization with a reversal potential around the potassium reversal potential, and
similar observations were made in cat visual cortex in vivo by Douglas et al. (1988)
and Douglas and Martin (1991).

Two low-potency GABAB antagonists, phaclofen and saclophen, have been used as
GABAB receptor blockers (Kerr et al., 1987, 1988). They block the long-duration late
component of the IPSPs in vitro in frontal cortex (Karlsson et al., 1988) and in visual
cortex (Connors et al., 1988; Hirsch and Gilbert, 1991). Due to the low potency of pha-
clofen, its effects on orientation and direction selectivity of visual cortical neurons in
vivo have proved to be inconclusive (Baumfalk and Albus, 1988), whereas blocking
GABAA receptors with n-m-bicuculline produces a marked reduction in the selectivity
of visual cortical neurons to visual stimuli (Sillito, 1975).

In addition to their role in postsynaptic inhibitory process, GABAB receptors inhibit
transmitter release in neocortical neurons via a presynaptic mechanism (Deisz and
Prince, 1989). The mechanism is probably by reducing the entry of calcium into the
presynaptic terminal and thus lowering the probability of transmitter release. Phaclo-
phen is ineffective at the presynaptic GABAB sites (Dutar and Nicoll, 1988).

Neocortical GABAergic synapses also display frequency-dependent dynamics
(Thomson and Deuchars, 1994). Three classes of synapses have been defined accord-
ing to the relative amount of facilitation and depression they exhibit (Gupta et al., 2000).
The type of synapse deployed at an inhibitory connection depends on the nature of the
presynaptic interneuron and its target neuron.

ELECTRICAL PROPERTIES OF THE IPSP

Responses to GABA. There are at least three distinct responses to direct GABA appli-
cations to cortical neurons in vitro (Scharfman and Sarvey, 1987). The first response
is a fast hyperpolarization; this predominated when the GABA was ejected close to the
soma. It produced a large increase in the input conductance. The second was a longer-
lasting depolarization, which was evoked most readily by application of GABA to the
distal dendrites. It was associated with a moderate increase in the input conductance.
The third was a slow hyperpolarization that appeared on the trailing edge of the de-
polarization. It was a prolonged response that decayed over many seconds and was as-
sociated with a moderate increase in the input conductance. The three components are
often mixed. For example, ejection in the vicinity of soma may show early somatic
(hyperpolarizing response) followed by a relatively late depolarization (as GABA dif-
fuses onto dendrites and evokes a dendritic response). GABA ejected in the vicinity of
proximal dendrites evokes both a somatic and a dendritic response.

The somatic response had a reversal potential of —65 mV, was chloride dependent,
and was blocked by bicuculline (Scharfman and Sarvey, 1987; Connors et al., 1988).
The dendritic depolarization is probably also mediated by GABAa receptors because
it is blocked by bicuculline and picrotoxin and is potentiated by benzodiazapines (Blax-
ter and Cottrell, 1985). The differences in the response between somatic and dendritic
activation of the same receptor have been explained by possible differences in the chlo-
ride concentrations in dendrites and soma (Thomson et al., 1988). Lambert et al. (1991)
have proposed that the GABAA receptors in the hippocampus mediate their dendritic
responses via a different ionophore. By contrast, the dendritic hyperpolarization evoked
by GABA is mimicked by baclofen, the specific GABAB agonist. This hyperpolariza-
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tion reverses at —90 mV (Ogawa et al., 1986; Scharfman and Sarvey, 1987; Connors
et al., 1988). The GABA hyperpolarization is potassium dependent and can be evoked
alone by small doses of GABA applied to the dendrites (Wong and Watkins, 1982) or
by blocking the depolarizing component with bicuculline (Inoue et al., 1985a,b). This
dendritic hyperpolarization is blocked by phaclofen and thus is probably mediated by
the GABAB receptor (Dutar and Nicoll, 1988).

In neocortical slices, long and short IPSPs have been observed (Ogawa et al., 1981;
Connors et al., 1982). The stimulus threshold for the late, long IPSPs mediated by the
GABAB receptor is higher than that for the early, short IPSPs, which are mediated by
the GABAA receptors (Connors et al., 1982). In most neurons, the early IPSPs were
depolarizing because the resting potential of the cortical neurons was more negative
than the reversal potential of chloride (Connors et al., 1982; McCormick et al., 1985).

Sites of Action of Inhibitory Synapses. The soma or the proximal dendrites are the re-
gions where anatomical and immunocytochemical studies have revealed the major con-
centration of symmetrical (Gray type II), GABAergic synapses (LeVay, 1973; Ribak,
1978; White and Rock, 1980; Freund et al., 1983; Peters, 1987). In brain slice prepa-
rations, large conductance changes occur only transiently at the onset of an electrically
evoked IPSP and last for 15-25 ms. The long phase of the IPSP is associated with a
small conductance change (Ogawa et al., 1981). Intracellular recordings from visual
cortical neurons in vivo revealed hyperpolarization during a long period of visually
evoked inhibition (Douglas et al., 1988; Ferster, 1988; Ferster and Jagadeesh, 1992).
Large conductance changes have been observed in vitro studies and have been reported
in cat visual cortex (Borg-Graham et al., 1998) in response to natural stimulation. A
more distal location would enhance the shunting effect of the synapse (see "shunting
synapses" in Chaps. 1 and 2), because the input conductance of the trunk dendrite de-
creases relative to the active conductance of the inhibitory synapse. Inputs to the api-
cal dendrite of large layer 5 pyramidal neurons in the rat from a single inhibitory neuron
are strong enough to block the dendritic Ca2+ action potential (Larkum et al., 1999).

An extreme example of dendritic inhibition is where the shunting inhibitory synapse
is located on the spine head or neck. Under these circumstances, a large increase in
conductance evoked in the spine head would provide very specific shunting of an ex-
citatory synapse on the spine head, but the conductance change would be masked from
the soma by the high axial resistance of the spine neck. However, the present neu-
roanatomical data suggest that relatively few excitatory synapses could be influenced
in this way: only 7% of spines have both synaptic types (Beaulieu and Colonnier, 1985).
Even if this figure is an underestimate, there remain a large number of spines without
inhibitory input. Because the major excitatory input to pyramidal neurons is thought
to arrive on spines (Colonnier, 1968; LeVay, 1973; Szentagothai, 1973; Peters, 1987),
most of this input could not be selectively inhibited.

NEUROTRANSMITTERS

AMINO-ACID TRANSMITTERS

The establishment of the identity of cortical neurotransmitters has been one of the most
tortuous activities of the past 40 years.
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Glutamate. The failure of the specific Hayashi (1954) first proposed the amino acids
L-glutamate and L-aspartate as candidates for the excitatory neurotransmitters in the
cerebral cortex. This was supported by Krnjevic and Phillis (1963) and by the super-
fusion studies of Jasper et al. (1965), who found that glutamate, aspartate, glycine, and
taurine were released during activation of the cortex. Clark and Collins (1976) showed
that the release of glutamate, aspartate, and GABA were calcium dependent. However,
resistance to accepting glutamate as a neurotransmitter was strong because glutamate
is distributed throughout the brain in high concentrations, a quite different picture from
the restricted location and lower concentrations of acknowledged neurotransmitters such
as ACh and catecholamines.

Other amino acids also exert an excitatory effect of neurons. Some of these are more
potent than the endogenous amino acids. The D-isomer of N-methyl aspartate is much
more potent than L-glutamate (Curtis and Watkins, 1963). The extraction of kainate
and quisqualate from plants provided more agents that had stronger excitatory effects
on neurons than L-glutamate (Shinozaki and Konishi, 1970). An antagonist, L-glutamic
acid diethylester (GDEE) proved to be more effective against L-glutamate than other
excitatory amino acids and indicated that there may be more than one type of excita-
tory amino acid receptor (Haldeman et al., 1972; Haldeman and McLennan, 1972).
With the recent effort devoted to the characterization of receptor subunits L-glutamate
has emerged as the major excitatory amino acid transmitter of the cerebral cortex.

GABA. The acceptance of the amino acid GABA as the major inhibitory neurotrans-
mitter has been as slow as that for glutamate. This occurred despite the demonstration
by Krnjevic and Schwartz (1967) that ionophoretically applied GABA profoundly in-
hibited cortical neurons and the evidence that GABA was released from active corti-
cal synapses (Iversen et al., 1971). Application of n-m-bicuculline, the GABAs receptor
antagonist, has a marked effect on the receptive field structure of visual cortical cells
(Sillito, 1975; Tsumoto et al., 1979) and on the shape of the electrically evoked IPSP
(Connors et al., 1988; Douglas et al., 1989). Antibodies directed against the synthetic
enzyme for GABA, glutamate decarboxylase, or against the amino acid itself, indicate
that about 20% of the neocortical neurons synthesize and contain GABA (Naegele and
Barnstable, 1989).

Acetylcholine. lonophoretic application of ACh modifies the response to visual stimula-
tion of most neurons in the cat visual cortex (Sillito and Kemp, 1983). The effect is usu-
ally facilitatory and seems to enhance the signal-to-noise ratio, rather than being generally
excitatory. In deep layer pyramidal neurons, ACh induces a depolarization accompanied
by an increase in resistance. The reversal potential is above that for potassium, suggest-
ing that the action of ACh is to decrease the conductance for potassium (Krnjevic et al.,
1971) by modulation of the slow outward potassium M current. The ACh response is me-
diated by a muscarinic receptor. The slow depolarization is preceded by a short-latency
hyperpolarization and a decrease in resistance that is probably due to the rapid muscarinic
excitation of the inhibitory neurons (McCormick and Prince, 1985,1986a). The inhibitory
neurons are innervated by cholinergic afferents (Houser et al., 1985).

The onset of the depolarizing muscarinic excitation is slow and the response is sus-
tained for many seconds. Some of the effects of ACh are mediated by second mes-
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sengers (Stone and Taylor, 1977). Low concentrations of muscarine abolish the sAHP,
but at higher concentrations the sAHP is replaced by a slow afterdepolarization (sADP)
that is not mediated by potassium or sodium (Schwindt et al., 1988). ACh-induced ex-
citation can be enhanced selectively by SSt, although SSt itself inhibits spontaneous
firing (Mancillas et al., 1986).

Biogenic Amines. Norepinephrine depresses the spontaneous extracellular activity of
most cortical neurons (Reader et al., 1979; Armstrong-James and Fox, 1983). Some
cortical cells in the deep layers are excited by low concentration of norepinephrine but
inhibited by higher concentrations (Armstrong-James and Fox, 1983). Waterhouse et
al. (1990) found that visual cortical cells in the rat showed enhanced responses to vi-
sual stimuli during ionophoresis of norepinephrine but depressed responses during sero-
tonin ionophoresis.

Neuropeptides. The GABAergic neurons of the neocortex co-localize various peptides,
including SSt, cholecystokinin, neuropeptide Y, VIP, and substance P (Hendry et al.,
1984; Schmechel et al., 1984; Somogyi et al., 1984; Demeulemeester et al., 1988). VIP
and substance P are also associated with cholinergic axons (Vincent et al., 1983;
Eckenstein and Baughman, 1984).

The physiological role of neuropeptides remains obscure. Salt and Sillito (1984)
showed that SSt could inhibit or excite cortical neurons. They were unable to demon-
strate a modulatory effect on either GABAergic or cholinergic transmission. Mancil-
las et al. (1986) found that SSt inhibited rat cortical neurons. Cholecystokinin and VIP
(Grieve et al., 1985a,b) produce mild excitation in some neurons. The difficulty in de-
tecting effects, and the variety of effects produced, suggests that the role of these pep-
tides is not primarily neurotransmission. Possibly they are part of some cascade of
effects acting over time-courses of many hours or days, rather than 1 hour or so for
conventional experiments that require receptive field mapping.

DENDRITES

The surface area of the dendrites is one to two orders of magnitude larger than that of
the soma, and the dendrites receive the vast majority of the synaptic inputs to the neu-
ron, as has been shown for most other neurons in preceding chapters. This arrange-
ment suggests that the role of the dendrites is to integrate synaptic input, the result of
which the neuron then expresses as the discharge activity of the soma. Unfortunately,
in most cases the diameters of the dendrites of typical cortical neurons are too small
to obtain stable recordings using available electrophysiological techniques, so most of
our understanding of their electrical behavior is derived indirectly, from recordings
made from the somata and apical dendrites (Stuart and Sakmann, 1994) (see Fig. 1.9B).
These methods are now being supplemented by sophisticated imaging techniques such
as calcium imaging and two-photon microscopy (Denk et al., 1995).

The simplest electrical model of a dendrite is the passive electrotonic structure (Rail,
1977, 1989; Johnston and Wu, 1995; Segev et al., 1995). In this cable model, the den-
drites are composed of cylindrical segments of membrane that are linked in a tree-like
structure. The membranous walls of the cylinders have capacitance and linear con-
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ductance, and the interior of the cylinders present a linear axial conductance to the lon-
gitudinal passage of current. Such cylinders are electrically distributed (nonisopoten-
tial) structures, and an input current injected at a point will establish voltage gradients
along the dendrite. For simple cylindrical dendrites, the voltages at any point along
their length is specified by the cable equation (see Jack et al., 1975). The solution of
this equation, and so the voltage profile, depends on the boundary conditions at the
ends of the dendritic cylinder. These boundaries are usually approximated as either an
infinite cable, a cut (short circuit) end, or sealed (open circuit) end. Rail (1959) showed
that the cable equation could also be solved for branching cylindrical dendrites, pro-
vided that there was a "3/2 power" relationship between the parent and daughter branch
diameters. When this relationship and a few other restrictions hold, then the entire den-
drite can be reduced to a single equivalent cable of constant diameter.

In real neurons, the synaptic voltages attenuate more rapidly toward the soma than
toward the dendritic terminations. The electrical asymmetry of the dendritic tree arises
because the terminations are sealed ends and little synaptic current is lost from them,
whereas the somatic end has many other dendrites attached and so presents a large con-
ductance load to the source synapse located on one of the dendrites. The voltage at-
tenuation from dendrites to soma may be as much as a few hundred-fold. This implies
that a number of EPSPs must occur within a membrane time constant to displace the
somatic potential across a 10- to 20-mV threshold. If the effect of a synapse depended
only on its peak voltage, then the response of the neuron would be very sensitive to
the displacement along the dendrite of the synapse. But, if the entire EPSP is consid-
ered, the situation is different. The passive dendrite behaves as a low-pass filter, and
so the temporal form of the synaptic potentials become significantly broader as they
spread from distal synaptic sites toward the soma. Although the peak synaptic voltages
are attenuated, the attenuation of the time integral of the EPSP at the soma is smaller
and not much affected by synaptic location. This is also true of the integral of the syn-
aptic current at the soma (synaptic charge delivery). Because the synapses exert their
effect collectively, by sustained depolarization of the somatic membrane, it is the charge
delivery to the soma that best expresses synaptic efficacy (Bernander et al., 1994).

The broadening of the EPSP as it spreads centripetally has the effect of delaying the
signal and makes the response at the soma sensitive to the temporal order of synaptic
events applied in the dendrites. This means that the dendrite can usefully compute func-
tions such as direction of motion (Rail, 1964; Koch et al., 1982). Passive dendrites can
also act on different time-scales. For example, extensively branched distal dendrites
provide a large area for charge equilibration, so the time constant for synaptic inte-
gration is much shorter (about 0.1 rm) there than closer to the soma. The briefer syn-
aptic events in the distal arbors interact as coincidence detectors, whereas the longer
events closer to the soma integrate (Agmon-Snir and Segev, 1992).

The morphology of the dendritic tree is important, at least in so far as it affects the
passive spread of currents from the synapses to the initial segment (Mainen and Sej-
nowski, 1996). Most cortical neurons are electronically compact, whether measured
electrophysiologically (Stafstrom et al., 1985) or anatomically (Douglas and Martin,
1992). However, the apical dendrite of the pyramidal neurons is a special case. The
electrotonic length of the apical dendrite is about 2-3 times greater than that of the ba-
sal dendrites, and the synaptic inputs injected into the "apical tuft" at the distal end of
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the apical dendrite are greatly attenuated en route to the soma (Bernander et al., 1994).
This apparent ineffectiveness of the distal apical input is counterintuitive. Important in-
terareal projections make their synapses there, and there has been no phylogenetic trend
to dispense with apical dendrites (with the possible exception of layer 4 spiny neu-
rons). One possibility is that the apical dendrite makes use of active currents to en-
hance selectively signal transmission to the soma (Bernander et al., 1994). Where the
dendrites are long and narrow, and so electrotonically short, the dendrite can decom-
pose into electrotonically separate subunits, each of which can compute a relatively in-
dependent function (Koch et al., 1982). It is unlikely that such conditions exist in cortical
neurons, except possibly in the apical tufts.

ACTIVE PROPERTIES

The cable model has been extremely useful in obtaining qualitative insights into the
behavior of quiescent dendrites. However, it has two significant failings that limit its
application to cortical neurons. First, the approximation to a cable across the branches
in a dendrite requires that a particular relationship of diameters hold between the par-
ent and daughter segments of the branch. This relationship is only rarely true across
the dendritic branches of cortical neurons. Second, it is clear that the majority of cor-
tical neurons have many active conductances in their dendrites (Stuart and Sakmann,
1994), so the linear cable approximation is only useful under very restricted conditions.
Active dendritic conductances include voltage-dependent sodium, potassium, and cal-
cium currents (Stuart and Sakmann, 1994; Markram and Sakmann, 1994; Johnston et
al., 1996). When the nonlinearities due to the active conductances are included, the
dendritic models have mathematical descriptions that cannot be solved analytically. The
models must then be investigated by numerical simulations of compartmental approx-
imations to the dendrites.

The active conductances are able to generate a variety of subthreshold nonlineari-
ties and may cross the thresholds for calcium or sodium action potentials. The exact
interactions of the various active dendritic conductances are unknown, but they sup-
port a number of interesting functions. In the case of subthreshold synaptic potentials,
the apical tuft of the layer 5 pyramidal neuron has a high potassium channel (Ih) den-
sity that increases the attenuation of EPSPs, and could uncouple the apical tuft den-
drites from their basal counterparts, by decreasing the somatopetal length constant
(Berger et al., 2001). However, action potentials initiated in the somata of layer 5 py-
ramidal neurons are able to propagate actively backward into their dendritic tree. This
retrograde propagation is probably due partly to the amplification of depolarizing cur-
rents by the relatively high density of sodium channels found in the dendrites of those
neurons (Stuart et al., 1997). The action potential propagates more reliably centrifu-
gally than it does centripetally, because in the latter case the branching dendritic tree
presents a large impedance load to the small action potential currents generated in the
narrow peripheral dendrites. On the other hand, the degree and pattern of back propa-
gation can be affected by the spatiotemporal conductance profile of the dendritic tree
due to activation of intrinsic conductances or high conductance synaptic inputs.

The retrograde spikes could provide a signal to Hebbian synapses that the postsy-
naptic cell is active, and so trigger synaptic changes mediating learning. For example,
Yuste and Denk (1995) used two-photon microscopy of hippocampal pyramidal neu-
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rons to show that the centrifugal action potential invades the dendritic spines and leads
to a local rise in their calcium ion concentration. The increase in calcium concentra-
tion can induce synaptic plasticity, modify NMDA receptor responses, and modify
the conductance profile of the dendritic tree by activating dendritic potassium conduc-
tance (Stuart et al., 1997; Koch, 1999). The relative timing of a presynaptic spike and
the retrograde postsynaptic spike can be used to drive causal associative learning
(Gerstner, 1999).

The introduction of active conductances in the apical dendrite could also support an-
terograde signal transmission by providing amplification and linearization of synaptic
inputs to the apical tuft (Bernander et al., 1994), by decomposing the dendritic tree
into a number of distinct multiplicative subunits (Mel, 1993), or by supporting local-
ized dendritic action potentials (Stuart et al., 1997). The active conductances could also
amplify selective combinations of input by nonlinear multiplicative interactions (Mel,
1993). Because these effects are usually associated with increases in conductance, in-
creasing stimulation will cause the multiplicative and subregion effects to become more
localized in space and time (Mel, 1993).

Dendrites with slow active currents that are partly decoupled from the fast spike gen-
erating currents at the soma can produce a wide repertoire of temporal patterns of out-
put spikes, including bursting (Pinsky and Rinzel, 1994; Mainen and Sejnowski, 1996).
Activation of dendritic potassium conductances could also offset large dendritic input
currents, so providing an adaptive mechanism to keep the dendrite in a favorable op-
erating range (Bernander et al., 1991, 1994).

SPINES

One of the most prominent features of cortical neurons are their dendritic spines (re-
viewed in Chap. 1). They are the major recipients of excitatory input and play an im-
portant role in activity-dependent modification of synaptic efficacy such as LTD and
LTP (for a review, see Shepherd, 1996). Although these structures have been exten-
sively examined by light and electron microscopy, physiological data have been more
difficult to obtain because of their tiny dimensions, and so their functional role is still
not entirely understood. Fortunately, recent advances in imaging techniques are mak-
ing it possible to measure calcium dynamics in individual spines with high time reso-
lution (Denk et al., 1996).

The simplest views of spine function were mechanical. They were thought to be con-
venient physical connections whereby en passant axonal boutons could more easily
connect to dendrites (Peters and Kaiserman-Abramof, 1970; Swindale, 1981; Ander-
son and Martin, 2001). More elaborate views have considered the electrical and chem-
ical properties of the spinous connection.

ELECTRICAL MODELS

The membrane area of the spine neck is very small, and consequently little synaptic
current flows through the neck membrane; most of the synaptic current injected into
the spine head reaches the trunk dendrite via the spine neck. Nevertheless, the resis-
tance to current flow through the neck is high, on the order of 100 Mft or more (Segev
and Rail, 1988). This is roughly the input resistance of a typical spiny dendrite about
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half a length-constant from the soma. Therefore, the spine neck will attenuate by about
half of the voltage applied at the spine head. Thus, the neck resistance could be used
to control the efficacy of the synapse (Rail, 1962) and so provide a basis for synaptic
plasticity (Fifkova and Anderson, 1981). The resistance could be changed by modify-
ing the neck diameter or length (Rail, 1974a,b) or by partial occlusion of the neck by
the spine apparatus (Rail and Segev, 1987).

The "twitching spine" hypothesis of Crick (1982) proposed that a change in spine
length could be achieved quickly, through calcium activation of myosin and actin lo-
calized in the spine neck (Fifkova and Delay, 1982; Markham and Fifkova, 1986). In
theory, a burst discharge of the excitatory afferent could raise the free calcium con-
centration in a spine to the level required to activate the actin (Gamble and Koch, 1987).
Although it has now been shown with modern imaging methods that spines are motile
on very short (seconds) time-scales (Fischer et al., 1998; Dunaevsky et al., 1999), the
function of this motility is still not clear.

As discussed earlier, the calcium dynamics between spine and dendritic shaft are
certainly affected by changes in spine neck dimensions (Majewska et al., 2000). At-
tempts to correlate changes in spine dimensions in relation to, for example, LTP in-
duction have indicated that spines become larger but do not increase in number (Fifkova
and van Harreveld, 1977; Andersen et al., 1987; Desmond and Levy, 1990). More re-
cent studies of "on-line" imaging of spines have shown that new spines appear about
30 min after the induction of LTP (Yuste and Bonhoeffer, 2001).

Saturating Spines. The flow of synaptic current through the spine input resistance will
shift the spine head potential toward the EPSP reversal potential and reduce the driv-
ing potential for the synaptic current. For small synaptic conductances, the synaptic
current increases approximately linearly, but for larger synaptic conductances, the syn-
aptic current increases approximately linearly, but for larger synaptic conductances, the
synaptic current saturates. This interdependence gives rise to a sigmoidal relationship
between synaptic conductance and synaptic current. We do not know exactly where on
this relationship the operating range of the neocortical synapse lies.

The spines generally receive only one excitatory synapse can be interpreted in two
opposing ways, in this context. It may reflect the need to avoid saturating the synapse,
or it may indicate that a single synapse on a spine always saturates the synapse, so that
additional inputs would be redundant. If the synapse is driven into saturation, then the
spine potential will be relatively insensitive to the exact amount of neurotransmitter
delivered to the synapse. The spine head will simply turn on to a repeatable voltage
level. Moreover, because the spine neck resistance is at least as large as that of the par-
ent dendritic trunk, the spine approximates a constant current source attached to the
dendrite. The synapse on the spine head is less susceptible to changes in the dendritic
input resistance than is a synapse located on the dendritic trunk.

Spine Action Potentials. A special case of saturation behavior arises if the spine head
membrane contains active conductances that could amplify the synaptic signal (Jack et
al., 1975; Miller et al., 1985; Perkel and Perkel, 1985; Rail and Segev, 1987; Segev
and Rail, 1988). Shepherd et al. (1985) and others (Rail and Segev, 1987; Baer and
Rinzel, 1991) have suggested that this amplification could lead to spinous action po-
tentials. The saltatory transmission of these action potentials from spine to spine, con-
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ditional on their synaptic input, could form the basis of Boolean algebraic-like proc-
essing along the dendrite. Although these notions are attractive, the experimental evi-
dence consistent with spiking spines has been obtained only in cerebellar Purkinje
neurons (Denk et al., 1995).

Nonsaturating Spines. If the synapse on the spine is not driven into saturation but op-
erates instead within its linear range of sensitivity, then the synapse will be particularly
susceptible to nonlinear interactions with other spines. Because the resistance of the
spine head membrane is much greater than the axial resistance of the neck, the den-
dritic potential is transferred to the spine head with little attenuation. Consequently, a
depolarization of the dendritic trunk will reduce the driving potential of the spine
synapse and mediate nonlinear interactions between neighboring spines. These inter-
actions are only possible if the spines operate in their linear range. If the spines oper-
ate in saturation, then their synapse will be insensitive to modulations of local driving
potential.

Inhibition on Spines. A small proportion (about 10%) of neocortical spines receive in-
put from a type 2 (GABAergic) synapse in addition to the type 1 (excitatory) synapse
(Jones and Powell, 1969; Peters and Kaiserman-Abramof, 1970; Sloper and Powell,
1979b; Somogyi et al., 1983; Beaulieu and Colonnier, 1985; Dehay et al., 1991). This
arrangement raises the possibility that some excitatory inputs receive selective inhibi-
tion. Nonlinear inhibition of excitatory inputs on the same spine can be large and are
essentially limited to the affected spine (Koch and Poggio, 1983). The large series re-
sistance of the spine neck masks changes that occur in the head from the trunk dendrite
and so may effectively restrict the inhibitory control to the affected spine. This specific
effect has attracted much theoretical interest (Koch and Poggio, 1983; Segev and Rail,
1988) because of its computational possibilities, but only a small percentage of the ex-
citatory input onto a single neuron could be gated in this way. It is possible that all of
the spines that are controlled by an inhibitory synapse receive input from a strategically
important class of afferents, such as the thalamocortical inputs for example. However,
Dehay et al. (1991) have shown that this selective inhibition does not occur.

Less selective locations of inhibitory synapses may also permit strong nonlinear ef-
fects. For example, inhibitory synapses on the trunk dendrite would reduce interspine
communication and could control saltatory conduction between spines (Shepherd and
Brayton, 1987). This raises the possibility of enabling or disabling selected branches
of dendrites. However, logical computations in spines do not necessitate inhibitory in-
puts. Triggering an action potential could also be conditioned by activation of the spine
head synapse (e.g., the NMDA receptor is voltage dependent only if gated by neuro-
transmitter). If saltatory conduction were conditional on excitatory input, then this
arrangement would provide an elegant means of signal gating that depends on the co-
incidence of excitatory inputs, rather than the interaction of excitatory and inhibitory
inputs.

BIOCHEMICAL COMPARTMENTS

The strong role of calcium in synaptic plasticity and the need to localize plasticity to
the activated synapse have led to the suggestion that the spines provide the necessary
isolated biochemical compartment (Koch and Zador, 1993; Zador and Koch, 1994).
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The spine neck limits the diffusion of calcium between the head and the dendrite. It is
proposed that restriction in calcium movement through the neck arises from the cal-
cium sink created by the calcium pumps in the neck membrane. Their activity has the
effect of shortening the calcium space constant in the neck, leading to significant cal-
cium attenuation across the neck.

Calcium could enter the head through NMDA channels, voltage-dependent calcium
channels, and second-messenger channels. Studies in hippocampal neurons have pro-
vided evidence that calcium levels in the spine head are to some extent uncoupled from
those in the parent dendrite (Guthrie et al., 1991; Muller and Connor, 1991; Yuste and
Denk, 1995; Yuste et al., 2000). In neocortical pyramidal neurons, the decay kinetics
of calcium in spines are controlled by calcium pumps in the spine and by diffusion
through the neck of the spine (see earlier) (Majewska et al., 2000).

FUNCTIONAL OPERATIONS

SINGLE NEURONS OR NEURAL NETWORKS

The history of ideas of cortical function makes a fascinating account of the interplay
of hypothesis and experiment (Martin, 1988). In particular, the experimental results
from microelectrode recordings from single cortical units (neurons) have had a deep
influence on our ideas of cortical function. Much of the motivation for studying the
functional properties of single units in the cortex in such detail arises from the fact that
the activities of cortical neurons are thought to describe the world and so to reflect our
subjective experiences. However, the nature of the encoding used by the neurons to
represent the world is still a matter of intense and interesting debate.

The encoding problem is important because it determines to a large extent the suc-
cess with which the nervous system can interact with the world. It is clear that the at-
tributes of the world must be encoded in the variables of the nervous system. If the
neural encoding is suitable, then the nervous system will be able to well represent the
world, and the efficiency interactions with the physical world will be enhanced. For
example, in artificial neural networks, learning and generalization improve with the
quality of data representation.

One central question is whether the nervous system uses a data representation in
which the encoding of objects is distributed across many neurons or whether the rep-
resentation is localized. This debate is usually couched in the domain of perception.
There the question is whether the discharge of a combination of neurons, or the dis-
charge of just one neuron, reflects the experience of a percept. These opposing views
of the operation of cortex have a long and distinguished history. Sherrington (1941),
for example, contrasted the notion of "one ultimate pontifical nerve-cell . . . [as] the
climax of the whole system of integration [with the concept of mind as] a million-fold
democracy, whose each unit is a cell."

The case for localized encoding has been formalized in the neuron doctrine proposed
by Barlow (1972). He proposed five dogmas that encapsulate the powerful idea that
percepts are the product of the activity of certain individual cortical neurons, rather
than by some more complex (and obscure) properties of the combinatorial rules of the
usage of nerve cells. The force of Barlow's thesis in molding our ideas is evident in
most textbooks of psychology and neurobiology, which are well stocked with illustra-
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tions showing how the specificity of neurons arises from a hierarchical sequence of
processing through the cortical circuits.

Recently, the pendulum has begun to swing back. The antithetical proposition that
perceptual processing occurs through the collective properties of parallel cortical net-
works rather than through the activity of single units has been receiving close atten-
tion from theoreticians working on neural networks or connectionist models of cortical
function. Results obtained from computer simulations of these hypothetical nerve cir-
cuits have led to a model of cortical function that is quite different from that proposed
in the neuron doctrine.

The dialectic of the one versus many neurons is best considered in the context of
the visual system, where the physiology and anatomy are known in greatest detail and
where the behavioral performance is well established.

SINGLE NEURONS OR NEURAL NETWORKS?

It is evident that visual perception is a complex task. We need not only to determine the
form, movement, and position in space of the objects we encounter but also to recognize
them as being particular objects. Solving this key problem was central to Barlow's devel-
opment of the neuron doctrine. He proposed that the primary visual cortex dealt only with
the elemental building blocks of perception, the detection of orientated line segments, or
the local motion of these segments, for example. To build these responses into neurons
that were selective for a cat, chair, or grandmother, he proposed a hierarchical sequence
of processing within single cortical areas and through the many visual areas. Thus, the
grandmother cell scheme is essentially a classification network in which the input is clas-
sified according to which output neuron is activated. In nervous systems, the classifica-
tion occurs in a hierarchical network. The neurons at each stage of the hierarchy become
progressively more selective to the attributes of the stimulus, so that while the neurons in
the primary visual cortex would respond to many objects, neurons at the highest level of
the hierarchy would respond only to particular objects. Barlow (1972) suggested that the
activity of about 1000 of these high-level cardinal neurons would be sufficient to repre-
sent a single visual scene. Because the number of possible percepts is very large, how-
ever, the total number of cardinal cells would have to be a substantial fraction of the 1010

cells of the human brain (Barlow, 1972).
The single neuron representation faces two major difficulties: poor generalization

and limited encoding capacity. If individual objects are very specifically encoded by
single neurons, then it is difficult for the neurons to generalize their classification to
novel intermediate cases. For example, given only a "red apple" neuron and a "green
apple" neuron, how does the nervous system respond to a yellow apple? Either it must
quickly recruit a new neuron with very similar connections and assign it to yellow ap-
ples, or the yellow apple percept must arise from some combination of the activity of
the "red" and "green" neurons, in which case the single cell-encoding hypothesis is
weakened. Moreover, if new neurons must be recruited for each new feature (such as
yellow) that is added to the classification scheme, then the number of neurons required
to encode selectively the various combinations of features increases explosively and
soon exceeds the number of neurons available.

Despite these difficulties, selective encoding representation has remained a popular
implicit hypothesis in experimental neuroscience. Since 1972, many of the visual areas
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beyond area 17 have been explored in some detail. Efforts to discover whether cardi-
nal cells reside in these visual areas have met with mixed success. In most areas, the
stimulus requirements for activating neurons are not very different in quality from those
for area 17. If anything, the requirements are less restrictive, in that only a single prop-
erty of the stimulus might be important, such as its direction of motion, or color, or
depth in visual space. Only in the primate inferotemporal region of cortex have neu-
rons with higher-order properties been found (Gross et al., 1972). These neurons re-
spond preferentially to parts of the body, especially faces, although they respond to
other visual stimuli as well (Gross et al., 1972; Bruce et al., 1981; Richmond et al.,
1983; Young and Yamane, 1992). Other cells in the inferotemporal region have large
receptive fields that respond quite specifically to complex shapes, but close neighbors
tend to respond to similar features (Miyashita, 1988; Miyashita and Chang, 1988;
Tanaka et al., 1991; Fujita et al., 1992). Neurons in these areas appear to "learn" spe-
cific complex stimuli.

Direct examination of neuronal responses involved in the perceptual foundation of
a decision process (Salzman and Newsome, 1994; Shadlen and Newsome, 1996) have
also brought some support for the cardinal cell view. It appears that in the motion dis-
crimination task, the reliability of the animal's decision is not much better than that of
a single observed neuron, which argues against the view that the animal bases its de-
cision on an average across many neurons.

Nevertheless, the general conclusion from the many studies that have examined en-
coding is that individual neurons do not respond completely selectively to single trig-
ger features. Instead, each neuron is sensitive to a number of different stimulus
characteristics, such as contrast, dimension, depth, and orientation. Single cortical neu-
rons appear unable to signal unambiguously the presence of a particular stimulus, and
therefore cannot act as cardinal cells. An important reason why such cardinal cells are
not found may lie in the basic organization of the cortical circuitry, which expresses
much stronger lateral and recurrent interactions between neurons than is expected of a
feedforward classification network.

NEW DESIGNS FOR THE VISUAL CIRCUITS

When Barlow proposed his neuron doctrine in 1972, the modern study of cortical micro-
circuitry was in its infancy. Anatomical studies had emphasized the vertical, columnar
structure of cortex. This view was reinforced by many electrophysiological studies,
which showed vertical functional columns. Technical advances since the late 1970s
have resulted in a wealth of new information about the cortical microcircuitry. The
technique of intracellular labeling of neurons has revealed an extensive system of hor-
izontal connections within the cortex. Certain markers such as horseradish peroxidase
or biocytin fill the entire axonal arborization, including the boutons, and so estimates
of the number and spatial distribution of the synapses made by a single neuron are now
evident for the first time. The horizontal spread of connections means that each point
in cortex is covered by axons of a very large number of neurons. For example, esti-
mates for the number of geniculate X cells (see Chap. 8) that provide input to any point
in cat area 17 range from 400 to 800 (Freund et al., 1985), whereas the figure for Y
cells may be even higher. The geniculate axons form less than 10% of the excitatory
synapses on spiny stellate neurons in layer 4 (Ahmed et al., 1994) (see Synaptic Con-



Chapter 12. Neocortex 551

nections), so the number of cortical neurons providing the input to a single point must
be considerably higher. Because one cortical neuron supplies only a few synapses to
any other cortical neuron, each neuron can potentially be activated by hundreds of other
neurons. It is this highly divergent and convergent connectivity that is the feature of
neocortex, and it differs considerably from that of the lateral geniculate nucleus (see
Chap. 8), where there is a much tighter coupling between neurons.

The widespread and rich connections of the thalamic afferents ensure that even the
smallest detectable disturbance of the retinal receptor layer—for example, that induced
by a dim flash of light—alters the probability of firing of thousands of cortical neu-
rons in the primary visual cortex. The signal is then amplified by the divergent axonal
arbors of the cortical neurons, which ensure that many thousands more neurons are ac-
tivated both within area 17 and in the other cortical areas to which these neurons pro-
ject. Thus, although there certainly is the convergence of many inputs that is required
to create the cardinal cells, the considerable divergence of the connections of each neu-
ron ensures the simultaneous activation of many neurons. In such a context it is diffi-
cult to see that the activity of any single neuron can be completely isolated from that
of its companions to signal a unique percept. Instead, the combined activity of large
numbers of cortical neurons seems more likely to be the basis of our perceptual expe-
rience. However, distributed representations have problems of their own, such as the
ambiguity of interpretation when a particular neuron is permitted to respond in more
than a single context. For example, many neurons may implement the distributed en-
coding of apples, and some common fraction of these will be activated by particular
red, yellow, and green apples. If this common fraction is activated in a number of dif-
ferent contexts, what is the unique neural object that defines a particular apple? von
der Malsburg (1981) has proposed that the population of neurons activated by the stim-
uli of a particular physical object are bound together transiently by a common physi-
ological process. One possibility is that the 40-Hz oscillation of discharge observed in
cortical neurons reflects such a binding process (Gray and Singer, 1989; Crick and
Koch, 1992; Singer, 1994).

PARALLEL PROCESSING IN NEURAL NETWORKS

It is evident from the preceding discussion that normal vision involves the activity of
very large numbers of cortical neurons. These large numbers do not simply reflect re-
dundancy, which an efficient coding must avoid, but rather are a necessary part of per-
ception. This is evident in the example of color vision, where both behavioral and
theoretical studies show that the relative stability of the perceived color of objects in
the face of changing illumination (e.g., moving from indoors to outdoors) requires the
comparison of the reflected wavelengths over a large region of the visual field (Jame-
son and Hurvich, 1959; Land, 1959a,b; Land, 1983). This phenomenon of color con-
stancy necessarily involves the coordinated activity of large numbers of cortical neurons.
Similar considerations apply in the case of binocular vision, where two slightly dif-
ferent views of the same complex scene must be fused to produce a single vision and
stereopsis. Attempts to replicate this performance have shown that it is a difficult task
(Marr and Poggio, 1979; Mahowald, 1994), yet we fuse the image and extract the ex-
act three-dimensional information effortlessly and far more rapidly than can any com-
puter. One reason for this difference is that the strict hierarchy of serial processing used
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by computers with von Neumann architecture is slow. In the cerebral cortex, by con-
trast, the higher degree of divergence in the connections makes it likely that much of
the processing occurs simultaneously through parallel pathways. Of course, computers
have transistors that can generate digital impulses at very high rates and transmit them
at the speed of light to perform their computations. By comparison, neurons generate
impulses at very low rates and transmit them at speeds of meters per second. However,
the neocortex makes many connections to and from each neuron, whereas the limita-
tions of size and thickness mean that silicon components have limited connectivity.
Thus, advantages of speed are offset against limited connectivity.

The increase in speed offered by parallel processing has been exploited in a num-
ber of models of visual processing based on feedforward artificial neural networks. The
most common form of feedforward network is composed of three layers of highly ab-
stract neurons whose activity typically varies between 0 and 1. A first layer, or input
layer, connects extensively to units of a second, hidden layer, which in turn sends its
output to the third, output layer. The sensory input is applied via the input layer. The
responses of units in the hidden and output layers are determined by summing activi-
ties of all the units in the previous layer. The effect of each of the inputs is governed
by a synaptic weight, which may be positive (excitatory) or negative (inhibitory). The
values of these weights determine what functions of the input the network can com-
pute, and so what overall task the network performs. These weights may be specified
directly, but more often they are organized by a learning algorithm, such as back prop-
agation (Rumelhart and McClelland, 1986; Anderson, 1995; Hertz et al., 1991). Such
networks turn out to be powerful and are capable of solving some of the perceptual
problems of depth, form, and motion perception (Lehky and Sejnowski, 1988; Zipser
and Andersen, 1988).

ARE NEURAL NETWORKS LIKE CORTICAL CIRCUITS?

The neural network models, besides being functionally successful, have a strong ap-
peal because of their superficial resemblance to the structure of the cortex: they are
layered and have highly interconnected units. However, this superficial resemblance
should be examined more critically in the light of our knowledge of the structure of
area 17. The basic circuit of Fig. 12.18 illustrates some of the main neuronal compo-
nents and their connections within area 17. Comparing this figure with the feedforward
neural network of Fig. 12.17 shows a number of similarities. The first layer in the neu-
ral network corresponds to the map of the geniculate terminals, the second layer units
to the neurons in layer 4 that project to the superficial layers, and the third to the py-
ramidal neurons projecting from cortical layers 2 and 3. In respect of this laminar or-
ganization, the pattern of the model corresponds to that of cortex in that very few
neurons of layer 4 provide an output to other cortical areas, whereas a large propor-
tion (70%) of the pyramidal neurons in layers 2 and 3 do project to other areas. How-
ever, it is evident at a glance that the organization of cortex shown in Fig. 12.18 is in
many important respects different from the neural network circuit of Fig. 12.17.

Unlike the neural network, the primate visual cortex receives at least two physio-
logically and anatomically distinct inputs from the thalamus, which are laminar spe-
cific. The cortex has twice as many or more layers, particularly if the subdivisions of
the six basic layers are taken into account. This may be a requirement of the cortex to
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Fig. 12.17. A hypothetical cortical neuronal network composed of two subnetworks; one feed-
forward and the other feedback. Neurons of the network (black) receive input synapses (gray
circles) onto their dendrites (thick black vertical lines). The effects of these neurons are inte-
grated into the neuronal somata (black circles), and their outputs are transmitted along their ax-
ons (thin black lines). Branch points of the axons are indicated as small black dots on the axons.
The neurons are numbered from 1 to 14. Feedforward inputs enter via the seven horizontal ax-
ons above. Feedforward network: the feedforward inputs synapse with the first layer of cortical
neurons (8 and 9), which project to the second layer (10-12) and thence to the final layer (13
and 14) whose outputs project out of this region of cortex. The intermediate computations of
this entirely feedforward network are unaffected by connections between cells in the same layer
or by backward projections from later layers. Feedback network: The feedforward inputs synapse
with the distal dendrites of the recurrently connected population of neurons (1-7). Their axons
synapse with all other members of their population (but not with themselves). In this case, the
evolving response of each neuron comes to influence the computations of its fellows. The over-
all computation is iterative in quality and finds a solution that is, in some sense, a consensus
among the cooperating neurons. The state of the population is transmitted out of this region of
cortex.

divide its output destinations ("addresses") into laminar specific zones. However, the
internal connectivity and physiology differ in different layers, indicating that there may
be important differences in the processing within layers. In contrast to the units within
a single layer of the neural network, there are extensive lateral connections within a
single lamina or sublamina of cortex. Thus, the local connectivity of cortical neurons
resembles that of a "Hopfield" recurrent network, but with the notable difference that
synaptic interactions between two neurons are not symmetrical as required for a pure
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Fig. 12.18. Possible recurrent connections in neocortex. This figure is an elaboration of Figs.
12.15 and 12.14. The feedforward thalamic inputs synapse with spiny stellate neurons and a
small basket cell in layer 4. Some of the spiny stellate connections are recurrent to other spiny
stellates. They also synapse onto superficial pyramidal neurons that in turn have recurrent con-
nections with one another.

Hopfield network (Hopfield, 1982, 1984). This similarity of cortical networks to arti-
ficial recurrent networks is useful, because it offers a partial explanation for how cor-
tical circuits could interpret their inputs. The model shows how output patterns can be
stored as the dynamical attractors of the network by setting the strengths of all the net-
work connections appropriately. External input initializes the network dynamics, which
then retrieves a stored memory by converging to the attractor that most nearly matches
the pattern of external input.

Unlike typical recurrent artificial neural networks the cortical ones are not fully con-
nected. Instead, they are quite sparsely connected. Similarly, the interconnections be-
tween cortical laminae are highly specific and do not simply connect adjacent layers
as in the units of the neural network. Both the vertical and the lateral connections in
the cortex are clustered, focusing on discrete zones. This columnar structure is a fea-
ture of cortical organization, but it is the exception rather than the rule to incorporate
such horizontal organization within network models.
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STATIC AND DYNAMIC CONNECTIVITY

Both the neuroanatomical diagram shown in Fig. 12.18 and the neural network circuit
of Fig. 12.17 depict the static connectivity between neurons in the respective networks.
It is clear from the above discussions of the physiology of the various cortical neuronal
types and their synapses that the static connectivity only sets the most fundamental con-
straint on what kinds of interactions are possible within the network. The dynamic, func-
tional connectivity of the network may differ very significantly from its static counterpart.
These dynamic circuit changes have important consequences for signal processing.

For example, the spike discharge gain of a neuron with respect to a presynaptic neu-
ron depends not only on its intrinsic feedforward gain but also on feedback activation
that it receives from the network in which it is embedded. If the feedback signal is well
correlated with the input, then the presynaptic signal can be strongly amplified. Thus,
the neurons response to presynaptic input depends on a context offered by the embed-
ding network. Even if all synaptic strengths between neurons of the network are kept
fixed, the effective strength of feedback is variable. The variation arises because the
neurons of the network are partitioned into two disjoint sets: those that are above thresh-
old and active and those that are below threshold and inactive. The effective strength
of feedback depends only on the synaptic connections between active neurons, as only
they participate in feedback loops (Hahnloser et al., 2000). However, the synaptic
strengths of active neurons are not fixed: dynamic synapses transmit different aspects
of presynaptic activity depending on the pattern of activity and synaptic parameters
(Markram, 1998; Tsodyks et al., 1998; Tarczy-Hornoch et al., 1998). Thus, the effec-
tive connectivity of the network changes with time, because individual neurons fall be-
neath an inhibitory threshold and so no longer activate their group output synapses,
and also because the effect of an individual activated synapse depends also on the pat-
tern of its past activations (Fig. 12.19). Novel network scale activity detection meth-
ods with high temporal and spatial resolution will be required to characterize the
relationship between the static and dynamic connectivity.

It is somewhat surprising, given the intensity of cortical research, that the rules of
even the static connectivity for neocortex have still to be discovered. At this stage we
know that the different types of neurons connect with some degree of specificity to
particular regions of other neurons, e.g., dendritic shafts or spines, but whether single
neuron-to-single neuron connections are specified is still quite unclear. At this stage
it seems likely that neurons do not connect on a point-to-point basis. Rather, they con-
nect on a point-to-zone basis, targeting particular subsets of neurons within a zone.

The point is readily made that these and other differences show that the artificial
neural networks are different in important respects from the cerebral cortex. Finally,
artificial neural networks are not really very neural. They are just networks operating
according to a specific algorithm, and it would be rash to press their analogy to corti-
cal circuits too far. Nevertheless, the potential usefulness of network models that are
biologically based cannot be overestimated. The major problem lies in trying to bridge
the gap between experimental data and theory. Our knowledge of the structure of the
cortical microcircuitry outstrips our understanding of the function of these circuits. This
disparity, together with the sheer complexity of the cortical circuits, is a significant bar-
rier to moving from networks that are simply neurally inspired to those that actually
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Fig. 12.19. Simplified schematic representation of dynamical changes in the functional con-
nectivity of a hypothetical cortical network, showing how a circuit might reconfigure itself dur-
ing processing. Pl-3, pyramidal neurons; SI, smooth neuron. Left initial state; right, final state,
later in time. The size of a synapse represents its strength. Input is delivered via the three stip-
pled synapses, which depress over time. The connections between neuron PI and its pyramidal
targets (P2, P3) also depress, whereas its synapse with the smooth neuron SI facilitates. P3 is
similar to PI. However, the combination of local and external inhibition drive this neuron below
threshold, and so it no longer participates in the circuit. P2 is an example of a pyramidal neu-
ron whose P-to-P synapse facilitates. In this example, all of the smooth cell synapses depress.

incorporate basic features of the biology. To achieve this step, the cortical connections
shown in Fig. 12.15, and their associated physiology, have to be simplified. Given
the outline of the preceding sections, one such simplification can now be suggested
(Fig. 12.20). The form of this "canonical" circuit was arrived at from an analysis of
the structure and function of local circuits in the visual cortex (Douglas et al., 1989,
1995; Douglas and Martin, 1991). However, an analysis of the circuits of other corti-
cal structures such as the olfactory cortex (paleocortex) and hippocampus (archicortex)
reveals that they, too, bear many resemblances to the circuits of the neocortex (Shep-
herd, 1988b,a). Thus, it is tempting to suppose that there may be some common basic
principles that underly the organization and operation of all cortical circuits, reflecting
the principles of synaptic circuit design outlined in Chap. 1.

A CANONICAL CORTICAL CIRCUIT

From the anatomy, several components and connections seem to dominate in most cor-
tical areas (see Fig. 12.20). Any realistic model must separate inhibitory (GABAergic)
and excitatory neurons into distinct populations. The excitatory group (80% of the cor-
tical neurons) can be subdivided into two major pools, one being found in the granu-
lar and supragranular layers (layers 2-4), and the other in the deep layers (layers 5 and
6). Although these groups are extensively interconnected, this division is made because
their outputs are distinct, and because inhibition appears to be stronger in the deep lay-
ers (Douglas et al., 1989). The different types of GABAergic smooth neurons cannot
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Fig. 12.20. The canonical microcircuit for striate cortex. Three populations of neurons interact
with one another: One population is inhibitory (GABAergic cells, gray synapses), and two are
excitatory (black synapses) representing superficial (P2 + 3) and deep (P5 + 6) pyramidal neu-
rons. The properties of layer 4 stellates (4), which contribute 10% of neurons in granular cortex
(less elsewhere), are similar to those of the superficial pyramids. The thickness of the connect-
ing lines indicates the functional strength of the input. Note that the dominant connection is be-
tween excitatory neurons, so that a relatively weak thalamic input can be greatly amplified by
the recurrent excitation of the spiny neurons.

yet be distinguished on functional grounds; they are therefore represented in the dia-
gram of Fig. 12.20 by a single population.

Neurons within each division form connections with other members of that division.
The dominant interlaminar connections are between the superficial and deep layer
groups of spiny neurons, whereas the inhibitory neurons connect across the laminae to
both groups of spiny neurons. All three groups receive direct activation from the thal-
amic afferents, but because the thalamic input provides only about 10% of the excita-
tory input, 90% of the excitation is provided here by intracortical connections between
pyramidal neurons. This recurrent excitation may provide selective amplification of
geniculate input (Douglas et al., 1989, 1995). Such intracortical amplification provides
the basis for a number of recent models of cortical computation (Mahowald, 1994;
Ben-Yishai et al., 1995; Douglas et al., 1995; Somers et al., 1995; Suarez et al., 1995).
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Inhibition acts by modulating the recurrent excitation and so is effective even though
it may be relatively weak (Douglas et al., 1995).

The excitatory neurotransmitters act on two major receptor types, the NMDA and
non-NMDA receptors. The inhibitory neurotransmitter GAB A acts via the GABAa and
the GABAb receptors. These distinctions are made because the receptor types have dis-
tinctly different kinetics. The biophysical characteristics of the cortical neurons, as out-
lined in the previous sections, also need to be incorporated to give the appropriate
response characteristics.

This recurrent excitation model provides the minimum specifications that seem nec-
essary for basic cortical circuits, based on our present level of knowledge. The form
of this simplified model is sufficiently general that it can be applied equally well to vi-
sual cortex as to motor cortex, and as such has the properties of a canonical circuit.
This circuit forms only a basic building block. Obviously, each cortical area has indi-
vidual features that need to be incorporated. However, simplicity encourages the con-
vergence of theory and biology through common models, and such convergence is
imperative if we are to understand how the synaptic organization of the neocortex pro-
duces the complexity of cortical function.
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Accessory olfactory bulb (AOB), 184-185,215,216
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Acetylcholine (ACh), 21, 62, 64, 69, 202, 299,

343, 402. See also Cholinergic neurons
in hippocampus, 480-481
in neocortex, 515, 528, 541-542
in olfactory cortex, 442-443

Action potential initiation, 45-47
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489-493, 544
Action potential threshold, 46
Action potentials (APs), 45-47, 487, 489, 532

back-propagating, 25, 491-495
carried by auditory-nerve fibers, 128
spine, 23, 546-547

Activation and inactivation gates, 336-338
Active zone, 3
Actor units, 412
Adenosine monophosphate. See AMP
Afferent depolarization, primary, 97, 98
Afferent drivers, 357-359
Afferent fibers, 166, 167, 364, 365, 372-373,
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Afferent input, 419, 433-435
Afferent system

horizontal organization, 425
synaptic hierarchy in primary, 90, 91

Afferents, 168. See also Group la afferents
brainstem, 323-324
cortical, 321-323, 366-367
corticothalamic driver, 355-356
driving, 321
flexor reflex, 81
monoaminergic, 298—299
in neocortex, 512-516
nigrostriatal, 367
primary, 81
thalamic, 314-315, 366-367, 512-514

Afterdepolarization (ADP), 527, 542
Afterhyperpolarization (AHP), 338, 476,

527-532
Afterhyperpolarizing current (IAHP). 23, 49, 51,
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Agranular cortex, 499
AII cells, 223-225, 249, 267-269
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Alpha-motoneurons, 82-83, 88, 112
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Amacrine cells, 20-21, 33, 35, 217, 228-229,

231, 237, 252-253

starburst, 21, 249
AMP (adenosine monophosphate), 57
AMPA receptors, 139-141, 190-193, 197,
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GluR, 94, 139, 208
kainate and, 65, 66, 479, 535
NMDA and, 190, 208, 341, 441, 479, 480, 535
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Anterior division of the VCN (AVCN), 127-129,

137
Anterior olfactory cortex (AOC), 416
Anterior olfactory nucleus (AON), 169
Anterior piriform cortex (APC), 418, 419, 425,

426, 433, 439-440, 449
Anterior thalamic nuclei, 312
Ascending branch (a.b.), 127
Aspiny neurons, 170
Associational connections, 420, 469
ATP (adenosine triphosphate), 48
Auditory-nerve fibers (ANFs), 125-126, 128,

132, 134, 140, 144, 149
action potentials carried by, 128
ANF type, 125-126, 136
in AVCN, 137
best frequency threshold, 162
bushy cells and, 130, 143, 148
cell types, convergence, and, 143
chopper neurons and, 153, 157, 158, 160
collaterals of, 129
defined, 126
glutamate and glutamine in terminals of, 139
innervation of cochlear nucleus cell by, 129
low spontaneous rate, 159
multipolar cells and, 130, 137, 151
octopus cells and, 130, 137, 139, 149
phase-locking in, 156, 157
primarylike neurons and, 155
primary like responses and, 146, 148
spontaneous firing rates, 158

Augmentation, 484
Autoinhibition, 72
Axo-axonic cells, 460, 465. See also Chandelier

cells
Axon, initial segment of, 90

Back propagation
of action potentials, 25, 491-495
in network, 552

Baclofen, 538
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Barbiturates, 538
Barlow, H. B., 548-549
Basal forebrain, 324
Basal ganglia, 361-363

anatomy, 361-363
basic circuit, 377-379

direct and indirect pathways, 363, 368,
381-382

mosaic organization of neostriatum,
379-381

dendritic membrane properties, 382-387
cholinergic interneurons, 387-390
GABA/parvalbumin fast spiking

interneurons, 390
GABA/SOM/NO interneurons, 391

functional operations
complex integrative tasks, 406-413
natural firing patterns, 403-406

neuronal elements, 364, 365
cell populations, 372-374
efferent axons, 371
inputs, 366-367
interneurons, 368, 370-371
principal neuron, 368, 369

synaptic actions
of cortical and thalamic inputs, 391-394
input fibers, 391
intrinsic connections, 400-403
of substantia nigra inputs, 397-400
synaptic plasticity, 394-397

synaptic connections, 374
axon collateral, 376
cortical and thalamic, 375
interneuron, 376
output, 376-377
substantia nigra, 375

Basket cells, 277-280, 298, 428, 460, 508, 509,
520-521

Benzodiazepines, 538
Best frequency (BF), 125, 127, 145, 157-159,

162
Beta oscillation, 437
Beta-motoneurons, 83
Bicuculline, 189-190, 298, 538, 539
Binary signal, 221
Bipolar neurons, 217, 222, 429

ON vs. OFF, 223-225, 240-241, 247, 251,
254, 257, 262, 263

Bistable membrane responses, 111
Bistratified cells, 460, 462
Bitufted cells, 429
Blobs, 523
Boutons, synaptic, 86-88, 90, 96

single, 113
Brain nitric oxide synthase (BNOS), 327

Brain-derived neurotrophic factor (BDNF), 535
Brainstem afferents, 323-324
Brainstem inputs, 343-344, 350
Branch point failure, 95
Bruce effect, 215
Brush cells, unipolar, 134
Buildup responses to sound, 151
Burst and tonic relay response modes

anatomical relationship of modulator inputs to
T channels, 348

control of response mode, 347-348
detectability, 347
linearity, 345-347
signal transmission during burst and tonic

firing, 344-345
Burst mode of firing, 338, 339
Bursting, as "wake-up call," 347
Bushy cells, 128, 130, 138, 147, 154

auditory-nerve fibers and, 130, 143
EPSP in, 149
globular, 129, 131, 136, 137, 143, 144, 148,

155
phase-locking in, 155-157
primarylike responses from, 146-149
spherical, 129-131, 136, 137, 140, 143, 144,

146

CA3 neurons, 464, 467, 482, 483. See also under
Hippocampus, synaptic connections

Cable equation, 543
Cable model of dendrites, 90-93, 202-208,

384-386, 488-489, 542-543
Calbindin, 326
Calcium binding proteins, 326
Calcium (Ca2+), 483, 491

intracellular concentration of, 302
Calcium (Ca2+) conductances, 336-339,

528-530
in hippocampus, 489-495
low threshold, 336
in mitral cells, 189, 205
in neocortex, 528-530
in olfactory cortex, 444-445
in photoreceptors, 248
in Purkinje cells, 288
in thalamic cells, 336

Calcium (Ca2+) currents, 49, 53. See also
Calcium (Ca2+) conductances

decrease in, 72
high-threshold, 53-54
low-threshold, 54-55

Calcium (Ca2+)-activated K+ currents, 56
Canonical circuits, regional, 34-38, 556-558
Canonical cortex circuit, 37-38, 556-558
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Canonical neuron, concept of, 25-27
Cardinal neurons, 549
Cartwheel (Ca) cells, 131-133, 138, 145,

151-152
Cation conductance, hyperpolarization-activated,

340
Central pattern generator (CPG), 118-122
Centrifugal fibers, 201-202, 231
Centrifugal inputs, 169-170
Cerebellar cortex

basic circuit organization, 284, 285
cerebellar cortex-deep nuclei circuit,

286-287
climbing fiber circuit, 286
mossy fiber circuit, 284-285

dendritic properties
functional circuits, 304-309
microelectrode recordings, 299-301
optical recording, 302-304

granular layer. See Granule cell layer
intrinsic membrane properties, 287

cerebellar nuclear cells, 288-290
Purkinje cells, 287-288

molecular layer, 281-283, 294
neuronal elements, 273-274

cerebellar nuclei, 271, 278-279
geometric organization of, 273
input elements, 274-275
intrinsic elements, 277-278
output elements, 276-277

neurotransmitters, 297-299
synaptic actions, 290-292, 294-295

inhibitory synapses, 292-295
modulation of excitatory synapses, 295-296

synaptic connections, 279-284
cerebellar nuclei, 283-284

Cerebellar nuclear neurons
intrinsic properties, 289-290
Purkinje cell action on, 294-295
response to white matter stimulation, 307

Cerebellar nuclei, 271
Cerebellum, 28, 271-272
Chandelier cells, 70, 429, 465, 511, 521. See

also Axo-axonic cells
Chattering cells, 530
Chestnut cells, 134
Choline acetyltransferase (ChAT), 299
Cholinergic fibers, 202
Cholinergic interneurons, 370, 376, 387-390,

401,402,404,411
Cholinergic neurons. See also Acetylcholine

pacemaking by, 387-389
Cholinergic responses, nicotinic, 64-65
Chopper neurons, 153, 154, 156

stimulus spectrum representation in, 157-160

Chopping, 146
Claustrum, 516
Climbing fiber circuit, 286
Climbing fibers (CF), 274, 275, 290-291, 304
Climbing fibers-Purkinje cell connection, 281
Cr -mediated IPSP, 430, 437
Cochlear nucleus, 125-126

basic circuit, 143-145
circuit functions, 155-163
membrane properties and integration of inputs,

146-152
models of somatic and dendritic properties,

153-155
neuronal elements and synaptic connections,

126-130
numbers of cell types and convergence, 143
synaptic connections, 134-136

Commissural connections, 420
Complex spikes, 290
Cone bipolar circuit, 264
Connectionist models of cortical function, 549
Connectivity, patterns of, 8
Connexins, 519
Contextual modulation, 183
Contrast gain control, 351
Cortical canonical circuit, 37-38, 536-558
Corticogeniculate inputs, 342
Corticothalamic driver afferents, 355-356
Cruciform axodendritic, 366
Current source-density (CSD) analysis, 431, 436,

445, 447
Cyclic nucleotide-gated (CNG) channel, 201
Cytoarchitectonics, defined, 499

Deep pyramidal cells (DP), 417, 421
Delay non-match to sample (DNMS), 496
Delayed rectifier, 338
Dendrites, 2. See also specific topics

"filtering" by, 489
primary, 170, 203
secondary, 170, 203, 205
and synaptic action in spinal cord, 90-94

Dendritic branch units, 15, 19, 21
Dendritic branches, secondary, 202
Dendritic cells, granule cell, 178
Dendritic computation, 15-17
Dendritic integration and dendritic subunits,

15-19
Dendritic location, and somatic EPSPs, 90, 92
Dendritic processes, visualization of

by current source-density (CSD) analysis,
431-432

Dendritic shaft, primary, 202
Dendritic spine units, 17-19
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Dendritic spines, 206-207, 421. See also under
Neocortex

fine structure, 17, 18
functions that have been ascribed to, 20
inhibition, 547
nonsaturating, 547
saturating, 546

Dendritic subunits, 7
Dendritic tips, bipolar, 240
Dendritic trees, 7, 15
Dendrodendritic reciprocal excitatory-inhibitory

synapses, 215
Dendrodendritic synaptic actions in olfactory

bulb, 186-187
field potentials, 188-189
oscillatory activity, 187-188
presynaptic mechanisms, 192
recurrent excitation, 190, 192
tests of dendrodendritic interactions, 189-191

Dentate granule cells (DGC), 28, 464-466
Dentate gyrus (DG), 458, 463

interneurons in, 460, 461
synaptic connections

extrinsic inputs, 466-467
outputs, 467-468

Dentate-CA3, 28
Depolarization, 45-46, 50, 69, 111, 112, 151.

See also Ionic currents, types of
gradient of, 203
primary afferent, 97-98

Depotentiation, 487
Derecruitment, 109-110
Descending branch (d.b.), 127
Direction(al) selectivity, 31-33
Distributed synapse, 290
D-multipolar cells, 129-131, 136, 143-145, 151,

159, 162
Dopamine, 515
Dopaminergic neurons, 253, 397-400, 411-413

reward-prediction-related responses of,
408-412

Dopaminergic synapses, 375, 399
Dorsal acoustic striae (DAS), 128, 133, 144
Dorsal cochlear nucleus (DCN), 127-129, 144,

145, 152
cell types, 131-134
feature detection, 160-163
response maps of type II and IV neurons in,

160-162
synapses, 140-143

Dorsal cortex, 28
Dorsal raph£ nucleus, 324, 363
Dorsal spinocerebellar tract neurons (DSCT),

107, 108
Dorsal thalamus. See Thalamus

Dorsal turtle cortex, 36, 37
Double bouquet neurons, 510, 521-522
Dreaming, 55
Duty-cycle units, 116
Dyad, 242

Electrical coupling, 8
Electrotonic interactions, 113-114
Embryonic development of neocortex, 501-503
Endbulbs (EB), 136, 137
Endopiriform nucleus, 417
Entorhinal cortex, 466
Entorhinal-hippocampal system, compared with

olfactory system, 454
Ephaptic interactions, 60-61, 87
Epileptiform activity, 483, 494
EPSP-IPSP sequence. See Excitatory-inhibition

(EPSP-IPSP) sequence
Eulaminate cortex, 501
Exchange of small molecules, 8
Excitatory amino acid (EAA) responses, 65-67,

94
Excitatory postsynaptic potentials (EPSPs), 3-4,

11, 12,22,25,75-76
in basal ganglia, 391-394, 396, 397
in bushy cells, 149
in cerebellum, 290-295, 297, 307
in cochlear nucleus, 137, 139, 149, 153
composite, 90, 91
in glomerular synaptic actions, 192-193, 208
group la, 96-97, 113
in hippocampus, 475-477, 480, 482, 484, 489,

493-495
in mitral cells, 192-193
in neocortex, 536, 543
in octopus cells, 149
in olfactory cortex, 430, 433, 435-437,

445-447
integration of, 447

passive return current and electrotonic spread
of, 445-447

polysynaptic, 114
single-bouton, 90, 91, 113
single-fiber, 90, 91
somatic, 97

effect of dendritic location on, 90, 92
local vs., 94

in spinal cord, 90-92, 94-98, 106, 107, 113,
114, 119-120,206

in thalamus, 341, 344, 353
Excitatory synaptic currents (EPSCs), 142
Excitatory-inhibition (EPSP-IPSP) sequence,

213, 307, 308, 475-477
Excitatory-inhibitory interactions, types of, 11
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Extensor digitorum longus (EDL), 118, 120-122
External plexiform layer (EPL), 170, 173,

177-179, 205-206
development and plasticity, 179

Exteroceptors, 81
Eye movements, "pursuit"

foveal architecture implies, 237-238

Fan-in, 11
Fan-out, 9
Fast spiking cells, 530-531
Fast spiking interneurons, 390
Fastigial nucleus, 278
Feedback (FB) excitation, 29-30
Feedback (FB) inhibition, 14, 427
Feedback neural networks, 553, 555
Feedback pathways, 516
Feedforward (FF) excitation, 28-29
Feedforward (FF) inhibition, 12-14, 427
Feedforward networks, 451, 453, 552, 553, 555
Feedforward pathways, 516, 522
Fiber systems, association

horizontal organization, 425-426
Fiber volley, 475
Flexion reflex, 100
Flexor, 106
Flexor digitorum longus (FDL), 117, 118,

120-122
Flexor hallucis longus (FHL), 117, 120
Flexor reflex afferents (FRAs), 81
Foveola, 233, 237-238
Fusiform cells. See Pyramidal (Py) cells

GABA (gamma-aminobutyric acid), 21
in amacrine cells, 252-253
in basal ganglia, 371, 400
in cerebellum, 297-298
in cochlear nucleus, 134, 143
in granule cells, 200
in hippocampus, 472, 481
inhibitory actions, 245
K+ conductance and, 69
molecular mechanisms of ionotropic amino

acids and, 61
in neocortex, 515, 537-541
in olfactory bulb, 200, 208, 215
in olfactory cortex, 442
in outer plexiform layer of retina, 241
primary afferent depolarization and, 97-98
in retina, 241, 245, 251-253
in spinal cord, 97-98, 103
in thalamus, 331, 343

GABAA and GABAB receptors, 97-98, 197,
199-200, 341, 342, 430-431, 481,
538-539

GABAergic activity, 304-306
inhibitory responses, 74

GABAergic cells, 199, 278-279, 330, 401, 428,
429, 465, 472, 503, 524, 556-557

GABAergic inhibition, axo-axonic, 429, 521
GABAergic input, 324, 330, 331
GABA-mediated IPSPs, 67, 68, 440
GABA/parvalbumin-containing interneurons,

370-371,396,400,401,411
GABA/SOM/NO interneurons, 391, 401, 402,

411
Gamma oscillation, 435-437
Gamma-motoneurons, 82-83

static vs. dynamic, 83
Ganglion cell receptive field, 254-257
Ganglion cells, retinal, 217, 225-227, 236,

243-245, 252
alpha and beta, 226
forms and function, 225-226

Gap junctions, 59, 241-242, 286, 518-519
Gating

by different mechanisms, 8
in thalamus, 344

Gating actions of neurotransmitters, 72, 73
Gemmules, 173
Genes, level of, 7
Giant (Gi) cells, 128, 129, 132, 133, 144
gK. See Potassium (K+) conductance
Glia, 180-181, 238. See also Miiller cells
Glial cells, 231
Global integration, 27
Global modulation, 27
Globular bushy cells (GBCs), 129, 131, 136,

137, 143, 144, 148, 155
Globus pallidus (GP), 363, 371, 372, 376

external segment (GPe), 363, 372, 376-377,
381

internal segment (GPi), 363, 372, 377
Glomerular complex, modified, 184
Glomerular dendritic tuft, 202
Glomerular layer (GL) cells, 172, 194-196

dopaminergic cells, 196, 198
excitatory properties, 194, 195
GABAergic, 199
synaptic relations between, 198

Glomerular layer (GL) of olfactory bulb
development and plasticity, 176-177
interglomerular connections, 176
interglomerular microcircuits, 182
intraglomerular connections, 175-176
intraglomerular microcircuits, 182

Glomerular modules form odor image, 210-211
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Glomerular synapses, 142
Glomerular synaptic actions, EPSPs in, 192-193,

208
Glomerular tuft, 202-203

synchronization by, 208-209
Glomeruli, 168, 169, 214, 279

defined, 183
necklace, 184
olfactory, 168-169, 183
synaptic triadic arrangements, 319

Glutamate (GLU), 61, 66, 190, 192-193,
208-209, 215

in cerebellum, 297
in cochlear nucleus, 139-141
in hippocampus, 478, 479
mGluR6 receptor, 251
in neocortex, 541
in olfactory bulb, 190-194, 196-199
in olfactory cortex, 441-442
in thalamus, 341-342
in ventral horn, 94-95

Glutamate receptors (GluRs), 94, 95, 139-141,
208, 251, 535-536

metabotropic, 251, 342
Glutamic acid decarboxylase (GAD), 252, 298,

402
Glycine, as neurotransmitter, 67, 69

in cochlear nucleus, 143
in olfactory bulb, 200
in ventral horn, 100

Goldman-Hodgkin-Katz (GHK), 44
Golgi cell dendrite (Gcd), 281, 283
Golgi cells (GCs), 134, 277, 281-284
G-proteins, 481
Graded actions, 11
Graded signal, 221
Grandmother cell scheme, 549
Granule (Gr) cells (GCs), 28

in cerebellum, 277
in cochlear nucleus, 131-134, 142, 144, 145,

163
deep (Gn), 173
dendrodendritic microcircuit between mitral

and, 189
in hippocampus, 467
intermediate (GO, 173
in olfactory bulb, 177, 186-188, 200, 205-207
superficial (Gm), 173
synchronization by, 208

Granule cell dendritic spines (Grs), 178
Granule cell layer

in cerebellar cortex, 274, 279, 280, 293-294
in olfactory bulb, 170, 173-174

Group la afferents, 88, 90-94
anatomy, 88-90

disynaptic la reciprocal system, 99-100
modulation of transmitter release at la

synapses, 96
neurotransmitter receptors, 94-95
physiology, 90
quantization of synaptic action, 95

Group la excitatory transmission. See also
Excitatory postsynaptic potentials

mechanisms of, 94
Group la inhibition, synaptic organization of,

106, 107
Group la reciprocal inhibition, disynaptic,

105-106

Hebb's postulate for learning, 493-494
High-threshold currents, 50
High-voltage activated currents (HVA), 53-54
Hilar pathways, 482
Hippocampal cortex, 28
Hippocampal formation, 415, 455, 456

basic circuits, 462-463
cytoarchitectonic divisions, 457-458

Hippocampus, 60, 455-457
dendritic properties, 488

active, 489-493
dendritic integration of synaptic and action

potentials, 493-495
passive, 489

diseases, 497-498
learning and memory, 494, 496-497
neuronal elements

interneurons, 460-462
principal neurons, 458-460
three-dimensional position and layers of rat,

457-458
neurotransmitter receptors

excitatory neurotransmitters, 478-481
inhibitory neurotransmitters, 481-482
specific pathways, 482-484

physiological and pharmacological properties
basic response, 474
extracellular responses, 475-476
inhibitory synapses, 478
intracellular responses, 476-477
physiology and biophysics of synaptic

actions, 477-478
synaptic connections

of CA1, 473-474
of CA2, 472-473
of CA3, 469-472
of dentate gyrus, 464-468
of subiculum, 474

synaptic plasticity, 484
depression, 485, 487-488
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facilitation, 484
long-term plasticities, 485
long-term potentiation, 485-487
post-tetanic potentiation, 484-485
short-term plasticities, 484

Homocysteate, 297
Homotypical cortex, 501
Hopfield network, 451, 553-554
Horizontal cell spines, 240
Horizontal cells, 217, 227-228, 241, 429
Horizontal limb of the diagonal ban (HDB), 169
Horizontal plane, sound localization in, 155-157
Hubel-Wiesel models of visual cortex circuits,

522
Hyperpolarization, 43, 70, 151. See also Ionic

currents, types of
currents activated by, 57

Hyperpolarization-activated conductance, 340
Hyperpolarizing inhibition, 11

/A (neurotransmitter), decrease in, 72
/AHP (neurotransmitter), decrease in, 70-71
/H (hyperpolarization-activated), 149, 388
7M (neurotransmitter), decrease in, 71-72
Inactivation (kinetics), 45-46, 50

removal of, 50
Induction phase, 485
Inferior colliculus (1C), 128, 129, 133
Information processing, specific, 17-19
Inhibitory operations, 12-14, 30-34. See also

specific operations
Inhibitory postsynaptic potentials (IPSPs), 69.

See also Excitatory-inhibition (EPSP-
IPSP) sequence

in basal ganglia, 400-401
in cerebellum, 290, 292, 307, 308
defined, 4
disynaptic, 99
in neocortex, 537
in olfactory bulb, 213
in olfactory cortex, 430
reciprocal la, 99
recurrent, 102-103
slow vs. fast, 69, 342
in spinal cord, 99
in thalamus, 342

Initial segment-soma dendritic (IS-SD) break,
287

Inner hair cells (IHCs), 125-126, 128
Input convergence, 103
Input fibers, 2
Input processing, 35
Intermediate acoustic striae (IAS), 128, 144
Internal plexiform layer (IPL), 170-171

Interneurons, 422. See also Local/intrinsic neurons
in basal ganglia, 368, 370-371, 376, 387-391,

401-403
excitatory, 460
in olfactory bulb, 166, 167
recurrent inhibition through Renshaw, 102-104
segmental/local, 84
spontaneous firing patterns of hippocampal,

478
Interplexiform cells, 229
Intralaminar nuclei, 314
Intrinsic associational connections, 426
Intrinsic operations, 35
Invagination, 240
Ionic channels, 47
Ionic currents, types of, 48-58
Ionic pumps, 47-48
lonotropic amino acid synapses, molecular

mechanisms of, 61-62
lonotropic receptors, 62, 340-342, 481
Ions

distribution across neuronal membranes, 39,
40

equilibrium potentials, 39-42
permeability, 43, 45

IPIC, 111, 114
Ipsilateral associational-commissural projection,

465
Irregularity, 146
Islets, 173
Isofrequency sheets, 132-133

Juxtaglomerular (JG) cells, 172

Kainate receptors, 65, 66, 479, 535
Kinesin, 240
Koniocortex, 499

Large multipolar (ML) cells, 417. See also
Multipolar (M) cells

Last-order interneurons, 120
Lateral geniculate nucleus (LGN), 312, 326, 327,

351
interneurons, 325, 333, 335
main connections, 320
relay cells, 325, 333. See also Thalamic relay

neurons
burst and tonic firing for, 338, 339, 346

synaptic inputs onto X and Y cells, 328
Lateral habenular nucleus, 363
Lateral inhibition, 13, 14, 429

mediates odor contrast enhancement, 214-215
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Lateral nucleus of trapezoid body (LnTB), 128,
129

Lateral olfactory tract (LOT), 170, 171, 416, 418,
419, 433, 436, 439, 447

Lateral superior olivary (LSO), 128, 129, 155
Laterodorsal nucleus, 312
Light intensity range, 220-221
Limulus eye, 33
Lobe output cells, 213
Local activity-dependent changes, 26
Local circuit interactions, 31-33
Local decision point, 26
Local/intrinsic circuits, 7, 27

excitatory operations, 27-30
inhibitory operations, 30-34

Local/intrinsic neurons, 3. See also Interneurons
Locomotion

fictive, 105, 116-118
spatial facilitation of cutaneous reflexes

during, 118-122
motor neuron activity patterns in, 116-118

Locomotor drive potentials (LDPs), 119-121
Locomotor inhibition, 118
Locus coeruleus (LC), 169, 323
Longitudinal axodendritic pattern, 371
Long-lasting (L) current, 50
Long-term depression (LTD)

in basal ganglia, 394-396, 411
in cerebellum, 295, 296
in cochlear nucleus, 141, 142
in hippocampus, 485—488
in neocortex, 533-535
in olfactory cortex, 440
synaptic plasticity and, 394-396, 411

Long-term potentiation (LTP), 67, 410-411
associative, 439-440
associative learning and, 19
in basal ganglia, 394-396, 411
in cochlear nucleus, 141, 142
in hippocampus, 485-487, 494
in neocortex, 533-535, 546
NMDA-dependent homosynaptic, 437-439
regulation of, 440-441
synaptic plasticity and, 394-396, 486

Lorente de No, 522
Low-threshold currents, 50, 148
Low-threshold spikes (LTSs), 290, 336, 396, 530

Magnesium ions (Mg2+), 65, 66
Magnification factor of projection, 512
Martinotti cell, 510-511
Matrix, 379, 380
Medial gastrocnemius (MG) motor units, 84
Medial geniculate nucleus, 312

Medial lemniscus, 321
Medial nucleus of trapezoid body (MnTB), 128,

129
Medial plantar (MPL) nerve, 118-122
Medial superior olivary (MSO), 128,129,155-157
Mediodorsal nucleus, 312
Membrane conductance, increasing, 41, 43
Membrane depolarization. See Depolarization
Membrane potential, resting, 43-45, 50
Membrane properties. See also Resistance

intrinsic, 31, 58
Membranes and ionic currents, 39-43
Memory storage in accessory olfactory bulb, 216
Metabotropic glutamate receptors, 342
Metabotropic receptors, 62, 251, 340-342, 344,

481
Microcircuits, synaptic, 7-14

cortical, 557
simplest types of, 9

Middle temporal visual area (MT), 501
Midget bipolar terminal (MB), 243
Midget ganglion cell (MG), 243
Midget (M) cells, 226, 234, 254
Mitral cell dendritic tree, 202-205
Mitral cell membrane properties, synchronization

by, 209
Mitral cells, 21, 24, 25, 189

in olfactory bulb, 170-171, 184, 185-187,
192-194, 199, 213, 214

synaptic activation by olfactory nerve
volleys, 192, 193

Modified glomerular complex (MGC), 184
Modulation, 70
Modulatory gating, 27
Molecular layer, 274
Molecular receptive range (MRR), concept of,

211-212,215
Monoaminergic afferents, 298-299
Monoaminergic inhibition, 294
Monoamines, 514

in olfactory cortex, 443
Mossy fiber activation of Purkinje cells, 292, 293
Mossy fiber axonal plexus, 464
Mossy fiber circuit, 284-285
Mossy fiber rosettes, 274
Mossy fiber-parallel fiber pathway, 274-275,

304, 309
Mossy fibers (MF)

in cerebellum, 275, 299
in hippocampus, 458-459, 467-468, 482-483

Motoneurons (MNs), 81-84
Motor coordination, 272
Movement control, 359
Muller cells, 231

spatial density, 238



Index 713

Multipolar (M) cells, 129-131, 154, 417, 428,
429. See also T-multipolar cells

auditory-nerve fibers and, 130, 151
Muscarine-sensitive K+ currents, 57
Muscarinic receptors, 480-481
Muscle unit, 83
Myeloarchitectonics, 499
Myotatic unit, 89

NADPH-diaphorase, 371
Neocortex, 28, 36, 37, 499-501

amino acid neurotransmitters, 540-542
basic circuit, 522-523

cortical output, 523-525
corticocortical connections, 516
dendrites, 542-544

active properties, 544-545
dendritic spines, 545

biochemical compartments, 547-548
electrical models, 545-547

embryonic development, 501-503
functional operations

neural networks compared with cortical
circuits, 552-554

new designs for visual circuits, 550-551
parallel processing in neural networks,

551-552
single neurons vs. neural networks, 549-550
static and dynamic connectivity, 555-558

neuronal elements, 503-512
afferents, 512-516
considerations of cortical wiring, 516-517

smooth neurons, 507-512, 520-522
spiny neurons, 503-507, 519-520
synaptic actions, 525

electrical properties of IPSP, 539-540
excitatory synapses, 535-536
inhibitory synapses, 537-539
neuronal excitability, 525-532
synaptic dynamics, 532-535

synaptic connections, 518-522
types, 517-519

Neostriatum, 362. See also Basal ganglia
afferent fibers and neuron types, 364, 365,

372-373
mosaic organization, 379-381

Nernst equation, 41-42
Nerve impulse. See Action potential
Nervous system, organization of, 2-3
Neural images, multiple, 217
Neural network models, 451-453, 549, 555-556.

See also under Neocortex, functional
operations

Neuromodulation vs. neurotransmission, 62-63

Neuromuscular junction (NMJ), 10, 83
Neuron, 7

concept of canonical, 25-27
as integrative unit, 22-27

Neuron doctrine, 548
Neuronal communication, types of, 58-63
Neuronal computation, biophysics of, 22
Neuronal elements, triad of, 2-3
Neuronal operations and underlying biophysical

mechanisms, 22, 23
Neurone doctrine, 237
Neuronism, 237
Neuropeptides, 200-201, 443, 542
Neurotransmitter responses in CNS, common,

62-63
Neurotransmitters. See also specific

neurotransmitters
ionic actions, 63-74

Nicotinic cholinergic responses, 64-65
Nicotinic receptors, 402
Nigrostriatal afferents, 367
Nitric oxide (NO), 5, 201, 402
Nitric oxide synthase (NOS), 5, 201
NMDA (W-methyl-D-aspartate)

dendrodendritic interactions and, 190
excitatory amino acid responses and, 65-67

NMDA component of EPSP, 341, 394, 441,
480

NMDA (ion) channels, 394, 440
NMDA receptors. See also Glutamate

in basal ganglia, 394
GluR, 95
in hippocampus, 479, 487-488
in neocortex, 533
in olfactory bulb, 190, 208, 209
in olfactory cortex, 441
in retina, 250
in spinal cord, 95
in thalamus, 341

NMDA-dependent homosynaptic LTP, 437-439
Noradrenaline (NA), 344, 514-515
Noradrenaline (NA)-containing fibers, 201
Norepinephrine, 514-515, 542

and excitability of pyramidal neurons, 70-71
Nucleus of lateral lemniscus (nLL), 128, 129

Octopus cells (O), 129-131, 136-139, 144, 145
auditory-nerve fibers and, 130, 137, 139, 149
onset units from, 149-151

Odor. See also Olfactory bulb; Olfactory cortex
fast and slow oscillatory rhythms evoked by,

433-435
Odor contrast enhancement, lateral inhibition

mediates, 214-215
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Odor discrimination, functional mechanisms in,
212-214

Odor image, glomerular modules form, 210-211
Odor maps on olfactory bulb, methods for

demonstrating, 210
Odor memory, modulation of recurrent inhibition

mediates, 215-216
"Odor opponent" interactions, 215
Odor stimulation, responses to, 447-451
Odor-induced slow-temporal patterning of

afferent input, 433-435
Olfactory bulb, 14, 34-35, 165

activity patterns elicited by, 210, 211
basic circuit, 181

centrifugal modulation, 185-186
input processing, 181, 182
output control, 181, 183
parallel pathways, 183-185

dendritic properties, 202-209
synchronization depends on, 208-209

functional circuits, 210-216
neuronal elements, 166-167

cell populations, 174
inputs, 168-170
intrinsic neurons, 172-174
oscillatory activity in neurons, 208-209
principal neurons, 170-172

neurotransmitters and neuromodulators,
196-202

gaseous messengers, 201
return projections from olfactory cortex to, 420
synaptic actions, 186

dendrodendritic, 186-192
glomerular, 192-196

synaptic connections, 174
external plexiform layer, 177-179
glia, 180-181
glomerular layer, 175-177
granule cell layer, 179-180

Olfactory cortex, 28, 169, 415-416. See also
Piriform cortex

defined, 415
excitatory circuitry

horizontal organization of afferent system,
425

horizontal organization of association fiber
systems, 425-426

laminar organization, 423-424
functional operations, 447-453

comparisons with other cortical systems,
453-454

inhibitory circuitry, 426-429
membrane and dendritic properties

electrotonic structure, 443-444
integrative processes, 445-447

voltage-dependent processes, 444-445
neuronal elements, 417-420

afferent input, 419
cytoarchitecture, 416-417
neuromodulatory inputs, 419-420
nonpyramidal neurons, 422
numbers of pyramidal cells, 422
outputs, 420-421
principal neuron, 421

neurotransmitters, 441-443
primary, 454
synaptic actions, 433-437

afferent stimulation evokes series of
postsynaptic currents, 433

dendritic processes, 431-432
synaptic potentials and currents, 430-431

synaptic connections, 422-423
Olfactory cortical areas, connections between,

415-416, 420
Olfactory discrimination and memory, role of

olfactory cortex in, 451-453
Olfactory pathway, 166

main, 183
Olfactory receptor neurons (ORNs), 450
Olfactory sensory neurons, 196
Olfactory system, patterns of connectivity in, 450
Olivocerebellar circuit, 307-309
Onset units, 149
Optic nerve, 321
Optic stalk, 217
Optic tract, nucleus of, 324
Organelles, 7
Output control, 35
Output convergence, 103

P cells. See Midget (M) cells
Pacemaker activity, 53
Paired-pulse facilitation (PPF), 483
Parabigeminal nucleus, 324
Parabrachial inputs, 343
Parabrachial region, 323
Parabrachial triad, 319-320
Parallel fibers (p.f.), 144, 275, 280-283
Paraolivary nucleus (PON), 128, 129
Paravermis, 278
Parvalbumin, 326
Patches, striatal, 379
Pathways, interregional, 7
Pauser responses to sound, 151
Paw shake reflex, 115
Pedunculopontine tegmental nucleus, 323
Peptides. See Neuropeptides
Perceptrons. See Feedforward networks
Perforant pathway, 482
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Periglomerular (PG) cells, 172, 199, 207-208
Periolivary nuclei (PON), 129
Permeability, ionic, 43, 45
Persistent current. See Long-lasting (L) current
Phaclofen, 539
Phase-locking

in bushy cells, 155-157
defined, 156

Photon noise, 258, 266
Photoreceptors, 217-220

intensity range, 220-221
isolated rod, 220
spectral sensitivity, 221-222

Pinso terminale, 281
Piriform cortex, 415

anterior, 418, 419, 425, 426, 433, 439-440,
449

current-voltage relationship for deep pyramidal
cell in, 444

inhibitory circuitry, 427-428
patterns of afferent fiber distribution to, 425
subdivisions of, 417-419
synaptic events evoked by afferent-fiber

stimulation in, 432
synaptic plasticity and its regulation in,

437-441
temporal patterns of activity in, 433-437

Place cells, 496
Plasticity, homeostatic, 535
Plateau potentials, 51-52, 111, 112
Population excitatory postsynaptic potential

(pEPSP), 475-476
Posterior division of the VCN (PVCN), 127-130
Posterior piriform cortex (PPC), 418, 419,

424-426, 432, 433, 439-440
"dispersive propagation" of afferent-evoked

response in, 433, 434
Postsynaptic inhibition, microcircuits that

mediate different types of, 13
Postsynaptic potentials (PSPs), 11, 122. See also

Excitatory postsynaptic potentials;
Inhibitory postsynaptic potentials

fast, 64-69
latencies of mono- and disynaptic, 99
separation of, 12
slow, 69-74

Postsynaptic process, 3, 5
Post-tetanic depression (PTD), 96
Post-tetanic potentiation (PTP), 96, 484-485
Potassium (K+) channels, 336-338
Potassium (K+) conductance (gK), 338, 340

in cochlear nucleus cells, 148
in hippocampus, 489-495
increase in, 69-70
low-threshold, 148

in motor neurons, 93
in neocortex, 526-528
in neostriatal neurons, 382-387
in olfactory bulb cells, 195, 203-205
in olfactory cortex, 444-445
in thalamic cells, 336

Potassium (K+) currents, 49, 55, 526-528. See
also Ionic currents

decrease in, 70-72
delayed rectifier, 56
transient, 56-57

Potassium (K+) ions, 40
Potassium (K+)-mediated IPSP, 430
Potentiation, 67
Prediction units, 412
Predictive coding, 261
Prepiriform cortex. See Piriform cortex
Prepotential, 147
Presynaptic control, 9, 14
Presynaptic inhibition, 9, 12
Presynaptic process, 3, 5
Primary afferent depolarization (PAD), 97, 98
Primary afferents, 81
Primarylike neurons, 153-156
Primarylike responses, 146

from bushy cells, 146-149
Primary like-with-notch (pri-N) responses, 148
Principal neurons. See Relay neurons
Projection neurons, 3, 369. See also Thalamic

relay neurons
Proprioceptors, 81
Propriospinal neurons, 84-85
Protein molecular components of cells, 7
Pspike, 475
Pulvinar region, 314, 355
Purkinje cell connectivity, plasticity of, 283
Purkinje cell dendrite (Pcd), 280, 281
Purkinje cell layer of cerebellum, 279-281
Purkinje cells (PC), 28, 244

in cerebellar cortex, 287-288
in cerebellum, 216-211. See also Cerebellum

climbing fiber activation, 290-291
Pyramidal cell layer of hippocampus, 458-460
Pyramidal (Py) cells (PC)

in cochlear nucleus, 129, 131-133, 138, 144,
151-152

cortical, 24-30, 421
activation of excitatory inputs to, 74, 75
norepinephrine and excitability of, 70-71
synaptic potentials generated in, 68

deep, 417, 421
in hippocampus, 458
in neocortex, 504-506
in olfactory cortex, 421

Pyriform cortex. See Piriform cortex
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Quantal actions, 11
Quantum, 477

Raphe nucleus (Ra), 169
Rapidly inactivating current, 50
Rate coding, 110
Rebound response, 290, 307
Receptor molecules, 62
Reciprocal synapses, 14, 242
Recruitment, 109
Recurrent collaterals, 170
Recurrent excitation, 29, 104, 190, 192, 556-558
Recurrent inhibition, 13, 14

disynaptic, 102-104
Recurrent networks, 451-453, 554
Recurrent pathways, 483-484, 522
Re-excitation, 29. See also Recurrent excitation
Reflex, stretch

synaptic organization in, 101
Reflex interneurons. See Spinal interneurons,

dynamic control of
Reflex pathways, 100-101
Reflex responses, automatic

vs. voluntary motor acts, 100-101
Reflex systems, disynaptic, 106-108
Reflexes, multisynaptic, 101-108
Regio inferior, 459
Regie superior, 459
Regional circuits, basic. See Canonical circuits
Reinforcement learning, 409-412
Relay neurons, 3. See also Thalamic relay

neurons
Release failure, 95
Release probabilities, 10
Remote inhibition, 97
Renshaw cells, 102-104
Renshaw inhibition, 14
Renshaw interneurons, recurrent inhibition

through, 102-104
Repetitive discharge of neocortical cells,

530-532
Repolarization, 45
Resistance/resistivity, 91-93, 110
Respiratory modulation, 433-435
Retention of sign, 10
Reticularism, 237
Retina, 34-35, 217-219, 269

dendritic and axonal properties
amacrine cells, 252-253
bipolar to ganglion and amacrine cells, 252
horizontal to photoreceptor and bipolar

cells, 251-252
individual retinal neurons are electronically

compact, 250

neurotransmitters and postsynaptic
receptors, 250

patterns of functional polarization, 248-250
photoreceptors to horizontal and bipolar

cells, 250-251
development, 244-246
efficiency, 253-254
functional circuits, 253-254

for daylight, twilight, and starlight, 264-269
for ganglion cell receptive field, 254-257

how retinal circuits serve vision
efficient coding strategies, 260-265
natural scenes contain fine detail at low

contrast, 257-260
transmitting low-contrast neural image, 260

neuronal elements
cell populations, 231-238
input elements, 218-222
intrinsic elements for forward transmission,

222-225
intrinsic elements for lateral transmission,

227-231
output elements, 225-227

synaptic connections
inner plexiform layer, 242-244
outer plexiform layer (OPL), 238-242

Retinal triad, 320
Retinogeniculate inputs, 341-342
Retrograde messengers, 5
Retrograde signaling, 73-74
Retzius-Cajal neuron, 510
Rhodopsin (Rh), 248, 253, 268
Rhythmic bursting, 344-345
Rhythmic generation, 31, 32
Ribbon synapse, 238-241
Rod bipolar circuit, 264

Saclophen, 539
Safety factors for synaptic transmission, 10
Scaling principle, 203
Schaffer collateral projection, 463
Schaffer collaterals, 469, 484
Scratch reflex, 100, 101
Semilunar cells (S), 417, 421, 424
Septotemporal axis (S-T), 456, 457
Serotonin (5-HT), 111,515
Serotonin-containing fibers, 201-202
"Sharp wave" activity, 483
Short-axon (SA) cells, 172

deep, 174
Shunting inhibition, 70, 430
Signal-to-noise enhancement, 8
Signal-to-noise (S/N) ratio, 260-263
Silent synapses, 10
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Silent/shunting inhibition, 11
Simple spikes, 292
Single-fiber group la ESPSs (sfEPSPs), 95
Size principle, 110, 113, 184
Sleep, transition to, 55
Sodium (Na+) conductances, 336
Sodium (Na+) currents, 49-53, 525-526. See

also Sodium (Na+) conductances
in hippocampus, 489-495
in mitral cells, 203-205
in neocortex, 525-526
in neostriatal neurons, 382-384
in olfactory cortex, 444-445
in photoreceptors, 248
in Purkinje cells, 287
in thalamic cells, 336

Solitary cells of Meynert, 505
Soluble guanylate cyclase (sGC), 201
Somas, 2. See also different cells
Somatostatin (SOM)/nitric oxide synthetase

(NOS)-containing interneurons, 370, 371,
402

Sound, buildup and pauser responses to, 151
Sound localization in horizontal plane,

155-157
Spatial contrast, 32-34
Spatial facilitation, 105, 106
Spatial summation, 11

nonlinear, 264
Specific local information processing, 26
Spherical bushy cells (SBC), 129-131, 136, 137,

140, 143, 144, 146
Spike. See Action potential
Spike frequency adaptation, 56, 70, 527
Spike-timing dependent (synaptic) plasticity

(STOP), 440, 486, 487, 533
Spillover effect, 190
Spinal circuits, synaptic organization of,

100-108
Spinal cord, 79, 122-123

in action, 109-116
anatomy, 80
excitatory systems, 98-99. See also Group la

afferents
motor unit recruitment

alternative recruitment patterns, 114-116
functional consequences, 116
intrinsic motoneuron properties related to,

110-111
synaptic organization underlying, 112-113,

115
motor units, 83-84

properties, 84, 85
recruitment, 109-110
types of, 83-84

neuronal elements, 79-86
postsynaptic excitation, 88-96
postsynaptic inhibition, 99-100
presynaptic inhibition, 86, 96-98
synaptic action in, 86-88
synaptic organization of ascending tracts,

108-109
"relay" vs. integrative" functions, 108
synthesis, 109

Spinal interneurons, 84-86, 101-102. See also
Renshaw interneurons

dynamic control of, 116-122
Spindles, 348, 349
Spine action potentials, 546-547
Spines. See also Dendritic spines

horizontal cell, 240
Spiny branchlets, 281
Spiny neurons, 170. See also Pyramidal (Py)

cells
in basal ganglia, 369. See also Basal ganglia

conditions for induction of LTD and LTP
into, 394-395

dendritic membrane properties and,
382-387

intrinsic connections and, 400-401
synaptic types of neostriatal, 374-377

"sparsely," 504
Spiny stellate (St) cells, 506-507
Spontaneous rate fibers, high vs. low, 158-159
Starburst amacrine cell, 21, 249
State dependence, 106-108, 118
Stellate (St) cells (SC), 28, 132, 134, 277-278,

298
spiny, 506-507

Stretch reflex inhibition, 118
Striatal interneurons, cortical and thalamic inputs

to, 396-397
Striate cortex, 225
Striatum. See Neostriatum
Striosomes, 379, 380
Stumbling corrective reaction, 122
Subiculum, 474
Substantia nigra, 371, 375, 397-400

pars reticulata (SNr), 363
Substantia nigra pars compacta (SNc), 363
Subthalamic nucleus, 363
Superficial peroneal (SP) nerve, 118-122
Superficial pyramidal cells (SP), 417, 421
Superior colliculus, 324, 363
"Surround" mechanism reduces redundancy,

261-262
Sustained current. See Long-lasting (L) current
Synapse(s), 61-63

as basic unit of neural circuit organization,
3-6
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Synapse(s) (continued)
defined, 3
as integrative micro-unit, 7
mechanisms involved in signaling at, 3-5
as multifunctional multitemporal unit, 3-5
types of, 5-6

types 1 and 2, 5-6
Synaptic and intrinsic currents, 74-77
Synaptic circuits. See also Canonical circuits;

Local/intrinsic circuits
development of, 8
levels of organization of, 6-8

Synaptic cleft, 61
Synaptic convergence, 9, 11-12, 14
Synaptic density, 113
Synaptic divergence, 9, 14
Synaptic efficacy, factors that control, 113-115
Synaptic integration, 488
Synaptic organization, 1-3. See also specific

topics
as multidisciplinary and multilevel subject, 1

Synaptic scaling/normalization, 489
Synaptic strength. See Synaptic efficacy
Synaptic summation, as fundamentally nonlinear,

11
Synaptic system, 113
Synaptic terminal, types of, 316-318
Synaptic transmission in reverse. See Retrograde

signaling
Synchronization, 8, 10

T channels, 336-338
anatomical relationship of modulator inputs to,

348
Temporal contrast, 32, 34
Temporal differentiation, 13
Temporal summation, 11
Terminal tuft (T), 19
Tetanic depression, 96
Tetrodotoxin (TTX), 287-288, 290, 301, 383, 495
Thalamic afferents, 366-367, 512-514
Thalamic neurons, 74-75
Thalamic nuclear groups, major, 312-314
Thalamic nucleus, major types of afferent to,

314-315
Thalamic relay neurons, 314, 324-326, 329-334

classes of, 325-326
firing mode, 58, 72-73
inputs to, 328-329
noradrenaline's effects on, 344

Thalamic relay(s)
first and higher order, 312, 353-356
gating and other transformations in, 344,

348-350

brainstem inputs, 350
burst and tonic relay response modes,

344-348
cortical inputs from layer 6, 350-351

Thalamic reticular nucleus, 331, 332
cells of, 328
inputs from, 323, 348-350

Thalamocortical cells (TC), 28
Thalamocortical relationships, 355-356
Thalamus, 311-312, 359, 363

basic neuronal circuit, 329
component populations, 329-330
intrinsic circuitry, 330-332

dendritic cable properties, 332-334
drivers and modulators, 314, 351-353
general organization, 312-315

maps, 315-316
parallel processing, 315

how it relates to motor outputs, 357
motor links of first order afferent drivers,

357-358
motor links of higher order afferent drivers,

358-359
relationships of sensory perception to

mechanisms of motor control, 359
interneurons, 326-327, 334, 342

inputs to, 329
membrane properties, 334-340
of monkey, 312-313
neuronal elements, 316, 324-327

electron microscopic appearance of,
316-320

inputs, 320-324
synaptic connections, 328-329
synaptic transmission

brainstem inputs, 343-344
GABAergic inputs, 342-343
glutamatergic inputs, 341-342
ionotropic and metabotropic receptors,

340-341
Theta, 485
Theta burst pairing, 485-486
Theta burst stimulation, 485
Thorny excrescence, 467-468
Tibialis anterior (TA), 117
T-multipolar cells, 129, 130, 136, 138, 143-147,

159
chopper responses from, 146

Tonic mode of firing, 338, 339. See also Burst
and tonic relay response modes

Tonotopic map, 125
Tract cells, 85
Transient current, 50
Transmitter substance, 3
Transverse axis (TRANS), 456, 457
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Trapezoid body (TB), 128-130, 144
Trigger features, 550
Trisynaptic circuit, 463
Tuberculoventral cells. See Vertical

(tuberculoventral) cells
Tuberomammilary nucleus of hypothalamus, 324
Tufted cell membrane properties, synchronization

by, 209
Tufted cells, 171-172, 184, 194, 199

external (Te), 171
internal (TO, 171
middle (Tm), 171

"Twitching spine" hypothesis, 546
Two-port, nonreciprocal, 3
Tyrosine hydroxylase (TH), 375

Varicosity/bouton, 7
Ventral anterior thalamic nuclei, 312
Ventral cochlear nucleus (VCN), 144, 145

anterior division, 127-129, 137
cell types in, 129-131
posterior division, 127-130
synapses in, 136-140

Ventral horn, synaptic types in, 86, 87
Ventral horn interneurons, 86
Ventral lateral thalamic nuclei, 312
Ventral nucleus of lateral lemniscus (VnLL), 129

Ventral posterior thalamic nuclei, 312
Ventral spinocerebellar tract neurons (VSCT),

107-109
Ventral thalamus, 311
Ventricular cells, symmetrical and asymmetrical

modes of division, 501-503
Ventricular zone (VZ), 501-503
Vermis, 278
Vertical (tuberculoventral) cells (V), 132, 133, 138
Vesicles, synaptic, 3-6, 61, 240, 268
Visual cortex, basic circuit for, 524-525
Visual system, compared with olfactory system,

454
Visual transduction, 246-248
Voltage clamp, 45
Voltage-dependent channels, 336-338
Voltage-dependent processes, 444-445
Voltage-gated Ca2+ channels (VGCCs), 192, 493
Voltage-gated currents, 45, 47, 51

high-voltage activated currents, 53-54
Voltage-gated Na+ channels, 489-491
Voltage-sensitive ion channels, 47
Voltage-sensitive membrane currents, 45, 149
Vomeronasal organ (VNO), 185

Waking, transition to, 55
Waveform of stimulus, 157


	019515956X
	Contents
	Online Resources
	Contributors
	1. Introduction to Synaptic Circuits
	2. Membrane Properties and Neurotransmitter Actions 
	3. Spinal Cord: Ventral Horn
	4. Cochlear Nucleus
	5. Olfactory Bulb
	6. Retina
	7. Cerebellum
	8. Thalamus
	9. Basal Ganglia
	10. Olfactory Cortex
	11. Hippocampus
	12. Neocortex
	References
	Index
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	V
	W




